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Six hundred million Chinese in 1950, and double
that today. Eight hundred million Africans on the eve
of the third millennium, and probably three times that
in 40 years. Humankind under threat from a third
world population explosion. Industrial societies enfee-
bled by depopulation and the opposing risk of a popula-
tion implosion. Pension systems hard-pressed by aging
populations. Northern societies living in entrenched
fear of invasions from the east or south, be it history’s
yellow peril or the more recent open floodgates from
across the Mediterranean or Rio Grande, turning a
convenient blind eye to their own ancestral past as
invaders, with their most overwhelming wave (toward
North America) being a matter of recent history. For
the past 50 years, population issues have dogged our
contemporaries and they remain as live an issue as
ever.

There is nothing new in this. Populations have been
counted since the start of recorded time. But rational
scientific methods to do so are of fairly recent date.
Back in the 17th century, John Graunt (1662) tried esti-
mating the population of London from registrations of
deaths, while the late 18th century found Thomas
Malthus publishing the first edition of his Essay on the
Principle of Population (1798). But it was not until the
20th century that Alfred Lotka (1934, 1939) gave us a
general theory of population dynamics, and Adolphe
Landry (1934) a general explanation of the demographic
revolution, which we now call “demographic transi-
tion” (Kirk, 1944; Notestein, 1945).

I. SCIENCE AND ITS PURPOSE

The problem with how demographers relate to the
public may be that they now have so many different

sophisticated tools for analysis that they risk shutting
themselves up in an ivory tower of overtechnicality,
even to forgetting what their science is all about: 
population. Too many handbooks give a sterile pur-
chase on demography and, after lengthy expatiation
on the relationships of rates to probabilities, the differ-
ences between occurrence—exposure rates and frequen-
cies, or even the pros and cons of the nth parameter of a
descriptive or explanatory model of fertility or mortal-
ity, stop just where things start to get interesting:
explaining the phenomena measured and assessing
their impact on other aspects of economic and social
life. The aim here is to combine a comprehensive and
comprehensible presentation of all these methods of
demographic analysis with a discussion of how they
can be used to understand general population dynam-
ics and the relationships (causes and effects) between
them and their natural, economic, social, political, and
cultural environments. In other words, we need to look
not only at the science (demography), but also its
subject (population) and not just what we can know
about the latter, but what we can do with it.

The aim of scientific inquiry is not just to describe
the universe and the laws that govern it; but also to 
try and tell us how it works. What it tells us enables
us to act directly on the real world in some areas 
and change it for our benefit. So, modern physics has
given us control of atomic energy and laser beams and
medicine has produced antibiotics. In other areas
(meteorology and astronomy, for example), science has
only—at least as yet—enabled us to predict certain
developments so that we can better accommodate
them. For some scientific topics, we must be much less
ambitious and content ourselves with describing past
or current events and trying to understand their root
causes. This, surely, is where we must class economics
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and politics, with the caveat that these disciplines are
firmly geared toward action and control of the mate-
rial world and the future, whereas the ultimate goal 
of science, regardless of performances, is to increase
humankind’s ability to take its own destiny in hand.
Where does demography stand in this? Is it predictive?
Can it be used for action?

Knowing, understanding, predicting, and control-
ling population development . . . Can this be done in
isolation from other disciplines like history, geography,
economics, sociology, psychology, medicine, biology,
and genetics? Absolutely not. But, attempting to in-
clude every discipline would be as doomed to failure
as would limiting our study to the techniques of
demographic analysis alone: Co-opting everything
potentially related to demography would lead us off
course and risk muddying the paths we are trying to
clarify.

The term “demography” first appeared in a work
by Achille Guillard (1855), “Eléments de statistique
humaine ou démographie comparée.” Although more of a
crusading pamphlet than a scientific discourse, and
offering too narrow a definition, he must at least be
credited with having coined the word used to describe
the discipline today. But, it was more a late baptism
than a birth. The foundations of the scientific edifice of
demography were laid in the 17th and 18th centuries
by a series of scientists working along the same lines:
England’s John Graunt (1662) and Edmond Halley
(1693), Germany’s Peter Süssmilch (1775), Holland’s
Willem Kersseboom (1742; INED, 1970), France’s
Antoine Deparcieux (1746), Sweden’s Per Wargentin
(1766). This nascent science as yet had no clear name
or object. It was often referred to as political arithmetic.
In fact, while its founding fathers came from quite dif-
ferent backgrounds (a cloth merchant, an astronomer,
a theologian, an actuary, and two mathematicians),
they agreed on at least one point: the need to address
their political problem (the study of human popula-
tions) with numerical sciences—mathematics, statistics,
and probability theory. And, that is precisely what
Achille Guillard meant by linking his neologism with
the expression elements of human statistics. We, too,
must start by reducing reality to calculable and meas-
urable elements in order to describe, analyze, and
understand the mechanisms that govern the composi-
tion and development of a population. This is the 
foundation on which Alfred Lotka (1939) developed
his general theory of population dynamics and this
process is central to demography, even if it also seeks
to study the dynamics of population from all angles
connected with the various qualitative and quantita-
tive aspects of the population at both individual and
societal levels.

II. HUMAN POPULATIONS

What populations are we referring to? This is not a
trivial question because in strictly statistical terms, a
population is generally defined as a set of unspecified
individual elements meeting a single definition. Once
that group becomes subject to an ongoing process of
entries and exits capable of changing its size and struc-
ture, it can be studied with the tools of demographic
analysis. In this way, one can just as easily calculate the
life expectancy of a population of electric light bulbs as
measure the fertility of a population of butterflies, and
so study the overall dynamics of these specific popu-
lations. Animal population studies in particular are a
special field in which the principles of demography are
widely used. Nevertheless, we exclude it from our area
of study by limiting our discussion to human popula-
tions only. This is less because human demography is
already a broad enough field in itself to be the subject
of encyclopedic treatment than to highlight its singu-
larity: Humans are not just statistical units, simple
living beings, or merely social creatures like bees and
ants; in Aristotle’s1 phrase, man is a political animal
thinking and influencing his or her own individual
and collective destiny, which situates the study of
human population dynamics clearly in the field of
social sciences rather than biology.

The most easily defined human population is all 
the human beings inhabiting the earth: All humanity,
taking the term “humanity” in its full demographic
sense of not just all human beings alive today, but also
the entire course of the history of settlement, which is
the core issue of population dynamics. Here, popula-
tion dynamics relates only to one kind of entry and
exit: births and deaths. But demography can just as
easily apply to a small part of that group, set apart by
reference to one or more criteria by which the indi-
viduals selected to form part of it can be identified: 
territory, religion, language, nationality, education,
economic activity, disease, sex, blood group, and so
forth. Any group thus defined can constitute a popula-
tion in the demographic sense of the term. In many
cases, the dynamics of this population will then be

ii Caselli, Vallin, and Wunsch

1 In his “Politics” Aristotle (384–322 BC) was seeking to empha-
size the sophistication of humankind’s social organization, embod-
ied in the organized state. As Marcel Prélot (1961, p. 6) puts it:
“Ancient man, as Aristotle defined him, was only a being or ‘crea-
ture of the city.’ The import of the definition is severely curtailed by
translating ‘zoon politikon’ as ‘social animal.’ Animals are also
social, but only man is political. His nature is not to live in flocks,
herds or hordes but as an integrated part of that social organization
represented by the Polis, the City; which is, for him, both a natural
need and an ideal.”



governed by more complex rules, according to many
different types of entry and exit. In addition to the
natural changes of births and deaths, we must take 
into account other events through which the indi-
vidual characteristics defining the group studied are
acquired or lost: crossing a border, acquiring or 
losing nationality, taking up or leaving an occupation,
illness or cure, and so forth, unless they are (biologic
or other) characteristics acquired through birth and
lost only with death (gender, blood group, birthplace,
etc.).

Of all the criteria used to identify a subpopulation
whose dynamics are a matter for demographic study,
the most important is residence in a socially significant
territory. First, it must correspond to the simplest def-
inition covering all humankind, which is self-defined
by residence on a territory (the planet) whose social
significance is beyond question in these times of 
globalization, the only difference being that this ter-
ritory represents the entire area so far inhabitable by
humankind. In addition, the concept of territory is
inseparable from the social organization of human life,
taken here as a building block of the subject of demog-
raphy. So, territory is not just about geographically
bounded areas—the area concerned must still be con-
nected with the organized community life of human
beings. Admittedly, the boundaries of that area may be
determined by strict physical geography (the popula-
tion of the Andean plateaux or the middle Senegal
valley, for example) but the significant fact is that the
ecologic conditions governing these territories influ-
ence the collective way of life. Consider too that these
ecosystems are not the only source of socially organ-
ized territories: remember how many states of the
United States are delimited by imaginary lines repre-
senting latitudes and longitudes!

III. POPULATION DYNAMICS

Whatever the population studied, demography
focuses on its dynamics. Although it may attempt to
identify the determinants and assess the impacts in the
economic, social, cultural, political, and other fields,
these factors and impacts fall within its purview only
in so far as they offer explanations of these dynamics
in view of informing government and society of the
implications for the future. However, developing the
specific analytic tools to do that has enabled demog-
raphers to acquire experience and skills in equally
useful fields of study outside the specific focus of 
the discipline, not directly connected to population
dynamics. Mortality, for example, one of the key

factors of population dynamics, is obviously related to
health and thus is a touchstone issue of demographic
research in which demographers were interested even
before the word demography was coined. But, the
demographic study of health is supremely relevant to
the social system and policy makers, be they general
government, the medical profession, welfare funds, 
or charitable agencies. As a result, demographers are
encouraged to engage with studies or research on sub-
jects completely independent of the relevance they
may have to explaining population dynamics or the
effects of growth. For example, having developed 
abilities to measure morbidity, which has a clear
impact on mortality (and hence population dynamics
through tuberculosis, cancer, or cardiovascular dis-
eases), the demographer may just as easily be
prompted (by a study sponsor or simply to further his
or her own scientific interest) to evaluate diseases or
disabilities such as the common cold, vision problems,
or mental illnesses whose connection with mortality
are much more tenuous and in any event not the major
concern.

Likewise, marriage entered the ambit of demogra-
phy prima facie because it was or still is in many 
societies a factor for formally organizing the expres-
sion of fertility. However, it has subsequently
remained a subject of demographic inquiry even
where the marriage rate and fertility are increasingly
uncoupled by the rise in nonmarital fertility and 
contraception within marriage. Demographers are
increasingly working with sociologists, psychologists,
political scientists, and lawyers in studying the diver-
sifying forms of marriage, including those that clearly
no longer have a link with fertility, such as same-
gender unions.

The fact is that anything connected with fertility or
mortality, however remotely, can have a direct bearing
on population dynamics and it is only well upstream
(factors) or downstream (consequences) that it can be
considered completely outside the specific field of
demographic research.

Migratory moves are another consideration. It is
clear that what has just been said about mortality and
fertility can readily be applied to external migrations—
those across the boundaries of the area in which the
study population lives. Internal migrations, which are
a zero sum for the population concerned and so do not
affect its dynamics directly, are a different matter alto-
gether. Should they simply be excluded from the scope
of demography? There are at least three good reasons
why they should not.

First, the concepts and methods of analysis of
migrations are self-contained, for one very good
reason: The same migration flow can be considered as
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external or as internal according to how the study 
population is defined. A migration from Ohio to 
Oklahoma is an internal migration for the United
States, but external for each of the two states con-
cerned. The same argument can be applied at all levels
and applies even more so where the study population
is defined not by territory but by any other distin-
guishing criterion (school population, occupation,
legal categories, etc.). Occupational, social, and legal
migratory moves may be internal or external, depend-
ing on the study population profile. Such rapid change
in the distinction between internal and external alone
would justify including the study of all migrations of
whatever kind in the scope of demography.

But, also, even restricting discussion to the strict
confines of a given population—in the broadest case of
the population of a geographic area—internal migra-
tions are usually not just indirect factors. Rather, 
they are are also a direct consequence of population
dynamics. The spatial reorganization effected through
internal migrations, especially between town and
countryside or relatively different cultural areas, is
rarely without consequence on demographic behavior,
health, and fertility. To this extent, internal migratory
moves contribute at least indirectly, and often signifi-
cantly, to the overall movement. But, even more
clearly, internal (and external) migrations are often the
consequences of population dynamics effects. Popula-
tion pressure exerted on certain strata or regions of the
territory (the countryside, for example, or areas with a
higher natural increase) are often the source of inter-
nal migration flows, which, as a result, fall within the
field of general population dynamics.

For all these reasons, far from excluding internal
migrations from the scope of this book, external and
internal migrations will be distinguished only accord-
ing to methodologic or conceptual needs. It is quite
clear that although only external migrations are central
to the dynamic, internal migratory moves are equally
important in studying determinants and consequences
and that in the final analysis, they will in most cases
be methodologically inseparable.

The division between the components of population
dynamics and their relations with other aspects of
social dynamics may be unclear, but so are those of the
wide range of populations that can be the focus of
demographic study. It was said earlier that the focus
of this text will be on resident populations living in a
socially constructed area, but that is not to exclude
other populations susceptible to demographic analy-
sis. However, other examples will be cited only briefly
and selectively to illustrate the varied range of pos-
sible applications, which is so wide as to rule out a
comprehensive approach.

IV. INDIVIDUALS AND VITAL EVENTS

As stated above, demography is about the study of
the human population, although its techniques can be
applied to other subjects. However, any population
consists of a group of individuals. While demographic
research does not focus on the individual per se, unlike
psychology for example, demographers must bear in
mind the obvious facts that a population’s mortality is
due to the death of some of its members during a given
period, natality2 is the result of births engendered 
by men and women, and migration stems from the
mobility of human beings within or outside borders.
The correspondence between population changes 
and individual vital events, however, is more complex
than it appears at first sight. Take the case of mortal-
ity, for instance. In any year, an individual may die or
survive; so his or her survival probability will be 0 or
1. During the same year, general mortality may be
characterized by the ratio of the number of deaths to
the population exposed to the risk at the start of 
the year. This ratio gives a frequency or probability 
of dying that will never be equal to 0 or 1 other 
than in the exceptional case of everyone surviving 
or dying in the year. When we say that a person 
has a 0.083 probability of dying in the year, we are
actually applying a group characteristic to the indi-
vidual that will never occur on an individual level. 
The fact is that if the person survives during the 
period of time, its probability of dying will be 0, 
and if the person does die, it will be 1; it will never be
equal to 0.083. An individual probability cannot be
estimated unless there are at least two individuals; we
then apply to the individual a probability calculated
for the group by assuming that the population is
homogeneous in relation to the risk of dying. This is
the basic principle of life insurance, enabling a
measure taken on the population to be transposed to
a specific individual.3

Another example of the differences between a 
population and an individual relates to the fact that a
person may age comparatively quickly or slowly, but
can never get younger. The arrow of time, as philoso-
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2 We generally talk of natality in relation to a population, and
fertility for individuals of childbearing age.

3 This principle depends on the concept of probability itself. Do
we assume that a probability is the result of a series of identical expe-
riences, where events are repeated in the same conditions (a barely
tenable position for human events), or do we instead consider that
probability expresses the degree of certainty about the truth of a 
proposal in the light of the available information? This second
“Bayesian” approach seems to correspond more closely to the needs
of demography.



phers call it, is a one-way street.4 But a population can
get younger if the birth rate rises. In this case, the pro-
portion of young people in the population will rise (to
the detriment of the other age groups) and the mean
age of the population will fall. So a population may
rejuvenate following a rise in the birth rate even if indi-
vidual life spans lengthen. Conversely, populations
have historically aged as a result of declining fertility
and not because the mean life span of individuals
increased.

A population is a point-in-time cross-section of a
multitude of individual life paths. In a given period of
time, people are added to this population through
birth and immigration, while others die or emigrate.
The total population will increase or decrease as a
result of these events. To properly understand the
period change in the population, therefore, we need to
know how many people were born in the period under
review, how many died, and how many emigrated or
immigrated (as will be seen in more detail in Chapter
3). The cross-sectional demographic structure, therefore,
will depend on the characteristics of the individuals
comprising the population at that time (e.g., their age,
marital status, gender, etc.). Population change will
result from the number of births, deaths, emigrations,
and immigrations occurring in that population during
a period of time.

There is an infinite variety of possible demographic
structures according to the number of characteristics
selected. Individuals do not differ only by age or
marital status; they also differ in dietary patterns,
musical tastes, hair and eye color, and so forth. Not all
of these characteristics and associated structures are
useful to demography; only those characteristics
capable of affecting population change must be taken
into account. So, fertility, mortality, and migration vary
with the individual’s age, sex, and marital status; but
educational level and social or ethnic group often
affect an individual’s fertility or life span too. On the
other hand, a love of tulips or Sibelius symphonies
probably has no impact on the components of popula-
tion change, although these characteristics may be
more specifically associated with certain social or ethnic
groups. Any putative correlation between a passion for
tulips and individual fertility would probably be spu-
rious, therefore, and would almost certainly be elimi-
nated by controlling for the social or ethnic group.

Generally, for an individual characteristic to be
meaningful for demographic purposes, it must be indi-

vidually discrete and affect at least one of the compo-
nents of population change, after controlling for poten-
tial common causes. For example, individuals differ in
age, and age influences fertility, mortality, and migra-
tion. The same applies to gender and many other 
variables. By contrast, musical tastes may vary from
individual to individual, but do not influence popula-
tion change; any correlation will be eliminated by con-
trolling for confounding variables such as social status.
Musical tastes may interest sociologists and musicolo-
gists, but are utterly irrelevant to demography.

Demographic behavior (i.e., giving birth to a child
and dying or migrating within or outside of the area
concerned) is clearly an individual characteristic. The
aggregation of these events is what produces popula-
tion and structural changes. The causes of these types
of behavior may be physiologic. Sexual desire is
important for the reproduction of the species; death 
is probably imprinted in our genes. Most behavior,
however, is learned during life or childhood (i.e., it
stems from factors related to the individual’s past,
family and social environment, and culture). Even
gender may depend on assignment and upbringing,
such as whether parents and peers treat the child as a
boy or girl. This individual gender identification may
even lead to pseudo-hermaphroditism (Fantino and
Reynolds, 1975). The decisions to get married, have
children, and/or migrate are very much dictated by
learned behavior, parental and peer influence, social
membership, and group culture. Dietary patterns,
which have a significant influence on health and 
survival, are also largely culturally determined, as
lovers of snails or frogs’ legs will testify! Smoking and
drinking, two major causes of death, are also socially
conditioned.

Thus, inquiring into the possible causes of demo-
graphic behavior means going beyond individual
factors and looking at the human being as a member
of a household, family, social category, ethnic group,
and so forth. In recent years, targeted surveys have
enabled demography to sharpen its focus not just on
individual characteristics (age, sex, education, etc.)
that influence demographic behavior, but also on the
multilayered aspects of demographic change stem-
ming from the individual’s membership of different
networks of groups and institutions.5 The subject of
demographic research, therefore, is the individual and
the society in which he or she lives. Explanations
focused just on individual behavior, like the rational
behavior of economic agents beloved of economists,
cannot encompass the broad spectrum of influences
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time to be only a subjective characteristic of life as lived, and not an
objective reality; they would argue that time stands still (see, for
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and incentives that rule human needs and motives; 
the same would apply to a purely macrodemographic
explanation (see, e.g., de Bruijn, 1999).

As will be seen throughout this book, demographic
explanations and theories are increasingly incorporat-
ing the social value systems and factors that predicate
demographic behavior. This is not to say, however, that
all individuals act in an identical manner; even in very
homogeneous societies, some individuals adopt non-
conformist attitudes and styles of behavior. So, some
couples in a low-fertility country may have large fam-
ilies, just as some couples may practice contraception
in countries where fertility is highly valued. Never-
theless, behavior in most societies is sufficiently 
homogeneous for aggregated measurements like life
expectancy and average parity to be meaningful.

V. DEMOGRAPHY AND SOCIETY: 
THE GREAT CHALLENGES

Demographers, therefore, cannot rely only on
demographic variables to describe and explain popu-
lation dynamics. Their conceptual framework must
necessarily accommodate all individual and collective
factors likely to influence the demographic processes
of the individuals—and hence the population—
studied.

Recent developments in the field are intertwined
with the broader changes wrought to knowledge and
practice in all the social sciences by turn-of-the-century
political, economic, social, and demographic develop-
ments. Society today is in the throes of rapid change,
which is affecting some geographic areas and popula-
tion groups more than others and creating new (social,
economic, and demographic) divides or reviving old
inequalities. As a result of the rapid pace of social 
and cultural changes, major technologic advances, the
growing power of the market economy, the decline of
the welfare state, globalization, adaptability to new sit-
uations differs from one population to the other, even
within countries, according to their cultures, access to
new technologies, and, of course, economic perform-
ances. In almost every case, the strongest win out over
the weakest. As a result, the gap—including the demo-
graphic gap—between the leaders and the laggards is
widening. These processes have aggravated the world
north/south split, just as economic globalization has
widened the welfare divide between an increasingly
developed north and the different components of an
increasingly riven South. The most dynamic southern
countries, which are also those with the earliest onset
demographic transitions, have managed to make the
best of the situation, and even compete with northern

countries, whereas others, resource-starved and still
tackling the consequences of overrapid population
growth, are sinking deeper into crisis.

Population trends in the wealthy countries could
become a new source of concern. The received wisdom
that the sweeping historical change represented by
demographic transition—the shift from high levels of
fertility and mortality to the low levels attained
between the two world wars—would be followed by
a situation of equilibrium—near-zero growth and
unchanging structures—seems not to have to been
borne out in reality. Far from stabilizing, the distribu-
tion of the population between its three large compo-
nents that typify the individual life cycle—childhood,
adulthood, and old age—seems more fluid now than
ever. In the classic posttransition scenario, the popula-
tion aging that is inherent to the change from pre- to
posttransitional stages could have stayed within rea-
sonable enough limits to require only tinkering at the
edges with the social systems established over the
century; but the collapse of fertility levels and the
unexpected decline in mortality among the oldest old
is distancing the situation from the accepted model.
Furthermore, short-term cyclical reasons have created
an unprecedented accumulated potential among
northern populations for the demographic aging
process to accelerate. Basically, the working age popu-
lations have so far remained virtually stable thanks to
the size of the post–World War II baby boom; before
long, however, these large numbers of cohorts will
reach retirement age, while the working population
dwindles as the less populous cohorts reach working
age.

It is easy to predict when the two waves of baby
boomers—immediately postwar and the 1960s—will
leave the labor force. With retirement ages of 60 or 65,
the first wave will start exiting around 2005 to 2010,
the second around 2025 to 2035. Logically, this will put
immense pressure on health and social protection
systems. Here, the veritable revolution in health care
brought about by major advances in treatment and
prevention, which give most people with degenerative
diseases or cancer a longer life expectancy than before,
must be taken into account. The possibilities of sur-
vival amongst the oldest old are expected to increase
considerably in the coming decades, because today’s
older people—and the next generation even more so—
are (or will be) of the generations that have drawn far
more of the positive benefits of welfare than their pred-
ecessors: proper diet, improved quality of life, occu-
pational health and safety, cultural development, and,
especially, the goods and services necessary to stay in
good physical and mental shape until entering the
oldest age group. The increased number, and espe-
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cially proportion, of the old elderly, however, will
begin to push up not only social protection but also
health costs: the prevention and treatment of chronic
and degenerative diseases, assistance for disabled
people, and, more generally, care for very old people
with physical and mental disabilities. So, demographic
analysis must accommodate not only declining mor-
tality and lengthening life expectancy, but also the
development of different disease patterns and morbid
conditions affecting the population.

Entrenched very low fertility also has a major
bearing on the increase in the proportion of old people.
Basically, where the top of the population pyramid
gets wider under the effect of increased longevity, the
bottom part narrows each year with the declining birth
rate. Furthermore, that low fertility is itself the result
of shrinking generations, because women born after
the baby boom and falling birthrate are now the child-
bearing-age generation: Even supposing an average
parity equal to that of their mothers, these women
would produce fewer children in total than preceding
generations. Fertility decline thus creates a dual cause
of the falling birthrate. Were this knock-on effect to
continue, it would produce an inescapable decline in
the total population. Although immigration might
provide a stopgap solution, only a significant rise in
fertility can halt the process in the long term. The
steadier the decrease in the youngest cohorts entering
at the bottom of the pyramid, the harder it will be to
turn the situation around and the longer any possible
resurgence in fertility will take to restore age structure
balance in the population. But it is far from certain that
any such turnaround in the situation is imminent, so
greatly does it depend on the position of women in
society and, more generally, children’s place in their
scale of priorities.

Historically, women’s lives were taken up with
bearing and raising children; now, these activities
occupy only a small part of their lives: More women
work, leaving the labor force only for short periods
(confinement and delivery), and have many fewer
births, being more intent on pursuing their careers in
historically male jobs. The world of work has not yet
fully adjusted to the growing number of women,
which is a competitive handicap to those trying to
balance work and motherhood because job character-
istics (working time and procedures) and promotion
prospects are still patterned on male lifestyles. In many
areas, therefore, career opportunities are dictated by
the early years of working life and generally fixed
around 30 years, just the age at which personal and
family choices—partners and family size—are played
out. Basically, women today want financial independ-
ence and a professional career and spend most of 

their youthful years in education and establishing a
foothold in working life, which means deferring or
abandoning plans to start a family. Obviously, until
such time as work and fertility can be fully reconciled,
women will almost always choose the former over the
latter.

Overlaying this are the consequences of changing
family patterns. Demographic transition evidenced a
shift from the patriarchal family to the nuclear family;
but far from being a foundation of permanent stabil-
ity, the latter is now being called into question in turn
by marriage break ups and new living arrangements.
Rising divorce and separation rates are almost auto-
matically increasing the proportion of lone, often mar-
ginalized, mothers. This severing of parental bonds
has affected the postwar generations, especially the
baby boomers (i.e., those who will soon be adding to
the oldest age group). Rising insecurity related to the
loosening of traditional ties of solidarity, places new
demands on social protection, which could further
undermine existing systems. Failure to address this
new situation may hinder a return to demographic
balance, as the fear of marriage breakdown may
depress fertility. All in all, the only-child option,
perhaps combined with deferred childbirth or even
voluntary infertility, could well become an established
societal norm with a series of repercussions on the
future population dynamic.

This concern about the demographic future of the
developed world may seem out of place, given the
magnitude of the problems pulling in opposite direc-
tions today within many developing countries. Yet it
appears likely that the globalization of demographic
processes will turn it into the key issue for all
humankind within the next few decades. However,
this must not eclipse the fact that a significant propor-
tion of the world’s population will still have to contend
with the problems of rapid population growth for
some decades to come.

The completion of the demographic transition, fore-
shadowed and confirmed by each new United Nations
(UN) population projection for the past 20 years, is 
naturally a great relief compared with the acute fears
aroused less by the UN’s late-1950s forecast of 6 billion
people by 2000 and the resultant rash of far-fetched
extrapolations made beyond that date. Right as it may
be to condemn the overblown rhetoric of the past that
sought to stigmatize rising births in the developing
world as irresponsible or support the introduction of
fertility regulation policies, it is equally important 
now to consider that although the impending end 
of the demographic transition is proof positive of the
groundlessness of some past fears, many crucial prob-
lems remain to be solved.

General Introduction vii



With 6 billion men and women in 2000, the hardest
part may seem to be over. We have gone from 2.5 to 6
billion in 50 years and have still to go from 6 to 9.5 in
the next 50 years. We have therefore experienced an
increase of 3.5 billion in a half-century, from a starting
point of 2.5—a 140% rise—while the 3.5 billion still to
come, also in a half-century, is a mere 60% increase
over the current 6 billion! Granted, but two problems
still remain. One is that the results to date are hardly
impressive: 20% of the world’s population has 80% of
its income, while the overwhelming majority share the
crumbs that remain. This is not a matter for pride,
especially given the very unequal division of that
remainder. Poor countries increasingly have to be
divided between genuinely developing countries 
and very poor countries whose extremely fragile
economies are on the brink of collapse.

Above all, however, a large share of the 3.5 billion
people added in the last 50 years accreted directly to
developed countries with growing populations (espe-
cially North America and the former Union of Soviet
Socialist Republics [USSR]) while the bulk of that in
the south was added by the most dynamic countries
or regions (China, Southeast Asia, Latin America). By
contrast, the next 3.5 billion will be almost entirely
added to the world’s poorest countries or areas, espe-
cially in sub-Saharan Africa and some South Asian
countries. Setting this further increase against the
current total population of the regions most affected
(under 2 billion), we get a real growth figure of nearly
200%. However, not only are these countries the
world’s poorest, but unlike most of Asia or Latin
America whose highest population growth came
during the “30 boom years,” today’s poorest countries
will incur theirs in adverse international economic
conditions (Vallin, 2000).

Arguably, there is every reason for consigning to
history what in fact we should never have feared, but
there is now all the more reason to look seriously at
what, all rhetoric aside, we have consistently put off to
later: the economic and social development of the
poorest regions. This remains a live and very urgent
issue, like finding environmentally sound develop-
ment models that respect the broad balance of nature
on the planet.

VI. FUTURE POPULATION DYNAMICS

It is a racing certainty that once this exceptional
growth period has peaked, all the world’s populations
will more or less attain a mortality—fertility equilib-
rium in the near or relatively near future. However,
there are no guarantees that it will remain stable. What

is most likely is that the end of the great historical
process dubbed “demographic transition” will also see
the end of the like-named paradigm.

Barely had the UN ventured to produce its fine 
simulation of a general stabilization of the world 
population based on the transition theory in the early
1980s than the fault lines began to show everywhere.
Less because of its failure to predict the acquired
immunodeficiency syndrome (AIDS) epidemic in
Africa or the health crisis in Eastern Europe (which,
however appalling, are finally just adverse develop-
ments that cast no doubt on the fundamentals of the
model) than because of the growing body of evidence
that “the end of the transition” will be anything but
that expected. The postwar baby boom experience
should have sounded the alarm bells, but the fact is
that World War II upset so many apple carts that it
might be reasonably thought to be only an interlude in
the unfurling of an inevitable historical process. And
that is how it was seen.

But, how could it be thought that declining mortal-
ity and fertility, the period of exceptional growth due
to the time lag between the two, and the resulting
upheaval in age structures, would end up in a period
of general stability? How could it be thought that after
the storm would come the eternal, untroubled calm on
nothing more than the belief that life expectancy at
birth would never extend beyond 85 and that fertility
would inevitably level off at 2.1 children per woman?
There was nothing, absolutely nothing, to suggest that
it would be this way. To the contrary, all the signs
today are that things could go very differently. Sadly,
there is no new paradigm, model, or theory with
which to accommodate not the end of the demo-
graphic transition, but its expected consequences. All
that can be done when imagining the long-term future,
therefore, is to devise possible alternative scenarios for
fertility and mortality and their expected conse-
quences for the total population and age structures.
Admittedly, it can be done on the basis of currently
observable facts, but the future import of those we
cannot tell.

As to fertility, first, two facts give pause for thought.
First, in a number of northern countries, the total fer-
tility rate has been significantly below the replacement
level of 2.1 children per woman for the past 20 years.
In some, it has even been far below: 1.3 in Germany,
Italy, and Spain, for example, and even 0.8 in North-
ern Italy! Second, mean age at childbirth is rising sig-
nificantly. These two facts may not be unrelated. It
could readily be assumed that a late first birth would
reduce period fertility to very low levels simply as the
combined result of very low fertility among women
who completed their fertility when younger and the
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continuing very low fertility among younger women
who are putting off motherhood. Overall lifetime fer-
tility aspirations may be unchanged, but, in these con-
ditions, period fertility could actually fall to very low
levels at least for a certain time. Obviously, it may
equally well be that what has really changed is desired
family size.

On the basis of these different possible interpreta-
tions of the changes in progress, one chapter of this
treatise will seek to explore various fertility trend 
scenarios that combine assumptions about level (from
a return to replacement level to the only-child model)
and timing (early or late, with one or two key family
formation periods).

Still on the basis of current facts, questions arise
about the lasting quality of a parameter that demo-
graphers have in the past always taken as stable—the
sex ratio at birth. It is a universal fact that until very
recently the number of male births was always slightly
above female births (105 males to 100 females), with
excess male mortality redressing the balance at child-
bearing age. Now, in some societies where male pref-
erence is particularly strong, this successful balance is
being seriously undermined by antenatal gender diag-
nosis and the possibility of selective abortion. In some
parts of India and China, the sex ratio at birth has now
risen to 120, 150, and above. What would be the result
of a long-term spread of such behavior?

But fertility is not the only question mark for the
future. Contrary to expectations, the future of average
duration of life is little more certain than that of fertil-
ity. Disregard the possibility of humankind being
simply wiped out by a nuclear war, or an epidemic
even worse than AIDS is proving for Africa. Leave to
the gloom merchants the idea that life expectancy
could fall on a long-term basis worldwide as it recently
has in the Eastern European countries. The game still
remains wide open. There are, in fact, two theories
today setting biologists and demographers at odds
with one another.

The first says that we are fast approaching the
absolute limit of human longevity. Having raised life
expectancy from 25 in the 18th century to 80 years now,
all we have done is to bring the average (life
expectancy) closer to the maximum possible life span
(longevity). Only the former is susceptible to change,
while the latter is irreversibly fixed by the initial life
potential written in our genes. It is clear that the closer
one gets to the maximum, the harder it is to raise the
average. Furthermore, because of the variations in
individual gene pools, the upper limit itself varies
widely between individuals, and the absolute record
recently set by Jeanne Calment, who died in 1997
slightly older than 122 years, is just that—a record (i.e.,

a score that only a tiny number of individuals will ever
be able to match). This line of reasoning has led biolo-
gists like James Fries (1982) and demographers like Jay
Olshanski (1990) to conclude that it is virtually impos-
sible for life expectancy to exceed 85 years. This,
indeed, is the underlying assumption of the most
recent UN projections.

There is, however, another theory that human
longevity is not immutable. First, we have no evidence
that it has not increased in the past. Methuselah aside,
anecdotal evidence of extreme longevity is not uncom-
mon in historical records, but singularly lacking in
hard proof (Vaupel and Jeune, 1994). No proof has ever
been produced of any man or woman before Jeanne
Calment attaining the age of 120 (Allard et al., 1994).
However, there is a well-established tendency in
almost all societies to exaggerate the age of very old
people. By contrast, there is circumstantial evidence
that human longevity may have increased in recent
decades (Robine et al., 1997). The highest age at death
has risen each year in the most advanced countries
over the past 40 years (Wilmoth and Lundström, 1996).
Also, since the 1970s, mortality among the oldest age
groups (over 75 years), which had been relatively
stable suddenly, began to recede (Kannisto, 1994, 1996;
Meslé and Vallin, 1998). Finally, some biologists, like
Roy Walford (1984), for example, believe that we are
on the threshold of effectively delaying the human
aging process. If so, anything becomes possible.

Without going as far as André Klarsfeld and
Frédéric Revah (1999) with their suggestion that
immortality does not exist, not because of biologic
imperatives, as had always been thought in the past,
but simply because serving no biologic purpose, it did
not evolve, should we not, for example, admit the
plausibility of Roy Walford’s proposition that life
expectancies of up to 150 years should not be beyond
imagining in the 21st century? What effect would that
have on populations?

All these scenarios would obviously have very dif-
ferent consequences in terms of total populations and
demographic structures. The world population, for
example, could just as easily continue to grow rapidly
after 2050 or collapse to pre-Neolithic levels with the
risk of being wiped out altogether. Alternatively, 
“reasonable” aging leading, for example, to 30% of the
population aged over 60 is just as likely as a radical
upheaval in age—sex structures going far beyond even
the most radical predictions so far: Life expectancy 
of 150 years and a single-child family trend could, 
for example, produce a population with only 2% of
“young people” (younger than 20 years) and 7% of
“adults” (aged 20 to 60 years), but 91% of people older
than 60 years and 74% older than 100 years! Obviously,
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the descriptions young person, adult, and old person
could not then be applied to the same age groups as
today. Regardless, given the difficulties we now have
contemplating the prospect of living tomorrow (in
2050) in a society where at least 30% and perhaps even
40% of the population will be older than 60 years, how
can we envisage a world where three fourths of the
people will be centenarians? It is easy for demogra-
phers to make population forecasts, but it is much
harder to envision the kind of society that they would
produce. Sociologists, psychologists, economists, and
political scientists would also have to think hard!
Much will depend on their respective abilities to com-
municate and create synergies of knowledge. In any
event, the size of the challenges, the complexity of
development factors, and the still largely uncharted
possible consequences require a new demography
with a broad cultural focus capable of addressing
issues holistically. The next stage will probably see
new developments increasingly tracked through in-
depth surveys that pave the way for research into the
linkages between socioeconomic and environmental
changes and the demographic—and even biologic—
components of the population and the development 
of a framework of theories and assumptions capable
of connecting all the components of demographic
thought and experience with those of life as it is lived
in an overall approach. For that to happen, dem-
ographers will obviously have to be more skilled in
combining macroanalysis with microanalysis, moving
from the forensic analysis of types of behavior and
their determinants to interpreting them at the holistic
level of the complex systems in which we live.

In relation to the state of the art in methods and
knowledge, this view of demography lies more in the
realms of science fiction than today’s realities. At the
very outside, it may perhaps be incipient. This book,
therefore, does not seek to offer its readers what does
not yet exist. Its aim is less lofty: to report on what does
exist, pointing up the consistencies but also the emerg-
ing inconsistencies that may foreshadow the future
shape of our discipline.

GENERAL LAYOUT

This treatise on demography comprises four
volumes. This volume, the first in the series, falls into
two sections. Section I discusses population dynamics
and focuses on the essence of demography: the analy-
sis of the components of population change related to
changes in total population and age–sex structure. It
falls into five parts, themselves directed by the overall
approach taken in this treatise progressing from analy-

sis to synthesis. Part one covers population growth,
with an initial overall view of the principles of popu-
lation dynamics. Part two is given over to the analysis
of the three specific components of population change
(fertility, mortality, migration) in the context of the life
experiences of cohorts. In part three, the measure-
ments made are reconstituted as period indicators to
track demographic trends. This paves the way for an
initial synthesis followed, in part four, by the con-
struction of population models. Part five looks at 
ways in which to take account of the dependency
between demographic phenomena and of population
heterogeneity.

The following chapters analyse the factors of each
of the three building blocks of population change: fer-
tility, mortality, and migration. There are separate 
parts of each component, where the different types of
factors (biological, socioeconomic, cultural) and levels
of explanation (baseline variables and intermediate
variables, theories, frameworks, and explanations) are
addressed. The determinants of fertility are covered in
Section II of Volume I, while those of mortality and
migration are successively discussed in the two sec-
tions of Volume II.

The first section of Volume III addresses the history
and consequences of demographic change, i.e., the
history and geography of human settlement but also
population forecasts. Section II considers the conse-
quences of demographic changes in the biological and
health fields, in the socioeconomic and cultural ones,
on development, and on the environment.

The fourth and final volume covers, in Section I,
population theories and doctrines and population
policies. Section II falls into three parts and considers
observation systems, auxiliary methods in demogra-
phy, and the history and teaching of demography.
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POPULATION DYNAMICS
Introduction

GRAZIELLA CASELLI AND JACQUES VALLIN

In statistical terms, a population is a set of individuals defined by the same criteria
but possessing various values for different attributes. A population can also be consid-
ered at all times as consisting of groups of individuals possessing the same value for
given attributes. The main characterization of a population, therefore, is its size (the
number of individuals comprising it) and its composition (the frequencies of the various
values attaching to the attributes). On the face of it, this clearly applies to human pop-
ulations, which are the subject of demography. However, human populations are not
frozen in time but are in a state of constant change. Demographic analysis primarily
studies the underlying mechanisms of that change (i.e., to understand population 

dynamics).
A first characteristic of the dynamics of a population is its capacity to increase or

decrease at a certain rate. For that reason, part one of this section looks at population

growth. Chapter 1 looks in more detail at what demographers mean by populations and
individuals; Chapter 2 considers the dynamic nature of human populations, whereas
Chapter 3 examines how population growth depends upon its natural (birth and death)
and migratory components. These three short introductory chapters lead on to a
problem analyzed in Chapter 4: The fact that the mechanisms of growth cannot be
understood independently of the age-and-sex structure of a population. Population
movement and structure are inseparable: not only is population structure constantly
altered by changing fertility, mortality, or migration patterns, but structural changes
themselves influence how these factors of change are reflected in the population growth
rate.

To understand this interaction, we must first look more closely at each component
of change. The approach taken to do that, the longitudinal approach, which is the subject
of part two, may initially seem to be leading away from the strict definition of a 
population, but is nevertheless central to demographic analysis. Each phenomenon 



(fertility, mortality, migration) will be considered as it is actually experienced by the
individuals during their life cycle. So, a benchmark set of individuals born in the same
year (a birth cohort) will be taken to describe their age-specific mortality from observed
deaths in that cohort or a cohort of women to profile their age-specific fertility based
on successive childbirths. This somewhat extended section will fall into nine chapters:
the first discussing the baseline data (Chapter 5), ways of accounting for them (Chap-
ters 6 and 7), and the theoretical and practical bases of measurement (Chapters 8, 9 and
10). The three final chapters will analyze in detail each of the three components of
change: mortality (Chapter 11), fertility (Chapter 12), and migration (Chapter 13).

Although the longitudinal approach can accurately describe the components of
change and their underlying trend, it cannot account for year-over-year observable
changes in a population. Demographers commonly do this by period analysis on the
basis of the idea of a hypothetical cohort. Instead of describing lifelong mortality, fertil-
ity, and migration in a real birth cohort, a hypothetical cohort is designed, and its age-
specific death, fertility, and migration rates are calculated for the same single calendar
year. This is done at the beginning of part three (Chapter 14). Standardization methods

will then be used to compare total or synthetic indicators (Chapter 15) and perform age-
specific and total differential analyses (Chapter 16). The following two chapters will
examine the varying degrees of linkage between period and cohort analyses: translation

models (Chapter 17), and APC (age-period-cohort) models (Chapter 18).
Using this array of instruments to analyze population change, part four consolidates

dynamics and structure. This is done in two chapters in which population replacement

(Chapter 19) and population models (Chapter 20) are discussed. These will show that, in
the final analysis, population structure is entirely determined by the history of its
changes, because although structure has a strong duration-specific influence on change,
it progressively forgets its past.

In order to analyze the fundamental mechanisms of population dynamics, the real-
ities have had to be oversimplified through two basic working assumptions: (1) all the
individuals in a population are, if not identical, at least exposed to the same mortality,
fertility, and migration risks, and (2) the probabilities of dying, procreating, and migrat-
ing are completely independent events. This is obviously not the case in real life. So the
analysis needs to be fine-tuned in order to clarify exactly how the heterogeneity of a pop-

ulation can distort the measurement of natural (Chapter 21) and migratory (Chapter 22)
changes. We will then consider how to go beyond the independence assumption
(Chapter 23). It will quickly be seen that the life history analysis used to account for inter-
action of events has to consider multiple possible levels of aggregation, leading to 
multilevel analysis (Chapter 24). This will be a major step toward understanding demo-
graphic phenomena, and the approach to the determinants of change, which will be
looked at in Section two of this volume and in Volume II.
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To a parent’s eyes, a newborn baby, especially a
firstborn, looks like no other. Genetic science bears 
out that conviction: The probability of two (nontwin)
human beings being identical is vanishingly small,
close to zero. And genetics is not all! What goes for 
the formation of a person’s genotype doubtless goes
double for personalities—neither psychologists nor
ethnologists would take issue with that. Yet, demog-
raphy basically invites us to disregard these differ-
ences. Individuals can only be counted and turned into
statistics by working on the assumption that they are
all the same.

I. NUMBER AND COMPOSITION

Essentially, demography is simply the statistical
study of human populations.1 In statistical terms, a pop-
ulation is basically a group of individuals who fulfill a
definition. The population of France, for example, is
everyone living in France, regardless of gender, nation-
ality, religion, skin, or eye color. We can look at this set
of people in two different ways: size and composition.
In the former, they are simply counted, disregarding
any attributes that may differentiate one individual
from another. The 1999 census, for example, recorded
58,518,748 people living in Metropolitan France; each
of these—regardless of age, size, weight, intelligence,
and so forth—counts for one and one only. With

typical black humor, the cartoonist Reiser2 thought 
the world leper population—estimated at the time 
by the World Health Organization (WHO) as 14
million—would be more accurately assessed by 
discounting the hands, arms, feet, or legs rotted off by
this dreadful disease, which he calculated would
reduce the number of lepers to an estimated 12 million.
Not so, however! The size of any population is always
and only the total number of its constituent individu-
als, however great the individual differences between
them may be.

From the latter angle—composition—differences
between individuals are clearly relevant. And yet, the
principle remains unchanged. To determine the distri-
bution of the population according a specific attribute
or characteristic, classes are created to which all the
individuals with the same definition, the same statis-
tical value, for that attribute are assigned and a fre-
quency table is constructed for the different values
assumed by the attribute studied. Suppose that we
wish to study eye color in the American population
and assign four values to the attribute eye color: blue,
green, chestnut brown, and black. The inhabitants of
the American continent will be assigned to one of four
classes according to these values and the number of
individuals listed in the corresponding class, disre-
garding all other attributes, will give the frequency of
each value. In fact, what we have done is to distin-
guish, within the American population, four subpopu-
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lations by reference to eye color and measured their
size in exactly the same way as the size of the French
population was measured in the 1999 census. There is
no essential difference between measuring the fre-
quency of each of the four eye colors in this way and
the more usual method of counting the population of
each state making up the United States. Only the
attribute definition changes.

Clearly, many other attributes of varying degrees of
complexity may be observed. The most basic of these
is obviously gender, for which there can be only two
values (male or female). Others, by contrast (e.g., 
occupation, birthplace), lend themselves to a vast or
even unlimited number of values, where continuous
variables like age, weight, size, and so forth are con-
cerned. Distributions that intersect multiple attributes
may be studied. Cross-studying sex and age, for
example, allows us to produce, as we will see in 
a subsequent chapter (see Chapter 4), a population
pyramid that offers many insights not just into a pop-
ulation’s demographic history and predicted develop-
ment, but also on a host of societal issues such as
school, work, health, and so forth. We can take this
further and cross-study three, four, five . . . n variables.
The principle will always be the same—statistically,
the individuals will be grouped within a single def-
inition to constitute a population or to distinguish
multiple subpopulations within the population. All
individuals who satisfy this definition are presumed
identical, and so available for being counted and com-
puted, although the heterogeneity of the groups so
formed may have to be factored in at a more advanced
stage of the analysis.

It is clear that by cross-studying a sufficient number
of variables, each containing a sufficient number of
classes, we could arrive at a subpopulation of one indi-
vidual. However, it is equally clear that this will not
account for the extreme variations between the indi-
viduals who make up humankind (from a purely
genetic point of view, the possible number of combi-
nations is infinitely greater than the number of indi-
viduals currently alive in the world), but this would
have taken us beyond the reach of statistical reasoning
(and demographic analysis), which is essentially based
on the law of large numbers.

II. SIZE, COMPOSITION, AND
DYNAMICS: STATE AND CHANGE

What does demography offer us beyond statistics?
Each of the previously described aspects (size and
composition) can be approached from two angles: state
(What is its size and composition at a given moment

in time?) and dynamics (How is it and its components
changing and what are the driving forces of those
changes?). Demography really starts with the second
question.

Admittedly, all literature on methods and materials
of demography take as their subject size, composition,
and dynamics (state and change). But demography
would not have been needed simply to measure the
distribution of a population between its various con-
stituent categories defined by attributes or character-
istics to be studied on the basis of census data or
sample surveys. The techniques of descriptive statis-
tics were more than enough for that. Analyzing popu-
lation change and understanding its mechanisms gave
rise to a specific body of methods. That said, the study
of change might aim to describe a state in situations
where the latter is not directly observable. This,
indeed, is the origin of demography. Before censuses
became a matter of administrative routine and a reli-
able source of demographic information, there was no
easy way to determine even the total population size
of a country or province. Our forefathers believed that,
under the dominion of the laws of God and nature,
whose purpose was to ensure the proper balance
between births and deaths, population sizes varied
little if at all. Accordingly, they thought that the tangi-
ble embodiment of those laws—baptismal and burial
registers—was enough to estimate the population and
its principal components. Demography, therefore,
originated in the myth of population stability and now
enables us to comprehend its dynamics. However,
other situations exist in which the analysis of change
aims to describe a nonobservable state. For example,
attempts to forecast the size and composition of the
population 10, 20, or 30 or more years hence. The same
process is often applied in a bid to reconstitute past
populations. Conversely, as will be seen, the develop-
ment factors of a population during a given period of
its history are closely tied to certain aspects of its initial
composition. Without change, therefore, demography,
would not exist but state and movement are central to
the analysis.

This kills two birds with one stone. First, regardless
of whether all or each discrete component is con-
cerned, the central overarching question that mini-
mizes individual differences will always be the
following: How does the size of a population subject
to perpetual change through the entries and exits of
the individuals comprising that population increase,
decrease, or remain stable? But, because entries and
exits may be partly dependent on the population com-
position, it is not enough to say that what is true of the
whole population (of France or America, for example)
is also true of its components (the blue-eyed subpop-
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ulation, women, senior managers, for example). Not
only are entries and exits not necessarily of the same
nature among subpopulations as in the whole popula-
tion (one is born a woman, one becomes a senior
manager), but also change in the whole may be 
dictated by certain elements of its composition. This
means distinguishing those constituent elements that
are decisive to the future of the total population, and
hence essential to demographic analysis, from those
that predicate only that of the subgroups. Thus, it will
readily be imagined that gender distribution may play
an essential role in the population dynamic because
there can be no births (the most ordinary entry route

into a population) without women. By contrast, the
proportion of blue-eyed individuals will have no 
influence and probably interest the genetic scientist 
more than the demographer. Between these two
extremes, some individual characteristics may play an
intermediate role. Arguably, for example, the propor-
tion of senior managers is chiefly of interest only to
sociologists and economists. But if senior managers
were to have a longer survival rate than others, they
would exit later. Their share would influence total pop-
ulation development. In other words, we cannot stay
at the highest level of aggregation indefinitely.

Chapter 1/Populations and Individuals 7





In the previous chapter we defined the field of
demographic analysis as the study of a human group
made up of people corresponding to the same defini-
tion, whether it be according to the criterion most 
commonly used in identifying a population (people
residing in a given territory) or to any other criterion
making it possible to distinguish, within such popula-
tions, subpopulations made up of people sharing a
specific characteristic (blue eyes, male sex, manager,
residing in a town, etc.). We have also chosen popula-
tion movement or change as the main subject of this
analysis. This does not only concern human demogra-
phy. The statistical approach, in the more general sense
of the word, usually concerns populations made up of
transient individuals who are continuously replaced
through a process of entries and departures, which
may, at the same time, change their dimension or
modify their composition. According to the nature 
of populations, however, two types of processes may
come into play: those which ensure replacement in 
an endogenous manner, without calling upon outside
help from a neighbouring population (by bringing in
new individuals or by exporting excess numbers of
individuals), and those, which on the contrary, rely on
exogenous exchanges with other populations.

The most common way of maintaining a supply of
objects, whatever their nature, is to draw from outside
reserves of new individuals and to reject those which
have become undesirable. Thus, the grains in a pile 
of sand which a mason uses to make his cement will
be continuously replaced by regular deliveries from
outside to make up for the sand used in his work. In
the case of goods produced by human beings, instead
of drawing on natural reserves one may produce new

objects to increase the collection or replace the items
that have become undesirable. The production source,
however, is not the collection itself, but an outside
manufacturer. This is an example of exogenous
replacement.

The living world, to which human populations
belong, has the capacity for endogenous replacement
which, on the contrary, enables a population to engen-
der new individuals itself. However, the individuals in
question are mortal and can also leave the population
without adding to the ranks of another population.

One of the fundamental aspects of demography, in
the wider sense of the term, is that it has to deal with
complex modes of replacement associating endoge-
nous and exogenous processes. More precisely though,
demography, which deals with human populations,
has developed according to the characteristics of this
dual process as it occurs among human beings. In 
fact, in human societies, as in other forms of societies,
these replacement processes are subject to constraints
imposed by the environment and biology; they are
also, to a great extent, controlled by mankind which
has managed to create for itself a certain amount 
of room to maneuver, allowing the expression and
influence of individual or collective decisions. And 
this is the case in both endogenous and exogenous
processes.

I. EXOGENOUS REPLACEMENT:
ENTRIES AND EXITS BY MIGRATION

The most common definition concerning a popula-
tion in demography, and which also gives the most
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meaning to the discipline, is that of a group of 
individuals residing within the limits of a territory
endowed with a social significance. And among 
the different types of socially organized territories,
national territories organized as States contain popu-
lations which, by definition, fall within the realm of
demography. Upon this basis, the notion of exogenous
replacement through entries into and exits from a ter-
ritory (international migrations) is clear and relatively
easy to define, even if certain clarifications remain nec-
essary. By extension, the same principles may just as
easily be applied to any other territorially defined 
population. However, most of the other populations
falling within the field of human demography are also
subject to an exogenous replacement process, even if
the analogy with the entries and exits through a geo-
graphical border may seem a little tenuous.

1. National Borders: Migrations and
Simple Visits

To define a population in the usual sense of the term
(a group of people living within the boundaries of a
socially organized territory) and whether or not entries
and exits are exogenous, the notion of “living in a ter-
ritory” needs to be clearly defined. Two notions are
possible at this point. One may rely on the simple
observation of a physical presence at a given moment
in time and therefore all individuals in this territory at
that time are considered as belonging to the popula-
tion. In this case reference is generally made to a “de
facto population.” This might be, at least in appearance,
the simplest solution. It would, however, be entering,
in a way, in contradiction with the idea that the terri-
tory of reference is only interesting if it has a social sig-
nificance attached to it, if the individuals in it are
socially organized. Would it not be preferable to con-
sider as a part of a population only those individuals
who truly maintain social links which organize the
population? In that case, visitors who find themselves
at a given time in the territory and who have no per-
manent ties with its “inhabitants” and who maintain
permanent social relations with another population
should be excluded. One must therefore define what is
meant by “inhabitant.” Usually, reference is made to
the notion of residence, of permanent place of resi-
dence, which generally relies on criteria of duration,
sometimes associated with declarations of intention.
But, if one only refers to “permanent residents”, one
must also include in the population being studied, per-
manent residents momentarily outside the territory. In
this case reference is made to “de jure population” even
if the definition of a permanent resident used for sta-

tistical purposes does not generally cover a legal cate-
gory so to speak.

The evaluation of the exogenous replacement
process of a population will of course be made accord-
ing to the type of definition used for the population. If
this concerns the de facto population of a territory, any
crossing of the border must be considered to be a
migration modifying the population. All entries, even
those of outside visitors, will increase the size of the
population whereas any exit, even for the shortest
period of time, will reduce it. On the contrary, in the
case of a de jure population, only changes of perma-
nent residence will play a part in the replacement of
the population.

2. Entries and Exits at Other 
Geographical Levels

The need to make a distinction between de facto and
de jure population is also valid, and even more so,
when the population is defined by another territory
than the national territory, since the problems are then
often more complex. The specially strong tie which
links inhabitants from the same country usually leaves
little room for any ambiguity concerning the notion of
permanent residence (or at least, ambiguous cases are
quite rare). The smaller the internal administrative
area considered, the more migratory exchanges will
become frequent, diverse and ambiguous: commuting
or seasonal movements for work or studies, main res-
idences and second homes, or even multi-residences,
etc. So much so that the definition of de jure popula-
tion, as well as that of migrations to be taken into
account for evaluating exogenous replacement,
becomes both difficult and necessary. In most cases,
important political, social and legal issues are linked
to the total size of the population and its variations.
Demographic analysis should therefore be able to 
deal with de jure population as well as de facto 
population.

The notion of population as defined by a territory
to which a social significance is attached may extend
to physical entities that can be considered as part of 
a territory. A micro-demographic approach will, for
example, take into consideration the population of a
school, a company, or a hospital. The buildings con-
cerned may then be considered as territories, and pop-
ulations and migratory movements will be defined in
relation to the walls of the buildings . . . But the notion
of territory tends to give way to that of the status of
the individual person. Individuals belong more to the
population considered in terms of the functions they
fulfil than in terms of their presence in the place, which
in most cases is not permanent but lasts only for the
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time needed for the person to fulfil his or her function.
In the same way, exogenous replacement of a given
population may be evaluated more in terms of acces-
sion to a function or ending an activity than in terms
of observed physical moves. It has more to do with
migrations from one category to another than with
moving from one place to another.

3. Generalization of the Notion of
Migratory Entries and Exits: Extension to

Non-territorial Populations

The notion of exogenous replacement through
entries and exits extends therefore to the case of 
populations defined without any reference to a 
territory.

A first group of populations, the definition of which
is largely if not totally independent from the notion of
territory, concerns groups of people established on the
basis of the family, the clan, the tribe, etc. In many tra-
ditional societies, especially in nomadic societies but
also often among sedentary populations, the territory
is not the main criteria of belonging. It is not even nec-
essarily taken into account. Ties of kinship are the main
factors for identifying the limits of a population, since
it is on the basis of these ties that the society and its
political life are built. It is thus not rare to find situa-
tions where—depending on geographical migrations,
which in this case do not contribute to replacement—
several populations, clearly defined socially and polit-
ically, overlap in a very complex manner in the same
territory and, in spite of this, are perfectly distin-
guishable from one another. Such populations, in the
same way as territorial populations, fall within the
province of demographic research.

The contours of such populations having been
established by definition according to ties of kinship,
one might think that any idea of exogenous replace-
ment by immigration should be excluded. This is not
so. In fact, two factors of exogenous replacement must
be taken into account: the exchange of women and
processes of adoption. Except for the theoretical
hypothesis of an entirely endogamous society totally
closed to any outside influence, entry within (or exit
from) such a population may occur through the acqui-
sition or the loss of kinship ties. More generally, one
may shift from the notion of the clan or of the tribe to
that of the ethnic group and, without the notion of ter-
ritory being primordial, define a population according
to its belonging to an ethnic group mutually recog-
nised by the people within it. One will therefore have
to take into account for the demographic study of such
populations their capacity for filling their ranks from

external sources or on the contrary for reducing their
numbers through changes in ethnic membership.
Therefore, in all of these cases and despite all appear-
ances, the criteria for belonging to a population do not
exclude changes in membership of a group and there-
fore exogenous replacement, even though, of course,
endogenous replacement remains prevalent.

The notion of populations based on membership 
of a category is also to be encountered in what may 
be termed as “sector-related sub-populations”. From a
demographic point of view, specific groups of indi-
viduals may be studied within a whole population cor-
responding to one of the earlier definitions, according
to individual characteristics. Sex, for example, makes
it possible to make a distinction between a male and a
female population. Marital status, social category, level
of education, etc. and, why not . . . the color of the 
eyes, provide criteria for making distinctions between
subpopulations, the size, composition and dynamics
of which one may wish to study exactly as if it were a
population in its own right. This time, replacement
will in most cases be essentially, if not entirely, 
exogenous.

The question of sex should be left aside as an attrib-
ute used in defining a population since it is too closely
connected with reproduction to be considered as a case
in kind. In all of the other cases, the criterion defining
a population being an individual characteristic, one
must in fact distinguish two possibilities. Either the
characteristic is likely to change (marital status, level
of education, socioeconomic category) and therefore
the main replacement factor of the population will be
a change of the characteristic in question, resulting in
the individual moving from one category to another
and therefore from one subpopulation to another. In
this case therefore it is indeed a migration, which may
be considered as similar to a geographical migration
(change of status, social mobility, etc.). Or on the 
contrary, the attribute for a given individual cannot
change (the color of the eyes) and the population will
not be directly subjected to any exogenous replace-
ment process. However, in every case, these sector-
related subpopulations are indirectly subjected to the
consequences of replacement flows, whether exoge-
nous or endogenous, affecting the parent-population.
Through the latter, the results of the conventional
processes mentioned above may be observed. The
special criterion used to isolate the subpopulation only
adds, in certain cases, to a supplementary replacement
process which may just as well be exogenous (marital
status, for example) as endogenous if the characteris-
tic is a support for a certain endogamy and may be
transmitted to the following generation (nationality,
religion, for example).
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II. ENDOGENOUS REPLACEMENT:
BIRTHS, DEATH

For populations defined by a territory in the
strongest sense of the term (country, State) or by a clan,
migration usually only plays a secondary role in the
replacement process. This is essentially endogenous.
Notable exceptions such as the Vatican and the Repub-
lic of Mount Athos only confirm the rule, since even if
these entities are sovereign states, they more closely
resemble subpopulations based on individual criteria
rather than on subpopulations residing in a territory
or belonging to an ethnic group. To a large degree,
demographic reasoning is developed within the
framework of “closed populations,” which, although
their use is often well-founded, remain purely theo-
retical since, as we have just seen, most populations
are subject to exogenous replacement processes. In
many cases not only does the endogenous replacement
process dominate human population dynamics but
also, and maybe above all, one of the essential charac-
teristics of these populations—and no doubt the one
which establishes demography as a discipline in its
own right, distinct from statistics—is their endogenous
capacity to reproduce.

1. Reproduction and Death

The capacity living people have of reproducing and
giving birth to new living beings, similar to them and
endowed with the same abilities, fundamentally dis-
tinguishes a population, as defined here, from any
other collection of objects the replacement of which
can only be ensured from the outside. The pile of sand
mentioned earlier can only be supplemented by an
outside source which itself depends on the (natural or
artificial) transformation of larger rocks into grains of
sand. The ability to reproduce, which is a characteris-
tic of the living world, is at the heart of demographic
analysis, directly associated with its corollary, death.
The ability to procreate has as its counterpart the need
to die. And in the same way that procreation is fun-
damentally different from migration or the modifica-
tion of a characteristic which introduces a pre-existing
individual within the population, death differs from
the simple loss of an attribute or from emigration to
another population since it makes individuals disap-
pear without them being able to fill the ranks of any
other population (except for the fictional one of ceme-
teries). On the contrary, the grain of sand which as it
is worn down becomes too small to be of any use to
the mason, thus losing its attribute of belonging to the
group being studied, emigrates to another group (finer

sand or dust). Thus prevalent in human populations
as with all living species, is the endogenous replace-
ment process based on reproduction and death, 
generating specific entry and exit flows which are 
generally described as natural.

Here again, however, a number of points need to be
clarified concerning borders. Where exactly are these
natural entries and exits to be situated? Concerning
death there is only a little margin for hesitation.
Doctors have indeed delayed in adopting a universal
definition of death, in choosing a decisive symptom
(the stopping of the heart obviously being insufficient),
and in the past errors have indeed been made with
people being buried alive. On the other hand, the dis-
cussion is closed in demographic terms: death is defi-
nitely the final event by which an individual exits a
population.

On the contrary, can one be so sure that birth 
constitutes the point of entry? Human beings are
mammals, the mother carries her offspring in her
womb for nine months and can breastfeed them for
two years. What is more, children only become adults
after approximately fifteen years of life. When can a
new human being thus created be considered to have
“entered” the population? At his/her conception?
After a certain time in the mother’s womb? At his/her
birth? When weaned? At puberty? The question may
seem trivial since we are used to thinking of birth as
the event marking the arrival of a new individual. Yet
the point could be discussed. Let us suppose one is
studying insects, butterflies, for example; egg, cater-
pillar, pupa, fully-formed insect: which stage marks
the arrival of a new living being? The fully-formed
insect is nothing more than a reproductive organ. The
caterpillar has done all the work of accumulating the
reserves needed to ensure the cycle of life is completed.
Can one exclude such active individuals from the pop-
ulation? On the other hand, the pupal state closely
resembles a new stage in the gestation of the insect
(after that of the egg) making it possible to transform
the larvae into a magnificent sexual subject. To which
population should the entomologist demographer
refer to? Should he exclude the eggs and the pupa
because they are only beings in gestation? What
strange populations in which each individual could
die twice and live two lives!

But one must face the fact that for demographers,
life only begins at birth. No doubt because what
happens before has more to do with the mother’s, or
the couple’s, sphere of influence than with that of
society, although society has long denied the mother
any choice in deciding whether or not to continue her
pregnancy and the law sometimes attributes rights to
the infans conceptus. However, let us consider once and
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for all that for the demographer, the point of entry is
birth. Let us draw conclusions from this.

On the one hand, birth must be defined. And on 
the other hand, one must nevertheless study what
happens before.

Although entry within a population occurs at birth,
the distinction between who is alive and who is not
must be made. A stillborn child can never be consid-
ered as having belonged to the population. But the law
varies in different countries and may even change with
time. In France, for example, only children who were
alive at the moment when they were declared to the
civil registrar are legally considered as born alive. This
declaration must be made within three days following
the birth of the child. A child may therefore, theoreti-
cally, have lived for nearly three days and never have
legally belonged to the French population. The dead-
line of three days is theoretical since most declarations
are made on the first day. However, a substantial
number of children born alive and having died after a
few hours are considered from a legal standpoint as
stillborn. Statisticians and demographers are forced to
make corrections in order to base their research on
births and deaths.

Moreover, to decide to fix the entry within a popu-
lation at birth does not in any way dispense the
demographer from studying what preceded birth: con-
ception, gestation, fetal morbidity and mortality, late
fetal mortality, etc. But none of these aspects will be
counted in terms of population. They will only be
taken into account as being a part of the reproduction
process.

The real future of the individual within the popula-
tion only starts at birth, at age 0.

2. Age

Because of the very nature of the endogenous
replacement process, of life and death, from the outset
age presents itself as an unavoidable differentiating
characteristic between individuals. One might, in fact,
perfectly imagine populations to be in perpetual
replacement through external exchanges totally inde-
pendent from age, for the analysis of which the age
reached by the individuals would be of no particular
interest. On the contrary, with the endogenous replace-
ment process, in a closed population, entry only occurs
at age 0 and from then on starts a cycle of life which
will command the expression of the capacity to repro-

duce and set off the natural process of elimination by
death. Age soon appears as an indispensable variable
for measuring and analyzing these natural entries and
exits which are a part of population dynamics.

Age does not only determine the different phases 
in the life cycle: maturing of childhood leading to
puberty and accession to the ability to reproduce,
reproductive activity of the adult ages arriving at its
term with the menopause, at least among women, 
biological ageing and wearing of the body, leading
ultimately, naturally, to death, unless death occurs
sooner because of external events. Age also deter-
mines, in counterpoint, the modes of integration of 
the individual within society: upbringing and educa-
tion, productive activity, retirement, to mention 
only the major stages in life as they operate today in 
our modern societies. Not only is age the key to 
natural population dynamics but it is also at the heart
of demographic, economic and social phenomena.
And finally, simply because of its biological and social
connections, age is also at the heart of migratory
processes. We will clarify the different meanings of the
term in Chapter 6.

3. Sex

Lastly, and we will see further on in this treatise at
which point this complicates the analyst’s task, human
reproduction is sexual and sex is therefore a second
fundamental variable. It should even be said that it is
just as unavoidable as age. Regarding certain points
which remain crucial, however, demographic science
has so far only been able to skirt around the problems
that this simple reality (two people of opposite sex are
needed to create a third person) poses for demogra-
phers. This will appear clearly in Chapter 20 concern-
ing population models.

Nevertheless, the numerical balance between the
sexes will prove to be a decisive factor in the expres-
sion of a population’s reproductive capacity. But even
more important than the numerical balance is the
nature of the psychological, social, economic and polit-
ical relations between the sexes and, notably, the rules
governing the formation and the separation of couples,
the respective roles of men and women in the family
and society, etc. Without mentioning the fact that,
according to their gender and the role they play, indi-
viduals have demographic behaviors which differ in
terms of reproduction, health, death and migrations.

Chapter 2/Population: Replacement and Change 13





At each instant of time, a population is composed
of a certain number of individuals: the population stock
as economists would say, or the population prevalence
according to the terminology in epidemiology. This
number changes with time under the impact of inputs
(births or immigrations) and outputs (deaths or emi-
grations) (i.e., flows in economic terms or incidences in
epidemiology).

Before distinguishing between different types of
flows, first consider the total population increase.
Afterward we will distinguish between natural flows
as they are called (births, deaths) and migratory flows1

(immigrants, emigrants).

I. TOTAL POPULATION INCREASE

Let Pt and Pt+h represent population numbers at two
different dates, times t and t + h. The total population
increase between those two dates is as follows:

At,t+h = Pt+h - Pt

For example, between the census of March 4, 1982,
and that of March 5, 1990, population size of France
changed from 54.3 million to 56.6 million inhabitants,
an absolute increase of 2.3 million. However, the 
comparison between this increase in absolute numbers

with that observed between the last two censuses in
China or in Luxembourg would be meaningless. The
intercensal periods are not the same. In particular, the
population numbers are very different. To compare
these increases, one must convert to the same unit of
time and population size.

1. The Time Unit

The year is the most common time unit used in
demography. However, the study may also cover
periods of several years, often rather arbitrarily taken
as 5-year periods, or less frequently periods shorter
than a year to examine seasonal variations and so
forth. In the latter case, months, weeks, or even days
can be taken as the unit of time, as for example in the
study of infant mortality. On the other hand, few
demographic studies use data collected by the hour,
minute, or second, although the latter time intervals
are often used in other fields, such psychology or
physics, which uses time units ranging from a billion
years to the nanosecond.2 The length of the period
should be chosen for its relevance to the problem at
hand3: a 20-year period for the study of mortality
would conceal too many important temporal varia-
tions, whereas a 20-minute period would not be perti-
nent for most, if not all, demographic studies, and it
would also lead to a very small number of deaths and
therefore to a lot of chance fluctuations (or random

C H A P T E R  

3

Population Increase

GUILLAUME WUNSCH, JACQUES VALLIN, AND GRAZIELLA CASELLI
Institut de démographie, Université catholique de Louvain, Louvain-la-Neuve, Belgium

Institut national d’études démographiques (INED), Paris, France

Dipartimento di Scienze Demografiche, Università degli Studi di Roma “La Sapienza,” Rome, Italy

15DEMOGRAPHY: ANALYSIS AND SYNTHESIS
Copyright © 2006, Elsevier Inc. 

All rights of reproduction in any form reserved.

1 More precisely, one should distinguish between the moves
themselves (migrations) and the people who actually move
(migrants). A same person can move several times during a given
period (see Chapter 22, this volume, by Daniel Courgeau).

2 One billionth of a second.
3 On this topic, see the book by Janice R. Kelly and Joseph E.

McGrath (1988).



noise) in the data. In many studies, the demographer
has no control on the length of the time unit, especially
if he or she uses data collected by others, such as from
administrative sources or existing survey data. For
example, data on internal migration might be collected
and published by year. In this case, demographers
interested in possible seasonal patterns of migration
would not be able to obtain needed data. One could
interpolate the yearly data to evaluate the number of
migrations by month, but this would require knowing
the seasonal migration pattern—the object of the study
itself!

2. The Rate of Increase

To simplify, consider a 1-year unit of time and
suppose one knows the population numbers Pt on
January 1, year t, and Pt+1, on January 1, year t + 1. The
rate of increase is obtained by dividing the difference
Pt+1 - Pt by the population size. What denominator
should one take, as the size of the population is con-
tinuously changing over the year?

One could use the population size at the start of the
year, Pt, and compute the yearly relative increase as
follows:

Supposing this relative increase remains constant
over time, the population P would increase every year
by the quantity aP. Starting from year 0, the popula-
tion size 1 year later would be:

P1 = P0(1 + a)

and 2 years later:

P2 = P1(1 + a) = P0(1 + a)2

Finally, t years later, one would have:

Pt = P0(1 + a)t

Coming back to the intercensal increase of the
French population, one can use this formula to
compute the average relative increase per year during
this period, as one has:

and with the French data of the 1982 and 1990 
censuses:

Actually, this yearly average increase is not the true
measure of the rate demographers wish to estimate.
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Dividing the absolute increase by the population at the
beginning of the year does not take into account the
fact that the population is itself the source of events
(births, deaths, migrations) that lead to population
change. As the size of the population continuously
changes during the year, the number of events 
produced each day by this population also changes.
Therefore, at the end of the year, the net population
increase (or decrease) does not depend only on the size
of the population at the beginning of the year but also
of its successive modifications during the year. One
should therefore divide the absolute change by an
average of all population sizes observed during the
year. If the population does not fluctuate too erratically
during the year, an estimate of this rate can be based
on the simple arithmetic average of the population at
the beginning and that at the end of the year. One
obtains for the year t the rate of population increase r:

If the period of observation is greater than a year,
one simply multiplies the denominator by the number
of years concerned. For example, the average rate of
population increase per year of the French population
between the censuses of 1982 and 1990, a period of 8
years, is equal to:

One sees that the difference between this result and
the one obtained previously is very small. One can
show that for levels of the rate of annual increase of
less than 5%, the difference between the results of the
two formulas is negligible. Human growth rates for
total populations usually remain below 5% per annum,
except for certain subpopulations where this rate can
be exceeded. For example, one knows that at the begin-
ning of an autoimmune deficiency syndrome (AIDS)
epidemic, the population affected by this disease
doubles every 2 years on average. In this case, the 
relative annual increase is 100% but the rate of increase
is significantly lower:

When computing the relative increase a one
assumes that all the flows depend on the initial popu-
lation Pt. In the case of the rate of increase r, taken as
the ratio of the absolute change to the average of the
populations at the beginning and end of the year, one
implicitly assumes that the flows going in or out of the
population occur at mid period or that they are evenly
spread over the period. In other words, one assumes
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that the population size changes linearly over the year
or period. This assumption is not truly correct, as the
population is continuously changing and, if the rate of
increase is constant, the number of incoming and out-
going events increases (or decreases) relative to the
population size.

Thus, as a result of these discrepancies, a precise
definition of population growth rate should be based
not on discrete units of time but on the continuous
values taken by the size of the population over time
and the instantaneous growth rate occurring during an
infinitesimal fraction of time.4 In other words, we wish
to define the rate of increase in the case of a popula-
tion size changing between times t and t + Dt when Dt

tends toward 0. If r(t) is the instantaneous rate of
increase, one has:

or

which can also be written:

dP(t) = P(t)r(t)dt

Integrating, one obtains:

Finally, in the finite interval of time (t, t + h), assum-
ing that r(t) is constant over the whole interval, one
has:

Pt+h = Pt · er*h,

showing that under this assumption the population
grows exponentially during the interval of time 
(t, t + h).

According to this definition, the rate of increase r*
is thus equal to:

and in the example of the French population, one has:
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The difference with r is very small, which is why
one usually approximates the growth rate, by conven-
ience, using the average population as denominator.

From one country to another, the growth rate
presently varies from -1% per annum to +3.5%. Even
within a country the rate can vary greatly for a number
of reasons. Crises sometimes lead to dramatic declines
in population sizes and long troubled periods of time
can lead to durable population reductions. Alterna-
tively, some developing countries recently have expe-
rienced periods of very high population growth, with
rates above 4% per year. However, total increase rates
can be much higher for subnational populations due
to migration, which in this case is an important com-
ponent of growth. This is clearly the case for the rate
of increase of the population of urban areas in many
less developed countries. For example, the urban pop-
ulation of Tanzania grew at the rate of 6.1% per year
during 1990 to 1995, while its rural population grew at
the rate of only 2% (United Nations, 1994).

3. Doubling Time of a Population in an
Exponential Model

Knowing the annual rate of increase of a popula-
tion, one can calculate the time needed for a doubling
of the population size assuming a constant growth
rate. Using the following formula:

2P = Perh,

taking logarithms, one obtains:

For example, with the average annual growth rate
of the French population of the period 1982 to 1990,
this population would double every 0.693/0.005 =
138.6 years.

Table 3–1 gives the doubling time of a population
for various values of r. Thus, with a rate of growth of
3.5% per annum, a population would double every 20
years. With a population of 10 million in the year 2000,
this population would increase to 20 million in the
year 2020, to 40 million by the year 2040, to 80 million
in 2060, and so forth. A small growth rate can there-
fore lead to a tremendous increase in population size
over a relatively small number of years. Using the
growth rate of the Tanzanian urban population as con-
stant, one obtains a doubling time of only 11.4 years.
In this case, the population size would be multiplied
by 500 in a century!
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Exponential population growth of this type led
Thomas Robert Malthus (1798) to argue that popula-
tion has a natural tendency to increase after a geomet-
ric (exponential) progression, outstripping the means
of sustaining it which grow only following an arith-
metic (linear) progression. Although this argument
will be examined in Chapter 97, one can already point
out that populations never experience constant growth
rates for long. Other models of population growth,
such as the logistic one discussed below, are therefore
more suited to actual population trends.

4. The Logistic Model of 
Population Growth

Some authors propose replacing the exponential
growth model with one that supposes that population
experiences an accelerated growth over time that 
progressively decelerates and tends toward 0. This 
so-called logistic function equation is as follows:

where k, a, and b are constants. The Belgian mathe-
matician Pierre-François Verhulst introduced this
equation in the 19th century. The equation was then
reinvented in the 20th century by the Americans
Raymond Pearl and Lowell Reed.5 If one has three
observations in time equally separated from each
other, one can compute the values of the constants k,
a, and b characterizing the logistic function adjusted to
these three time points (Duchêne and Vilquin, 1992). A
logistic population increase is probably more suited to

P
k
e

bt a bt
=

+
<+1

0with ,

sustainable economic development than the exponen-
tial model, which leads to implausible results in the
long run.

Figure 3–1 illustrates the case of a population
having a size of 10 million inhabitants in 1900 and a
rate of growth of around 5% that year. According 
to the results of an arithmetic (linear), logistic, or 
exponential (geometric) growth model, the population
would reach in the year 2000 respectively 56 million,
110 million, or 1.1 billion inhabitants.

To conclude this topic, the growth rate is a useful
summary indicator of population dynamics, as it
shows the differences in population change over time
or space. However, population growth results from the
combination of various entries into and departures
from the population, which must be disentangled to
improve one’s knowledge of population trends and
development of better models of population evolution.

II. NATURAL AND 
MIGRATORY INCREASE

In the general case of a population of a country or
region, there are two types of entries and departures,
of inputs and outputs: birth and immigration and
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TABLE 3–1 Doubling time of a population 
according to annual growth rate

Annual rate of growth, r Doubling time, y

0.005 139
0.010 69
0.015 46
0.020 35
0.025 28
0.030 23
0.035 20
0.040 17
0.050 14
0.060 12
0.070 10
0.080 9
0.090 8
0.100 7
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FIGURE 3–1 Evolution over a period of 100 years of a popula-
tion of 10 million inhabitants with the same initial growth rate of
around 5% per annum but following three different models of
growth.

5 See the interesting discussion by Piero Manfredi (1995).



death and emigration. During a 1-year period, total
population increase can thus be written:

At,t+1 = Pt+1 - Pt = Bt,t+1 - Dt,t+1 + It,t+1 - Et,t+1

where Bt,t+1, Dt,t+1, It,t+1, and Et,t+1 represent the number
of births, deaths, immigrations, and emigrations,
respectively, observed during year t (between January
1, year t, and January 1, year t + 1).

One sees that population P increases by the two
quantities (B - D) and (I - E). The first is called natural
increase and results from the two so-called natural com-
ponents of population growth (i.e., births and deaths),
whereas the second is called net migration and is
simply the balance of immigrations and emigrations.
Population changes can therefore be classified into
those due to natural increase (or decrease) and those
due to net migration, both being the difference
between entries and departures. In the case of a closed
population, without migration, population change
results, by definition, from natural increase only. In
actual populations, change occurs from both natural
increase and net migration, the latter being in some 
situations more important than the former, such as in
the case of many urban populations.

Data on stock or prevalence are usually obtained
from censuses or population registers; where they
exist, data on flows or incidence such as births, deaths,
and migrations come from systems of continuous (e.g.,
civil [or vital]) registrations or population surveys (see
Chapter 121). In countries where the civil registration
system works well, current data on births and deaths
are routinely collected. If the vital registration system
is defective, as in most developing countries, informa-
tion on births and deaths is obtained from population
surveys. It usually is more difficult to obtain reliable
data on migrations, especially international migra-
tions. Several countries now have population registers
incorporating changes of residence, which yield ade-
quate information on moves inside the country at least.
If this type of registration does not exist, the number
of migrations can be evaluated thanks to retrospective
questions at a census or at a survey (see Chapter 22).
In the absence of such data, net migration can be 
computed as the difference between total intercensal
growth and natural increase during the same period.
In fact, many developed countries now estimate annu-
ally their population size at the beginning or end of
each year and the amount of net migration occurring
during the year. Some even evaluate their annual flows
of immigrations and emigrations.

The relative level of the four flows of entries and
departures is measured by crude rates of natality,6

mortality,7 immigration, and emigration, obtained by
dividing the number of events (births, deaths, immi-
grations, emigrations) during a period by the average
population size, following the same approach as for
computing the total growth rate of the population. 
As a first approximation, in discrete terms, one may
assume the equal distribution of flows during the year.
In that case, the crude birth rate, b, during the year is
taken as:

Replacing the numerator by the number of deaths,
D, immigrations, I, or emigrations, E, one obtains the
crude death rate, d and the crude rates of immigration,
i, and emigration e.

Although computed here for a 1-year period (t, t +
1), all these rates can also be derived for longer or
shorter periods (t, t + h), as was the case for the rate of
increase. To bring these rates back to a 1-year period,
for comparative purposes, one weights the denomina-
tor or average population of the rates by the time 
interval h expressed in years or fractions of years:

The difference between the crude birth and death
rates gives the rate of natural increase, whereas the dif-
ference between the crude rates of immigration and
emigration yields the net migration rate. One observes,
this time at the level of rates, the same decomposition
into the two components of change:

r = (b - d) + (i - e).

Thanks to vital statistics data produced by the 
civil registration system and to the yearly estimates of
population size at the beginning or end of the year,
evaluated by the national statistical institutes, one can
compute the values of the annual crude birth and
death rates (at least in the developed countries) and,
taking their difference, that of the rate of natural
increase.

In France, for example, in 1989 the crude birth rate
was equal to:

and the crude death rate to:
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6 Or crude birth rate. 7 Or crude death rate.



The rate of natural increase was therefore equal, for
the same year 1989, to b - d = 13.6 - 9.4 = 4.2/1,000.

One cannot usually do the same for migration, in
the absence in most countries of a reliable registration
system of in- and out-migrations. Often one falls back
on estimating intercensal net migration by subtracting
natural increase from total intercensal population
growth. Similarly, one obtains a rate of net migration
from the population growth rate over the period and
the crude birth and death rates on the basis of the 
so-called growth balance equation:

s = i - e = r - (b - d)

One notices that the same net migration value can
be produced by very different amounts of flows. For
example, a net migration of ten moves can result from
the difference 20 immigrants minus ten emigrants or
from the difference 10,010 immigrants minus 10,000
emigrants. In fact, as Andrei Rogers (1990) has pointed
out, there is no such thing as a net migrant: the latter
results from the difference between two flows.

Similarly to the rate of increase r, crude rates b, d, i,
and e of natality (crude birth rate), mortality (crude
death rate), immigration, and emigration, respectively,
can also be defined with greater precision using calcu-
lus (Keyfitz 1968, Pressat 1995).

In the time interval t to t + Dt, population increase
results from the number of births B(t,t + Dt), deaths
D(t,t + Dt), immigrations I(t,t + Dt), and emigrations
E(t,t + Dt) occurring during the interval:

P(t + Dt) - P(t) = [B(t,t + Dt) - D(t,t + Dt)] 
+ [I(t,t + Dt) - E(t,t + Dt)]

When Dt tends toward 0, one may write for the
number of births:

The number of births occurring during the very
small interval of time (t, t + dt) is therefore B(t)dt and
is dependent on the conditions of time t and the pop-
ulation size P(t) at that instant. This number of births
divided by the number of person-years in the interval
(t, t + dt) (i.e., P[t]dt) yields the instantaneous birth rate
(or force of natality) b(t) at times t:

Assuming that the population size varies exponen-
tially during the finite time interval t, t + h, and that
the instantaneous birth rate is constant over the same
interval, the crude birth rate b* over the same interval
is equal to:

b t
B t
P t
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Coming back to the French example, one obtains:

Once again, this result is not very different from the
value of b obtained previously and this is the reason
why, for convenience, one usually computes b instead
of b*. The smaller the finite interval, the closer the
approximation.

Similarly one can compute the instantaneous rates
or forces d(t), i(t) and e(t) of mortality, immigration,
and emigration under the same assumptions and the
corresponding crude rates d*, i*, and e* during a finite
interval of time.

The instantaneous rate of growth of the population
r(t) can then be shown as follows:

and therefore

r* = (b* - d*) + (i* - e*)

which is similar to the relation derived previously for
the crude rates.

Among national populations, the crude birth rate
varies from 10 to 45 per thousand. However, in the
recent past, some developing countries have had crude
birth rates in excess of 50 per thousand. Yet, birth rates
as low as those prevailing today in various developed
countries have never been observed in the past. The
crude death rate, varying today between 5 and 20 per
thousand, has always been much higher. If a crude
death rate of more or less 40 per thousand was usual
in normal times, it could reach much higher figures in
times of crisis. For example, in Finland in 1868, it
reached 80 per thousand during a severe famine. In
Ukraine in 1933, it nearly reached 100 per thousand 
for the same reason.

Crude birth, death, and migration rates do not ade-
quately reflect population behaviors as the latter are
age dependent and the crude rates are influenced by
the age composition of the population. More refined
measures of population growth therefore have to take
the age structure of the population into account.
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In the absence of migration, variations in a popula-
tion’s size are the result of the algebraic sum of births
and deaths, and its growth rate is equal to the differ-
ence between its crude birth rate (CBR) and its crude
death rate (CDR).

In such a population, known as a closed population,
renewal depends on the two components of natural
increase, and one might be tempted to consider that
CBR and CDR are synthetic indexes that are represen-
tative of its propensity to, respectively, procreate new
individuals and to lose population. In fact, procreation
and mortality, which determine the evolution of a
closed population, are the outcome of a complex set of
behaviors closely linked to the sex and age of the indi-
viduals: to conceive a child, one must be a female of a
certain age and have been fertilized by a male; the risks
of dying vary across the life course and also between
men and women.

Each life history, from birth to death, is written into
a biologic time frame that governs both the capacity to
procreate and the capacity to stay alive. Even if one
considers that all individuals have exactly the same 
life history, two populations of same size may thus
produce different numbers of births and deaths and
different birth and death rates, since this will depend
on the age–sex structure of the individuals who form
the population. The birth rate will be higher when 
the proportion of women of childbearing age is higher,
the death rate will be higher when the proportion of
elderly is higher. Thus, in a given population, the
propensity to procreate and the risks of dying are, at
each moment, translated into births and deaths
through the filter of the age–sex structure of the pop-

ulation present at that particular moment. Fertility 
and mortality dynamics therefore depend, indirectly,
on changes in the age–sex structure.

Inversely, changes in the birth and death rates will
modify the population’s age–sex structure. An in-
creased birth rate will immediately raise the share of
infants in the population, and subsequently, as they
age, the share of adults then of the elderly. Similarly, a
sharp infant mortality decline will produce a similar
effect by immediately increasing the share of child sur-
vivors, whereas a reduction of mortality risks at older
ages will directly increase the share of the elderly. One
can also imagine changes in birth and death patterns
modifying the population’s sex structure. Regarding
births, this is no longer pure science fiction, because it
is no longer impossible to select offspring on the basis
of gender. Regarding deaths, the trends may differ for
men and women, not merely in war years, thereby
altering the proportions of men and women in the
population.

Such modifications in the population’s age–sex
structure will in turn have an impact on the crude birth
and death rates. For instance, the inflated birth cohorts
mentioned previously will, given a same reproductive
behavior, produce more births when they reach child-
bearing age than the preceding cohorts, and will, given
the same mortality risks, produce more deaths, notably
at older ages.

Thus, at each moment, the evolution of a closed
population is determined by a continuous process of
interactions between the three key elements of its
natural dynamics: propensity to procreate, mortality
and age–sex structure. The pattern is naturally more
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complicated when in- and out-migration intervene,
but the principle remains the same: Migration also
affects the age–sex structure, which in turn acts upon
migration.

I. THE AGE–SEX STRUCTURE

To visualize the features of a population’s sex and
age structure, demographers conventionally construct
its population pyramid. The definition and utilization of
this tool are precious for revealing a number of phe-
nomena and suggesting possible interpretations. We
shall therefore make a general presentation of the pop-
ulation pyramid, which will then lead us naturally to
the specific issue of the balance between males and
females.

1. The Population Pyramid

The population pyramid, whose popularity has
spread outside the realm of demography, is con-
structed by placing side by side the histogram repre-
senting the male age structure, generally on the left,
and the one representing the female age structure, on
the right (Figure 4–1).

a. A Pyramid by Individual Years of Age

For each sex, age is represented on the y-axis and
the size of the population in the age group on the
abscissa. Note that whereas the female pyramid reads
normally, from left to right, the male pyramid reads
from right to left. Figure 4–1 illustrates the pyramid for
the 1951 census population in Italy.

In fact, the Italian 1951 census data were only pub-
lished by individual years of age from 0 to 79, then by
age groups (Istituto Centrale di Statistica, 1956). To
construct the complete pyramid, we estimated the
population of each individual age beyond 80 by using
the year-of-birth distribution published together with
the census findings.

b. Unequal Age Groups

Indeed, the complete distribution of the population
by sex and individual years of age is frequently
lacking, and there is rarely another source of data to
fill in the gaps. However, a population pyramid illus-
trating the structure of the population can be con-
structed by taking variations in the age scale into
consideration. To do so, the population in each age
group will be weighted by a coefficient, which is the
inverse of the ratio of the size of the age group to the
reference age group. Consider the example of the 1951
Italian census data. In Table 4–1 and Figure 4–2, we
have grouped them into the unequal age groups com-
monly used to present census and survey results. In
this case, one divides the number in each class by the
size of the age group (e.g., the population number in
the 1–4 age group will be divided by 4, the number in
the 5–9 age group by 5, etc.). For the open age group
85+, we assume that the number of centenarians can
be neglected here and divide the number by 15 
(i.e., 100 - 85).

c. Proportional Distributions

In absolute numbers, the population pyramid illus-
trates the age–sex structure while also giving an idea
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of the total population size. This may be useful for
comparing different populations or the same popula-
tion across time. However, it may also hamper the
comparison if one wishes to focus on differences in the
age–sex structure. In this case, a proportional distri-
bution is preferable to absolute numbers (Table 4–2,
Figure 4–3A and 3B).

The caveat here is that the population of each age
and sex should be related to the total population for
both sexes combined. Otherwise, if related to the total

population of men or women separately, the result
would be two independent histograms and the image
of the sex-specific population structure would be lost.

Figure 4–3A and 3B contrasts these two ways of dis-
playing the three sets of country data for comparison.
When absolute numbers are used, the differences in
population size are so great that this dominates the
image, which remains clear even when the three pyr-
amids are superposed (Figure 4–3A). However, the dif-
ferences in age–sex structure are flattened. By giving a
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TABLE 4–1 Italian population by sex and unequal age groups, 1951

Age Population of Coefficient Values plotted on 
groups age groups the abscissa

Male Female Male Female

0 423,509 404,004 1 423,509 404,004
1–4 1,795,191 1,709,419 4 448,798 427,355
5–9 1,981,085 1,892,815 5 396,217 378,563
10–14 2,141,442 2,074,399 5 428,288 414,880
15–19 2,036,794 2,003,583 5 407,359 400,717
20–24 2,062,464 2,038,630 5 412,493 407,726
25–29 1,959,869 2,023,809 5 391,974 404,762
30–34 1,381,717 1,476,727 5 276,343 295,345
35–39 1,675,240 1,757,365 5 335,048 351,473
40–44 1,664,589 1,714,050 5 332,918 342,810
45–49 1,409,080 1,476,825 5 281,816 295,365
50–54 1,182,641 1,327,293 5 236,528 265,459
55–64 1,787,043 2,220,770 10 178,704 222,077
65–74 1,204,453 1,448,840 10 120,445 144,884
75–84 488,117 593,595 10 48,812 59,360
≥85 65,571 94,608 15* 4,371 6,307
Total 23,258,805 24,256,732

* Since the number of centenarians is negligible here, the group 85+ is taken to extend from
85–100 years.
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TABLE 4–2 Distribution by age groups of the populations of India, Russia and France in 1995

Age Absolute numbers Proportional Age Absolute numbers Proportional Age Absolute numbers Proportional
group (in thousands) distribution (%) group (in thousands) distribution (%) group (in thousands) distribution (%)

Male Female Total Male Female Male Female Total Male Female Male Female Total Male Female

India Russia France

0–4 57,418 53,967 111,385 6.18 5.81 0–4 4,205 3,987 8,192 2.84 2.69 0–4 1,855 1,771 3,626 3.20 3.05
5–9 57,089 53,278 110,367 6.15 5.73 5–9 6,040 5,799 11,839 4.08 3.92 5–9 1,963 1,876 3,840 3.38 3.23
10–14 53,487 49,480 102,967 5.76 5.33 10–14 5,956 5,769 11,725 4.03 3.90 10–14 2,006 1,915 3,921 3.46 3.30
15–19 46,962 43,291 90,253 5.06 4.66 15–19 5,463 5,305 10,767 3.69 3.59 15–19 1,932 1,852 3,785 3.33 3.19
20–24 44,747 40,625 85,372 4.82 4.37 20–24 5,234 4,932 10,166 3.54 3.33 20–24 2,175 2,123 4,298 3.75 3.66
25–29 40,712 36,942 77,654 4.38 3.98 25–29 4,850 4,659 9,508 3.28 3.15 25–29 2,151 2,130 4,281 3.71 3.67
30–34 36,152 32,765 68,917 3.89 3.53 30–34 6,043 5,963 12,007 4.09 4.03 30–34 2,185 2,196 4,380 3.77 3.78
35–39 31,530 28,520 60,050 3.39 3.07 35–39 6,366 6,421 12,787 4.30 4.34 35–39 2,134 2,161 4,296 3.68 3.72
40–44 26,184 23,818 50,002 2.82 2.56 40–44 5,733 5,946 11,679 3.87 4.02 40–44 2,141 2,145 4,286 3.69 3.70
45–49 20,991 19,920 40,911 2.26 2.14 45–49 4,245 4,558 8,803 2.87 3.08 45–49 2,042 2,010 4,052 3.52 3.46
50–54 17,336 17,122 34,458 1.87 1.84 50–54 2,874 3,376 6,250 1.94 2.28 50–54 1,416 1,401 2,817 2.44 2.41
55–59 14,682 14,870 29,552 1.58 1.60 55–59 4,285 5,364 9,649 2.90 3.63 55–59 1,390 1,444 2,835 2.40 2.49
60–64 12,022 12,309 24,331 1.29 1.32 60–64 2,959 4,123 7,082 2.00 2.79 60–64 1,387 1,534 2,921 2.39 2.64
65–69 8,914 9,291 18,205 0.96 1.00 65–69 2,813 4,754 7,567 1.90 3.21 65–69 1,227 1,476 2,703 2.11 2.54
70–74 5,938 6,393 12,331 0.64 0.69 70–74 1,140 2,997 4,137 0.77 2.03 70–74 1,045 1,403 2,448 1.80 2.42
75–79 3,455 3,885 7,340 0.37 0.42 75–79 618 1,874 2,492 0.42 1.27 75–79 445 679 1,124 0.77 1.17
80–84 952 1,114 2,067 0.10 0.12 80–84 459 1,688 2,147 0.31 1.14 80–84 463 867 1,330 0.80 1.49
85–89 595 696 1,292 0.06 0.07 85–89 156 712 868 0.11 0.48 85–89 218 525 743 0.38 0.90
90–94 357 418 775 0.04 0.04 90–94 39 200 239 0.03 0.13 90–94 65 212 277 0.11 0.37
95–99 238 279 517 0.03 0.03 95–99 4 18 22 0.00 0.01 95–99 9 44 53 0.02 0.08
100+ 119 139 258 0.01 0.01 100+ 3 12 15 0.00 0.01 100+ 1 5 6 0.00 0.01
Total 479,881 449,122 929,003 51.66 48.34 Total 69,487 78,452 147,939 46.97 53.03 Total 28,252 29,768 58,020 48.69 51.31

Source: For India and Russia, United Nations 1997; for France, Kerjosse, and Tamby, 1997.



In this case, the heaping effect will naturally appear
on the pyramid at ages other than multiples of five or
10, unless the census or survey was held in a round
year. Finally, if a historical calendar is used to help
respondents to locate themselves in time, the heaping
will be determined by major events in the calendar and
will concern ages that are neither round nor resulting
from a round year of birth (Waltisperger, 1988). Age
heaping, so blatant on the Moroccan population
pyramid for 1960, continued to mar most European
censuses throughout the 19th century. It is clearly
visible on the French population pyramid for 1851, for
instance (Tabah, 1947; Meslé and Vallin, 1989).

The population pyramid may also reveal other
forms of error. In some developing countries, for
instance, the numbers of nubile girls are often under-
estimated, because their age tends to be inflated when
they are married and understated when they are not
(Simonet, 1974; Roger et al., 1981). This is quite clear in
the case of Morocco (Figure 4–4). Another common
example of age misreporting that can show up on the
population pyramid concerns the first year of age.
Indeed, age 0 is a very abstract notion, and infants who
have not yet reached their first birthday may well 
be reported as being “age 1.” The result is a sharp
indentation at the base of the pyramid for those
younger than 1 year. Another sign of underestimation
detectable on the pyramid concerns elderly women,
who often escape the enumeration when they are
widowed or divorced (Négadi et al., 1974), or men 
in the armed forces, who are systematically ex-
cluded. However, it is important not to confuse these
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same dimension to all three countries, the proportional
distributions are more revealing of these differences
(Figure 4–3B).

d. Observation Problems

The population pyramids illustrate survey or census
results, but these may be imperfect. Some types of error
are immediately visible on the population pyramid,
which, for a trained reader, becomes a very useful tool
for checking the quality of the data. This is clear from
Figure 4–4, which illustrates the Moroccan census of
1960 (Service Central de Statistiques, 1964). All the
round ages (those ending in zero) are protuberant. The
numbers at these ages are overestimated by an effect
known as age heaping. This problem is common among
populations that have no reliable vital registration
system and age is not known with accuracy. In this
case, enumerators or respondents tend to report the age
as the most probable round digit. In some cases, other
digits, those ending in five in particular, attract the
imprecise cases (Roger et al., 1981; Clairin and Lohlé-
Tart, 1988; Tabutin, 1995). The instructions given to
interviewers to remedy this type of error may be so
strict that they have the opposite effect and produce a
marked deficit at the round ages: this occurred with the
1960 census in Niger (Roger et al., 1981). The heaping
effect may also concern years of birth, when the ques-
tionnaire focuses on date of birth rather than on age.
Thus, cohorts born in years ending in zero (or five) will
be overestimated, as was the case in the Zambian
census of 1969 (Ohadiké and Tesfaghiorghis, 1975).

FIGURE 4–3 A: Comparison of three population pyramids using absolute numbers (India, Russia, and
France, 1995).



systematic errors due to age misstatement with actual
perturbations resulting from specific historical events.
It is not because the population studied is a develop-
ing one that every unusual feature of the pyramid is a
sign of age misreporting (Picouët, 1969).

2. How to Read the Population Pyramid 

Not only does the population pyramid reflect an
image of the current composition of the population by

age, with all the implications for expression of the
needs of the different categories of population (pre-
school and school-aged children, working population,
pensioners, balance of the sexes, etc.), it also, by plac-
ing side by side 100 successive birth cohorts, traces 
the history of these different generations. Indeed, the
current population of each individual age or age group
is the combined result of an initial number of births in
the cohort and the deaths or entries/exits by migration
that have occurred since. The interpretation of the
pyramid calls on two kinds of historical events that
have each left their mark. First, the bumps and hollows
trace the memory of the hazards of history experienced
by specific birth cohorts. Second, the general shape of
the pyramid reflects the major trends that have shaped
the course of fertility, mortality, and migration.

a. The Hazards of History

In the last decades, some countries have lived
through a terribly tormented history, so tormented that
the distortions produced on the population pyramid
are staggering. Three of the most remarkable examples
to date are shown in Figures 4–5, 4–6, and 4–7. Let us
just consider the spectacular impact on specific birth
cohorts of three major events: World War II in Russia,
the ban on abortion in Romania, China’s “great leap
forward.”

World War II caused almost 20 million deaths in
Russia1 and the crude death rate suddenly soared from
20.1/1000 in 1939 to almost 60/1000 on average in the
period 1941 to 1944.2 This trauma concerned many
birth cohorts simultaneously, which makes its impact
less visible on the population pyramid (Figure 4–5).
The trace it leaves is less a clearcut break in the dimen-
sion of successive age groups than a break in the
balance between the male and female populations—
although the imbalance produced by the war tends to
blur with time, mixing into the structural effect of the
very high excess male mortality which characterizes
the Russian population. Nonetheless, on the 1997
pyramid, the hollowing out of the male population
aged 69 to 78 is a permanent scarring caused by the
tragedy.

The most visible impact of the war, however, is the
indentation of the population at ages 46 to 49, men and
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FIGURE 4–3 (Continued) B: Comparison of three population pyr-
amids using proportional distributions (India, Russia, and France,
1995).

1 On the basis of recent studies (Andreev et al., 1990), Alain Blum
(1994) estimates that World War II produced 26 to 27 million more
deaths than there would have been in peacetime. According to
Alexandre Avdeev (personal oral communication May 1999), 20
million of these war deaths concern Russia alone.

2 Supposing the majority of the excess mortality (20 million
deaths) can be attributed to the years 1941 to 1944 and that, without
the war, the number of deaths per year would have been much the
same as in 1939.



women alike. These are the cohorts born during the
war years, depleted compared with the earlier and
later cohorts because so many couples were separated
by the war. Indeed, the annual birth rate plummeted
from 37/1000 in 1939 to 13/1000 in 1943.3 This deficit
of births, which relates to a precise number of cohorts,
leaves a more striking mark on the pyramid than the
more devastating, but more diffuse, effect of the 20

million war victims. The impact of the deficit was such
that a second indentation can be observed on the
pyramid marking the moment when the cohorts born
during the war years entered the reproductive ages: In
turn, these depleted cohorts produced depleted
cohorts, in the mid 1970s. This is a striking example of
the interaction between the structure of a population
and a component of its natural dynamics, births. First,
in the 1940s, a sudden change in the birth rates pro-
foundly modified the age structure, compared with
what it would have been had the previous birth rate
level been maintained. Then, one fourth of a century
later, because of this anomaly in the age structure, the
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FIGURE 4–5 Population pyramid of Russia, January 1, 1997. (Source: estimated by Goscomstat, data
kindly communicated by Alexandre Avdeev.)

3 These estimates refer to the USSR, but they are probably not so
different for Russia. The births estimated by Serge Adametz et al.
(1994), 7.3 million in 1939 and 2.6 in 1943, were related to a total 
population of about 195 million. 



birth rates fell, producing a new indentation of the 
age structure. And so on . . . because another quarter
century on, another sudden drop in fertility is
observed, just emerging at the base of the 1997
pyramid, which will produce another set of depleted
cohorts. This new phenomenon is not, however,
merely the backlash of history: The erosion at the base
of the pyramid, observed since the end of the 1980s, is
enhanced by an actual decline of the propensity to
reproduce. The cyclic effect of the shortfall of births
during the war tends, on the contrary, to become
diluted, as the births in the years concerned are not the
offspring of depleted cohorts only, but also of neigh-
boring nondepleted cohorts who are also of childbear-

ing age. Yet, in the present case, the impact on the
Russian population pyramid has been so great that it
will be a long time before the slate is wiped clean.

The population pyramid for Romania (Figure 4–6)
is marked by the same kind of cyclic perturbations
related to the war (even the impact of World War I,
which was more devastating in Romania than in
Russia, remains clearly visible).

However, we have chosen this example to illustrate
an inverse effect. In 1966, the Romanian government
suddenly decided to ban abortion, which was at the
time unrestricted and widely used as the principle
method of birth control. As a result of this sudden deci-
sion, many women who were then pregnant had no
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FIGURE 4–6 Population pyramid of Romania, July 1, 1995. (Source: United Nations, 1997.)
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choice but to keep their baby. The outcome was a sharp
excess of births in the following year (Gethau, 1970,
1983; Lévy, 1990; Muresan, 1996). The birth rate leaped
from 14/1000 in 1966 to an extraordinary 27/1000 in
1967, thereby doubling the size of the 1967 birth cohort
compared with the preceding one, and creating a
lasting and unprecedented anomaly in the Romanian
population pyramid. This was also a one-off increase,
since in the following years women resorted to alter-
native methods of birth control (illegal abortion or
more systematic contraception) and the birth rate fell
back to below 20/1000 (18.2 in 1973). Despite the
extent of this upturn, the fact that the excess of births
was limited to the years 1967 to 1968 means the cyclic
shockwave has been slight compared with the Russian
deficit of births during World War II. Indeed, 20 years
after this extraordinary baby boom, only a slight
increase in births is observed.

Looking at China’s population pyramid for 1990
(Figure 4–7), we find an example of birth deficit, not a
wartime one in this case, but the consequence of the
terrible crisis engendered by the Great Leap Forward
decreed by Mao Tse Tung in 1957. This brutal political
change not only caused 15 to 30 million deaths
between 1957 and 19614 (Banister, 1997, p. 85), but also
a sudden downturn in birth rates, owing to the forced
separation of many couples and to the fact that the
others were unwilling to have children who were
doomed to famine. The birth deficit was made all the
more acute as the rise in mortality targeted infants in
particular. Thus, the population pyramid constructed
from the 1990 census data shows a marked indentation
at ages 29 to 32 years. Once more, these depleted
cohorts produce, in turn, another anomaly in the
pyramid 20 years later: The number of children born
around 1980, aged 9 to 13 in 1990, was visibly reduced,
even if this particular deficit is combined with the
effects of the one-child family policy.

b. The Shaping of the Pyramid: The Role of Births,
Deaths, and Migration

Such specific historical events that have a brutal
impact on the population pyramid are but one aspect
(and no doubt not the most important one) of the inter-
action between population dynamics and population
structure. In a much more general and fundamental
way, the long-term trends in births, deaths, and migra-

tion give their overall shape to the pyramid. This
explains why the population pyramids of different
countries display such a great variety of shapes. 
Figure 4–8 shows five examples of the most classic 
situations.

In ancient Europe, but also until quite recently in
southern Europe, population pyramids were almost
perfectly triangular in shape, which explains why this
representation is called a “pyramid.” This situation,
illustrated by India in 1951, corresponds to a demo-
graphic regime of very high mortality and fertility, but
relatively slow population growth. The population is
very young, with very few elderly: in India in 1951,
47.5% of the population were younger than 20 years,
48.9% were adults aged 20 to 65 years, and 3.6% were
older than 65 years.

In comparison, in Kenya in 1969, the pyramid is 
still triangular but its base is broadened and the sides
are concave. This difference is because birth rates
increased in Kenya during the 1950s and 1960s because
of a reduction of breast-feeding and postpartum absti-
nence, and at the same time infant and child mortality
began to decline. Consequently, the population growth
rate accelerated rapidly, which greatly broadened the
base of the pyramid. Compared with India in 1951, the
proportion of those younger than 20 years is even
higher (58.6%), and the proportions of adults and
elderly are lower (37.9% aged 20–65 years and 3.5% 65
years or older).

The population in France in 1911 illustrates a situa-
tion in which birth rates were falling for a long time
(see Figure 4–8). Despite the concomitant decline in
infant and child mortality, which has slowed down the
process, the base of the pyramid has narrowed to the
extent that the cohorts of young adults are barely
smaller than the cohorts of children. The proportion of
those younger than 20 years is much lower than in the
previous examples (33.3%) and those of adults and
elderly are higher (57.5% and 9.2%, respectively). The
French pyramid is typical of a population in which the
decline of birth rates has constantly offset the mortal-
ity decline and maintained a very low rate of popula-
tion growth.

The base of the Italian pyramid for 1995 is narrower
than the French. Indeed, for the last two decades Italy
has experienced an unprecedented fertility decline. So,
the crude birth rate is exceptionally low, in the region
of 10/1000, which is even lower than the crude death
rate and means that natural increase is negative. Con-
sequently, the proportion of those younger than 20
years is even lower than that in France in 1911. The
share of those older than 65 years is, on the contrary,
higher: It even exceeds the share of those younger than
15 years (16% versus 14%).
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4 According to Judith Banister (1987), the excess mortality due to
the crisis is about 15 million deaths if the death rate recorded in 1957
(10.8/1000) is taken to be correct. She considers, however, that there
must have been substantial underregistration of deaths and that the
excess mortality may be as high as 30 million. 
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FIGURE 4–8 Population pyramids of India in 1951, Kenya in 1969, France in 1911, Italy in 1995, and
Sweden in 1950. (Source: Population censuses)

In the case of Sweden in 1950, we observe a trend
that led, as in France and Italy, to a narrowing of the
pyramid, but which was then followed by a baby
boom in the 1940s and 1950s, which expanded the base
again (Figure 4–8). The result is a characteristic ace-of-
spades form.

In Figure 4–9, we show two even more pronounced
patterns illustrating the last two situations: Emilia-

Romagna and Catalonia. These two regions are known
for the extent of their recent fertility decline and the
very low levels reached at the end of the 1980s, par-
ticularly in Emilia-Romagna. Here, the proportion of
those younger than 5 years had fallen well below 2%
in 1991.

The two regions differ, however, in the general
aspect of their population pyramids. In Emilia-



Romagna, the population had already aged consider-
ably before the recent fertility decline, which explains
the pyramid’s barrel shape. In Catalonia, on the con-
trary, the decline has modified the base of a more
classic pyramid, giving a Christmas-tree shape.

Migration generally plays a lesser role in shaping
the population pyramid than fertility and mortality,
which explain most of the population growth.
However, in specific countries and specific periods,
international migration has been so strong, and so
selective by age and sex, that it has had a notable
impact. Figure 4–10 shows three such examples: Italy
in 1911, Algeria in 1974, and Kuwait in 1980.

Because of very high emigration, the Italian popu-
lation had a clear deficit of young adults at the turn of
the century. In 1911, the pyramid shows a clear dis-
continuity around the 20th birthday for women as well
as men, a sign that emigration concerned both in
roughly equal proportions. The situation is different
for Algeria in 1974, where emigration visibly affected
men more than women. Lastly, Kuwait illustrates the
impact of particularly high immigration of (mostly
male) adults.

The impact of migration on the population pyramid
is more pronounced at the local level, when very spe-
cific internal migration flows leave their mark. The
French city of Toulouse, for instance, like many towns
whose economy is based on an active university life
and modern, dynamic industry, has recently attracted
a flow of young adults who have swollen the central
part of the pyramid, which elsewhere is rather monot-
onous since the age groups below 35 and above 60, up
to about 85, are of comparable dimension (Figure
4–11). The contrary is noted in an extreme example,
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FIGURE 4–9 Population pyramids of Emilia-Romagna and 
Catalonia in 1991. (Source: Emilia-Romagna: ISTAT, 1995b; 
Catalonia: INE, 1993.)
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Sun City in the United States, with an almost exclu-
sively pensioner-based economy, which offers the hal-
lucinating image of an inversed population pyramid,
floating unanchored without a single inhabitant below
the age of 25 (Figure 4–11). Finally, Fiuminata, a small
rural town in the Italian Apennines, has been marked
by an emigration of adults, which, combined with
decades of low fertility, gives the upside-down pattern
of a pyramid that is broader towards the top than at
the base (Figure 4–11).

c. Three-dimensional Pyramids

It may be of interest to distinguish, within a popula-
tion pyramid, different categories of population by
introducing, together with age and sex, another vari-
able such as economic activity, marital status, national-
ity, and so forth. Figure 4–12 presents an example: the
Italian census population in 1991, broken down by sex,
age, and marital status. The distribution of the single,
married, divorced, and widowed members of the pop-
ulation within the age–sex groups is thus shown. The
pyramid is massively single for those younger than age
20 for men and 17 for women. The married group then
rapidly predominates, for both sexes, confining the
single to a narrow central band. The divorced occupy
an outer fringe between the ages 30 and 60, very small
in size because of the low frequency of divorce and the
effect of remarriage. From age 50 on, widowhood
emerges, with a varying impact on men and women.
Among the latter, widows quite rapidly gain ground to
become the majority group, whereas among men, wid-
owers remain constantly marginal. This reflects the fact
that men die earlier than women. In contrast, in the
upper half of the pyramid, there are constantly more
married men than married women. This is because
men marry women younger than themselves, and
more numerous. This imbalance is particularly marked
above age 70, when there are three times as many
married men as there are married women.

In Figure 4–13, the population pyramid again
demonstrates its efficiency for summarizing at a glance
how a population is structured according to three vari-
ables: here, the research and teaching staff of the Italian
Faculty by age, sex, and faculty status. Not only is the
gender imbalance striking, it is clear that it is closely
associated with age and status. The highest status cat-
egory (professor) is totally dominated by men, with
only a very slight fringe of women, while the lowest
status category (researcher) has an important propor-
tion of women. But, for a same status category, women
are on average younger than men, which suggests that
women have embraced this career more recently than
men and that their numbers will in the future draw
closer to those of men.

3. The Sex Balance

Because the balance between males and females
conditions couple formation and reproductivity, this
general presentation given by the population pyramid
can usefully be completed by a specific analysis.
Indeed, globally, the numbers of males and females are
rather well balanced, but in contrast the ratio of men
to women varies substantially from age to age.
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1995.) 



a. The Global Balance Between Men and Women

At the national level, in most countries worldwide,
the sex ratio of the population (the number of males per
100 females) is close to 100 (Figure 4–14). There are,
however, some interesting variations. Many industri-
alized countries (but also others) have values slightly
below 100 whereas some southern countries are well
above 100. In fact, the global balance between the sexes
that is generally observed results (in the absence of
substantial migration) from two phenomena that 

offset each other: Slightly more baby boys are born
than baby girls, but they die earlier than the baby girls.
If some populations move away from this balance, 
it is a result of the mortality gap between the sexes 
has grown or the discriminatory effect of substantial
migration flows. For instance, the sex ratio is particu-
larly low in Russia, where excess male mortality is
breaking all known records, but it is higher than 100
in India where female mortality was until quite
recently higher than male mortality. When Algeria in
1974 is compared with Kuwait in 1980, the sex ratio in
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the former is 91 because of the high emigration of
males and 134 in the latter owing to high immigration
of males.

Naturally, however, the effect of birth, death and
migration flows on the balance between the sexes
operates differently at the different ages. Accordingly,
the population’s age structure acts on its sex struc-
ture: the more elderly there are in a population, the
more the impact of excess male mortality affects the
sex structure.

b. Age-specific Sex Ratio

In the absence of migration, the age-specific sex ratio
(the number of men of a given age to the number of
women of same age) follows a classic pattern: around
105 at birth, then with equal balance between men and
women at ages 40 to 50, before falling far below 100 at
the older ages.

The starting point is the fact that nature produces
more baby boys than baby girls. The sex ratio at birth
(number of male births per 100 female births) is gen-
erally very close to 105. This is one of the very rare
demographic parameters that is virtually constant.
Without any voluntary intervention on the sex of the
future offspring (such interventions being limited for
the moment),5 the variations observed around this

level of 105 are rare and slight, to the extent that any
deviation alerts the expert demographer to the risk of
birth registration deficiencies (Vallin, 1973).6

This slight headway for boys then dwindles gradu-
ally (in the absence of migration) as a result of excess
male mortality, which may vary a lot across countries.
Figure 4–15 displays the age-specific sex ratios for
India and Russia in 1995. The trace of international
migration is almost negligible (except for Russia
around age 25 years, owing to the recent waves of
immigration of young adults, mostly men). Excess
male mortality is, on the other hand, much higher in
Russia than in India, a country where excess female
mortality from childhood to puberty increases the sex
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FIGURE 4–14 Distribution of countries by global sex ratio circa 1995. (Source: United Nations, 1997.)

girls (not only in China), but that affects the ratio of male to 
female death rates and not the sex ratio at birth. In recent years,
however, the development of prenatal scans and amniocentesis 
has come to permit the prenatal diagnosis of sex, thus opening the
door to possible selective abortion. Apparently the latter is begin-
ning to spread in some Asian countries. In certain regions of India
and China, the sex ratio at birth in the early 1990s reached values 
as high as 110 or even 120, and the level increases very significantly
with rank of birth (Miller, 1996). At an earlier stage, now we have 
in vitro procreation, the child’s sex can theoretically be chosen at 
time of conception. However, this procedure is rare and statistically
negligible. 

6 When registration is incomplete, more baby girls than boys are
excluded from the statistics. This is traditionally a case of negligence:
it is less important to report the birth of a daughter than of a son. It
may also, more seldom, mean some female births have been con-
cealed: in China, for instance, the one-child family policy leads some
families to hide the fact they have had a daughter in the hope of
having a son later (Miller, 1996). 

5 Social preferences for boys or girls (usually for boys) are very
strong in some societies, but could until now have little impact on
the sex ratio at birth, since sex could not be determined prenatally.
The preference for boys has sometimes led to infanticide of baby



ratio until about the age of 55. In Russia, by contrast,
there is excess male mortality at all ages and, leaving
aside the anomaly observed at age 25, the sex 
ratio declines age-wise from birth on, with acceleration
after age 50; by the age of 90, there are no more than
20 men for 100 women. We have plotted the curve for
Italy in 1995 between these two extreme cases; it is a
country with no excess female mortality (unlike India)
but with more moderate excess male mortality than in
Russia.

Figure 4–16 shows Algeria in 1975 and Kuwait in
1980, two countries whose recent history is marked by
migration flows, mostly of men, but in opposite direc-
tions. In Algeria, the mass emigration of workers to
Europe, France in particular, during the 1960s and
1970s has produced an exceptional deficit of young
adult men, whereas in Kuwait, the mass immigration

of (often skilled) labor as a consequence of the oil 
boom has brought the sex ratio to exceptionally high
levels at the active ages. Thus, variations in the age-
specific sex ratio bring into sharper focus the phe-
nomena that were already clearly detectable on the
population pyramid.

Once again, we see to what extent a population’s
age–sex structure varies as a result of birth, death, 
and migration trends. Nonetheless, we can also 
understand the interest of refining the indicators we
have used so far (the crude rates) to measure these
three factors of population dynamics. Indeed, the
variety of the structures means that the crude rates of
birth, death, and migration do not measure exactly the
phenomena at stake (fertility, age at death, and migra-
tion at different ages), but only their combination with
the age–sex structure prevailing at a given moment in
time.

To go further in the analysis, it is necessary to study
fertility, mortality, and migration by sex and age.

II. CRUDE RATES AND 
AGE-SPECIFIC RATES

Just as the crude death rate is estimated by relating
the events occurring in a period to the mean popula-
tion in that period7, so the age-specific rates are calcu-
lated by relating the events occurring at a given age
during the reference period to the mean population of
this age during the period.

Like the crude rates, the age-specific rates are 
generally calculated from annual observations. They
can also be calculated on the basis of shorter or longer
periods of observation. In this case, to obtain the
annual dimension that is universally used for pur-
poses of comparison, the denominator must simply be
multiplied by the number of years (or the fraction of a
year) that gives the dimension of the reference period.

1. Age-specific Mortality

The death rate m(x,t) at age x in year t is obtained by
relating the deaths D(x,t) occurring that year among
persons of that age to the mean population of same age
(generally estimated by the simple average of the 
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7 In the preceding chapter, we have seen that a crude rate for all
ages can be calculated by relating the number of events to the mean
population. For instance, the crude death rate mt in year t is equal
to:
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populations P(x,t) and P(x,t+1) on the two 1 January 
surrounding t)8:

Thus, in France, the Statistique du mouvement de la
population (Demographic Yearbook) for 1995 informs
us that 774 people died that year at the age of 22.
According to Institut National de la Statistique et des
Etudes Economiques, the population of this age was
861,362 on January 1, 1995 and 808,621 on January 1,
1996. The death rate at age 22 is therefore:

The rate can be calculated in this way for each indi-
vidual age or by age groups, in particular when the
distribution of deaths (or of population) is known only
by age groups:
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Figure 4–17 illustrates the results for France in 1995.
On the left side, with an arithmetic scale, the rates are
very low until age 50 to 60 years, then rise rapidly with
age, in a near-exponential manner. That explains why,
conventionally, age-specific mortality rates are plotted
using a log scale (right-side graph): the variations 
at young ages become more visible and the near-
exponential growth at older ages can be verified.

This age-wise mortality increase can be interpreted
as the statistical translation of the process of biological
aging of the human body. The older one becomes, the
more the vital functions become impaired and the
greater the risk of dying. The regularity of the age-wise
increase in the risk of dying is striking, even if causes
other than aging can bring about death. There are two
exceptions to this regular progression. One, observed
everywhere, concerns the first years of life; the other is
around age 20 and is more specific to the example
shown here. First, at the youngest ages, mortality
begins by diminishing with age, until approximately
age of 10. This is the effect of another biologic process:
birth and the first days of life are particularly perilous
(obstetric trauma, environmental aggressions with
which the newborn cannot yet cope, elimination of
serious congenital malformations spared by intrauter-
ine mortality, etc.), and these dangers disappear
rapidly as the infant ages. At around age 10, this
process is essentially completed and the process of bio-
logic aging starts to take over, thus inverting the age-
specific mortality trend. Around age 20, however,
another exception is observed: a strange hump in the
curve that has no biologic explanation, but reflects the
excessive importance of traffic accidents in mortality
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8 This approximation follows on directly from the preceding
footnote:

We shall see in Chapter 9 that to estimate mortality by this rate
supposes, in addition, either the absence of all competing factors
(here, migration) or independence between the competing factor(s)
(here, migration) and the studied phenomenon (here, mortality).
Finally, it supposes of course that the population is homogeneous
(Chapters 9 and 14). 
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at these ages. Indeed, within the framework imposed
by the biologic process, an actual mortality level
depends also on social behaviors and on the health
system.

2. Age-specific Fertility

The shift from crude birth rate to age-specific rates
is more complex. It is obviously not the newborn who
must be differentiated by age but the parents, whose
propensity to procreate must be measured. To mark
this difference, the conventional terminology distin-
guishes between fertility, which is measured by age,
and natality, which refers to the global frequency of
births. Furthermore, fertility depends on three ele-
ments: women’s reproductive capacity, that of men,
and the meeting of these two aptitudes through couple
formation, with all three elements depending on age.
There are therefore at least three ways to measure a
population’s fertility, according to whether it is
approached from the angle of women, men, or couples.
The latter is the most complex approach. It requires
knowledge of couple formation and dissolution by
duration of union. But couple formation is closely
linked to reproductive capacity and it is this (therefore
the age of the partners) that first and foremost governs
a population’s fertility; thus, the idea of approaching
fertility via the individual. However, a choice must be
made: via men or via women? The convention is to
measure women’s fertility,9 for at least two reasons, a
theoretical one and a practical one. Biologically, it is the
woman and not the man who sets the limits of a pop-
ulation’s fertility: a woman generally brings to matu-
rity only one ovum per cycle, when fecunded she then
has 9 months of pregnancy, and once the child is born
there will be a lapse of time (that may be lengthened
if she breast-feeds) before ovulation is resumed. A man
emits millions of spermatozoa and is subjected to none
of the constraints of pregnancy. In a population, there-
fore, women’s fertility could theoretically reach its bio-
logic maximum with a very small proportion of men.
By contrast, it is difficult to imagine how many women
would be needed to bring just one man’s fertility to a
biologic maximum. This argument is theoretical,
however, insofar as humans are essentially monoga-
mous. More concretely, maternity is more visible and
easier to verify than paternity and its observation is
simpler. It is more rare for a birth to be registered as

“of mother unknown” than “of father unknown.” In a
survey, it is easier to enumerate a woman’s offspring
than a man’s, and a man may even have children
whose existence is unknown to him.

Having opted for this course of action, the age-spe-
cific fertility rates f(x,t) can be calculated in the same way
as the age-specific death rates, but putting in the
denominator only the number of women: at age x in
year t, the births N(x,t) to mothers aged x in year t are
related to the average of the numbers F(x,t) and F(x,t+1) of
women aged x on the first of the two Januarys 
surrounding t.

So, in France in 1995, 25,766 children were born to
mothers aged 22 and the number of women of this age
was 424,430 on January 1, 1995 and 398,774 on January
1, 1996, which gives a fertility rate at age 22 of:

This rate can be calculated for each age or age
group. It is obviously null before puberty and after the
menopause; the usable age span is approximately from
age 15 to 50.

Reading the results for France in 1995 (Figure 4–18),
the fertility rate is very low before age 18, then
increases rapidly, peaking at ages 26 to 27 at a level of
150/1000 before decreasing, more slowly, and becom-
ing almost negligible after age 40. Like the relation of
the mortality curve to aging, this curve is closely
related to a biologic process: fecundity. Fecundity
begins at puberty and ends normally with the
menopause, but may also, for a variety of reasons, con-
tinue for longer or stop earlier, so that even between
ages 15 and 50, the proportion of fecund women is
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9 Men’s fertility is sometimes measured, and the results can be
quite different, with a notably higher level of male than female fer-
tility, in particular in cases of polygamy and large age gaps between
spouses (Brouard, 1977, 1989; Maffioli, 1992; Pison, 1982). 
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FIGURE 4–18 Age-specific fertility rates in France, 1995.



never 100% and varies with age, peaking, once 
more, at around the age of 25. However, as in the 
case of mortality, within the limits set by this biologic
constraint, fertility is filtered by social rules and indi-
vidual attitudes, which organize sexual relations
(notably through couple formation) and modulate
their results.

Even more than for mortality, this fertility curve
allows us to perceive to what extent the total number
of births observed in a population (and so the crude
birth rates) can depend on its age–sex structure. An
immigrant population, for instance, can have high fer-
tility but low birth rate, if the immigrants are mostly
men. Similarly, when depleted cohorts, such as those
born during the war, enter the childbearing ages, the
birth rate falls all the more sharply as the fertility curve
is concentrated on a small number of ages.

3. Age-specific Migrations

In the same way as for mortality and fertility, it is 
possible to calculate at each age the rates of immigra-
tion10 i(x,t), emigration e(x,t) and net migration (or balance of
migration) nm(x,t), by relating the numbers of immigrants
I(x,t), emigrants E(x,t) and the net number of migrants (I(x,t)

- E(x,t)) observed at each age in a given period, to the
mean population of same age in the period. Thus, at age
x in year t, we have:

and

The problem is that the data required to calculate
these rates are rarely available. Indeed, few countries
routinely record migrations, and even when this is the
case, registration is even more rarely complete. In most
cases, the data are from retrospective questions asked
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during a census. Even if they are of good quality, that
only gives, for international migration, numbers of
arrivals but not of departures. For provinces or regions
within a country, however, it is possible to calculate
rates of in-migration, out-migration, and net migration
by age.

The calculation of these rates will differ from the
mortality and fertility rates. The data generally refer to
a period of more than year and the rates calculated
directly will not be annual rates; the population at end
of period is known, but not the population at begin-
ning of period, so the mean population cannot be
obtained as above.

Let us take the example of the Italian census of 1991,
which contained a question on place of residence 5 years
earlier. For a given region—say, Lazio—we therefore
have the number of residents in 1991 who were not resi-
dents in 1986 (immigrants) and the number of residents
in 1986 living elsewhere in 1991 (emigrants). We note
here a third problem: among the “immigrants” we have
in-migrants from other regions of Italy as well as immi-
grants from other countries, whereas among the “emi-
grants” we have only out-migrants to other regions of
Italy and not emigrants to other countries, who are obvi-
ously not covered by the census. The symmetry between
immigration and emigration rates is therefore not
perfect. This is acceptable, however, when international
emigration is negligible compared to mobility within
the country. This is roughly the case for Italy that became
a country of immigration in the 1980s.

To calculate the mean population for the denomi-
nator, an initial population must be calculated by
adding to the census population of each age in 1991
the deaths that have occurred during the five preced-
ing years in each of the corresponding birth cohorts
and net migration must be subtracted.

We then obtain rates of immigration, emigration,
and net migration by age (here, in fact, we have only
10-year age groups) for the period 1986 to 1991. For
instance, at ages 25 to 34, the immigration rate is:

where Dg, Ig and Eg are the numbers of deaths, immi-
grants, and emigrants since 1986 in the birth cohorts
aged 25–34 in 1991. To estimate Eg, of course, interna-
tional emigration that escapes the census must also be
estimated. Using a number of hypotheses that we lack
space to develop here, Istituto Nazionale di Statistica has
reconstructed the populations by region and age groups
in 1986. On the basis of these estimations, having now a
population at beginning and end of period, we can
proceed as follows:
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10 Leaving aside the conceptual problem raised by the notion of
immigration rate, mentioned in the previous chapter, given that
immigration is an event that affects individuals who are external to
the study population. The immigration rate is in fact a risk of emi-
grating for individuals external to the population, which cannot be
measured because the denominator is unknown. By calculating
immigration rates, it is considered that the host population (and not
the individuals forming it) is globally subjected to a risk of immi-
gration. The nature of this risk is obviously not the same as the risk
of emigration, even if the two are apparently perfectly symmetrical. 



In the same way:

and

Figure 4–19 shows the variations in these different
rates by 10-year age groups. The immigration and emi-
gration curves are similar and classic, peaking sharply
around age 30. Net migration on the other hand is
biased, as we have mentioned, by the fact that inter-
national emigration is not taken into account.

These results, we have said, concern a 5-year obser-
vation period. To give them an annual dimension, for
comparison with the mortality and fertility rates cal-
culated previously, we can as a first approximation
divide them by five.11

4. The Relationship Between Crude Rates
and Age-specific Rates

The crude rates measure the frequency with which
the studied events (deaths, births) occur in a popula-
tion, but they do not inform us about actual mortality
and fertility, which are expressed more accurately by
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the mortality and fertility functions by age described
by the age-specific rates. The crude rate is in fact
nothing but a weighted average of the age-specific
rates by the proportions of population12 of each age.
So, for the crude death rate d we have:

and for the crude birth rate b:

where pf,x represent the proportion of women by age
and px for both sexes by age.

With the same mortality and fertility rates, two 
populations with different age–sex structures will have
different crude death and birth rates. Two examples
will amply illustrate the practical importance of this
difference between crude rates and age-specific rates.

Let us suppose, for example, that the population of
Kenya in 1969, whose population pyramid we have
shown in Figure 4–8, had the same mortality as France
that year. Using the French age-specific death rates, we
calculate the crude death rate that Kenya would have
had that year and compare it with the actual French one.
To do so, we simply multiply, age by age, the French rates
by the Kenyan proportions of population (Table 4–3).

The same mortality gives a crude rate of 11.6/1000
with the French age structure and only 6.9/1000 with
the Kenyan age structure. This is obviously explained
by the fact that the population of Kenya is much
younger than in France, where the high death rates
among the elderly concern much larger numbers of the
population and weigh more heavily on the crude rate
than when these rates are applied to the Kenyan pop-
ulation. We can see how important a population’s age
structure is for the expression of one of the compo-
nents of its natural dynamics, mortality.

The same holds, more or less, for fertility, although
with a slight difference in that the balance between
men and women intervenes more directly and that,
with respect to age, it is the childbearing ages that
weigh most heavily on the expression of the second
component of natural dynamics. Let us apply, for
instance, the French age-specific fertility rates in 1980
to the age–sex structure of Algeria in 1974 and China
in 1995. With the same fertility rate, we obtain a crude
birth rate of 13/1000 in Algeria and 18/1000 in China
instead of 15/1000 in France.
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FIGURE 4–19 Age-specific immigration, emigration, and net
migration rates for the Italian region of Lazio during the 5 years
before the 1991 census.

11 By so doing, we suppose that events are distributed equally
over the 5-year period. Another hypothesis would be to suppose the
annual rates were constant over the 5 years. 

12 We refer here to the average population observed during the
considered interval of time (the mid-year population for annual
rates). 



It may seem surprising that the birth rate obtained
for Algeria is lower than that in France although the
relative proportion of women in the Algerian popula-
tion is augmented by the mass exodus of male workers
(Figure 4–16). In fact, this phenomenon is more than
offset by the very large numbers at the base of the pop-
ulation pyramid (Figure 4–10), which, on the contrary,
reduce the weight of women of childbearing ages. By
contrast, in China, the proportion of women of child-
bearing ages is swollen by the facts that the younger
cohorts are reduced by the recent fertility decline, the
cohorts aged 50 to 60 years are reduced by the birth
deficits due to the Sino-Japanese and second world
wars, and the older cohorts are still very small; this
explains why the crude birth rate is higher than in
France and far higher than in Algeria. We can see how
the exceptional Chinese age structure promotes high
birth rates, so that, despite the considerable headway
already achieved, the fertility level continues to preoc-
cupy the authorities.

The same relationship naturally exists between the
crude rates and the age-specific rates of migration. Given
the same propensity to migrate at all ages, the crude rate
will depend on the population’s age structure.
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TABLE 4–4 Comparison of the French crude birth rate in 1980 and the crude
birth rates 1974 Algeria and 1995 China would have had given the French 

age-specific rates

Age Age-specific Proportion (%) of total Weighting of age-specific
rates population rates

France France Algeria China France Algeria China
1980 1980 1974 1995 1980 1974 1995

Female

0–14 0.0000 10.69 24.32 12.63 0.0000 0.0000 0.0000
15–19 0.0166 4.04 5.10 3.58 0.0007 0.0008 0.0006
20–24 0.1230 3.97 4.23 4.41 0.0049 0.0052 0.0054
25–29 0.1450 3.96 2.98 5.11 0.0057 0.0043 0.0074
30–34 0.0752 4.07 2.71 4.40 0.0031 0.0020 0.0033
35–39 0.0264 2.94 2.50 3.40 0.0008 0.0007 0.0009
40–44 0.0054 2.74 2.19 3.65 0.0001 0.0001 0.0002
45–49 0.0004 2.99 1.60 2.71 0.0000 0.0000 0.0000
50+ 0.0000 16.57 5.20 9.21 0.0000 0.0000 0.0000

Male

All ages 0.0000 48.87 50.69 50.90 0.0000 0.0000 0.0000

Total

All ages — 100.00 100.00 100.00 0.0153 0.0132 0.0178

TABLE 4–3 Comparison of the crude death rate in
France in 1969 and the crude death rate Kenya would

have had that year with French age-specific death rates

Age Age-specific Age structure Weight of age-
rates of population specific rates

France, 1969 France Kenya France Kenya

0–4 0.0046 8.45 19.23 0.0004 0.0009
5–9 0.0004 8.60 16.54 0.0000 0.0001
10–14 0.0004 8.41 12.60 0.0000 0.0000
15–19 0.0009 8.39 10.10 0.0001 0.0001
20–24 0.0011 8.43 8.02 0.0001 0.0001
25–29 0.0012 5.96 6.95 0.0001 0.0001
30–34 0.0015 6.16 5.30 0.0001 0.0001
35–39 0.0023 6.71 4.72 0.0002 0.0001
40–44 0.0034 6.79 3.62 0.0002 0.0001
45–49 0.0053 6.47 3.07 0.0003 0.0002
50–54 0.0078 3.80 2.48 0.0003 0.0002
55–59 0.0121 5.65 1.98 0.0007 0.0002
60–64 0.0192 5.22 1.80 0.0010 0.0003
65–69 0.0305 4.52 1.26 0.0014 0.0004
70–74 0.0518 3.07 0.86 0.0016 0.0004
75–79 0.0840 2.03 0.54 0.0017 0.0005
80–84 0.1718 0.97 0.40 0.0017 0.0007
85+ 0.4757 0.37 0.51 0.0018 0.0024
Total 100.00 100.00 0.0116 0.0069



III. THE RELATIONSHIP BETWEEN
AGE-SPECIFIC RATES, AGE

STRUCTURE, AND POPULATION
GROWTH

We have now seen how the two elements of natural
population dynamics (fertility and mortality) affect the
age structure and how, reciprocally, the latter affects
the translation of population dynamics in terms of
crude birth and death rates and, therefore, natural
increase. To show this, we have focused on the diver-
sity of particular situations often inherited from spe-
cific events. Let us now consider globally the historical
transformation of age structures resulting from the
revolution of demographic behaviors that began in
Europe in the 18th century, and more recently in the
rest of the world, and how this structural change has
affected population growth.

Starting in the mid 18th century in Europe, a long
period of in-depth economic and social transforma-
tions led to a decisive mortality decline, among other
consequences. In a first stage, this mortality decline
created a gap with fertility, which remained
unchanged, thereby opening up an era of exceptional
population growth. In a second stage, fertility also
began to decline and population growth decelerated.
The birth rate then drew closer again to the death rate
until a quasi-balance was once more struck between
the two components of natural increase, this time at a
very low level for both. These mortality and fertility
declines radically transformed the population
pyramid, which, in turn, contributed to translating
these declines in terms of population growth.

1. The Historical Transformation of Two
Population Pyramids: France and England 

This same transformation affected France and
England differently. In England, the pattern of change
was a classic one, whereas in France where the mor-
tality and fertility declines began early and simultane-
ously, population growth was modest and the aging of
the pyramid occurred sooner (Figure 4–20).

In England13, between 1750 and 1850, the mortality
decline, in the absence of fertility decline, produced an
unprecedented population growth and a broadening of
the base of the pyramid. The total population soared
from 5.8 million to 18 million in the space of a century,
whereas the proportion of those younger than 15 years

rose from 32.9% to 36.0%. With fertility essentially con-
stant14, the total population growth was due essentially
to the mortality decline, but this also made the popula-
tion younger, since the gain was in infant mortality and
this produced a result comparable to an increase in
birth rates. By contrast, during the same 100 years in
France, the population growth was moderate, from 25
to 36 million, and the proportion of those younger than
15 years fell from 32% to 27%. The reason is that the fer-
tility decline, begun concomitantly with the mortality
decline as early as the mid 18th century, so reduced the
birth rates (from 40 to 27 per 1000) that the absolute
annual number of births stopped rising and even fell
slightly, despite the population growth and an age
structure that was increasingly favorable to the pro-
portion of women of childbearing ages. On the other
hand, as in England, the mortality decline focused on
infant mortality, which to some extent thwarted popu-
lation aging by slowing down the reduction of the pro-
portion of those younger than 15 years.

Half a century later, with the continued reduction of
both fertility and mortality in France, the population
has virtually stopped growing (from 36 to 38 million)
but the proportion of children has continued to fall
(from 27.3% to 25.6%). In England, by contrast, the
population has continued to progress rapidly (from 18
to 33 million). However, it is also in the middle of this
period that the long-term fertility decline finally
emerged in England, more than a century after France,
and the pyramid can be seen to start narrowing at the
base as the proportion of those younger than 15 years
falls from 36% to 32%.

Let us jump forward another 50 years to 1951. We find
a total population that has barely increased in France (43
million), a proportion of those younger than 15 years
that has continued to shrink (23%), and a very irregular
population pyramid. In fact, this situation is the com-
bined result of several factors working in opposite direc-
tions. On one side, World War I severely reduced the
male cohorts born in 1880 to 1898 and produced a major
deficit of births in 1914 to 1918. These same depleted
cohorts were then hit by World War II and produced
new undersized birth cohorts in 1940 to 1944.

On the other side, after 40 more years of fertility
decline, the behavioral changes that emerged during
World War II suddenly brought about a rise in birth
rates after the Liberation, which by far exceeds a
simple catching-up of postponed births, and marks the
beginning of a new period of population growth in
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13 For England, we reconstructed the historical population pyr-
amids from unpublished data elaborated for the preparation of The
population history of England 1541–1871 (Wrigley and Schofield, 1981)
and kindly communicated by Edward Wrigley. 

14 In fact, it increased during the second half of the 18th century,
then fell in the early 19th century, so that the birth rate recovered in
1830 to 1850 the level of 35/1000 it had had in 1750 to 1760 (Vallin,
1994). 



France. Without this invigoration of fertility, which
suddenly widens the base of the pyramid, the propor-
tion of those younger than 15 years would have fallen
below 20% and the French population would have
been no more than 40 million. These 40 million would
not have been reached without the net migration that
was positive almost continuously from the end of the
last century (Figure 4–20).15

During the same interval, England’s population
continued its strong growth, from 33 to 44 million, but
it was now its turn to enter fully into the phase of pop-
ulation aging as a result of the fertility decline. This
evolution is accentuated by the birth deficits in the two
world wars (even if the impact of the first is much
slighter than in France). Finally, like France, it is
marked by the baby boom of the late 1940s, but that is
not enough to prevent the proportion of those younger
than 15 years falling from 32% to 22%, the same level
as in France.

At this stage, especially in France but also in
England, the changing shape of the population
pyramid had a profound impact on the conditions of
expression of mortality and fertility in terms of crude
rates and consequently of natural increase. In fact,
apart from the fluctuations produced by the aging of
the depleted wartime cohorts, these changes do not
affect so much the birth rates, insofar as there is a
gradual swing between the reduction of the share of
young people and the increase of the proportion of
elderly, leaving the adult (and childbearing) ages 
relatively stable. By contrast, regarding mortality, the
population aging tends to slow down considerably the
reduction of the crude death rate as the age-specific
rates decline. So, in 1950 to 1951, the crude death rate
in France was 12.8/1000, but with the age structure of
1750, it would be no more than 7.5/1000. The crude
birth rate, instead of the observed 19/1000, would be
22, whereas the growth rate, instead of 0.6% would be
1.5%, almost three times more. We can see to what
extent change in population structure, under the effect
of change in fertility and mortality, modifies in turn the
resulting population dynamics.

Since 1950, there have been many further changes
in France and England. With slight variations, after 
the exceptional rejuvenation of the pyramids linked 
to the baby boom, both countries continue their route
of rapid population aging under the dual effect of a
resumption of the secular fertility decline and a change
in the nature of the mortality decline. Indeed, if fertil-
ity remained at the relatively high level of the 1950s
until around 1970, it then began a new downward

trend, the end of which is difficult to forecast today.
Also in the 1970s, a new mortality decline emerged, in
which cardiovascular diseases took over from infec-
tious diseases as the focus of the victory over death.
The result is an unprecedented mortality decline 
at older ages, while the progress made in infant 
mortality, already at very low levels, has stagnated.
Previously a factor of rejuvenation, the mortality
decline thus becomes per se a factor of population
aging.

At the dawn of the 21st century, therefore, France
and England, with some 60 million inhabitants each,
present similar age structures: already filled out
towards the top (20% of 60+ in France in 1997 and 
21% in England in 1990) and narrowed at the base
(19% of under-15s in both countries), but having 
for the moment exceptionally high proportions of
adults aged 20 to 50 years. The latter presently delay
the reduction of birth rates, but this reduction may be
all the more severe in the future when the following
cohorts, who are much less numerous, reach the child-
bearing ages; at the same time, the currently excep-
tional proportions of adults will accelerate the aging 
of the population as they progress further up the
pyramid. Thus, a third factor of demographic aging,
added to the specific effects of mortality and fertility
change, is already written into the age structure of
these two populations.

2. Fifty Years of Change in China

Figure 4–21 illustrates the case of China, whose 
population pyramid has undergone the same com-
bined effects of interactions between structure and
dynamics, as a result of the same kind of evolution, but
within a much shorter lapse of time. Indeed, China has
covered in a few decades virtually the same path as
France in two centuries.

In 1953, the Chinese pyramid was almost exactly 
triangular above age 8 or 9, as a result of long-term
near-constant fertility and mortality, which produced
a fairly modest rate of growth. However, the base of
the pyramid is very broad owing to the rapid but
recent decline of infant mortality, a sign of the consid-
erable health progress made as from the late 1940s.

In 1964, the pyramid above age 10 is in large part
simply a moving upward of the pyramid for 1953. We
note just a perceptible hollowing for the cohorts born
around 1945, who were still children during the Great
Leap Forward and suffered especially from the famine
in 1960 to 1961. It is this period of crisis that cuts
deeply into the pyramid at age 4, most acutely, but also
at ages 5, 6, and 3, signing the remarkable deficit of
births we have previously discussed (Figure 4–7). The

44 Caselli and Vallin

15 Apart from the 1930s when the economic crisis reversed the
trend. 
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FIGURE 4–21 Evolution of China’s population pyramid, 1953–1990.

exceptionally large populations of ages 0 and 1 express
the revival of births that then followed this dramatic
crisis.

These events can also be traced in the 1982 popula-
tion pyramid, moved on 18 years from that of 1964. But
the base of the pyramid has again changed. After 
the relatively high fertility of the post–Great Leap
Forward years, which produced 10 inflated, although
fluctuating, birth cohorts from 1963 to 1973, a new
change can be noted. Starting in 1970, the birth control
policy became more severe, which downsized the sub-
sequent cohorts. The impact was all the greater as the
couples concerned included the depleted cohorts of
the Great Leap Forward.

Once again, the population in 1990 bears the 
marks of these events, some ages higher up, but once
again the base of the pyramid is changing. The very

large cohorts born after 1962 have now reached the
childbearing ages and, as a ripple effect, engender a
second baby boom, although a minor one compared 
to the years 1963 to 1972. Contrary to what was often
suggested at the time, the upturn is indeed due more
to this structural effect than to a real failure of China’s
birth control policy. The very base of the pyramid
shows, in fact, a reduction of birth rates after 1988 and
a new cutback in the size of the last two cohorts.

These interactions between population structure
and population dynamics, which we have approached
intuitively by examining the historical evolution of a
number of population pyramids, will find formal
expression in Lotka’s equations and in population
models (see Chapter 20). Before exploring these,
however, we will need to delve further into mortality
and fertility analysis (Chapters 11 and 12).
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P A R T  

II

THE LONGITUDINAL APPROACH
Description of Demographic Processes in 

a Birth Cohort

GRAZIELLA CASELLI AND JACQUES VALLIN

So far, the natural and migratory components of population dynamics have been
considered through a period analysis of specific situations. Thus, the period risks of
individuals of a given age were approached by defining age-specific fertility, mortality,
and migration rates. These age-specific risks clearly display between-population vari-
ability and between-period variability within the same population. A closer analysis
means clarifying, for each component of change, the nature of the relations between
these age-specific risks, to combine, then incorporate them in population models, to
give a fuller picture of the mechanics of population dynamics.

The most straightforward way to understand what these age-specific rate series
mean and how they can be combined is to stay as close as possible to the real-life expe-
riences and events of the individuals who make up the population. Instead of looking
at the risk exposure at each age during a single year, we will look at the risk exposure
at each age of their lives by a universe of individuals born the same year. This is what
demographers call the cohort approach, as opposed to the period approach, based on an
analysis of the risks in a specified period.

Essentially, this is a purely descriptive approach to demographic phenomena, con-
sidered discretely. It is an essential first step before moving on to a closer analysis that
involves the way they interact. This step obviously rests on two fundamental working
assumptions: The population is internally homogeneous and the phenomena studied are
independent. Obviously, these assumptions will almost never be perfectly true at all
times, so they must be discarded at a later stage to analyze in more specific detail how
these different phenomena interact in heterogeneous populations.

We first briefly describe an age-specific rate matrix by which to distinguish more pre-
cisely between the cohort and period approaches (Chapter 5), and then specify the dif-
ferent time breakdowns usable in demographic analysis (Chapter 6) and methods of
accounting for and combining cohort and period approaches (Chapter 7). We will then



consider the conceptual differences between different measures of incidence relations—
frequencies, rates, and probabilities (Chapter 8)—and look more closely at the assump-
tions of independence between events and population homogeneity (Chapter 9). We
will discuss observation methods specific to the cohort analysis of fertility, mortality,
and migration (Chapter 10), preparatory to constructing a cohort mortality table
(Chapter 11), defining the various longitudinal fertility measures (Chapter 12) and intro-
ducing the cohort analysis of migration (Chapter 13).
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Table 5–1 shows a few elements making it possible
to find one’s way in the matrix of age-specific death1

rates observed during two centuries in France. In fact,
it is rare to have access to such series of age-specific
rates. To calculate them, one needs annual statistics
concerning age-specific deaths and age-specific popu-
lation estimates for January 1 of each year. In France
even the age-specific death series is only available
from 1899 and INSEE, the French Statistical Institute,
has only been publishing regular annual estimates of
the population on January 1 of each year since 1950.
The death rates used here therefore are based essen-
tially on historical reconstructions.2

The type of table shown in Table 5–1 can be read
from different angles. Each column gives a series of
age-specific death rates calculated for a given calendar
year, whereas each row represents the annual varia-
tions in age-specific mortality. Therefore, Figure 5–1,
which covers 10 annual age-specific death rates in
columns, illustrates the evolution, in 20-year intervals
over two centuries, of the age-specific curve, whereas
Figure 5–2, which covers 10 annual series of rates rep-
resented in rows, illustrates the evolution of mortality
at the ages of 0, 10, 20, . . ., 80, and 90 years, since 1806.
These are two illustrations of the same reality seen, on

the one hand, from the angle of transformations that
health improvements have imposed on the age-
specific structure of mortality and, on the other hand,
from the angle of specific changes in causes of death
at different ages.

This matrix can however, also be interpreted from a
third angle, by following people’s biographies from
their birth until their death. All that is needed for this
is to start from age 0 in a given year, to pass to age 1
of the following year, to age 2 of the year after that,
and so on until the limit imposed by the available data.
If one starts at age 0 in 1881, for example, one reaches
the age of 100 in 1981. In this way we follow, accord-
ing to age, the mortality that affects approximately3 all
of the individuals born during the same calendar year,
which demographers commonly refer to as a birth
cohort. Thus, Figure 5–3 illustrates the changes in the
age-specific mortality structure of birth cohorts, by 20-
year birth intervals, since 1806.

The differences between Figures 5–1 and 5–3 illus-
trate the difference between the period and cohort
approaches to mortality. One example of the passage
from one to the other is indicated on each of the two
figures by points in bold.4 In Figure 5–1, these points
make it possible to follow observations of the 1926
birth cohort. The difference between these two illus-
trations of the same database is obviously due to the
fact that mortality has changed over the centuries with
improvements in health status. A given birth cohort
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1 The rates used here have been obtained directly, on the basis of
deaths by age and on population estimates by age for the period from
1899 to 1996 (Vallin and Meslé), but indirectly, for the period from
1806 to 1898, on the basis of estimated annual age-specific probabili-
ties of dying from historical reconstructions of complete annual life
tables (Meslé and Vallin, 1989). The corresponding definitions and
calculation methods are described in subsequent sections.

2 For the period from 1899 to 1950 (Vallin, 1971) and for the 19th
century (Meslé and Vallin, 1989).

3 We will see in subsequent sections that a birth cohort can only
be rigorously followed if special conditions are respected in terms
of computation.

4 Birth cohort 1926 in Figure 5–1 and year 1946 in Figure 5–3.



benefits from health conditions that change as it grows
older. If, for example, one compares the mortality of a
birth cohort with that of the year of its birth, mortality
at the first year of age will of course, be largely shared
by both series, but gradually the mortality conditions
of the birth cohort will grow further away from those

of the year of birth and become closer at the older ages
to those of the year at which the birth cohort will die
out. On the whole, since the change is a decline in the
death rate, conditions at the end of life will be better
than those prevailing in the year of birth. However,
more temporary differences may appear in the 

52 Caselli and Vallin

0.0001

0.001

0.01

0.1

1

0 10 20 30 40 50 60 70 80 90

Rates

Age

1806
1826
1846
1866
1886
1906
1926
1946
1966
1986
1995

Cohort
1926

INED
18200

FIGURE 5–1 Year of observation: Age-specific death rates for different years (in 20-year intervals from
1806 to 1995) in France.

TABLE 5–1 Elements of a complete matrix of annual age-specific death rates for France
from 1806 to 1995 (rates per thousand)

Age Calendar year

1806 1807 1808 . . . 1850 . . . 1900 . . . 1950 . . . 1994 1995 1996

0 188.97 199.18 193.95 145.16 188.78 53.54 5.99 5.00 4.80
1 80.98 84.04 75.82 59.09 34.20 5.28 0.49 0.51 0.45
2 37.73 39.16 35.33 27.54 18.73 1.84 0.28 0.27 0.28
3 25.01 25.96 23.42 18.25 11.83 1.26 0.23 0.23 0.19
4 20.36 21.05 19.18 14.69 9.08 0.98 0.18 0.20 0.19
5 16.71 17.19 15.85 11.89 6.52 0.82 0.19 0.18 0.15
. . .
50 22.29 22.55 21.58 15.94 16.68 8.59 4.62 4.58 4.24
. . .
90 274.70 269.48 271.05 323.84 357.68 317.38 171.43 172.79 160.00
91 291.67 285.63 287.70 350.54 417.11 292.92 187.34 188.85 177.69
92 309.66 302.73 305.33 379.34 399.07 312.71 206.08 212.54 192.12
93 328.72 320.81 324.01 410.38 448.01 309.79 229.75 230.50 211.11
94 348.90 339.93 343.78 443.79 363.17 321.10 253.94 253.65 225.48
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opposite direction. Figure 5–3, for example, clearly
indicates that certain birth cohorts have experienced,
because of the two world wars, specific mortality risks
at certain ages that make the age-specific mortality
curves completely atypical.

It should immediately be pointed out that death
rates by year of age and by year of observation calcu-
lated by period, such as those in Table 5–1, are not 
an exact reflection, when assembled diagonally, of 
the mortality of birth cohorts. In fact, at each age 
they measure the mortality of a given calendar year,
whereas at each age the mortality of a birth cohort
must necessarily be spread out over two calendar
years. This is what we must now explain by present-

ing more clearly how demographic events may be
located in time and how they should be grouped
together in order to measure their frequency.
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I. TIME, AGE, COHORT

1. Absolute Time and Relative Time:
Dates and Ages (or Durations)

Any demographic event may be situated in time in
two ways, according to whether one refers to absolute
time, as marked out in the official calendar (its date of
occurrence) or in relative time, determined by the time
elapsed between the event in question and an initial
event directly concerning the individual. If this initial
event is the person’s birth, this relative time will be the
exact age the person will have reached when the event
studied occurs. But the initial event may, in certain
cases, also be of another nature, for example, arrival in
the country, starting school, marriage, a first preg-
nancy, and so forth. We are then dealing with specific
concepts of duration of a state or of the time elapsed
since a given event. It is, in fact, possible to distinguish
two types of relative time according to whether the
initial event and the event being studied concern the
same person:

• Relative time between different events in the life of
the same person (length of time between first
marriage and birth of the first child, time elapsed
between two successive births, time elapsed
between one migration and the following
migration, etc.);

• Relative time between different events in the lives
of different people (time elapsed between the

death of a young child and the birth of the
following child, time elapsed between the death of
a person and that of his/her spouse, etc.).

According to the objective of the analysis, a choice
will have to be made between one relative time and
another. If, for example, one wishes to measure fertil-
ity in marriage without making the distinction of birth
order, reference must be made to all the births of the
same woman at the time elapsed since marriage. If on
the contrary one wishes to analyze independently the
occurrences of successive births, for each birth the time
elapsed since the previous birth will be used, with ref-
erence to the marriage (or first sexual intercourse) only
for the first birth. In the same way, one may analyze
professional careers either by constantly referring to
the time elapsed since entry into employment or by
referring for each employment to the time elapsed
since obtaining the previous employment.

Last, when combining in the same analysis the
impact of several phenomena, for example fertility and
migration, one may have to introduce a multidimen-
sional time, associating elapsed time between births
and elapsed time between successive migrations.

2. Exact and Complete Age (or Duration)

Time is constantly passing, of course, and events
occur selectively, each one at a precise moment, a date,
if absolute time is concerned, or an elapsed period of time
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(exact age, exact length of stay, exact length of marriage,
etc.) if relative time is concerned. But between these
events there are discontinuities, and for calculating
rates one must bring together those events that occur
during the same lapse of time. This is what we have
done until now, without any greater degree of preci-
sion, by adopting the calendar year as a unit of time,
which is the reference generally used in demography.
A line representing absolute time in Figure 6–1 local-
izes the first of January, which marks the beginning of
the calendar years, the date of an event (in this case a
birth), and a period of one calendar year during which
events may be observed. Figure 6–2A situates in the
same way, but this time on a line representing age, a
number of birthdays, the exact age of an event (in this
case a death), and a length of time elapsed between
two birthdays, which is usually referred to as age in
complete years or age at last birthday, whereas Figure
6–2B represents the exact duration of a marriage at the
time of the birth of a child as well as different wedding
anniversaries and the complete duration of the 
marriage.

3. Complete Age and Age Reached
During the Year

This distinction between exact age and age in com-
plete years may seem naive. However, it is funda-
mental for the analysis. To be correctly used, a statistic
by age (or time elapsed since a previous event) must
have been clearly established according to a correct
definition of the age (or of the duration) at the time
when the data are gathered. When, in a census, a
survey or a declaration made to the civil registrar, the
age of a person is registered, the way the age of the
person is calculated must be agreed upon. This will
rarely be the exact age because it would take an unnec-
essarily long time to detail the age in years, months,
days, hours, and so forth, without attaining total accu-
racy. An approximate solution that is often used con-
sists of obtaining the date of birth as precisely as
possible (day, month, year) and to then deduce the age
by deducting the difference from the date of registra-
tion. If the date of birth is not used, there are possible
choices between several age concepts. The age in com-
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plete years, the one we defined in the prior section, is
customarily fixed at the level reached at the last birth-
day and remains constant until the following birthday.
This must not be confused with the age reached during
the year1 (or in period differences), which remains con-
stant during the whole calendar year in terms of the
birthday that will be that year. Nor should it be con-
fused with the individual year of age. Therefore, on
March 31, 1999, a baby born July 1, 1998, will be aged
0 in complete years but it will be 1 year old in the year and
in its first year of life. But 6 months later, on September
30, the infant will be aged 1 complete year, 1 year in the
year, and will be in its second year of life.

In fact, although saying “I am in my xth year of life”
is quite common in certain cultures, this notion of age
is almost never used in the production of statistical
tables. On the other hand, the two other solutions of
grouping together exact ages into age groups are used
and it is essential for the analysis to know which type
of age group is concerned: standard age in complete
years or age reached during the year.

4. Birth Cohort and Cohorts in General

From the moment that an event is dated in a precise
manner according to the calendar (date) and the age
(exact age), a third parameter may be deduced, which
sometimes resembles a third dimension of time: the
fact of belonging to a birth cohort, which is an essential
tool in longitudinal analysis in demography.2 A
birth cohort is composed of all the people born during
the same calendar year. This notion of cohort can in
fact be generalized, as explained in a previous section,
to the whole time elapsed since a prior event (migra-
tion, marriage, entry into employment, etc.), and ref-
erence is thus made to marriage cohorts or cohorts in
general. For practical reasons until the end of this
chapter we will deal essentially with age, but the same
approach is valid for any time elapsed since a given
event.

II. THE LEXIS DIAGRAM

A little over a century ago, Wilhelm Lexis (1875)
proposed a method, which has since become famous,

for illustrating demographic events through the use of
the dual time dimension (calendar and age) and rep-
resenting the different useful classifications for analy-
sis, according to age, period, and birth cohort.3 At the
cost of a transformation rendering it even more prac-
tical, this mode of representation was popularized at
the end of the 1950s among French-speaking demog-
raphers, and by Roland Pressat, on the occasion of the
publication of the first edition of his manual of demo-
graphic analysis (1961).

1. Point-events, Lifelines, and 
Birth Cohorts

The principle is very simple. It is a Cartesian system
in which the first axis measures absolute time (the cal-
endar) and the second, relative time (age). It is then
very easy to situate within it any event (birth, mar-
riage, migration, maternity, death, and so forth)
according to these two coordinates. By linking the
events concerning the same person, a lifeline is
obtained, which is automatically situated on a parallel
to the bisector of the two axes, since age increases at
the same pace as time elapses. Figure 6–3, for example,
represents the life of a woman born on January 31, 1902
who migrated on March 16, 1916, married on May 22,
1926, gave birth to a child on May 8, 1927, and died on
July 7, 1939. At each date of each event, there is a cor-
responding vertical line that cuts the lifeline at a point
situated on a horizontal line indicating the exact age at
which this event occurs.4
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1 The age reached during the year is the difference between the
year of observation and the year of birth. Therefore, during the
whole of 1998, a person born in 1956 is 42 years of age reached
during the year.

2 The birth cohort, a group of people born in the same year, is
indeed a special example of the more general notion of the cohort
(group of people having experienced the same event during the
same unit of time).

3 There is a brief summary of the origins of this type of repre-
sentation in an article written by Graziella Caselli and Enzo Lom-
bardo (1990) and in an article by Christophe Vanderschrick (1992).
In fact the idea originally came from Georg Knapp (1868, 1869)
before being adopted by Karl Becker (1874) and clarified by Wilhelm
Lexis (1875), but also and at the same time, by Abraham Verweij
(1874), alias Abraham Verwey (1875).

4 In fact, this definition of what is known as the Lexis Diagram,
proposed by Roland Pressat, is different from the one developed by
its inventor. Wilhelm Lexis followed the lives of people on a verti-
cal to the time line, by tracing life durations and not the lifelines drawn
by Roland Pressat. Thus, he followed, in counter-diagonal lines,
isochrones (groups of events occurring at the same date) which, in
Pressat’s diagram, are read vertically. It should be noted that this
currently standard presentation of the Lexis diagram is however, not
universal. The Anglo-Saxons, who use it much less than French-
speaking demographers, sometimes draw an inverted diagram in
which the age is presented on the x-axis and time on the y-axis, from
the top downwards. The lifelines are therefore descending diago-
nals. However, Anglo-Saxons also use the presentation proposed by
Pressat. Nathan Keyfitz, for example, used the same year the Pressat-
type presentation for his Applied Mathematical Demography (Keyfitz,
1977b) and the inverted presentation for the revised edition of his
Introduction to the Mathematics of Population (Keyfitz, 1977a), the first
edition of which dated from 1968.



2. Populations and Events

The Lexis diagram makes it possible to make useful
classifications for the analysis of events as well as of
populations. Concerning populations (Figure 6–4) life-
lines may be grouped together in columns of varying
thickness according to the time elapsed between the
births of the first lifeline from that of the last lifeline.
If one groups together the lifelines of people born the
same year, framed within diagonals starting January 1
and December 31 of the year in question, one identi-
fies a birth cohort. Our graph represents, therefore, a
beginning of a column of lifelines composing birth
cohort C, born in 1991. The people still living, when
the column of lifelines of a same birth cohort cross a
vertical line in the diagram, make up the population
of this birth cohort at the date corresponding to this
vertical line. If the date is January 1, these people are
all of the same age in complete years and they make
up the population of this age at this date.5 Thus, P rep-
resents the population aged 2 on January 1, 1991, com-
posed of people from the birth cohort of 1988 still alive
at that date.

Concerning events, the sets of births, occurring by
definition at the exact age of 0, obviously always
appear as segments on the time axis.6 Therefore, on
Figure 6–4, B represents the births of 1993. But all the
other events (marriages, migrations, deaths, etc.),
occurring at different ages, will be represented in spe-
cific surfaces of the Lexis diagram according to the
way they have been identified by age and time.7 Only
very special events such as birthdays will also be assem-
bled on the segments of lines (parallel to the time line).
Therefore, segment V in Figure 6–4 illustrates the
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5 In certain statistical publications one may find populations on
January 1 and in others, populations on December 31. In fact, there
is no difference between a given population on December 31 of one
year and the same population on January 1 of the following year. In
fact, in the first case the estimate is made at the end of the year,
December 31 at midnight, and in the second case it is made at the
beginning of the year, January 1 at 0 hour.

6 At least in this general case of a diagram representing the life
of individuals within a population. In such a case births must be rep-
resented at age 0. However, these births are in fact the sum of all the
maternity points that appear, in the course of a year, among women
of different ages. These maternity points, as we shall see in the case
of fertility analysis (Chapter 12) will be grouped together within sur-
faces of the Lexis diagram according to the age or the cohort of the
mother. The births of a mother will be considered as events whereas
all of the births of one year appear here as the initial size of the birth
cohort.

7 Note, however, that the Lexis diagram may be used while
replacing the age by the time elapsed since a given event. It is then
this reference event, which will be represented by the segments on
the time line. Thus, if one studies fertility in marriage and refers to
the time elapsed since marriage and not to the mother’s age, the life-
lines will start with the marriage and will be grouped together in
marriage cohorts. The marriages of each cohort will occupy a segment
of the time line but the maternities (along with any other events such
as migration, death, etc.) will be identified among the different sur-
faces of the Lexis diagram.



second birthday celebrated in 1995 by individuals born
in 1993. This number may also be interpreted as being
that of the people belonging to the birth cohort of 1993
in the population having the exact age of 2 years.

3. Different Ways to Classify Events 
by Year of Age

Figure 6–5 illustrates the three standard ways of
classifying events according to age, time and birth
cohort, which correspond to the three ways that 
will allow us to locate events classified in the usual sta-
tistical publications. Parallelogram E2 groups together
events having occurred during a given year (in this
case year A4) within a given birth cohort (in this case,
the cohort born in year A0). This is how events classi-
fied by calendar year and year of birth or by calendar year
and age reached during the year are situated. It becomes
immediately apparent that these events occur at the
exact age of x + 4, but that they do not all occur around
the same age in complete years. Some occur before x +
4 and others afterward. They therefore concern two
age groups in complete years, groups (x + 3, x + 4) and
(x + 4, x + 5), without, for that matter, grouping
together all the events that may be observed that year
in these two age brackets.

On the contrary, parallelogram E1 groups together
events having occurred within the same birth cohort
(born in year A0) at the same age in complete years, the

age (x + 1, x + 2). It represents the ages classified by age
and year of birth or even age and cohort. This time it
should be noted, however, that they occur before and
after a January 1 and are distributed therefore over 2
years (here, years A1 and A2).

The third way of classifying events according to age
and time consists of grouping by age and calendar year
or, more precisely, by age in complete years and calendar
year. This classification corresponds to square E3 in
Figure 6–5. This time, we are indeed dealing with a
group of events all occurring at the same age in com-
plete years, the age bracket (x + 1, x + 2), during the
same calendar year (here, year A4). On the other hand,
they do not all concern the same birth cohort, since
some of them occur among people born in year A2 and
others, the following year, A3.

Each of these classification methods leads to differ-
ent perceptions of reality that may seem very similar
but that may also, in certain cases, have significant
consequences for the analysis. The Lexis diagram
makes it possible to avoid sometimes major errors of
interpretation.

Otherwise, each one of these three computation
methods presents different advantages depending on
the type of analysis being made. Only the first method
of classification, by calendar year and year of birth,
may be used indifferently for either cross-sectional
analysis (by calendar year) or longitudinal analysis
(usually by cohort). On the other hand, it presents the
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disadvantage of not clearly identifying the age,
because the events are spread out before and after the
birthday, whereas age is more naturally perceived as
an interval between two birthdays. For cross-sectional
analysis, distribution of death by age in complete years
and calendar years (the squares of type E3) is preferred,
whereas the ideal for longitudinal analysis is to have
deaths distributed according to age in complete years
and by cohort (parallelograms of type E1).

Increasingly, however, current statistics are deliv-
ered according to what is customarily called double
classification, which makes it possible to reconstruct the
three cases of the previous figures indifferently. The
events of a given calendar year, thus classified by age
and by year of birth or by age and by cohort, then appear
in the triangles of the Lexis diagram, such as triangle
E4 in Figure 6–5, which represents the events occurred
during the year A6 in the cohort born in the year A5

and therefore, with an age in complete years (x + 1, 
x + 2). By appropriately combining these triangles 
two by two it is, of course, possible to reconstruct the
parallelograms and the square described here.

4. Pluri-annual or Infra-annual
Classifications

Conversely, statistics may only provide large classi-
fications, by grouping together ages, calendar years, or

cohorts. Here again, the Lexis diagram is very useful
for rapid visualization of the type of data one is
dealing with. Figure 6–6 provides a few examples. Par-
allelogram ABCD, for example, represents a case of
events observed during the same calendar year (year
A5) but classified by quinquennial groups of birth years
(cohorts relating to the years A0 to A4). The individu-
als concerned have, in the year A5, exact ages between
x and x + 6 years, but some events having occurred that
year at the ages in complete years of x or x + 5 are
excluded, because they either concern the cohort that
is too old, relating to A-1 or the cohort that is too recent,
relating to A5 (the two triangles next to the extremities
of parallelogram ABCD).

In the same way, rectangle EFGH represents the case
of events having occurred in the course of the same
calendar year (year A7) classified by quinquennial com-
pleted age groups. It is apparent that these events
concern not five but six cohorts (those relating to the
years A2 to A7).

Lastly, parallelogram FIJK represents the case of
events observed, for example, during a retrospective
survey, classified by quinquennial age groups within the
same cohort. In this case, the observation covers six cal-
endar years (A8 to A13).

These types of data may also be classified by calen-
dar year within the same cohort (parallelogram LMNO
in Figure 6–6). The observation within the same birth

60 Caselli and Vallin

Exact age

Time

E4

E3E1

E2

x

x+1

x+3

x+4

x+5

x+6

x+2

A0 A1 A2 A3 A4 A5 A6 A7

INED
19000

FIGURE 6–5 Representation of events on the Lexis diagram according to different possible annual 
classification modes.



cohort therefore covers five full calendar years but the
extreme ages at last birthday are incomplete.

It is even more obvious in this case that the classifi-
cation of events by calendar year and by quinquennial
age group (rectangle EFGH) applies perfectly to cross-
sectional analysis, whereas classification by quinquen-
nial age groups within the same cohort (parallelogram
FIJK in Figure 6–6) naturally lends itself to cohort
analysis. If one accepts a slight difference in the situa-
tion of ages this is also respectively the case for the
classification of events in the year by quinquennial
groups of cohorts (parallelogram ABCD) for cross-
sectional analysis, and for events concerning a cohort
classified by groups of calendar years (parallelogram
LMNO), for cohort analysis.

Sometimes classifications of events require changes
in criteria. Notably, the observation of data from ret-
rospective surveys, which are usually provided by
cohort, find themselves, however, interrupted by the
date of the survey and some groups of events are of
the same type as that represented in Figure 6–6 by the
trapezium PQRS, which represents events having
occurred in a cohort relating to year A13 during the 3
years (A13 to A15) before the survey. Here again, we
have chosen a favorable, hypothetical case in which
the survey took place on January 1.

Finally, data may often be supplied by groups of
years of observation. Figure 6–7 situates on the Lexis
diagram the three types of classifications in the case of
decennial age groups and groups of five cohorts or of
five calendar years: completed age groups and calendar
year groups (rectangle ABCD), intervals of exact age and
groups of cohorts (parallelogram ABEG), and completed
age groups and groups of cohorts (parallelogram BEFH).

Of course, in addition to helping to visualize differ-
ent pluri-annual groups, the Lexis diagram also pro-

vides valuable help in illustrating the classification of
events according to age and calendar intervals that are
smaller than a year. All that needs to be done in such
cases is to change the scale. It is possible to work in
months, weeks, days, or in any other unit of time
adapted to the data being analyzed.

III. ELEMENTS FOR COMPUTING 
A RATE, ACCORDING TO THE

CLASSIFICATION MODE OF EVENTS

1. Rates for a Year of Age

Previously, we defined the rates by age for fertility,
mortality, and migrations (Chapter 4). In the case of
mortality, for example, we have seen that the rate for
year t at age x is equal to:8

In fact, the significance of parameters x and t varies
according to the data used for the calculation. The
Lexis diagram can be a great help in identifying,
according to these variations, the elements that are
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8 It should be noted that this is an approximation based on the
hypothesis of a linear change in the size of the population:

We will see in Chapter 9 that the evaluation of mortality with
such a rate supposes the absence of any competing phenomena (in
this case migration) or independence between the competing phe-
nomena (in this case migration) and the phenomenon studied (in
this case mortality). In addition, it supposes that the population is
homogeneous (Chapters 9 and 14).
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really needed for calculating rates in the different 
possible situations (Figure 6–8).

If the deaths are classified by year of age and cal-
endar year (square ABCD), deaths having occurred
during the year considered t (between January 1 t and
t + 1) in the age class (x, x + 1) will be related to the
mean population of age (x, x + 1) during the year. It is
generally possible to estimate this average by the half
sum of the populations observed at the beginning and
at the end of the year. A first, most common, rate at age
x is thus obtained, which we will call type 1 rate:

These are rates by year of age and calendar year that
have been used to construct the second part
(1899–1995) of the complete matrix (1806–1995) a few
elements of which are given as examples in the begin-
ning of Chapter 5 (Table 5–1). Because of a lack of
precise data, the first part (1806–1898) of this matrix
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has been built indirectly based on an estimate of prob-
abilities of dying by age which will be dealt with further
on (Chapter 11).

If the deaths are classified by year of birth and cal-
endar year (parallelogram EFGH in Figure 6–8), the
deaths having occurred during the year considered t
in cohort C (t - x) reaching the exact age x during this
year will be divided by half the sum of populations of
age (x - 1, x) on January 1 t3 and of age (x, x + 1) on
January first t4. A second rate at age x (type 2) is
obtained, which is sometimes referred to as a prospec-
tive rate:

When deaths are grouped by age in complete years
and year of birth or cohort (parallelogram IJKL in
Figure 6–8), it is necessary to proceed in the same way
as above, to divide the deaths occurred in this birth
cohort between the exact ages of x and x + 1 by half
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the sum of the numbers of individuals of the cohort
present at the time of their birthdays x and x + 1, but
these data do not feature in any of the usual statistics.
Because the deaths concerned are distributed more or
less equally between the triangle IJL, belonging to the
year t and the triangle JKL belonging to the year t + 1,
we will take the denominator of the population at
complete age (x, x + 1) on January 1 of the year t + 1,
which is generally a good estimator of the mid-year
population. A third rate at age x (type 3) is obtained,
which can truly be defined only if one has a double
classification of deaths by age and by year of birth:

2. Differences Among the 
Three Rate Types

The double classification of the deaths of each calen-
dar year by age and by year of birth, which in France
for example has been in existence since 1907, will
enable us to illustrate our point with an example with
figures, demonstrating that in certain cases such sub-
tleties in computations are far from superfluous.

Table 6–1 provides an extract of these French mortal-
ity statistics for the years 1993, 1994, and 1995, relating
to a number of age groups, accompanied by population
estimates at the same ages on January 1st of 1994 and
1995. Figure 6–9 places on the Lexis diagram the ele-
ments of this table that are appropriate for computing
death rates by age for the year 1994, according to the
three usual approaches mentioned previously.
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For instance, at the completed age of 74, the death rate
(type 1, Figure 6–9) is equal to:

On the other hand, at the age of 74 reached during the
year, the rate (type 2, Figure 6–8) is equal to:

But this rate, in fact, concerns an age that is half a
year less than the type 1 rate. To make a valid com-
parison with the previous rate, the average of the type
2 rates at 74 and 75 years has to be made, i.e., from
Table 6–1:

Lastly, the rate computed between the exact ages of
74 and 75 in the cohort celebrating its 74th birthday in
1994 is equal to:

This result must be compared with the rate of the
same type obtained in the previous cohort celebrating
its 74th birthday in 1993 and which also crosses the
square of the Lexis diagram concerned by the type 1
rate:
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TABLE 6–1 Extract of mortality statistics by age for 1994 and corresponding populations1

on January 1 of 1994 and 1995

Age Deaths Rates (for 1000) in 1994
(x)

1993 1994 1995 Populations Type 1 Type 2 Type 3

C C-1 C C-1 C C-1 1994 1995 (Lexis x (x + x + 1)/2 1993–94 1994–95 Average
square)

65 2,788 2,598 2,575 2,662 2,845 2,637 259,605 258,546 20.21 20.99 20.16 20.58
66 2,818 2,828 2,850 2,719 2,866 2,752 249,347 254,288 22.12 21.45 22.14 22.21 22.03 22.12
67 2,948 2,908 2,911 2,914 2,981 2,899 244,661 243,768 23.85 22.83 23.69 23.96 23.83 23.90
68 3,206 3,043 3,020 3,080 3,114 3,136 237,909 238,791 25.59 24.55 25.66 26.42 25.78 26.10
69 3,300 3,081 3,205 3,184 3,279 3,197 224,448 231,630 28.02 26.77 27.90 28.89 27.64 28.26
70 3,600 3,321 3,240 3,208 3,457 3,291 219,548 218,205 29.46 29.02 30.02 31.01 29.93 30.47
71 3,619 3,557 3,498 3,344 3,425 3,349 213,348 212,922 32.10 31.01 32.33 32.64 32.16 32.40
72 3,801 3,961 3,719 3,648 3,613 3,596 213,184 206,391 35.12 33.65 34.79 34.94 35.44 35.19
73 4,183 2,858 3,878 4,142 3,925 3,954 210,506 205,693 38.54 35.93 38.36 39.55 38.08 38.81
74 2,318 2,386 4,275 2,889 4,280 4,084 121,312 202,140 44.30 40.80 42.14 42.92 41.35 42.14
75 2,393 2,118 2,275 2,417 4,646 3,095 100,716 116,196 43.26 43.48 46.44 47.76 46.22 46.99
76 2,163 2,058 2,438 2,238 2,376 2,456 84,490 95,863 51.85 49.39 51.28 52.09 51.05 51.57
77 2,259 2,222 2,137 2,005 2,667 2,235 74,641 80,091 53.54 53.17 55.86 57.13 54.59 55.86
78 3,326 4,030 2,242 2,326 2,376 2,238 87,657 70,442 57.79 58.55 62.13 64.48 63.60 64.04
79 4,294 4,305 3,249 4,108 2,345 2,322 120,679 82,035 72.59 65.71 68.37 69.62 67.91 68.77
80 4,560 4,492 4,171 4,325 3,444 4,321 113,402 112,397 75.25 71.04 75.53 78.35 75.55 76.95
81 4,738 4,256 4,400 4,465 4,308 4,313 104,048 104,663 84.95 80.02 84.56 88.45 83.25 85.85
82 4,397 4,360 4,410 4,161 4,554 4,477 87,060 95,172 94.07 89.10 94.55 98.30 93.38 95.84
83 4,522 4,271 4,131 4,300 4,472 4,151 80,816 78,770 105.66 100.01 105.29 109.16 105.14 107.15
84 4,268 4,163 4,168 4,072 4,178 4,175 69,063 72,348 116.54 110.57 117.14 120.76 115.32 118.04
85 4,134 3,815 3,974 3,898 4,132 3,996 60,008 61,017 130.09 123.71 133.85 130.62 132.23

1 The population numbers are estimates by INSEE, on each January 1, based on the numbers obtained at the censuses, taking into account
births, deaths and migration balance.
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For comparing with the previous rates one must,
here again, compute the average of these two results
to focus the measure on 1994. Thus the rate of 0.04214
is obtained, which is very close to the result obtained
with the type 2 rate.

Thus, we now have three death rates established 
for the same calendar year at the same age but oppos-
ing a higher value obtained with the type 1 rate
(44/1000) to the two other lower values provided by
types 2 and 3, which are much closer to one another
(42/1000).

In fact, the differences observed here correspond to
an exceptional situation. Indeed most of the time, there
is practically no difference between the three types of
rates. This supposes, however, that the sizes of the
neighboring cohorts that come into the calculation are
distributed in a similar manner according to age. In
most cases this is fine, and the method used for calcu-
lating the rate is of little importance. In the example
taken here, the sizes of successive cohorts varies sud-
denly. In fact, this concerns cohorts born in 1919 and
1920, just after World War I, which, as we know created
a sharp rise in births. Therefore, on January 1, 1994, the
number of men suddenly declined from 210,506 at age
73 to 121,312 at age 74 (Figure 6–9). The 1919 cohort
represents those in the last year in the deficit of births,
whereas those born in 1920 belong to the first full
cohort after the War. It is this fluctuation that, by sud-
denly modifying the distribution by age of individu-
als within cohorts, is at the origin of the discordance
observed here between type 1 rates and the others
(Figure 6–10).

The sudden change in the number of births that
causes the difference in the sizes of the cohorts did not,
in fact, happen exactly at the passing of 1919 to 1920
but during 1919, precisely at the end of summer, 9
months after the Armistice and demobilization.
Because of this, among the deaths in 1994 that occurred
in the 1919 cohort at 74 years of age, some of the deaths
correspond to the 8 or 9 first months with a low
number of births and others to the 3 or 4 last months
with a high number. However, for the first part of this
cohort there is less time between January 1, 1994 and
the 75th birthday (triangle ABC in Figure 6–10)
whereas for the second part there is much more time
in the same interval (trapezium BCDE). Therefore, the
number of deaths at that age in this cohort in this year
depends more on the people born during the months
with a high number of births than on those born in the
months with low numbers; divided, as if nothing had
happened, by the population size, without any dis-
tinction in terms of month of birth, this will overesti-
mate the death rate at that age. Hence the abnormally
high level of the death rate at 74 in 1994. Inversely, the

same year, at 75, the rate is underestimated because the
contribution of the months with a high number of
births of the cohort of 1919 to mortality is very short
(triangle CEF in Figure 6–10) whereas that of the
months with low numbers is much longer (trapezium
ACFG).

The same phenomenon occurs in the opposite direc-
tion with the passage of the cohorts born in 1914 (the
last full year before the war) and 1915 (first year with
a deficit in births), which reached 80 and 79 years of
age, respectively, in 1994. This time, it is within the
cohort of 1915 that monthly births suddenly declined
in the spring. The same causes producing the same
effects; therefore, in 1994, one obtains a death rate of
type 1, which is abnormally low at 78 and abnormally
high at 79.

Type 2 and 3 rates, calculated strictly within the
same cohort, are, on the contrary, practically unaf-
fected by this statistical artifact, whether it be before or
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after the average of the two contiguous rates has been
obtained to center the result on the same complete age
and the same calendar year as the type 1 rate.

In any case, this type of problem only arises when
there are strong variations in sizes between contiguous
birth cohorts. Figure 6–11 clearly shows that apart
from the ages reached by cohorts affected by the war,
there is practically no difference between the three
types of rates by age.

To account for this problem due to the computation
of rates in the Lexis squares, Gérard Calot proposed a
weighting method according to the monthly distribu-
tion of births forming each cohort. All that is needed
is to apply to the deaths in each Lexis triangle a 
correction factor calculated according to this monthly
distribution (Calot, 1984).

3. Rates by Age Groups

In Chapter 4, we discussed the calculation of rates
by age groups following the general formula:

As with the rates by individual year of age, differ-
ent computation methods are possible according to the
way the available data is presented. Figure 6–12 illus-
trates the data that may be used for computing death
rates by age groups according to possible classification
modes.

If, for example, deaths are classified by calendar
years and quinquennial age groups (rectangle ABCD
in Figure 6–12), we will divide deaths having occurred
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between the exact ages x and x + 5 by the average of
the populations of the same ages on each January 1:

In the similar case in which the deaths of the calen-
dar year are grouped according to year of birth (par-
allelogram EFGH in Figure 6–12), one obtains:

Note that these two types of rates according to age
groups are annual rates, because, although they group
together the deaths of five age brackets, they relate
these deaths to equivalent groups of population size
by age. This is true whatever the number of age
groups. These rates are directly comparable to the rate
by individual year of age mentioned here, the first
being obviously similar in nature to type 1 and the
second to type 2. To do so, place the rate by age group
in relation with the rate by age corresponding to the
central age of the age group. Thus, the first quinquen-
nial rate mentioned here will be related to a rate at
complete age x + 2, or on average at exact age x + 2.5.
The second will be compared with a rate at exact age
x + 3. It is, of course, impossible to compute a similar
type 3 rate.

On the other hand, if the deaths are classified by
birth cohort and group of calendar years, it is possible
to obtain in cohorts a type 2 rate and a type 3 rate, of
pluri-annual dimension, which will not be directly
comparable with any type 1 rate.
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If, for example, deaths are classified by birth cohort
and groups of five calendar years (parallelogram IJKL in
Figure 6–12), a type 2 rate can be calculated as follows:

In the same way, if the deaths are classified by
cohort and quinquennial age intervals (parallelogram
MNOP in Figure 6–12), one will take as an estimator
of the average size of the actual population at the xth

and (x + 5)th birthdays of the cohort born in the year 
t - x, the population aged (x + 2, x + 3) on January 1 of
the central year t+3. One then obtains:

In both of these cases, the rates are no longer on an
annual dimension scale since the deaths of five age
groups are related to the mean size of a single birth
cohort. One may of course obtain this annual dimen-
sion by dividing the result by five (or, more generally,
by the number of age groups concerned). It is only on
such a condition that one may compare these results
to those of rates per individual year of age by referring
to the central age of the group.

Finally, note that in most cases age groups are iden-
tified by ages in complete years rather than by exact
ages. Therefore, one notes in all these formulas, x
instead of (x, x + 1), (x, x + 1) instead of (x, x + 2), . . .,
(x, x + 4), instead of (x, x + 5), and so forth., thus replac-
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ing an interval between two extremes of exact ages by
a series of ages in complete years.

4. Pluri-annual or Infra-annual Rates

The reader will easily extrapolate to the cases where
deaths are classified by age groups as well as by
groups of birth cohorts or calendar years. Moreover,
we have only used as an example here the most stan-
dard cases. In fact, the data available are much more
varied, but the principle remains the same: The simple
fact of correctly entering on a Lexis diagram a few ele-
ments of the death statistics used will certainly facili-
tate the choice of population to be entered in the
denominator of the rates.

5. A Special Case: The Infant 
Mortality Rate

In addition to the three possible types of rates men-
tioned so far, mortality at under 1 year of age is very
often measured by an ad hoc indicator, called the infant
mortality rate, but which is very different from the rates
we have just defined. Instead of relating deaths of less
than 1 year to an average population of less than 1 year
as indicated above for any age x, these deaths are
related to births:
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We shall see in Chapter 8 that this “rate,” used
extremely often, is similar to a probability such as we
will define later on. Given the title of the chapter, we
could not end without evoking its existence.
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To examine the evolution of any demographic phe-
nomenon—the structure of a population, or the inten-
sity of the components of its dynamics, such as fertility,
mortality, or migration—we need to take at least three
dimensions into account: time, age, and the intensity
of the phenomenon. This is the case, for example, with
the matrix of mortality rates by age and calendar year
shown in Table 5–1 of Chapter 5: The matrix provides
an indicator of the force of mortality for about 100 age-
years and nearly 200 years of observation. This would
also be true of a matrix that assembled fertility rates or
population size by age for a period of one or two cen-
turies. Unless we could develop three-dimensional
graphic media,1 such matrices would pose the classic
problem of how to display a three-dimensional phe-
nomenon on a two-dimensional sheet of paper.

In fact, there are only two solutions: We can try to
depict the three dimensions in identical fashion, using
perspective-creating devices of the kind first used by
Renaissance painters,2 or we project one of the three
dimensions on the plane formed by the two others.
Naturally, the second solution is more common. In
demography, however, it is used in only two of the
three possible ways: Intensity is always chosen as one
of the two axes of the projection plane. Indeed, inten-
sity curves (for population size, fertility rates, mortal-
ity rates, etc.) are very often shown as a function of age,
or of time, by projecting on this Cartesian plane the sit-

uation characterizing a specific period or age, 
respectively. The third dimension is materialized
simply by juxtaposing several curves on this projection
plane. These two ultraclassic types of projection 
are illustrated in Figures 5–1 and 5–2 of Chapter 5. In
the far less common projections of the third kind,
intensity is projected on the plane formed by age 
and time. Yet it is this third solution, well known to
geographers, that undoubtedly offers the best substi-
tute for the impossible “perfect” display of the three
dimensions.

I. ATTEMPTS AT THREE-
DIMENSIONAL REPRESENTATION

The problem is identical to the one that geographers
have faced for centuries in mapping relief. Unless they
can produce actual relief maps—as cartography insti-
tutes are now doing ever more routinely—geogra-
phers need to represent, on a plane, a nonplane surface
each of whose points is situated in a space defined by
three dimensions: longitude, latitude, and altitude.
The earliest attempts typically consisted in using
trompe-l’œil images of hills and mountains to provide
an ornamental identification of places mapped in the
two dimensions regarded as the most important: lon-
gitude and latitude. This practice of pictorial repre-
sentation later led to stylized graphic devices such as
cross-hatching or shading. In fact, however, the stan-
dards now required for these devices depend on a
more modern invention: contour lines. The first demog-
raphers made their own attempts to put into perspec-
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tive the three main dimensions of the phenomena they
were studying (see Caselli and Lombardo, 1990).

For example, Luigi Perozzo (1880) used an earlier
diagram by Berg (1860) as a model for a perspective
representation of the change in the Swedish popula-
tion that was exhibited at the 1875 Geographic Con-
gress and the 1878 Paris Exhibition. The diagram
comprised a line plotting the number of births over
more than a century (1750–1875). Above that line,
Perozzo placed a perspective view of the age pyramids
observed at each census, at 5-year intervals (Figure
7–1).

A few years later, the same author (Perozzo, 1883)
published a new chart with a twin perspective view of
the probabilities of a man aged x marrying a woman
aged y and the probabilities of a woman aged x mar-
rying a man aged y. The probabilities were shown as
a function of the age of each spouse (Figure 7–2). Each
view featured a splendid “witch’s hat” illustrating the
high concentration of marriages in a small number of
spouse–age combinations.

With modern computer technology, this formerly
tedious operation has become much easier. It is, for
example, commonly used in architecture. However, it
is not widely used in demography. The advantage of
computer-aided perspective design is the possibility of
switching perspective angles instantly, on screen. 
One can thus take decisions on the final appearance of
a construction by examining the various angles from
which it can be viewed once it has been built.

Similar attempts have been made by Thomas
Pullum (1980), for example, concerning fertility in the
United States (Figure 7–3). By presenting the 1920 to
1970 matrix of age-specific fertility rates from different
angles, he shows that the visual impression varies con-
siderably with the angle chosen.

This finding effectively pinpoints the major draw-
back of the stratagem as applied to demography.
Unlike the architect, the demographer is not attempt-
ing to choose the most handsome structure or varia-
tion of age-specific fertility or mortality, but to describe
observed reality as faithfully as possible. It may be
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FIGURE 7–1 Perspective view of change in Swedish age pyramid compared with birth curve, by Luigi
Perozzo (1880).



useful, for this purpose, to systematically examine 
on a computer screen all the possible facets of a 
perspective view, but at the time of publication the
demographer must choose which chart to print, and
there is no objective reason to pick one angle instead
of another.

Figure 7–4 shows the large 1806 to 1995 matrix of
French age-specific male mortality, under what we
regard as the most expressive angle, in terms of (1) the
radical fall in mortality over the long term and (2) 
the severe disruptions caused by the Napoleonic wars,
the Franco-Prussian War of 1870, and the two world
wars. However, our deliberate choice to highlight
these major historical events promotes the legibility of
some aspects to the detriment of others that are,
perhaps, no less important. For example, we can very
easily track the change in infant mortality, but it is
much harder to glimpse mortality at age 60. Likewise,
it is fairly easy to distinguish the overall profile of age-
specific mortality and its considerable change over two
centuries, but we have trouble making out the details
of this transformation.

From this dual standpoint, perspective adds
nothing to the classic projection on a Cartesian plane
in which age or time is plotted against intensity. These
two classic approaches—which require a choice
between age and time to define the projection plane—
are, however, relatively powerless in themselves to
depict a fundamental demographic reality: the life of
generations. In fact, from this third angle, we need to
define age and calendar as the two axes of the projec-
tion plane—as Wilhelm Lexis did when designing his

diagram (see Chapter 6). Age and calendar thus
become the two major references for locating an event
in time, just as longitude and latitude are the geogra-
pher’s two preferred references for locating a spot on
the Earth’s surface. What we now need to do is to
follow the geographers’ example and adopt their most
rigorous technique for mapping relief: contour lines.
This will enable us to visualize the intensity of demo-
graphic phenomena on the projection plane.

II. CONTOUR LINES

It is no coincidence that the first demographer to use
contour lines, Pierre Delaporte, is also the first to have
attempted to plot the mortality of French birth cohorts.
The problem to be solved here is the way in which the
data are compiled. We know the number of inhabitants
in a given year, or the mortality or fertility rate at a
given age, or, conversely, the values of these indicators
in a given calendar year for a given age. By contrast,
we do not know the age or the instant to which the
rates 10, 15, 20 . . . per thousand apply, rates that 
could be used to determine the contour lines. To plot
contour lines showing the century-long change in age-
specific mortality, we must therefore begin by con-
structing what Delaporte calls mortality surfaces from
the available values for age-specific and period mor-
tality rates.

For this construction task, Pierre Delaporte actually
made the debatable choice of smoothing as much as
possible the variations in age-specific mortality and in
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FIGURE 7–2 Representation by Luigi Perozzo (1883) of the probability, for a man aged x, of marrying a
woman aged y (left-hand chart) and, for a woman aged y, of marrying a man aged x (right-hand chart).



mortality over time.3 He therefore gave preference to
rates for age groups covering several years, and inter-
polated between the central ages and the median dates
of these rates. After examining different mathematical
interpolation models, he opted for simple graphic

interpolations. He started, of course, by interpolating
the age-specific rates of each period, followed by the
change over time of each age-specific rate. This
enabled him to determine, for each period, the exact
age at which the rate reached a particular, noteworthy
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FIGURE 7–3 Alternative perspective views of changes in age-specific fertility of white U.S. females,
1920–1970, prepared by Thomas Pullum (1980).

3 Admittedly, in some cases, smoothing is entirely justified as a way to minimize the effect of observation errors. One can thus readily agree
with Pierre Delaporte when he writes, “We have eliminated oscillations from the Demonferrand tables above age 50, for they seem solely due
to attraction phenomena for round ages” (p.28). But we can hardly concur with his subsequent comments, “We have used slightly lower rates
for the adjustments than the rates of the Bertillon tables between ages 0 and 40, as the deaths in these tables include those of the 1848 Revo-
lution (France registered 973,000 deaths in 1848 compared with 836,000 in 1847), the Crimean War (cholera epidemic and siege of Sebastopol,
which reportedly caused the death of 80,000 French), the Italian war, and the occupation of Algeria. France also experienced two cholera epi-
demics in 1849 and 1854. We classify cholera among the catastrophic events that could usefully be eliminated from the analysis. Having made
its first appearance in Europe in 1832, it should not be included in the natural variation of the mortality surface.” This deliberate removal of
all “bumps” judged to be abnormal is both an illusion (resting on the misguided quest for a “natural” law of evolution) and a serious imped-
iment to the goal pursued (i.e., the study of mortality by cohort). Such cross-sectional smoothing is likely to eliminate phenomena that would
be interesting to observe longitudinally.
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FIGURE 7–4 Perspective view of 1806–1995 matrix of French age-specific male mortality (chart from
Nicolas Brouard [1997]). (Figure 7–4 also reproduced in color plate section.)

value, and for each age the exact date at which that
same value was reached. From this, he deduced
several points of the cross-section of the mortality
surface by level. A final smoothing turned the broken
lines thus obtained into adjusted contour lines (Figure
7–5).

Forty years later, at a time when cohort analysis
enjoyed a revival of interest thanks to the rise of APC

(age, period, cohort) models4 (Hobcraft et al., 1982;
Caselli and Capocaccia, 1989), James Vaupel, Bradley
Gambill, and Anatoli Yashin developed a software
program at IIASA5 that allowed the automatic projec-

4 See John Wilmoth’s Chapter 18.
5 International Institute for Applied Systems Analysis, Laxen-

burg, Austria.



tion, on the age/period plane, of a contour-line display
of the mortality surface generated by a matrix of age-
specific and period rates. The principle is identical to
Pierre Delaporte’s, but the interpolations needed to
locate the exact dates and ages for a given value of the
mortality rate are automated (using a linear interpola-
tion of the rates’ logs).

Figure 7–6 illustrates the result obtained with the
matrix of the probabilities of French males dying in the
period of 1806 to 1995.6 The surfaces are colored to
show the mortality levels to which they correspond.
This graphic display enables us to read the change
over time in the age-specific risks of death and the age-
related variations of those risks. Following the hori-
zontal lines, we can see the mortality rate for a given
age decrease with the color shift. Likewise, along the
vertical lines, the color shifts give us the variation in
age-specific mortality for a given observation year. The
combination of these two variations causes the blue
zone of the lowest mortality rates to gradually widen

over time: in the 19th century, it was narrowly con-
fined to adolescent ages; in the 20th century, it
widened rapidly to embrace all ages between 1 and 40
by the 1990s. The chart also vividly illustrates the war-
related crises of excess male mortality, from the
Napoleonic wars to the Franco-Prussian war of 1870
and the two world wars. The crises are shown by ver-
tical bars whose colors contrast with those displayed
by the same ages in the surrounding years. We can also
read this type of chart diagonally to follow the indi-
vidual histories of selected birth cohorts. French male
mortality is not deeply marked by generation effects.

By contrast, Italian male mortality offers a good
example of generation effects. Figure 7–7 uses the same
method to display the matrix of Italian male probabil-
ities of dying for the period of 1887 to 1992. Some birth
cohorts stand out by forming diagonal lines of dis-
tinctive colors. They notably include two groups of
cohorts: children born during World War I, and indi-
viduals aged 10 to 15 years during that war.

In conclusion, to broaden the range of examples, we
have used the contour-line method in Figure 7–8 to
plot the change in the age distribution of the French
male population over a century, from 1899 to 1996. The
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FIGURE 7–5 Contour-line projection, on age/time plane, of French male mortality surface, 1817–1936, by
Pierre Delaporte (1941).

6 In Chapters 8 and 11, we elaborate on the definition of pro-
babilities of dying and their differences with the rates used until
now. In the present context, probabilities and rates can be used 
interchangeably.
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FIGURE 7–6 Contour-line projection, on age/time plane, of probabilities of dying of French males,
1806–1995 using method of James Vaupel et al. (1985). (Figure 7–6 also reproduced in color plate section.)

FIGURE 7–7 Contour-line projection, on age/time plane, of Italian male probabilities of dying, 1887–1992,
using method of James Vaupel et al. (1985). (Figure 7–7 also reproduced in color plate section.)
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cohort effects are trivial, since it is obvious that the
current population sizes depend directly, at any given
moment, on the number of births at the origin of each
generation.
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Up to now, various types of rates have been com-
puted by dividing the number of events by an average
population, without taking account of the differences in
substance between births, deaths, and migrations, nor
the types of situations one encounters when computing
these rates. The purpose of this chapter is therefore to
distinguish between the different types of events and
rates when evaluating the incidence of a particular
demographic phenomenon such as fertility or mortality.

I. TYPES OF EVENTS AND 
POPULATION STATES

1. Repeatable and Nonrepeatable Events

Death is a unique event, in all the meanings of the
word, whereas most women and men experience
giving birth or fathering more than one child. Many
people also migrate several times during their lives.
Death is therefore a nonrepeatable (or nonrecurrent)
event whereas birth and migration are repeatable (or
recurrent) events, in the sense that individuals can
experience these events several times during their life-
time. Repeatable events can however be made nonre-
peatable if one gives them a rank order. Births can thus
be ordered according to rank one (first birth), rank two
(second birth), and so forth. In a similar way, one can
distinguish the first migration from the second, and so
on. Death always has rank one! One simple way to
describe a demographic phenomenon is then to clas-
sify events according to their rank order, as in a table
of births by rank. In a low-fertility country, most births

are located in the rank one and two categories; in high-
fertility countries, numerous births occur at higher
ranks too. Birth certificates should therefore always
include the order of the birth in the lifetime of the
person, mother, or father.1

Even though birth is a repeatable event, it must be
stressed that each birth is nevertheless a unique indi-
vidual experience. Giving birth to one’s first daughter
Sally is a different life experience from giving birth to
one’s fourth child Billy. The reasons people do or do
not have a first child can therefore be quite different
from those explaining why couples have had a fourth
child or not. The same holds true for migration:
Migrating as a child depends on causes other than
migrating as a young adult or after retirement. Once
again, although migration is a repeatable event, each
move is a unique experience based on a specific set of
circumstances, such as marriage, change of occupa-
tion, need of a nursing home, and so forth. A detailed
analysis of migration has to take these various reasons
into account. Death is nonrepeatable, but the process
leading to death might entail a series of repeatable
issues, such as a succession of illnesses. Once again,
each sequence should be considered separately from
each other, in a life course perspective.

2. Ranks and States

One can establish a one-to-one correspondence
between the ranks of the events one experiences and
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the states one is in. In the case of death, one obviously
moves from the state of being alive to the state of
deceased. To give another example, first marriage
changes the state of the female or male from single to
married. In the field of fertility, having a first child
modifies the parity of the woman concerned: she has
moved from parity zero to parity one. If she has a
second child, she will move on to parity two, and so
on. Parity k is therefore the state one is in when one
has had k children during one’s past life. A childless
woman or man is thus of parity 0. Note that as one
moves from parity k to parity k + 1, the number of
persons involved usually decreases, as not all individ-
uals of parity k will have a child of rank k + 1. People
of parity k + 1 are therefore a subset of those of parity
k. Counting either nonrepeatable events or changes of
states lead both therefore to the same numerical result.
Similarly, estimating the probability of having a fourth
child, for those exposed to risk, is equal to determin-
ing the probability of moving from parity three to
parity four. As one produces a table on births by rank
order based on the vital registration system, it is also
useful to draw up a table of women by age according
to parity, based on data from a census or a survey. Once
again, in a low-fertility country, most women at the
end of their reproductive period will be of low pari-
ties, while in a high-fertility country a large proportion
of women will be in the higher parity groups.

3. Absorbing and Transient States

The state of deceased is an absorbing state, in the ter-
minology of Markov chains: once entered, it is never
left. On the other hand, parity three and parity four are
states that communicate with each other: One may
move from parity three to parity four, and then on pos-
sibly to parity five or more, although backward tran-
sition (from four to three or five to four) is impossible.
In this case, there is only a one-way transition between
parity state three and parity state four. In other situa-
tions, such as in the study of health and morbidity, 
one can observe on the contrary two-way transitions
between transient states, moving from the state of good
health to the state of being ill, and then back again to
the state of good health if one recovers from the
disease. Explaining demographic trends implies
describing as a first step these changes between suc-
cessive states. Multistate demographic models follow
individuals from one state to the other and compute
the probabilities of going out, coming back, or staying
in each state during a specified period (see e.g., Halli
and Rao, 1992, Section 2.5). The data one deals with
should therefore distinguish the order of the events
concerned and the corresponding states one is in.

4. Possible and Fatal Events

Not only does death differ from migration or mater-
nity because it is nonrepeatable, but contrary to the
other two events it is also fatal. Although a woman
may spend her whole life without bearing a child, or
a person may never cross the borders of his or her
country, no human being can escape the fact that he or
she will eventually die. This difference will obviously
be reflected in the measures of final intensity (i.e., the
quantum or number of events per person) of the phe-
nomenon. At the scale of one’s lifetime, the intensity
of mortality is always 100%, meaning one death per
person. On the contrary, in the fields of fertility and
migration, these measures can take values other than
one, such as bearing two children over one’s lifetime
or experiencing five migrations or changes of resi-
dence between birth and death.

5. Censoring

An event such as death or international out-migra-
tion excludes those who experience it from observa-
tion. The observation is censored, as one says, by death
or by migration. On the contrary, having a birth does
not exclude the female from observation; it changes
her parity state, as we have seen, but we can still follow
her after the child is born. Internal migration does not
censor the data either, if the person can be followed in
the country from one place of residence to the other
thanks, for example, to a population register. Once
again, internal migration changes the characteristics of
the person (from a one-time migrant to a two-time
migrant for example) but he or she can still be followed
in the country one is dealing with. Data on fertility can
therefore be obtained by a retrospective survey, for
those who have not experienced international out-
migration or death; the same is true for internal migra-
tion or for morbidity. In all these cases, the person who
is interviewed should adequately recall his or her past
life2 and produce the information required on the
number of births, migrations, or illnesses he or she has
experienced. On the contrary, due to censoring, inter-
national out-migration and especially death cannot be
observed by retrospective interviews. These people are
therefore lost to follow-up, and a major question is to
what extent those who have died or migrated out of
the country differ from those who have survived and
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2 As cognitive abilities decrease with age, the quality of retro-
spective data often deteriorates at older ages, even excluding
extreme cases of, e.g., persons affected with Alzheimer disease.
Errors are more important for certain types of information than for
others, depending on the type of memory involved.



stayed. This important issue will be discussed in
Chapter 9.

II. REPEATABLE EVENTS: RATES 
AND FREQUENCIES

Consider a retrospective cohort study where
women, interviewed at the end of their reproductive
period (e.g., 55 years of age), are asked how many live
births they have had during their lifetime. Let F55 stand
for the number of women interviewed. If Bx represents
the number of births occurring in this cohort of women
at completed age x, then Bx/F55 is the relative number
of births at age x per woman. This ratio is called the
age-specific fertility “rate”3 or more rarely the age-specific
fertility frequency at age x. The sum Sx (Bx/F55) over all
x yields the average number of children4 born during
the reproductive period (i.e., a measure of the intensity
or quantum of fertility). The denominator F55 concerns
all women, having had or not a child during their 
lifetime.

As only survivors (to death and migration) can be
interviewed at the end of the reproductive period, the
measure of fertility quantum described above is net of
the effects of mortality and migration. Furthermore, if
mortality and migration do not select women with
higher or lower fertility than those who survive until
the end of their reproductive period, this measure of
quantum is identical to that which would have been
obtained if there had been no mortality nor migration
at all during the reproductive period, except for larger
confidence intervals due to the smaller number of
cases involved. If censoring such as death or migration
does, on the contrary, select women with different fer-
tility levels, then the measures obtained by retrospec-
tive questions do not yield the same result as in the
absence of censoring. In this case, birth, death, or
migration are not independent from each other due to
known or unknown common causes. For example, if
the population is heterogeneous such that women of
lower socioeconomic status have higher fertility and
also a higher chance of dying than low fertility 
women of higher social status, censoring will select 
women with potentially higher fertility and progres-
sively lead to a cohort of survivors of lower fertility
(see Chapter 21). Social status is here a common cause
of both fertility and mortality, and the two phenomena

are therefore not independent. In this case, fertility
measures will differ in the presence or in the absence
of censoring.

Suppose now that births by age of mother are
recorded each year by the vital registration system,
giving for the same cohort births B’x at completed age
x. If Fx stands for the number of women surviving (to
death and to migration) at that age, the ratio B’x/Fx will
be equal to the ratio Bx/F55 if women surviving until
age 55 are not a selected group with respect to their
fertility. Once again, women with higher fertility might
be exposed to higher risks of dying or of migrating; in
this case, Bx/F55 would actually be lower than B’x/Fx

due to the selection effect, as Fx also includes here
women with higher fertility who will die or migrate
eventually before reaching age 55. Once again if there
is no selection (i.e., if there is independence between fer-
tility on the one hand and mortality and migration on
the other hand), the age-specific fertility “rate” or fre-
quency B’x/Fx will be equal to Bx/F55 at each age x, and
therefore one can also characterize the average inten-
sity or quantum of fertility by the sum of frequencies
or “rates” S B’x/Fx.

In practice, the denominator Fx is more or less equal
to Fx+0.5 at exact age x + 0.5, if births are recorded by
completed age x (see Chapter 6). The fertility “rate”
can then be written B’x/Fx+0.5; the extension to intervals
x to x + n is immediate, as the “rate” or frequency is
then more or less equal to nB’x/Fx+n/2. Once again, the
average number of children born for this cohort of
women is obtained by summing the number of “rates”
or frequencies by age intervals x to x + n over all x. If
the fertility “rate” is computed on a period basis for a
particular year, by dividing the number of births nB’x
recorded during the year between exact ages x to x +
n, by the mid-year population nFx aged x to x + n, then
the period rate should be multiplied by the age inter-
val n for comparison with its cohort equivalent, as nFx

@ nFx+n/2 under the hypothesis of identical cohort fertil-
ity “rates.” As an alternative, one can consider that the
denominator of the “rate” is 1/nth of the person-years
lived in the age range x to x + n, i.e. roughly nFx/n.

Examples can be found in most demographic text-
books (such as Pressat, 1983; Preston, Heuveline, and
Guillot, 2001; or Wunsch and Termote, 1978). As an
illustration, the Belgian female cohort born in 1959 has
given birth to 7494 children during the year 1990, sub-
divided into 3841 births at completed age 30 and 3653
at completed age 31. The corresponding mid-year
estimated female population is 78,663. The age-specific
fertility “rate” or frequency is thus 7494/78,663 =
0.09527 at exact age 31 on average. Similarly, if the data
on births and on population numbers are available
each year, one can compute the fertility “rate” at each
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3 In French, it is called taux de fécondité or sometimes naisssances
réduites in Louis Henry’s terminology. As the term rate has various
meanings in demography, the term is put here between inverted
commas in view of distinguishing it from the exposure rate which will
be defined further on.

4 In demography, fertility is usually restricted to live births only.



age during the whole reproductive period for birth
cohort 1959. The sum of these rates will be equal to the
average number of children born per woman of this
cohort in the absence of mortality and migration, if the
latter do not select women with lower or higher fertil-
ity than those females who remain in the population.

III. NONREPEATABLE EVENTS,
PROBABILITIES, AND

OCCURRENCE/EXPOSURE RATES

The approach developed in the previous section
applies to all repeatable and nonrepeatable events, but
only for those demographic processes such as fertility
or nuptiality (see Chapter 25) that do not exclude the
population from observation. In the case of nonrepeat-
able events, such as births by birth order, the same pro-
cedure can be used (see Chapter 12 for an example).
Once again, to obtain measures of fertility by birth
order net of the effects of censoring by death or migra-
tion, independence between fertility and the censoring
phenomena is required although in reality, selection
effects do occur due to the heterogeneity of the popu-
lation. In particular, as we are now dealing with non-
repeatable effects—there should be no difference in
mortality and migration between women of different
parities, at the same age. This assumption has been
called the condition of continuity in the demographic
literature (Henry, 1972, Chapter 4). If this condition
does not hold, as for example in the case where having
a child increases one’s risk of death, censoring will
once again select women with higher fertility and the
actual data will not reflect what would have been the
quantum of fertility in the absence of censoring. These
conditions of independence and of continuity will be
more thoroughly discussed in Chapter 9.

This methodology cannot be used in the field of
mortality because mortality excludes people from
observation; it is therefore impossible to collect mor-
tality data by retrospective surveys5 as “dead men tell
no tales.” As “rates” or frequencies (as defined above)
cannot be used in this situation, the analysis of mor-
tality in the absence of migration is based instead 
on the probabilities of dying by age estimated in the
absence of censoring by migration. The same approach
can in fact be applied to all nonrepeatable events, such
as births or emigrations by rank order.

1. Nonrepeatable Events and Probabilities

Suppose that the exact times of death are known
and that deaths are registered per day. This is the case
if the death certificate registers the time of death by
day, month, and year; for example, it is known that Mr.
George Brown has died on February 21, 1998. If a
cohort is followed day by day, it is possible to compute
the risks of dying for this cohort during each day j by
the method developed by E. L. Kaplan and P. Meier;6

(see e.g., Estève et al. 1993, Chapter 4, for an applica-
tion). The probability of dying in the absence of migra-
tion, during day j, is taken equal to qj = Dj/Pj, where Dj

represents the number of deaths which have occurred
during day j and Pj stands for the population exposed
to risk at the beginning of the day, for example those
having survived to death and out-migration during
their lifetime until day j. If Ej out-migrants are
observed during the same period j, one supposes that
all Dj deaths have occurred before the Ej migrations;
the population Pj exposed to death is therefore not
affected by the occurrence of Ej. The population Pj+1

exposed to the risk of dying during the next day j + 1
will then be equal to Pj - Dj - Ej, and qj+1 = Dj+1/Pj+1.

The only assumption the method requires is that
death occurs during each period before its competitor,
migration in this case. The method also easily takes
care of immigration. If Ij immigrants are observed
during day j, one assumes once again that they occur
after deaths Dj. The formula for qj therefore remains the
same. The population exposed to risk at time j + 1 then
becomes equal to Pj - Dj - Ej + Ij. Having computed the
daily probabilities of dying qj in the absence of migra-
tion, it is easy to derive the yearly probability of dying
qt during year t, in the absence of migration, using the
multiplicative property of probabilities of survival.
One has

qt = 1 - Pj(1 - qj)

for j varying from the first day of the year (day 1) to
the last day of the year (day 365); as usual, Pj is the
symbol of multiplication over j.

Aalen (1978; see also Courgeau and Lelièvre, 1992)
has generalized this approach to take account of
dependent risks in multiple decrement models. His
approach is based on martingale counting process
theory, leading to a multiplicative intensity model. An
advantage of this model is that the changes in the risk
set can depend quite arbitrarily on past, though not on
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5 One can however obtain indirect estimations of mortality at ret-
rospective surveys by obtaining e.g. data from mothers on the pro-
portion of their children dead or by asking the household head how
many deaths have occurred in the household during a given period.
These indirect methods are used when vital registration does not
exist or is of poor quality (see Volume 4).

6 Kaplan and Meier (1958). Assuming that deaths occurring
during an ith time interval are considered as a binomial variable,
E.L. Kaplan and P. Meier propose that each death occupy an inter-
val by itself. See e.g. Harris and Albert (1991) for further reading,
including confidence bands for the Kaplan-Meier survival curves.



future, failures. The Aalen estimator is a cumulative
hazard rate, the values of which can be plotted and
compared between multiple samples. The theory also
allows the construction of confidence bands for the
empirical cumulative intensities.

The Kaplan-Meier method is recommended as long
as the units of time remain short; ideally, the estimator
should be computed for each death separately when it
occurs, except if several deaths happen at the same
time. In practice, one depends upon the unit of time
adopted in the data set (e.g., the hour or the day). If
deaths are recorded per year, the estimator qt = Dt/Pt

would not be adequate, as the assumption that com-
peting events all occur after all deaths have been
observed becomes less and less plausible as the unit of
time increases. If out-migration had not occurred, the
number of deaths during year t would have been
greater than the number Dt actually observed, as some
of the would-be migrants would have died during the
year. Let Kt stand for this unknown number. The 
probability of dying in the absence of migration would
then be

The numerator takes account of the number of
deaths Dt actually observed, and the number Kt one
would have observed in addition if there had been no
migration. The problem is then estimating Kt. If all
potential out-migrants die during the period, Kt = Et; if
all survive, Kt = 0. The probability would therefore be
at the most (Dt + Et)/Pt and at the least (Dt)/Pt. The real
situation is somewhere in-between.

Let Qt (0 £ Qt £ 1) stand for the probability of dying
of the potential migrants. Assuming rather arbitrarily
that they would have been subjected to half the risk
during the period, if they have left the country more
or less uniformly over the period on average,7 the
probability in the absence of migration is then

Qt is unknown and can be less than, equal to, or
greater than qt, depending on the fact that out-migrants
are healthier than others, similar to the nonmovers, or
in a less good condition. In the absence of information
on the difference between Qt and qt, one usually takes
Qt = qt under the rather strong assumption that
migrants are a perfect random sample of the popula-
tion and therefore do not differ on average from those
who remain. This is equivalent to assuming that death
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and migration are independent events (i.e., that there are
no common causes or causal links between mortality
and migration). Mortality and migration would in this
case be two independent competing risks for the sur-
vivors (to death, to migration) at the beginning of the
time interval considered. Under this assumption, the
probability of dying is then estimated by what is some-
times called the approximate Berkson formula for the
probability of dying, which is frequently used in the
construction of life tables (see Chapter 11):

or:

In the case of immigration, the formula simply
becomes:

For example, having recourse once again to the
Belgian data for the 1959 female birth cohort observed
during the year 1990, one knows that 44 deaths have
occurred in this cohort during the year. There have also
been 789 immigrations and 615 emigrations of females
during the same period at this age. The population of
the cohort exposed to risk at the beginning of the
period is 78,599. Without correction for migration, the
probability of dying would therefore be equal to:

The Berkson formula for the corrected probability is
in this case equal to:

The correction is not significant in this example, but
this is not always the case in practice. Having com-
puted the probabilities of dying at all ages for this
cohort, one can set up a cohort life table as discussed in
Chapter 11. Cohort mortality studies are usually
restricted to segments of people’s lives, such as
between, for example, 55 and 75 years of age if one is
particularly interested in the mortality experience of
this age group.8
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7 A mathematically more precise demonstration is given e.g. in
Pressat (1995, p. 83–88).

8 This would be the case for example if the study focuses on par-
ticular diseases of older ages, such as ischemic heart disease or
cancer.



It must be stressed that the probability of dying at
each age is in fact an average measure applied to all
the members of the cohort surviving until that dura-
tion. If the population is heterogeneous with regard to
mortality, and this will be the usual case, persons with
a higher probability of dying will on average experi-
ence death earlier than those with a lower risk of
dying. As age increases, the population of survivors
will proportionately be composed more and more of
individuals with lower risks, as the others have
dropped out of observation due to death. For example,
in the developing countries, it is well known that
measles kills the weakest children, especially those
with malnutrition. In this case, the survivors would
consist of the strongest children having a lower
average probability of dying. In this example, there
could however be another selection effect. Survivors
could possibly consist of weakened children through
the detrimental effect of measles on the state of nutri-
tion. The latter children would therefore have a prob-
ability of dying greater during the following months
than the one the population would have experienced
if it had not been exposed to measles, as observed in
the Kasongo for example.

In each actual situation, one should thus be aware
of possible selection effects and try to point them out.
Attempts have been made to correct the impact of
unobserved heterogeneity assuming subgroups with
different risks among the population (see Chapter 21).
Results are however sensitive to the choice of the
mixture model. A good solution is trying to find out
the causes of the underlying heterogeneity, in view of
delimiting more homogeneous subgroups, as pointed
out a long time ago by, for example, Henry in demog-
raphy, MacMahon and Pugh in epidemiology, or
Salmon in the philosophy of science. Better still, if the
data are available, one can take account of individual
life histories and apply the techniques of event-history
analysis to this data set. Finally, one can put together
individual data and contextual variables in a multi-
level model, thus avoiding in the analysis both the
atomistic and the ecological fallacies (Courgeau, 2004).

Probabilities may also be computed in the field of
fertility for example, if one is dealing with births by
rank order (see Chapter 12). Over very small periods
of time however, such as t to t + d, one can neverthe-
less evaluate the probability for a woman to give birth
in the interval t; t + d regardless of birth order, assum-
ing that the occurrence of birth at the micro level is
generated by an underlying Poisson process or better
still by a Yule or a Polya process (Chiang, 1968); the
result will remain between 0 and 1. The probability
that an event occurs during the time interval (t,t + d)
can be written ld + o(d) where o(d) represents the

probability that more than one event occurs in (t, t +
d). The notation o(d) stands for any function of d, which
tends to 0 faster than d. Different assumptions con-
cerning l yield different models of fertility.

2. Occurrence/Exposure Rates

In the case of nonrepeatable events, one may also
compute rates of exposure in addition to or instead of
probabilities. For example, with mortality rates instead
of dividing the number of deaths observed during a
period by the initial population of survivors exposed
to risk, possibly corrected for competing events such
as migration, take the ratio of the number of deaths
(occurrences) to the exposure time or person-years of
exposure observed during the period. Using the same
symbols as before, the number of person-years of
exposure during year t is equal to:

Pt+1 + 0.5 Dt + 0.5 Et - 0.5 It

One assumes that deaths Dt, in- and out-migrations
It, and Et all occur on average at the middle of the year
as, for example, in the case of an uniform distribution
of events over the year or a linear survivorship func-
tion over the interval. Survivors Pt+1 at exact age t + 1
have obviously lived 1 whole year9 between t and t +
1, while those experiencing death or migration have
been exposed on average one half-year. The occur-
rence/exposure rate or central rate of death is then equal
to

or

The last formula is obtained by replacing Pt+1 in the
denominator of the rate by its equivalent Pt - Dt - Et +
It, yielding the average of Pt and Pt+1 assuming an
uniform distribution of events over the interval. The
formula is easily extended to a period of n years, from
t to t + n:

nDt representing the number of deaths during the n-
year period. For example, the Belgian data on mortal-
ity would yield a rate of
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9 Except those who have immigrated, on average at mid 
period, during the year; this is the reason why 0.5 It are subtracted
from the sum.



the numerator being the number of deaths observed in
the 1959 female birth cohort during the year 1990, and
the denominator being the female population surviv-
ing at mid-period, an estimate of the person-years of
exposure to risk during the time-period.

As for probabilities over discrete intervals, occur-
rence/exposure rates can be computed for all nonre-
peatable events such as death, birth by rank, migration
by order, and so forth. The denominator is always the
person-time of exposure to risk by those who have not
experienced censoring either by the event studied (e.g.,
death) or the competing events (e.g., migration).

Rates have the advantage over probabilities that
they do not depend upon the length of the time inter-
val considered. For example, one may not compare the
probability of dying between 20 and 21 years of age
with that between 20 and 25, as the longer the interval
the more deaths there will be. These probabilities
cannot be put, for example, on the same graph. On the
contrary, one may compare the occurrence/exposure
rates between these two age groups, as rates are
expressed per person and per unit of time. Rates do
not depend therefore on the length of the interval. To
give another example in the field of infant mortality,
one may not compare the neonatal probability of dying
to the postneonatal probability, as the former covers
the first month of life and the latter the last 11 months
of the year. The time interval of the latter is thus 11
times that of the former. One may however compare
the neonatal infant mortality rate10 to the postneonatal
rate.

3. Frequencies and Rates

One should distinguish between two types of fertil-
ity or emigration rates. In the case of fertility for
example, one rate is equal to the age-specific fertility
“rate” or frequency obtained by dividing births (all
birth orders or by birth order) by the population 
surviving to competing events (death and 
migration), while the other rate is an age-specific
occurrence/exposure rate obtained by dividing the
number of births by order by the population which has
neither experienced the event studied (birth of a
certain order) nor the competing events (death and
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migration). As we will see in Chapter 14, the latter type
of rate is much to be preferred to the former. The ter-
minology actually used in the literature can be con-
fusing, as pointed out in footnote 10. In French, one
usually distinguishes between frequencies (“reduced
events” or “second category rates”), occurrence/expo-
sure rates (“first category rates”), and probabilities
(“quotients”). In English, the terminology actually
used is not always that clear, the term rate often being
used in the sense of a probability, of an exposure rate,
or of a frequency as defined above! The terms central
rate and occurrence/exposure rate are synonyms.

4. Relations Between Probabilities and
Occurrence/Exposure Rates

As seen above, probabilities and exposure rates are
quite similar indicators, but they differ radically from
frequencies (as defined previously). Probabilities and
rates both apply to nonrepeatable events. The numer-
ators of the two are identical, but they differ in their
denominator. In the case of probabilities, the denomi-
nator is the population exposed at the beginning of the
interval, while in the case of rates it is equal to the
person-years of exposure. The latter denominator can
be approximated by the average population exposed
at the beginning and end of the year, assuming a linear
survivorship function, if the time interval is 1 year. It
is therefore easy to transform rates into probabilities
and vice versa. A general relation would be:

nqt = 2n nrt/(2 + 2(1 – nat)n nrt)

where n is the age interval t to t + n and nat is the frac-
tion of time spent alive in the age interval t to t + n by
those who die during this interval (Chiang, 1968). If
deaths are uniformly distributed over the age interval,
for example, if the survivorship function is linear, nat =
0.5 yielding the formulas described below. Assuming
a uniform distribution of events over the year, one thus
obtains:

To demonstrate, replace the rate rt by its value given
above Dt / (Pt+1 + 0.5 Dt + 0.5 Et - 0.5 It); one obtains
the probability qt = Dt/(Pt+1 + Dt + 0.5 Et - 0.5 It). Replac-
ing Pt+1 by its value Pt - Dt - Et + It yields qt = Dt/(Pt -
0.5 Et + 0.5 It), which is in fact the approximate Berkson
formula obtained above for the net probability of
dying. The formula can easily be extended to n-year
intervals:
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10 In current practice, the term infant mortality rate is often used
for infant mortality probability, an unfortunate linguistic confusion
between rate (probability) and rate (exposure rate)!



The inverse relationship can also be obtained:

These formulas can also be adapted to take into
account the possible nonuniform distribution of events
over the interval, if one knows this distribution. For
example, an exponential survivorship function would
yield:

For example, if the Belgian male occurrence/expo-
sure death rate in the 80 to 85 age group is 0.12420, the
corresponding probability of dying will be

supposing a linear survivorship function, and

assuming an exponential one. The difference is not
totally negligible as, at that age, mortality is relatively
high and the form of the survivorship function in this
5-year age interval must be taken into account.

IV. SINGLE AND MULTIPLE
DECREMENT

Up to now, probabilities of dying for example 
have been corrected to obtain a measure of the proba-
bility of dying net of migration, in what is called the
single decrement approach. One wishes to know in this
case the probability of dying in the absence of other cen-
soring events. In the actual world, the population is
affected by both events, death and migration, 
and this has to be taken into account in population 
projections. In this case, one may wish to compute in a
multiple decrement approach a gross probability of dying
and a gross probability of emigrating with no correction
for competing risks. One would then have, respectively:

the probability of attrition by both death and out-
migration being in this case:

which is equal to the sum of the gross probabilities.
Gross probabilities are therefore additive, which
would not be the case with net probabilities as it is now
shown. Let qt and et stand respectively for the net prob-
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abilities of dying and out-migration obtained by the
Berkson formula:

In this case, out-migration is competing for censor-
ing with death and vice-versa. It is easy to check that
the probability of exit by either death or out-migration
is not equal here to the sum of qt and et. However, the
probability of neither dying nor emigrating is equal to
the product of their complements, if the probabilities
are independent. The global probability of attrition
due to death and migration, in the single decrement
approach, is therefore equal to:

st = 1 - (1 - qt)(1 - et) = qt + et - qtet

For example, if the male net probability of dying in
the 80 to 85 age group is 0.46259, as obtained above,
and the net probability of out-migrating from the area
of residence is 0.18926, the total probability of exit due
to both mortality or out-migration would be:

5s80 = 0.46259 + 0.18926 - 0.46259 ¥ 0.18926 = 0.56430

If they were gross probabilities, one would have
instead:

5s80 = 0.46259 + 0.18926 = 0.65185

As the difference can be significant, as one sees from
this example, it is important to know if the probabili-
ties one is using are gross or net; not all authors explain
how they have computed the probabilities they have
obtained, and the results can therefore be misleading
in comparative studies.

The single decrement approach based on net prob-
abilities is often used when one is interested in one
particular event, such as death in the absence of migra-
tion or, to give another example, death from ischemic
heart disease in the absence of all other causes of death.
On the other hand, the multiple decrement approach
based on gross probabilities is adopted when one is
examining the multiple causes of exit, such as in the
case of the various causes of death. Examples and
further discussion can be found in Preston et al. (1972,
2001). Note that computing gross probabilities requires
no assumption, whereas establishing net probabilities
usually assumes the independence between these
probabilities. Without making any assumption on the
relationship between risks, one may therefore compute
gross probabilities of internal migration after marriage
or vice versa, on the basis of survey data, as long as
one does not raise the question of what these risks
would have been in the absence of mortality and inter-
national migration.
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V. THE FORCE OF ATTRITION

In the previous sections, it has been stated that
demographic measures can be estimated for very small
intervals of time. However, the advantage of greater
precision is compensated by the disadvantage of
dealing with small numbers of events and individuals.
As the time interval becomes smaller, one reaches at
the limit what is called the force or the instantaneous rate
already developed in Chapter 3 for the crude rate. This
section therefore develops briefly the concept of force,
which is used in the actuarial literature and in mathe-
matical demography, mortality being taken here as an
example. Consider once again the number of survivors
Px at exact age x, and suppose there is no migration.
The force of mortality is then defined as:

or:

The minus sign is due to the fact that the survivor-
ship function Px decreases as x increases; its derivative
is therefore negative. As the force of occurrence must
be positive, one must multiply the derivative by - 1.
One notices that, in fact, the force of mortality is an
instantaneous death rate, with deaths as the numera-
tor and person-time as the denominator. The discrete
death rate centered on age x, as presented before, is
therefore usually a very good approximation of the
force of mortality at age x. The above expression mx is
also equal to

where ln stands for the natural logarithm.
Inversely, one can obtain Px by integration. Writing

d(ln Px) = -mxdx integration gives

where c represents an integration constant. The former
expression is equal to

As the number of survivors at duration x depends
upon the forces of death from 0 to x, one writes:
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For x = 0, P0 = c* so that finally

The discrete probability of dying can then be
obtained by the complement of the probability of sur-
vival over the interval, for example:

Applications can be found in Keyfitz (1977). This
approach will be discussed again in the context of the
life table (Chapter 11).
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As seen in Chapter 8, measures of the components
of population change must address the problem of cen-
soring and of competing risks. Censoring occurs when
the observation is truncated and the persons are lost to
follow-up. For example, in a prospective study on
mortality, where survivors are followed up over a
period of several years, censoring might occur as a
result of out-migration. To give another example, in
the field of fertility, in a study on the use-effectiveness
of a new contraceptive, where users are followed 
up for several months, censoring might happen 
due to death or out-migration, but also because of
withdrawing from the survey to switch to another con-
traceptive method or because they wish to conceive.
These exits from follow-up disturb the observation,
but they also hamper, for example, the evaluation of
the use-effectiveness of the new contraceptive if 
censoring or loss to follow-up selects persons with
higher or lower use-effectiveness than those who
remain in the study. Similarly, in the study of mortal-
ity, out-migrants might have risks of dying different
from those who do not move; probabilities of dying
drawn from the study do not therefore reflect the
actual risks in the total population. As this hetero-
geneity of risks seems likely, between those who stay
in the study and those who do not, the question is
what would have been the result if there had been no
censoring effects (i.e., no disturbances or competing
risks)?

I. THE CONDITION OF
INDEPENDENCE

The first problem concerns the measurement of the
risk over a specific time interval in the absence of other
causes of exit. As seen in Chapter 8, if individual exact
times of occurrence are available, the Kaplan-Meier esti-
mator of this probability is highly recommended,
because it does not assume any particular relationship
between risks. This is also the case of the Aalen estima-
tor (Courgeau and Lelièvre, 1992, Chapter 4). The only
assumption concerns the occurrence of more than one
event during the interval; in that case, one assumes that
the event of interest (e.g., death) happens before its
competitor (e.g., migration). If individual times of
occurrence are not available, such as when deaths and
migrations are recorded by 1-year intervals, formulas
have been developed under the assumption that the
forces of mortality and migration, or the events them-
selves, vary over the interval in a specific way, and that
the risks are independent in the sense that, for example,
the probability of dying is not influenced by the pres-
ence of migration. If competing forces are assumed to be
proportional over the interval, one obtains the so-called
Elveback formula for the net probability of dying,
whereas if deaths and migrations at each age are con-
sidered to be proportional over the interval, one obtains
the Berkson formula of which an approximation was
given in Chapter 8. The reader is referred to Le Bras and

C H A P T E R  

9

Competing Risks, Independence, 
and Continuity

GUILLAUME WUNSCH
Institut de démographie, Université catholique de Louvain, Louvain-la-Neuve, Belgium

89DEMOGRAPHY: ANALYSIS AND SYNTHESIS
Copyright © 2006, Elsevier Inc. 

All rights of reproduction in any form reserved.



Artzrouni (1980) for a thorough discussion of these two
approaches, and to Chiang (1968) for a general discus-
sion of competing risks theory.

As an example, suppose that survivors at ages x and
x + 1 are equal to Px and Px+1, and that Dx deaths and
Ex emigrations occur during the interval x to x + 1. One
has Px+1 = Px - Dx - Ex. The Elveback formula would esti-
mate the probability by taking:

while the more common approximate Berkson formula
would lead, as seen in Chapter 8, to:

In practice, both formulas give close results, espe-
cially if the exact Berkson or Schwartz and Lazar (1961)
formula is used instead of its approximation:

For example, if for a cohort of males aged 75 in com-
pleted years (i.e., between exact ages 75 and 76 years)
one observes 4732 deaths, 3294 out-migrations, and
78,231 survivors at exact age 75, the Elveback formula
would give the following result:

The approximate Berkson formula would lead to:

Finally, the Schwartz and Lazar or exact Berkson
formula would yield:

One sees that the Elveback and Schwartz and Lazar
formulas give in this case identical results, while the
approximate Berkson formula yields a lower estimate.
There are no major reasons for choosing one or the other
estimate, except on the basis of the underlying models
and therefore of one’s assumptions relating to the two
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competing risks. The approximate Berkson formula is
simple and easily takes immigration into account;1 it
could therefore be preferred for these reasons.

As a second problem, consider the condition of inde-
pendence, which is at the basis of the methods devel-
oped in the preceding section. For example,2 are death
and migration independent events? Although mutu-
ally exclusive, these events might be dependent. For
example, migration might select healthier persons
than those staying in the country of origin, leading to
biased probabilities of dying in this country, in the
sense that if no migration had occurred probabilities
of dying would have been lower than those actually
computed. Usually, and in the absence of contrary evi-
dence, the event of interest and its competitor(s) are
considered independent from each other, but this is
only a stopgap. In the presence of information on 
possible common causes of competing events, one’s
approach should control for the common factor(s) (see
e.g., S. Prati, 1995). Oftentimes, lack of suitable data
will leave these factors uncontrolled. Assuming the
absence of selection effects, as one does under the inde-
pendence assumption, is not satisfactory in this case;
procedures requiring independence should then be
considered only as a model of the underlying process,
meaning here a simplified representation of the true
but unknown situation.

Some demographers have tried to waive the condi-
tion of independence by incorporating some form 
of dependency between competing risks (for an
overview, see J. Duchêne, 2002). Without outside infor-
mation this solution is inadequate, as it has been
shown3 that to each competing risks model with
dependent risks, one may associate another model
with independent risks, which is observationally
equivalent in the sense that data will never be able to
distinguish between the two models. The best way out
is therefore to obtain more knowledge on the possible
common causes of competing events.4 Confounders
can then be controlled as seen above, if one has col-
lected the necessary data. If data on individual life
courses are available, this set can be analyzed using
event-history techniques taking into account each indi-
vidual life course, under the assumption that one’s
past conditions determine one’s present situation.
Data, analysis, and synthesis or explanation, cannot be
dissociated in practice, as all scientists know.
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1 The Schwartz and Lazar formula can lead to aberrant results
in the case of immigration.

2 A more detailed discussion is given in Chapter 44, on depend-
encies between causes of death.

3 For a recent demonstration, see Mouchart and Rolin, 2002,
theorem 4.2.

4 See for example Kalbfleisch and Prentice, 1980, Chapter 7.



II. THE CONDITION OF CONTINUITY

In the field of fertility, it was seen in Chapter 8 that
two conditions were to be satisfied in order to use rates
or frequencies, the condition of independence and the
condition of continuity in Louis Henry’s terms. In that
case, frequencies or rates could be used instead of
probabilities, the advantage being that rates require
less data than probabilities because only the popula-
tion surviving the disturbances (death, migration) 
is concerned, whereas probabilities also require 
information on the population that has not (yet) expe-
rienced the event under study (e.g., the move from
parity 3 to parity 4). However, the advantage of using
rates is minimized by the supplementary condition of
continuity, which must be satisfied in this case. Both
approaches require that the condition of independence
be satisfied. Independence is probably not guaranteed
in most cases, and the same is probably true for 
continuity too.

From a causal perspective (see G. Wunsch, 1988),
two events A and B are causally independent if there are
on the one hand no common causes to both such that C
causes A and B, and on the other hand if there is no
causal relationship between A and B such that A causes
B or B causes A. The independence assumption in
demography covers the first part of the requirement,
while the continuity assumption addresses the second
part. The absence of common causes is needed for all
measures, rates, probabilities, and frequencies, except
if one can control for all of the common causes—a
doubtful exercise indeed. Some form of unknown
selection probably operates in most cases, and the
independence model stands as a significant simplifi-
cation of reality in this case. Continuity, on the other
hand, supposes no causal relation between competing
processes, such as fertility changing one’s probability
of survival. If this happens, relating births by order to
the total population escaping disturbances does not
lead to the true ratio in the absence of disturbances, as
the parity distribution would not be the same in both
cases. For example, females without children would
have a higher chance of surviving than females with
children, if fertility lowers one’s probability of sur-
vival. As fertility rates and probabilities take parity
into account, continuity is not required in this case.

As stressed in Chapter 8, the problem of dependent
or independent risks arises when people are lost to
follow-up and one wishes to know, in this case, what
would have been the risk in the absence of censoring.
If there is no censoring (i.e., if all persons remain in
observation), there is no major reason to adopt this
viewpoint. One can study whether marriage influ-
ences occupation and internal migration, or vice versa,

without having to assume independence between
these factors. On the contrary, if marriage does influ-
ence occupational status, there is by definition in 
this case a causal dependence between both factors, 
as marriage is then a cause of occupational change.
Assuming independence in this situation would be
absurd! The same is true in the case of nonmarital
cohabitation and marriage, as the duration of cohabi-
tation increases, most likely, the probability of mar-
riage. Once again, there is a causal dependency here
between the length of cohabitation and marriage, and
the hypothesis of independence would be incorrect.

To conclude, one may say that the usual measures
demographers use, probabilities, rates, or frequencies,
require causal independence between competing events,
if one wants to answer the “what” question of the
single decrement approach: what would have been the
rate-probability-frequency in the absence of censoring
and competing events? The condition of causal inde-
pendence is most probably not satisfied in practice,
and the measures one obtains using the traditional 
formulas should therefore be considered with some
degree of skepticism. One’s efforts should then be
geared to testing the independence assumption by
checking if the variables considered are associated by
common causes or causal links. This implies in 
practice moving from description to explanation, and
having recourse to more powerful methods based on
statistical analysis, such as covariance structure mod-
eling, multistate transition modeling, or event-history
analysis if individual data are available. The ideal is
probably measuring all links between the variables
one is interested in, both known . . . and unknown. In
this situation, there would be no need anymore to
assume independence and continuity! This ideal can
probably never be attained,5 but it is good scientific
practice to try to reach it over and over again.
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As pointed out several times in the previous chap-
ters, there are two different temporal ways to look at
data in demography. One determines the characteris-
tics of a population and its behaviors relating to fertil-
ity, mortality, and migration at a particular point in
time, and possibly compare these characteristics from
year to year. This approach is known as a cross-sectional
or synchronic study, also called a period observation and
analysis.1 This type of study can therefore be consid-
ered as a photograph of the population, or of a sample
of the population, at point of time t or at several points
of time. The second way to look at data entails fol-
lowing up people who have had, for example, a heart
attack (myocardial infarction), determine their proba-
bility of dying each year, and compute the average
span of time between their infarct and their eventual
death. We can also relate each individual’s survival or
death, at a specific duration elapsed since his or her
heart attack, to his or her age, gender, way of life, and
other possible explanatory factors. This approach is
known as a longitudinal study.2 As we will see in this

chapter, from the viewpoint of data collection, longi-
tudinal observations can be conducted prospectively
or retrospectively.

During the last decades, the longitudinal approach
has become a major means of study, due to the search
for explanations and causal factors or determinants. In
this case, one must indeed time-order the succession
of events, as causes must always precede effects in
time.

As longitudinal analysis is required for the under-
standing of the internal dynamics of demographic
phenomena (i.e., their intensity and tempo), we have
preferred to develop the method here, although its
usefulness will be made much clearer in Section II and
subsequent volumes.

I. INDIVIDUAL AND COHORT DATA3

Longitudinal analysis implies following the units of
observation or cases over time, to study their changes
of states in temporal succession and the durations of
the interval between two successive transitions. For
example, in the case of fertility, one may be interested
in knowing what proportion of women move from
parity zero to parity one, from parity one to parity two,
and so forth, and in computing the average waiting
times between these changes of states. Time is therefore
a key issue in longitudinal research. One must ade-
quately define the duration of the study (e.g., a study
of female fertility should follow women from menar-
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1 Strictly speaking, a period study refers to the incidence of
events occurring during a specified period of time in the area con-
sidered, such as deaths occurring during the year 2004 in Belgium.
A cross-sectional study, such as the estimation of the point-
prevalence of disability in the Belgian population, refers on the other
hand to a specific point in time (e.g., June 30, 2004). A cross-sectional
(synonym: synchronic) study shows the characteristics of people
surviving at that time, and the latter may differ however from those
who died before the study.

2 The terms longitudinal, follow-up, life course, prospective and
cohort are often used as synonyms. In this section, longitudinal is
more general than prospective (synonym: follow-up) and cohort. 3 This section is partly based on a chapter by G. Wunsch (1993).



che to menopause), decide on the right unit of time for
the study (a time unit of 1 year is too long if one is
interested in seasonal variations), and time order cor-
rectly the succession of events if we are involved in
causal analysis (causes always precede effects in time).

From the viewpoint of data collection, longitudinal
observations can be conducted prospectively or retro-
spectively. Prospective longitudinal research implies fol-
lowing the cases forward in time, according to the
arrow of time as philosophers say. This is the procedure
adopted for patients having suffered a heart attack 
for example; their survival or death is assessed from
medical records, registration data, or multiround
surveys.4 A significant advantage of a prospective
study, contrary to a retrospective one, is that the char-
acteristics of those who drop out from observation are
known for those variables that have been recorded.5

One can therefore determine if censoring selects indi-
viduals with different characteristics than those who
remain in the study. Moreover, prospective studies are
not affected by recall bias as in the case of retrospec-
tive or case-control studies. Prospective longitudinal
studies have several drawbacks, however. They are
very expensive to carry out, are subject to attrition or
loss to follow-up, and require large initial populations
if events are rare.6 Due to sorting (selection) effects, 
the group probably becomes more and more biased as
time passes: People who drop out of the study are
often different from those who remain. Once again,
heterogeneity of risks among individuals has to be
taken into account.

If the phenomenon studied does not exclude indi-
viduals from observation, a much cheaper and easier
way of conducting a longitudinal research is through
retrospective observation (also called a retrospective panel
design). For example, in fertility research, females who
have reached the end of their reproductive period are
questioned on their past fertility experience. Repro-
ductive histories taking account the number of live
births and the date of each birth, among others, can
therefore be constructed for each woman interviewed
at the end of her reproductive life. However, retro-
spective longitudinal research is influenced by recall
lapses (some events may be forgotten), inadequate 
recollection of time patterns (dates are often poorly
remembered), selective recall (the respondent inter-
prets the relationship between events), and changes

through time in the social representation of events
(such as abortion or cohabitation). Finally, retrospec-
tive analysis may suffer from biased group composi-
tion; for example, females with higher fertility may
have had higher risks of dying before their menopause
and will therefore not be correctly represented in the
survey. Moreover, retrospective analysis is inadequate
(as noted previously) for phenomena leading to pop-
ulation exclusion, such as death or emigration: Unfor-
tunately, we cannot interview the deceased on their
cause of death! For a good discussion of the respective
advantages and disadvantages of retrospective and
prospective analysis, see Henry (1959).

In longitudinal research, prospective designs (also
called follow-up studies or prospective panel designs)
follow the same individuals forward in time. Individ-
ual life courses or trajectories, such as one’s reproduc-
tive career for example, can then be constructed for all
cases that are followed over time. However, as we have
seen, this research design will lead to sample attrition
or loss to follow-up. Another approach, which avoids
this problem to a large extent, is to collect longitudinal
data on nonidentical but comparable individuals (or
cases) over time, as in a repeated cross-sectional design.
In the latter approach, probability samples are drawn
from the same population and the characteristics of the
cases are compared from sample to sample. Samples
of the same or similar sizes can be compared, but indi-
vidual life courses cannot be constructed, as the same
individuals are not observed over time (see e.g., Jones,
1996, Chapter 6) and therefore techniques such 
as event–history analysis cannot be used. In this
approach, comparisons are therefore possible on the
aggregate level, but not on the individual level. The
same situation arises if we have recourse to anony-
mous vital registration data.

Up to now, cases have been followed either forward
or backward in time (i.e., prospectively or retrospec-
tively), but the entry of the cases into observation did
not refer to a particular time period; furthermore, one
did not take into account the periods of time (month,
year) during which the observations were made. For
example, all patients having a heart attack (the onset
of the process studied, called the event origin7 were fol-
lowed, regardless of the date of their heart attack. This
date was not taken into consideration, as the duration
since the onset of the process was the only time vari-
able deemed to be of interest. The patient’s age at onset
was obviously considered, but the patients could be
grouped together according to their age at onset, what-
ever their year of birth. In this design, aging is the
prime temporal variable, and no particular considera-
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they are much cheaper and easier to carry out (see Gray, 1988). For
a thorough discussion of the case-control approach, see Bernard and
Lapointe (1991). 7 The term was coined by Henry (1959).



tion is given either to the year of birth of the patient or
to the periods (calendar months or years) of observa-
tion. The duration elapsed since the heart attack is
therefore an indicator or proxy for biologic aging,
given the chronologic age of the patient at onset. One
could replace age, in these circumstances, by a series
of biologic indicators that would reflect the aging
process itself.

Consider now the situation where we suspect that
the environmental conditions of the times we live in
may have an impact on heart disease, due for example
to the incidence of more stressful events.8 We may then
take the succession of calendar years as a proxy for the
changes in environmental conditions (e.g., marital 
conditions, political conditions, socioeconomic condi-
tions, etc.) over time. History, as represented by the
succession of calendar years, would then be our tem-
poral variable in this case, if we neglect the duration
component. In this situation, one could compute the
time series of deaths occurring after a heart attack,
whatever the age of the patients, and study the asso-
ciation9 between this time series and one or several
time series of environmental indicators, such as
income per capita or the percentage of unemployed.

Finally, suppose that a new anticoagulant drug has
an impact on tertiary prevention if delivered in the
days after a heart attack. Some of the patients in the
sample have had their infarct at a time when the drug
was still unknown. Others, on the other hand, were
born later and therefore had the opportunity to receive
the drug.10 In this case, another temporal variable—the
year of birth of the patient—must be taken into
account: For a given age at onset, some patients were
born too long ago to receive the drug and others on the
contrary benefited from the discovery. The birth cohort
can be taken in this case as the temporal factor of inter-
est; it is in fact a proxy for a dummy variable (such as
0 and 1) indicating if one has or has not taken the
drug.11

Since the seminal work of Whelpton (1954), Henry
(1959, 1966a and b), and Ryder (1965), the cohort
approach has become a common way of structuring
demographic data. As Ryder (1965, p. 845) has
stressed, members of a birth cohort share “a common
historical location” as they have lived through similar
experiences. Therefore, in Ryder’s terms, “each cohort

has a distinctive composition and character reflecting
the circumstances of its unique origination and
history; [. . .] the community of date equips each cohort
with its own expanse of time, its own style, and its own
truth.” For example, wars or epidemics may leave a
negative imprint on the future health of individuals
who have experienced these hardships at a similar age,
or unfavorable health conditions early in life might
leave the strongest alive and lead to reduced cohort
mortality later in life. These and other possible 
cohort effects are discussed in Hobcraft et al. (1982).
Cohort effects seem to be less common in the field of
fertility, where period effects predominate (Bhrolchain,
1993). Therefore, as Calot (1993) has pointed out, even
if the cohort approach might seem more natural than
the period approach, in the sense that one is following
a group of individuals according to the arrow of time,
this does not mean that cohorts are necessarily a better
temporal frame of reference than periods. The choice
between a period or cohort approach thus depends on
the phenomenon one is studying and on the questions
raised.

Consider now the risk of dying at a certain age x.
This risk is age dependent, as mortality varies greatly
according to age-related biologic factors. It is also
period dependent, as the conditions of the period, in
the social, economic, and public health fields for
instance, have an impact on mortality. It is finally
cohort dependent, as the similar history of the
members of the cohorts in such matters as vaccination,
availability of medicinal drugs, smoking habits, and so
forth have an impact on their eventual mortality. One
can therefore consider that this risk of dying is sub-
jected to age effects, period effects, and cohort effects, and
we might then wish to try to disentangle these effects.
In a causal perspective, this means incorporating the
various underlying causes into an explanatory mech-
anism or theory and then applying a suitable causal
model such as covariance structure analysis.12 Statisti-
cal problems can crop up however in APC (age-period-
cohort) models if we want to use age, period, and cohort
as proxies of the latent unknown causes, as the three
variables are not linearly independent: Knowing two
of these variables yields the third by simple addition
or subtraction (see Chapter 18).

Generally speaking, cohort analysis refers to what
was called above a repeated cross-sectional design, in
the sense that the experience of a group of persons—
and not individual trajectories—is followed through
time. As Ryder (1965) has noted, “the cohort record, as
macro-biography, is the aggregate analogue of the
individual life history.” This is typically the case when
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8 Such as the collapse of the Soviet Union and its impact on the
quality of life and health of the Russian population.

9 Such as the Granger co-integration method.
10 The same holds for the introduction of techniques such as

coronarography.
11 Care must be taken however to distinguish between actual (or

real) cohorts and synthetic (hypothetical or fictitious) cohorts, which
rely solely on the data of a period. 12 Such as LISREL or Mplus.



data are provided by a vital registration system: Indi-
vidual records are usually not available because the
data are grouped over individuals and time, but one
may study, for example, the nuptiality or mortality of
birth cohorts over time if marriages or deaths are clas-
sified each year by age and year of birth. French-speak-
ing demographers therefore make the useful
distinction between données continues (aggregate longi-
tudinal data) and données suivies (individual longitu-
dinal data); see for instance Henry (1959).

If individual longitudinal data are available from a
survey or a register (such as a cancer register), for
example, it is always possible to group the data by
cohort according to a specific event origin, for example
by birth cohort. Computation is made easier in this
case but we lose the valuable information on individ-
ual differences within the cohort, that is on intracohort
heterogeneity. The converse is obviously not possible: If
one has only aggregate data, it is impossible to break
the latter down into individual life courses. Greater
effort should therefore be made to collect individual
histories (life courses) rather than aggregate cohort
data; this point was already stressed more than 40
years ago by Louis Henry (1959). It is thus strongly rec-
ommended to use the full information on individual
life histories, instead of aggregating the data by cohort,
and to apply event history analysis (such as the Cox
hazard models) to the data on individual trajectories.
This is possible thanks to the availability of adequate
computer software. Cohorts can be distinguished in
this approach by including in the statistical model the
year of birth (or the calendar period defining the
cohort) among the individual explanatory variables,
similarly to such categoric variables as race or place of
birth. One could also conduct the analysis at a double
level, that of the individual and that of the cohort. Mul-
tilevel statistical methods (see Chapter 24) can be used
for this purpose (Snijders and Bosker, 1999).

II. THE LONGITUDINAL APPROACH:
DESCRIPTIVE MEASURES

1. Fertility

In the field of fertility, longitudinal data for individ-
uals are very often collected by surveys13 incorporat-
ing retrospective questions on the number of children
born alive and on the date of birth of the children or the
age of the mother or father at birth of the child. 
Most surveys collect data for women, although male

fertility can be studied, too. As the number of children
depends, among others, on the age of the woman,
young women usually having borne fewer children
than older women because of a shorter length of expo-
sure time, fertility measures are usually computed for
women of the same age. If one takes women aged 50
and over for example, completed fertility or ultimate
family size is obtained in the sense that these women
have terminated their fertility history. The quantum or
intensity of fertility for each female in this group is
simply the total number of children born during her
reproductive life, while her tempo of fertility is the suc-
cession of ages at which she has given birth to these
children. Moreover, the difference between dates of
birth of two successive children yields the length of the
birth interval between these two events. If a woman has
borne no child during her reproductive lifetime, she is
defined as infertile. Infertility can be either due to bio-
logic reasons (it is then called infecundity or sterility) or
to the couple’s decision to avoid childbearing (see the
chapters in Section II on the biologic and social deter-
minants of fertility, including Chapter 34 by Henri
Leridon). A fecund woman is therefore not necessarily
fertile,14 but all fertile women were fecund at least until
the time of their last child.

Some simple summary measures of the quantum
(or intensity) and tempo of fertility can now be com-
puted. A more detailed presentation and an example
are given later on in this volume, in Chapter 12. A first
descriptive measure is the distribution of the popula-
tion of females according to the number of children
they have borne. Write Pi for the number of women
having borne i children during their life. One can then
draw Table 10–1, k being the maximum number of chil-
dren born.

Women having had i children during their lives are
said to be of total parity i. To bear i children during
their lifetime, they have had children of respectively
birth order15 1, 2, . . . i. Each proportion pi is simply
obtained by taking the ratio Pi/SiPi. The average number
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13 Censuses can collect information on fertility using retrospec-
tive questions.

14 Be careful! The French term for fertility is fécondité, and for
fecundity it is fertilité. This confusion is unfortunate and must be kept
in mind when reading papers in French.

15 Multiple births are given different birth orders.

TABLE 10–1 Number and proportion of women 
according to parity

Indicator Parity

0 1 2 3 . . . i k

No. women P0 P1 P2 P3 Pi Pk

Proportion of women: p0 p1 p2 p3 pi Pk



of children born, a measure of average intensity often
used in fertility research, is then equal to

SiiPi/SiPi or Siipi, as Sipi = 1,

with the sum extending from 0 to k. The number p0 is
equal to the proportion of infertile or childless women,
as defined above in this section. One can also compute
the variance or the standard deviation of the fertility
distribution—measures of dispersion of total parity
around the mean. Other descriptive measures such as
the median fertility and quartile deviation can also be
obtained.

One can also compute an average age at childbearing,
a summary measure of the tempo of fertility, by taking
the average of all ages of mothers at birth of their chil-
dren.16 Similarly, one can compute the average age of
mothers at the birth of order one, of order two, and so
forth. Once again, measures of dispersion around the
mean may be computed. One may also compute the
probability for females of a given age x to bear a child
during a certain period, for example 1 year between
ages x and x + 1, yielding a schedule of fertility prob-
abilities by age. Other tempo measures can be obtained
by taking the average of the birth intervals17 between
birth orders one and two, between birth orders two
and three, and so forth. These measures and others 
are developed in Chapter 12, where examples are
given of the various measures of quantum and tempo
of fertility.

Up to now, all women past their childbearing age
have been considered. Similar measures can be com-
puted for women who are still in their reproductive
period, once again controlling for their age. For
example, consider females age 30. One can compute
for this group the average number of children born up
to this age and the average age at childbearing,
keeping in mind that the data are censored by the date
of the survey (i.e., these women can still have other
children in the future after age 30). Birth intervals can
also be computed between births of successive orders.
As the data are censored, open birth intervals might
however be closed in the future if another birth occurs.
As intervals straddling the survey date are on average
longer (for the same birth orders) than those intervals
that are already closed, care must be taken if average
birth intervals are computed in this way. These and
other problems related to censored data are examined
in Chapter 12.

For the open age group 50+, it must be stressed that
fertility measures are usually not computed for the
whole group, even if the survey or census addresses
women of all ages.18 As fertility has most probably
varied in the past, it makes sense to take account of the
various ages (i.e., of the various birth cohorts) involved.
For example, one may consider separately all women
aged 50 to 55, 55 to 60, and so forth, and compute for
each of these age groups the descriptive measures
developed above. For example, if the survey is held at
the end of year 1995, fertility measures could be com-
puted separately for women born in 1941 to 1945, in
1936 to 1940, and so on. The choice of the age interval
depends on on the precision with which one wants to
study past fertility and on the number of females in the
sample. If few women are involved, the data must be
grouped together to reduce random noise.

At high ages, e.g., above 80, the number of women is
usually very low and these women might be selected19

for their higher (or lower) fertility. For example,
women having many children are more exposed to
maternal mortality. In this case, women surviving at
the time of the interview will have had, on average, a
lower fertility at a given age than those who have died.
Migration can also be a selection factor: If women with
low parities tend to migrate (i.e., leave the country)
more than women of higher parities, the sample will be
biased in favor of the latter. In general, if the phenom-
enon studied is not independent of the processes that
exclude individuals from observation, retrospective
questions will lead to biased response, as only those
surviving these processes (mortality, out-migration)
will be interviewed. In the case of fertility, it is therefore
possibly preferable to avoid dealing with the higher
age groups and to restrict the analysis to women
younger than 70 years. The rational choice of a cut-off
age must consider the factors discussed previously.

Age is obviously not the only factor having an
impact on fertility. The probability for a woman of
giving birth during a certain period, a year for
example, is dependent on other factors such as the
number of previous births, her marital or partnership
status, her economic condition (activity, household
income), use or nonuse of contraception, her values
and those of her partner, and so forth. More and more
surveys therefore include questions on the current and
past conditions and behaviors of the spouses or part-
ners. In this case, fertility can be analyzed by taking
account of the women in each of the various categories
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16 If data are aggregated by age, one can determine at each age
x during the reproductive period the age-specific fertility rate (ASFR)
at age x by dividing the number of births at that age by the average
number of women of the same age. This yields a fertility schedule
of rates by age of mother; see Chapter 12.

17 Usually excluding multiple births in this case.

18 Very often, fertility surveys only consider females aged 15 to
50 or 55. In this case, past trends in completed fertility cannot be
observed.

19 As usual, the term selection is not used here in its Darwinian
meaning.



considered. For example, the probability of giving
birth at age 30 can be computed for women who are
married and economically active, who already have
two children, who are practicing Roman Catholics, and
so forth. The population of females is in this case clas-
sified into the various possible categories taking into
account the variables at hand, and fertility measures of
quantum and tempo can be computed for each of these
categories and compared between categories. As usual
in data analysis, intragroup variance can be compared
to intergroup variance, and the relevance of the various
categories can thus be assessed. This is possible
because individual data are used rather than just
group means.

As the cells in the multidimensional table resulting
from this decomposition often contain only a small
number of women and results are therefore subjected 
to a lot of random noise, another procedure is to have
recourse to statistical methods of event history analysis.
In this case, the probability of transition from one parity
state to another is related to the various determinants of
fertility (or covariates) as contained in the interview
questionnaire, by way of some specific statistical func-
tion. Following the path-breaking work of Cox, it is now
possible to estimate the impact of these determinants
using exponential statistical models with time-depend-
ent covariates. These covariates can be quantitative or
qualitative, and computer programs (such as TDA,
Transition Data Analysis) can estimate the parameters
of the regression equation. Blossfeld and Rohwer (1995)
present a good overview of this approach.

Up to now, only individual data on fertility have
been considered. The advantage of this approach is
that one has information on the individual’s fertility
behavior during her lifetime and on the possible deter-
minants of this behavior drawn from retrospective
surveys concerning the individual and, in some cases,
the context or environment in which she has lived.
Data on fertility are also recorded in all the developed
countries by the vital registration system. Usually these
data are aggregated and made available in tables or on
magnetic or optical support. Longitudinal fertility
measures can be computed from this source too,
keeping in mind however that individual data are
usually not available, for privacy reasons, and few
data on the characteristics of the individual and a for-
tiori on the possible determinants of fertility are col-
lected in the vital registration system. Chapter 12
discusses this type of data and shows how longitudi-
nal summary measures of quantum and tempo of fer-
tility can nevertheless be computed for aggregates
such as birth cohorts.

The situation is drastically improved if data from
the vital registration system are linked to the census

data through a personal identification number. In this
case, the characteristics of the individual are known, at
least those recorded on the census form. Individual
census forms can also be linked from one census to
another, yielding individual life histories sampled at
each census time. The problem however is the tempo-
ral sampling frequency: intercensal intervals are
usually long (around 10 years) and, therefore, changes
that may have occurred during the intercensal periods
remain unknown. Nevertheless, the information thus
obtained can be treated as longitudinal individual
data, even if the actual names of the individuals
remain unknown for privacy reasons.20 The
approaches developed previously for individual data
can be used in this case.

2. Mortality

Longitudinal individual data in mortality research
can be provided by prospective surveys. The intensity of
mortality being always equal to one (everybody dies!),
mortality research focuses instead on the tempo of
mortality (i.e., on the age at which one dies). The
average of ages at death is called the expectation of 
life at birth for the persons concerned (see Chapter 11).
The variance of ages at death can easily be obtained
from the individual ages at death. Aggregating 
individual experiences, probabilities of dying can also
be computed by age and sex, to obtain the age- and
sex-specific mortality schedules. Medical causes of death
are also examined, and studied over time in a long-
itudinal perspective (see Volume 2). Finally, the 
characteristics of the deceased can be used to explain 
their age and cause of death, using various types of
regression techniques (see e.g., Kahn and Sempos,
1989).

Contrary to fertility research, retrospective questions
are not very useful in the field of mortality: The dead
do not adequately answer the questionnaire! Relatives
of the deceased person can however be asked retro-
spective questions, and this approach is used in case-
control studies, for example. However, information thus
obtained, even from persons close to the deceased, are
often not very reliable.21 For example, few widows
know the actual occupation (or income) of their former
husband or his sexual behavior if he has died from
venereal disease! However, retrospective data on child
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20 Who is interested in the name of the person anyway? Good
research and privacy are therefore compatible if each individual can
be followed through time thanks to a personal code or identification
number.

21 Even a question on deaths occurring in the household during
the past 12 months does not yield very good information, as surveys
conducted in the developing countries have shown.



mortality have been collected in many surveys in 
the developing countries, such as the World Fertility
Survey (WFS) and the Demographic and Health
Survey (DHS) by asking the mother questions on the
survival or death of her children and their age at or
date of death (see the chapter on data collection in
Volume 4, Chapter 121). Questions on the survival of
siblings are also asked to evaluate adult mortality.

In demography, no large prospective survey on mor-
tality has ever been carried out, contrary to the field of
epidemiology. This source requires large samples and
the cost is indeed enormous. Prospective surveys are
also hampered by loss to follow-up by people eventu-
ally dropping out of the survey and therefore reduc-
ing the sample size and possibly biasing its
composition, as those who drop out do not necessar-
ily have the same characteristics as those who remain
in the sample. Longitudinal research with individual
data in mortality can be based on the record linkage of
census and vital registration data. For example, in the
case of Norway, a longitudinal study (Wunsch et
al.,1996) has been conducted on males and females
who were followed from one census to the next since
1960. The fact of dying or surviving at each age has
been related to the present and past characteristics of
the persons deceased or alive using logit regression
techniques—these characteristics being derived from
the individual census forms.

Contrary to prospective surveys, very large samples
or even the whole population can thus be followed. On
the other hand, only the characteristics recorded at
census are available, although the situation can be
further improved if the individual data provided by
other registers (e.g., cancer or cardiovascular registers)
or other sources (social security, for example) are also
linked to the census and vital registration data. The use
of the same personal identification number in all these
sources makes linkage at least theoretically possible.
Record linkage is slowly becoming one of the major
sources of individual longitudinal mortality research
in developed countries. The method requires an excel-
lent information system and a good coverage; thus, it
is not suitable for developing countries. However,
even in developed countries, the method has been crit-
icized by those who want to protect individual
privacy, although the use of personal codes (no names
and addresses) essentially guarantees the confidential-
ity of information.

If record linkage is not available, one must resort to
aggregate mortality data provided by the vital regis-
tration system. In this case, longitudinal research can
only be performed on aggregates. Mortality rates or
probabilities can be computed by age and sex and birth
cohort. Cohort age- and sex-specific mortality sched-

ules can therefore be derived, and cohort life tables22 can
be set up (see Chapter 11). Intercohort differences in
the timing of death and possibly in the medical causes
of death can then be observed longitudinally, but intra-
cohort differences are unknown as individual data are
not available. Furthermore, care must be taken to
achieve comparable definitions of medical cause of
death over time if the latter are used (see Vallin and
Meslé, 1988).

3. Migration

Finally, in migration research (see Chapters 13 and
22), longitudinal analysis can also rely on retrospective
surveys for all types of mobility except international
emigration; in the latter case, the emigrants have left
the country and cannot be interviewed. Otherwise, 
the approach is quite similar to that used in fertility
studies. One can ask the persons sampled when they
have moved during their lifetime, where they came
from, and where they went. Measures of intensity
(number of moves) and of tempo (age at migration)
can be obtained. Furthermore, the interval between
moves can be computed, and the geographical trajec-
tory assessed, as migration involves time and space.
One can moreover collect background information on
possible determinants of migration, and relate these
possible determinants to the moves. For example,
Courgeau and Lelièvre (1992) have used data from a
triple biographic survey on migration, occupation, and
family to study the interrelations between these
factors. They have also developed statistical methods
and computer programs to analyze this type of data
set.23 In fact this type of data can be modelled by 
parametric, semiparametric, and nonparametric event
history models, according to the applicable assump-
tions. More methods and computer programs are
being developed in this area, and individual long-
itudinal data analysis should take advantage of this
relatively recent methodology. Individual data on
migration can also be obtained by longitudinal
prospective studies, although these are rare in this
field.

If individual data on migration are not available,
longitudinal cohort data can be analyzed in countries,
such as Belgium, that have a population register incor-
porating a registration of changes of residence. This
register can yield individual data if each person in the
register can be followed over life by his/her personal
identification number. Compared with retrospective
surveys, however, the population register includes few
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22 For an example, see Mamelund and Borgan (1996).
23 Courgeau and Lelièvre (1992).



covariates that can be used to explain the quantum and
tempo of migration. However, the register covers the
whole population and takes account of all migration
flows occurring in the country during any period of
time. Ideally, one should have both a population reg-
ister for measuring flows and retrospective surveys for
explanatory studies, possibly linking the two sources
together. One could also link the population register
data on moves to the characteristics of the movers
obtained from the census forms, if both sources are
linked. The advantage here is that both sources cover
the whole population.

In all longitudinal studies discussed in previous sec-
tions, whatever the method, the main advantage is to
locate events in time. The temporal sequence of events
can indicate possible causal patterns, because causes
always have to precede effects in time for reasons
which will not be discussed here (Wunsch, 1988). For
example, the probability of marriage for males having
started their occupational career in agriculture is much
higher after leaving agriculture; on the other hand,
their change of activity is not dependent on their
marital status (Courgeau and Lelièvre, 1992). The tem-
poral order of the two events (leaving agriculture and
marriage) is therefore highly important if one wants to
explain the interrelation between the two events. To
give another example, one observes that female activ-
ity and fertility are correlated, women with more chil-
dren being less active than women with few children.
This might be due to the fact that women with few or
no children have more opportunities to look for jobs
or to the fact that women who work want fewer chil-
dren. A single-round survey giving only the prevalence
of women according to parity and activity cannot dis-
criminate between these two plausible explanations.
One needs again the life history of women to deter-
mine the temporal order of the two variables. One
might then see that a woman decides not to work once
she has had a child or that her occupation leads to
postponement of childbearing. In fact, the same
woman can experience the two situations at different
stages of her life.

In the field of longitudinal mortality research, as
Duchêne and Wunsch have initially suggested (Caselli
et al., 1989; Duchêne and Wunsch, 1991; Salhi et al.,
1995), there are advantages in taking account of the
order of events and the type of states one has experi-
enced during one’s lifetime, a state being defined by
the various characteristics of an individual at a point
in time, and finally of the time spent in each state. Such
a state–time–order transition model could be used in
other fields. Once again, individual longitudinal data
are required in this case. Longitudinal individual data
enable one to distinguish the time order of events 

and eliminate incorrect explanations. This cannot be
achieved with cross-sectional or longitudinal aggre-
gate data. Good demographic data collection and
analysis should thus address individual life histories
even if there is a price to pay; prospective or retro-
spective studies are required, and record linkage
should be achieved.

Finally, longitudinal research can move beyond the
individual and consider what happens to the individ-
ual’s family, environment, and so forth. A family or a
household is difficult to follow over time, but other
procedures are being developed to link the individual
to the group, such as using the concept of contact circle
or having recourse to multilevel modelling (Lelièvre 
et al., 1998; Courgeau and Baccaïni, 1998; see also
Chapter 24). The behavior of an individual also
depends on the context in which he or she lives, and
demographic explanations must take these multilevel
strategies increasingly into account.
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As death is a nonrenewable event at the individual
level, mortality can be directly subjected to the proba-
bilistic risk measurement defined earlier (Chapter 8).
This approach will enable us to follow, from its birth,
the gradual extinction of a cohort whose initial popu-
lation is reduced by death from one age to the next,
until its total disappearance. Indeed, as long as
humans have not discovered the secret of immortality,
this total disappearance is inevitable. In demography,
death is termed a fatal event. Probabilistic analysis thus
has a simpler aim when applied to mortality than 
in its general applications: Here, we do not have to
measure final intensity, which necessarily equals unity.
It is sufficient to measure the tempo, in other words, the
age at death, absent any competing risks. That is the
purpose of life-table construction.

In this chapter, therefore, we will begin by spelling
out the various practical alternatives for determining
the age-specific probabilities of dying in a cohort. Next,
we construct the life table, describing its main func-
tions and their interrelationships. In the final section,
we discuss the difficulties involved in computing mor-
tality at the oldest ages and in closing the table, as well
as the special treatment customarily reserved for infant
mortality.

I. CALCULATING A COHORT’S
PROBABILITIES OF DYING

Monitoring a birth cohort directly up to its complete
extinction is no easy task. Imagine taking a sample of
births observed in a given year and documenting the

children’s survival, year after year, until the last one
dies . . . 100 or 120 years later! No demographer could,
of course, survive such an endeavor. And any at-
tempts to base a health care policy on such a long-term
approach would very likely be soon discouraged. The
notion is not, however, totally ridiculous. In fact, it
underlies several intensive studies on selected popu-
lations that lack any reliable civil registration system.
In these regions, demographers have set up population
observatories to monitor, for the longest possible period,
the population of a very specific geographic area start-
ing from an initial census and from each year’s new
births.1 The data gathered can at least be used to begin
series of cohort-specific probabilities of dying, even 
if the probabilities are confined to the life interval
between the initial births and the most recent obser-
vations. This method is thus chiefly of use for analyz-
ing childhood mortality. To compute the probabilities
directly would require two conditions, both of them
highly improbable: Either the observed population
must not lose any of its members through emigration,
or a supplementary survey must be carried out to track
the emigrants in their new localities. In theory, the data
collected in such population laboratories should also
allow the compilation of partial probability series for
the cohorts born before the initial census (and hence
an analysis of adult mortality) on the basis of the pop-
ulation enumerated at each age. There are several
problems, however. First, the series would be cut off
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or censored at both ends: before the initial census and
after the most recent observation. Second, as a rule, the
series are undermined by the unreliability of informa-
tion on age in these populations without civil records;
hence the risk of incorrectly identifying the series’
starting-points.

Some retrospective surveys could also yield suitable
data for the direct computation of cohort-specific prob-
abilities of dying.2 One particularly relevant source 
is the surveys aimed at reconstructing the complete
maternity history of women. These surveys must
collect, with sufficient accuracy, the two vital items of
information on child survival: date of birth and date
of death. Maternity surveys have been conducted in
many countries in recent decades, not only in the
developed countries to study the determinants of 
fertility, but also—and even most commonly—in a
growing number of developing countries, for which
this type of survey is often the only reliable way to
measure fertility and infant and child mortality (before
even analyzing their causes). Two large-scale interna-
tional data-gathering operations have been carried out
for these purposes: the World Fertility Survey (WFS)
in the 1970s by the International Statistical Institute
(ISI),3 and the Demographic and Health Survey (DHS)
by Macro International Inc. from the 1980s onward.4

Again, this type of observation confines the analysis to
child mortality. It also has two weak spots. First—and,
no doubt, most important—the data gathered depend
on the quality of responses by the women surveyed.
Respondents may fail to mention certain events, either
through forgetfulness or to avoid painful memories. In
either case, this can have a major impact on infant and
child mortality statistics, as neither the births nor the
deaths will be declared. Second, even if these events
are actually mentioned, there may be much impreci-
sion about the dates of their occurrence, which will
considerably impede the analysis. In addition to this
critical data collection problem, there is a method-
ologic issue. Naturally such surveys can only serve to
explore mortality among the offspring of women still
alive and present in the survey locality at the time of
the survey. We therefore assume that the mortality of
the children of these women does not differ from that

of the children of the women whom the survey was
unable to cover, either because they too were deceased,
or because they had left the locality where they resided
at the time of the preparation of the sampling frame
from which the surveyed sample was drawn. In other
words, it is assumed—in all likelihood, wrongly—that
there is no link between the children’s mortality and
their mothers’ mortality or migration. Yet, this serious
theoretical problem is less important than the obser-
vation problem.

In any event, it is wishful thinking to hope we can
ever construct a complete series of probabilities of
dying that would provide a full record of a cohort’s
mortality from its birth to its extinction, from data
directly gathered on a longitudinal base. The task is
practically beyond the reach of population laboratories
and strictly excluded from the field of retrospective
surveys on women’s maternity history. Ultimately, the
only way to arrive at such a result is to use the current
statistics compiled from civil records and popula-
tion censuses, in countries where these informa-
tion sources—in particular, civil registration—have
been properly maintained for at least a century.

1. Starting a Series of Cohort-specific
Probabilities of Dying from a

Retrospective Survey

The data gathered from retrospective surveys on the
maternity history of a sample of women theoretically
provide—subject to the reservations mentioned pre-
viously—an ideal starting point for calculating the
cohort-specific probabilities of dying. However, the
data gathered must be processed to the necessary level
of detail, which is seldom the case.

Let us take, for example, the Egyptian DHS survey
of 1992 (El-Zanaty et al., 1993). As in all DHS surveys,
module 2 of the questionnaire, reproduction, asks each
woman to provide a complete list of the children to
whom she has given birth; for each child, she is asked
to indicate the sex, month, and year of birth; survival
at time of survey; and, if the child has died, age at
death. Using such information, we can obviously
group the children together by birth year and, for each
cohort thus constructed, obtain the number of deaths
occurring in the cohort at successive ages, regardless
of whether the children have left the mother’s resi-
dence or not. For these children, we are operating
strictly within the framework of a closed population
(i.e., without migration). The annual probability of
dying at age x, 1qx, can be obtained directly by divid-
ing the Dx deaths observed at the age reached during
the year x to the B births of the cohort minus the deaths
occurring up to the exact age x:
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2 See Dominique Tabutin’s Chapter 121 in Volume 4.
3 Between 1973 and 1981, 44 national surveys were carried out

under the World Fertility Survey program: 13 in Africa, 16 in
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Cleland and Scott, 1987).

4 From 1986 to now June, 2002, 153 surveys were carried out in
68 countries under the Demographic and Health Survey program:
six in Central Asia, 32 in Latin America and the Caribbean, 25 in
South/Southeast Asia, 20 in North Africa/West Asia/Europe, and
70 in Sub-Saharan Africa (http://www.measuredhs.com).



Unfortunately, the data from this type of survey are
rarely processed with the necessary level of detail. In
particular, none of the reports published on DHS data
supplies the table that would allow a computation of
these annual probabilities. In fact, these reports only
give the total deaths observed between birth and the
survey date for each birth cohort. For Egypt, for
example, we have the following table (Table 11–1),
whose elements are plotted on a Lexis diagram in
Figure 11–1.
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when discussing cross-sectional analysis and the use
of the fictitious cohort as a device (Chapter 14).

Reprocessing the basic data of the Egyptian survey,5

we obtain the following age distribution of deaths
occurring among the 6070 children born in the 5-year
period from 1973 to 1977 (Table 11–2). By grouping
births in 5-year periods, we reduce the stochastic effect
inherent in small numbers; by examining this group of
years of birth—which is fairly remote from the survey
date—we can track the mortality of these children over
a 15-year period.

The probabilities are very simple to calculate in
these conditions. To obtain the annual probability at
age 0, 1q0, we divide the deaths observed between 0
and 1 years of age (first line of second column of Table
11–2) by births (first line of third column).

We then subtract the deaths at less than 1 year from
births to obtain the number of cohort survivors at the
first birthday (second line of third column); we divide
the deaths between ages 1 and 2 by that survivor figure
to obtain the annual probability of dying, 1q1, at age 1,
and so on, until the bottom of the table.

These probabilities are annual in age terms, which
is why, by convention, the index 1 is placed to the left
of the symbol q. However, the probabilities represent
the average mortality of a 5-year group of birth
cohorts.

We can also determine probabilities with different
age dimensions. For example, to measure the mortal-
ity of children older than 1 year, it is common to cal-
culate the probability 4q1, between 1 and 5 years, and
the probability 5q5, between 5 and 10 years:

and

The procedure is simple, but the main drawback is
that it is confined to a very narrow portion of the life
of the cohorts studied.
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TABLE 11–1 Births and deaths by cohort, from 1992
Egyptian demographic and health survey

Year of Births Death before Survivors at time
birth survey date of survey

1992 1,511 51 1,459
1991 1,707 120 1,587
1990 1,694 125 1,568
1989 1,774 149 1,626
1988 1,964 158 1,806
1987 1,884 152 1,732
1986 2,008 244 1,763
1985 1,751 239 1,512
1984 1,766 248 1,518
1983 1,902 265 1,637
1988–1992 8,649 603 8,046
1983–1987 9,312 1,149 8,163
1978–1982 8,376 1,288 7,088
1973–1977 6,070 1,240 4,830
before 1973 5,802 1,521 4,281
Total 38,209 5,801 32,408

Note: This table, reproduced from the original as published,
includes a few minor discrepancies between certain sums and the
summed elements.

Source: El Zanaty Fatma H., Sayed Hussein, Zaky Hassan H.,
and Way Ann A., 1993. Egypt Demographic and Health Survey 1992.
Cairo, National Population Council and Calverton, Macro Interna-
tional Inc., 317 p.

5 We thank Zaia Bedidi for having carried out this special pro-
cessing of the Egyptian DHS data.

As the survey was conducted in November 1992,
1992 is a year of incomplete observation, which is why
the number of births (1511) is considerably smaller
than those of preceding years. Likewise, the Lexis
trapezoids containing the deaths are missing a month
on the right. That is not the main problem, however.
The missing element is the distribution by years of age
(by Lexis parallelograms) within each trapezoid. To
obtain the distribution would require a supplementary
processing of the survey.

The authors of the report have avoided doing so,
preferring to compute probabilities of dying by period
(and not by cohort): We will comment on these later



2. Calculating a Complete Series of
Cohort-specific Probabilities of Dying

from Current Statistics

To extend this calculation to all ages of life, we must
use the long data series available in certain countries,
with a sufficiently long tradition of current civil regis-
tration statistics and censuses. Let us go back to the
French data from which we computed the series of
age-specific proportions from 1806 to 1995, used in
Chapters 5 and 6 and updated to 1997 (Vallin and
Meslé, 2001). This data set is actually divided into two
subsets, 1806 to 1898 and 1899 to 1995. For the
second—thanks to the data published periodically by
INSEE (the French national statistical institute) since
World War II and a reconstruction of series for earlier
years (Vallin, 1973)—we now have complete annual
series of births, population by year of age on January
1, and deaths by year of age and year of birth (the basic

triangles of the Lexis diagram). For the first subset,
which covers the 19th century, the series are a histori-
cal reconstruction from far less detailed data that led
to the estimation of annual series of probabilities of
dying by year of age (Meslé and Vallin, 1989).

The second data subset (1899–1995) offers an
example of favorable conditions for the construction of
complete series of cohort-specific probabilities of
dying from current statistics. As we shall see, it is pos-
sible to calculate these probabilities by making accept-
able hypotheses on migrations and their relations with
mortality.

a. Classic Probability, Between Two Birthdays

Let Bt be the births occurring in year t, Pt,(x,x+1)

the population of age (x, x + 1) on January 1, t, Di
t,(x,x+1)

the deaths in year t at age (x, x + 1) in cohort i, and 
Di-1

t,(x,x+1) the deaths occurring in the same year t at 
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the same age (x, x + 1) in the preceding cohort 
(i - 1).

With no Migration

Let us start with the Bt births of cohort i born in year
t. Absent any migrations, the probability of dying at
age 0 would be equal to:

where i is the cohort born in year t. More simply, if we
abandon the indexing by calendar year, which is
redundant with the indexing by cohort:

Then, subtracting from the births the deaths occur-
ring in the cohort before age 1, we would obtain the
denominator by which to divide the deaths occurring
in the same cohort between ages 1 and 2 to determine
the probability of dying at age 1:

And finally, by generalizing, we could determine
the probability of dying at any age x > 0:
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With Migrations: Problems and Solutions

However, like most real populations, the French
population is not closed. It experiences inflows and out-
flows due to migration. The application of the formulas
above in this section would bias the mortality calcula-
tion for two reasons: (1) deaths of immigrants, who do
not belong to the initial birth cohort whose mortality we
seek to measure, are included in the deaths that form
the numerator of the probabilities; (2) deaths of emi-
grants, who, unlike immigrants, do belong to the initial
cohort studied, are not counted. If we use the general
formula given for x, this bias worsens with age because
the greater the distance from the birth year, the wider
the interval disturbed by migrations. To analyze popu-
lations open to migrations, we must therefore introduce
a correction into the initial formulas.

For simplicity’s sake, let us consider the net migra-
tion (immigrants minus emigrants) and use Mi

x,x+1 to
denote this balance for cohort i at age (x, x + 1). We
now need to subtract the deaths of these net immi-
grants from the deaths forming the numerator. Unfor-
tunately, there are no statistics available on the subject.
We must therefore resort to a first hypothesis. Let us
admit, again for the sake of simplicity, that the mor-
tality of migrants is identical—at least in a first approx-
imation—to that of the entire population studied. We
can then estimate the number of deaths to be sub-
tracted from the numerator by assigning to net immi-
grants the probability of dying that we are seeking 
to determine. However, there is a second practical
problem: The migration inflows and outflows are
spread over time between the two birthdays con-
cerned. If they had all occurred at the exact age x, we
would obviously have had to assume that all the net
migrants were exposed to the risk of dying in the pop-
ulation studied for the entire duration of age (x, x + 1),
and the deaths to be subtracted from the numerator for
age (x, x + 1) would be estimated by (Mi

x,x+1 ◊ 1qx). Con-
versely, if they had all occurred at the exact age (x + 1),
none should be subtracted. In most cases, it is fairly
safe to assume that, on average, these movements
occur midway on the time line, and we can thus sub-
tract the average of the two quantities—for example,
(0.5 ◊Mi

x,x+1 ◊ 1qx), from the numerator. Combining this
second hypothesis with the first, we can write the prob-
ability of dying at age 0 as follows:

and, more generally, for the other ages x:
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TABLE 11–2 Age distribution of deaths occurring
among children born in 1973–1977 according to 1992

Egyptian demographic and health survey and 
calculation of probabilities of dying

Exact Deaths between Remaining Probability of 
age ages x and population dying between 
x x + 1 at age x ages x and x + 1

0 796 6070 0.1311
1 207 5274 0.0392
2 96 5067 0.0189
3 52 4971 0.0105
4 20 4919 0.0041
5 11 4899 0.0022
6 16 4888 0.0033
7 8 4872 0.0016
8 7 4864 0.0014
9 3 4857 0.0006

10 3 4854 0.0006
11 3 4851 0.0006
12 4 4848 0.0008
13 1 4844 0.0002
14 4 4843 0.0008
15 4839



Calculation without Migration Data

The third problem is that France keeps no reliable
record of migration movements comparable to its civil
registration of births and deaths, so we do not know the
Mi

x,x+1 values. On the other hand, France does publish
estimates of the population by year of age on January 1
of each year. We can therefore attempt to estimate the
population at birthday x from this far more recent
information rather than from the initial number of
births. Let Mi

t,(x,x+1) be net immigrants of year t at age (x,
x + 1) in cohort i (first triangle of Lexis diagram) and
Mi

(t+1),(x,x+1) the net immigrants of the following year (t +
1) at the same age (x, x + 1) in the same cohort i (second
Lexis triangle). We can replace the previous formula by:

In theory, this equation assumes an even more
detailed knowledge of migrations because it refers to a
dual classification of migrations by age and year of
birth. In fact, however, it shows that we can calculate
the probabilities by eliminating all explicit references to
migrations. For this, we need only accept a third hypoth-
esis, which is simple and in most cases close to reality—
namely, that the number of net immigrants in a cohort
at a given age is evenly distributed between the two tri-
angles of the Lexis diagram concerned. This gives:

Mi
t,(x,x+1) = 0.5 ◊Mi

x,x+1
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and, in final form:

We can therefore easily disregard the migration
issue if we have annual statistics for (1) deaths by year
of age and year of birth and (2) populations by age on
January 1. However, we must bear in mind that the
estimates of population by year of age at January 1
taken here for granted rely on intercensal reconstruc-
tions. These, in turn, assume, if not full data on migra-
tion flows (rarely available), at least an estimate of
intercensal flows and a model for determining their
annual distribution (see Chapter 13).

More concretely, let us go back to the example taken
from the French data set and used in Table 6–1 of
Chapter 6 to compute the male mortality rate at age 74
in 1994. Let us now determine the probability of dying
of the 1920 cohort, which turned 74 in 1994. Obviously,
we need to use the items required for calculating type
3 rates, as in Chapter 6. Figure 11–2 plots their posi-
tions on the Lexis diagram (parallelogram ABCD).

The probability is equal to:
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FIGURE 11–2 Representation on a Lexis diagram of items needed to compute probability of dying at age
74 for 1920 French male cohort.
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where the year shown in the index corresponds to
January 1 of that year.

Rates and Probabilities

It will be recalled that the type 3 mortality rate, com-
puted with these same data in Chapter 6, was 0.04135.
The difference is small. This is generally the case as
long as we are dealing with relatively low death risks.

However, by definition, the difference between the
rate and the probability increases with the degree of
risk.6 We can see this in summary form in Table 11–3,
which compares the theoretical results that we would
obtain in a closed population and a uniform distribu-
tion of deaths between two birthdays. The difference
is minimal when the probability is below 10/1000. But

it rises very quickly. If the probability reaches
100/1000, the rate is 5% higher than the probability.
For a probability of 500/1000, the rate exceeds the
probability by one third; at the top end of the scale,
whereas the probability cannot—by definition—
exceed unity, the rate peaks at twice that value.

In a population such as the French, the age-specific
probability of dying rarely reaches values high enough
to diverge substantially from the rates determined
with the same data. In the male cohort born in 1899,
however, we note sizable differences for infant mor-
tality and for mortality at the oldest ages (Figure 11–3).
In this cohort, the probability of dying before age 1 is
185/1000, and the rate exceeds the probability by
nearly 15%. The difference stays below 3% until

Chapter 11/Cohort Life Table 109

TABLE 11–3 Theoretical comparison between rates and probabilities

Deaths Initial population Final population Probability Rate Ratio

1 100,000 99,999 0.000010 0.000010 1.000005
10 100,000 99,990 0.000100 0.000100 1.000050
100 100,000 99,900 0.001000 0.001001 1.000500
1,000 100,000 99,000 0.010000 0.010050 1.005025
10,000 100,000 90,000 0.100000 0.105263 1.052632
30,000 100,000 70,000 0.300000 0.352941 1.176471
50,000 100,000 50,000 0.500000 0.666667 1.333333
70,000 100,000 30,000 0.700000 1.076923 1.538462
90,000 100,000 10,000 0.900000 1.636364 1.818182
100,000 100,000 0 1.000000 2.000000 2.000000
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FIGURE 11–3 Ratio of type 3 rate to age-specific probability of dying in French male cohort born in 1899.

6 Using the rate-to-probability conversion formula given in
Chapter 8, we effectively obtain:
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approximately age 80 (and, at most ages, is much
smaller); but it increases very swiftly beyond age 80
and, toward age 90, returns to the level observed at
under age 1. However, when actual data are used, 
the definitional difference is not the only reason why
the rate differs from the probability.

Let us compare the result obtained above to the
value that we would have obtained by applying to the
age-74 rate the conversion formula given in Chapter 8
for determining the probability:

The difference is admittedly minimal, but it does
exist. The reason is that the formula supposes a
uniform distribution of deaths between two birthdays.
In the present case, we are close to this hypothesis,
which is not always the case. The best example of the
problem is given by infant mortality.

In this same 1899 cohort, the probability of dying at
age 0 is 185/1000 and the rate is 215/1000; applying
the formula above, we would have found a probabil-
ity of 194/1000—an overestimation of 5% (Table 11–4).

The discrepancy is obviously due to the fact that
75% of infant deaths are concentrated in the first tri-
angle of the Lexis diagram, versus only 25% in the
second triangle. Let us imagine that the total deaths at
under age 1 were evenly distributed between the two
Lexis triangles. The probability would have been
194/1000, with no change in the rate, and the applica-
tion of the formula would have yielded the same result
(last line of Table 11–4).

Again, we find a fairly large discrepancy between
the probability and its estimate based on the rate at age
1, since the imbalance between the two Lexis triangles
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is still significant at that age. The error is 0.5%. At sub-
sequent ages, however, this type of error becomes neg-
ligible (under 2/1000). In fact, it varies either way, no
doubt because of the annual mortality fluctuations.

However, infant mortality is the exception that con-
firms the rule: At most other ages, the deaths are just
about evenly distributed between the two Lexis trian-
gles, and we can, without risk of serious error, estimate
the probability from the rate using this classic formula
if the rate is computed with the same data used to
determine the probability.

b. Other Approaches to Annual Probability

The data needed to perform the calculations dis-
cussed here are not often available, however. Few
countries have—as France does—long annual series of
deaths by age and year of birth, and systematic esti-
mates of the population by age at January 1. Other
approaches to cohort-specific probabilities of dying are
possible. The two most important are discussed in the
following subsections.

Projective Probabilities

Some countries publish their current annual statis-
tics of death by age reached in the calendar year. In
Chapter 6 we defined a type 2 rate that corresponds to
this type of classification. One can also calculate a
probability of the same kind, generally called a projec-
tive probability, as it is perfectly suited to the needs of
population projections. Let us take up our example of
male French mortality at 74. The necessary data are
illustrated in Figure 11–4 (parallelogram ABCD).

In this case, if there were no migrations, the popu-
lation exposed to the risk would be, quite simply, the
population aged 74 (in complete years) on January 1,
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TABLE 11–4 Comparison between rates and probabilities at young ages in 
1899 male cohort

Age Death Population Rate Probability Ratio

1st year 2nd year
on Jan. 1 of t

Computed Estimated
q¢/q

D1 D2
second year

q from rateP
q¢

With the deaths observed in each of the two Lexis triangles

0 59,716 19,433 369,000 0.2145 0.1846 0.1937 1.0493
1 6,760 3,003 340,200 0.0287 0.0281 0.0283 1.0054
2 1,880 2,919 334,900 0.0143 0.0142 0.0142 0.9985
3 1,821 1,782 332,700 0.0108 0.0108 0.0108 1.0001

Assuming deaths evenly distributed between the two Lexis triangles

0 39574,5 39574,5 369,000 0.2145 0.1937 0.1937 1.0000



1994. But, as before, we need to factor in migrations.
By analogy with the previous computation, it will be
easily understood that this can be achieved by using
as the denominator the cohort’s average population on
January 1, 1994, and January 1, 1995, to which we add
half of the deaths in the parallelogram:

If we compare this projective probability with the
type 2 rate computed in Chapter 6, we find, unsur-
prisingly, a difference on the same order of magnitude
as the one we found with the classic probability: the
figures are 0.0400 for the projective probability versus
0.0408 for the type 2 rate.

Moreover, between the projective probability and
the classic probability, we find a difference compara-
ble to the one between the type 2 and type 3 rates: They
are separated by roughly a half-year of age. The pro-
jective probability at 74 years (0.0400) is slightly below
the classic probability at the same age (0.0405) because
it is centered on the exact age of 74 whereas the classic
probability is centered on 74.5 years.

It is fairly easy to shift from one probability to the
other using interpolation (linear or, better yet, loga-
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rithmic) between two ages, as long as we remain in age
brackets where mortality varies steadily with age. This
is generally the case, except for mortality at very
young ages.

Infant mortality poses a special problem here. The
method for computing the projective probability dis-
regards the first Lexis triangle. For this first triangle,
we need to determine a probability that is neither
classic nor projective, since it measures the risk of
dying between birth and the following January 1.
Chapter 14 shows that it may be useful to generalize
the calculation of partial probabilities of this type. In the
present case, however, the partial probability is some-
thing of an intruder in a series of probabilities by year
of age—because, on average, it covers only a half-year
of age. To estimate the classic probability at 0 year from
the projective probabilities, we must use age-0 weights
based on observations made in similar populations for
which dual classifications of deaths by age and year of
birth are available.

Indirect Calculation Based on Rates in the Squares of 
the Lexis Diagram

If the current annual statistics list deaths only by age
in complete years, we cannot directly calculate any
probability of dying. Thus, we must be content with
estimating the deaths from the type 1 age-specific 
rates computed in the Lexis squares as described in
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Chapter 6. However, we will never obtain a cohort-
specific measure, since two contiguous cohorts cross
each Lexis square. To find a measure that best approx-
imates a classic probability for a given age, we must
average the rates of two consecutive years in which the
cohort studied reaches that age. For example, the prob-
ability of dying at age 74 for the 1920 cohort will be
estimated from the type-1 rates at age 74 of the years
1994 and 1995, respectively, 0.0443 and 0.0418. As the
average of the two rates is 0.0431, the rate-to-proba-
bility conversion formula gives us a probability of
0.0422.

This figure is much higher than the one obtained
with the direct computation (0.0405): the probability is
overestimated by more than 4%. This is the same
problem already encountered in our comparison
between the three types of age-specific rates: The dis-
turbances produced by World War I in the timing of
births of the 1919 cohort entail an overestimation of the
type 1 rate at 74 years in 1994, and this impacts on the
average of the two rates used here (Chapter 6)—a
totally atypical situation. In most cases, the estimation
of the classic probabilities is entirely acceptable, subject
to the reservations voiced earlier concerning the uni-
formity of the age-specific distribution. However, we
have deliberately returned to this example, to remind
the reader that it has no universal value.

Likewise, we can estimate the projective probability
at age x from the average of the type 1 rates of the two
ages in complete years situated on either side of age x.
Both rates, this time, belong to the same calendar year
and, in our example of mortality at age 74 for the 1920
French male cohort, the result is not affected by the
problem mentioned above. However, we find an over-
estimation of 1.5% by comparison with the direct
method, which is due to the nonlinear variation of 
age-specific mortality.

Table 11–5 summarizes the results obtained using
these different approaches for estimating the 1920
French male cohort’s probabilities of dying at age 74.

II. CONSTRUCTION AND MAIN
FUNCTIONS OF THE TABLE

Using age-specific probabilities of dying, we can (1)
provide a complete description of the mortality
process experienced by a cohort until its final extinc-
tion, (2) track the gradual reduction of its initial pop-
ulation from one age to the next, (3) determine the
distribution by age at death of that initial population,
and (4) calculate the average number of years lived by
the individuals in the cohort (i.e., their life expectancy).
For all these purposes, we need only construct the life
table. Later, however, we will see that the life table can
also be entered by means of a continuous computation,
using mortality rates directly as estimators of the force
of mortality.

1. Constructing the Table from the
Probabilities of Dying

Let us begin with the series of age-specific proba-
bilities of dying, 1qx, for a given cohort. We set an arbi-
trary initial number of births (known as the life table
radix): As a rule, the number is a power of 10 to facil-
itate the computations and the presentation of compa-
rable results. We then construct the cohort’s life table,
using a series of iterations.

Let l0 be the life table radix. We start by computing
d0.1, the number of deaths between ages 0 and 1:

d0,1 = l0 ◊ 1q0

Subtracting these deaths at under age 1 from the
initial population, we obtain the number l1 of survivors
of the table at the first birthday:

l1 = l0 - d0,1

Next, we apply the probability of dying at age 1 to
these survivors to obtain the deaths in the table
between ages 1 and 2:
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TABLE 11–5 Classic and projective probabilities of dying at 74 for
1920 French male cohort, using different approaches

Calculation method Classic probability Projective probability

Result Error, % Result Error, %

Direct calculation 0.04050 0.03998
Estimation using type 3 rate 0.04051 0.02
Estimation using type 2 rate 0.03998 0.00
Estimation using average of projective 0.04158 2.67

probabilities
Estimation using average of type 1 rates 0.04216 4.10 0.04058 1.50



d1,2 = l1 ◊ 1q1

and so on, until the complete extinction of the initial
population, under the effect of a final probability that
is theoretically equal to unity:

dw-1,w = lw-1 ◊ 1qw-1

while:

lw = lw-1 - dw-1,w = 0

Figures 11–5, 11–6, and 11–7 illustrate the values of
these three basic life-table functions for the French
female cohort born in 1875.7 The table is provided in
the appendix.

In this cohort, the probability of dying starts from a
very high level, with a value of about 150/1000
between birth and the first birthday. It bottoms out
toward 10 to 15 years before surging at about 16 to 17
years to a level where it remains until approximately
age 40. At all these ages, advances in health suffice to
offset the loss of vitality due to aging. However, at age
50 and up, the age effect outweighs the health-progress
effect, and the probability rises almost exponentially
with age (Figure 11–5).

This general profile of the mortality curve results
from a compromise between two deep-seated trends:
the change in the risk of death with age and the change

in health conditions over time. The profile also dis-
plays traces of specific events experienced by the
cohort. Actually, the only significant accident experi-
enced by this female cohort was due to the 1918
influenza pandemic. World War I, by contrast, caused
no major disturbance. The cohort was 39 years old in
1914 and 42 years old in 1917. The mortality of women
of those ages was barely affected, contrary to that of
men, who—even at those ages—paid a heavy tribute
to the war. On the other hand, the mortality curve of
the 1875 female cohort is mildly disturbed by World
War II. The second conflict, far more than the first,
caused a general deterioration in health conditions,
affecting both men and women, and the elderly as
much as persons of combat age.

The survival curve (Figure 11–6) masks these dips
and peaks in the probability of dying. However, it
vividly illustrates the two major phenomena that
presided over the cohort’s extinction: (1) the very high
infant mortality, which, right from the start, deprived
the cohort of a large section of its initial population,
and (2) the rising risk of death beyond age 50, which
hastened the reduction in the cohort size.

The distribution of deaths by age is overwhelmingly
dominated by the heavy infant mortality, which, of
course, was experienced by the cohort at its largest size
(Figure 11–7). All subsequent experiences seem mar-
ginal by contrast. When the risk of dying reaches new
peaks after age 50, it applies to a very small group of
survivors, and the second death distribution peak
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FIGURE 11–5 Age-specific probabilities of dying for the French female cohort born in 1875.

7 We choose this cohort because it is that of Jeanne Calment, who
broke all known human longevity records when she died on August
4, 1997, at the age of 122 and a half (Allard et al., 1998).
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observed at 75 to 80 years or so is very modest in com-
parison. The impact of the Spanish influenza of 1918,
while visible, is far more subdued here than on the
probability curve.

When measured on an annual basis, these three
main variables of the table can be combined to arrive
at multiannual dimensions. The deaths are additive:

The probabilities of survival are combined indi-
rectly, via the probabilities of survival between two
successive birthdays:

and

lx+a = lx ◊px,x+a

2. Entering the Life Table via Deaths, 
in a Closed Population

Constructing a cohort life table from probabilities is
the only possible approach when using current annual
data on a real population that experiences migration
flows and changing health conditions. In the very
infrequent case where we would use longitudinal
observation data on a closed population, we could, of
course, simply express the age distribution of actual
deaths as a ratio of a power of 10 and equate it with
the deaths in the table:

For example, in the case of the 1992 Egyptian
survey, if l0 = 10000, the deaths in the table can be
immediately deduced from the actual deaths (Table
11–6). From this, we can readily deduce the two other
functions of the table, taking its radix as our starting
point:

then, again:

l1 = l0 - d0,1

and so on.
In this type of situation, as we lack the necessary

perspective, we cannot expect to observe the complete
distribution of deaths by age. We do know, however,
that all the individuals of the cohort must die and we
can deduce the expected deaths beyond the last age
observed by subtracting the sum of actual deaths from
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the number of births. The table will remain incomplete,
but we will at least be able to define its beginning.

In all other cases, the age distribution of deaths in
the table must not be confused with that of actual
deaths. More accurately, the deaths series in the table
is the key result expected of any analysis of mortality.
Indeed, it is the series that gives us the description of
the only variation factor in mortality: its tempo.

3. Life Expectancy

The tempo of deaths in the table is, in particular, the
factor that enables us to summarize a cohort’s mortal-
ity by determining its life expectancy at birth. Whether
deduced directly from a longitudinal observation or
constructed from probabilities, the tables’ death series
gives us the distribution of the individuals composing
the cohort by age at death, and we can use the data to
obtain their average life span (their life expectancy at
birth) by calculating the average of their ages at death.
Typically, to compute this average, we assume a
uniform distribution of deaths between two birthdays.
We therefore consider that the deaths of age (x, x + 1)
occur at age (x + 0.5). The life expectancy e0 at birth is
thus equal to:
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TABLE 11–6 Actual deaths and deaths in table for 
children in 1992 Egyptian demographic and health 

survey born in 1973–1977

Exact Actual deaths Deaths in table
age x D(x,x+1) d(x,x+1)

Births 6,070 10,000

0 796 1,311
1 207 341
2 96 158
3 52 86
4 20 33
5 11 18
6 16 26
7 8 13
8 7 12
9 3 5
10 3 5
11 3 5
12 4 7
13 1 2
14 4 7
From 15 to w 4,839 7,972



But, as d(x,x+1) = lx - lx-1, we can also write this in
simpler form:

More generally, we can calculate life expectancy at
any age x:

If mortality were constant with age or rose contin-
uously with age, life expectancy would obviously
decrease in a very steady pattern with age. In fact, in
the 1875 French female cohort, life expectancy starts by
rising at young ages (Figure 11–8). Infant mortality is
so high that, by the sheer fact of having survived,
infant girls still alive at age 1 have 7.5 years more life
expectancy than the total cohort at birth. Mortality
remains high enough at ages 1 and 2 to keep life
expectancy on an upward trend until age 3, when it is
10 years longer than life expectancy at birth. It is only
beyond age 3 that life expectancy moves onto a steady
downward path.

Without actually undermining what we have just
said about the 1875 cohort, this life-expectancy com-
putation calls for two comments.
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First, if the actual distribution of deaths between
two birthdays is indeed very close to the equidistrib-
ution hypothesis at nearly all ages, this profile—as we
have already seen—does not apply to the start of life.
The life expectancy calculation would be more accu-
rate if we could determine probabilities by month of
age for the earliest ages, especially when infant mor-
tality is very high. Absent the necessary data, we can
also apply a different weighting for the initial ages,
based on empirical observations of populations with
similar mortality levels. This refinement in the mea-
sure is, however, seldom used. The most common
approach is to assume equidistribution at all ages of
the table.

Moreover, the life expectancies computed in this
manner are, in reality, no more than estimates (to a
partial extent). The actual current statistical data used
in the standard computation of probabilities of dying
are no longer reliable after a certain age. This makes it
impossible to pursue the calculation until the cohort’s
total extinction, especially when we are dealing pre-
cisely with the cohort whose last death, that of Jeanne
Calment, occurred at age 122—long after the penulti-
mate death. Concretely, the probabilities used here are
reliable only until an age k—in this case, around 85 or
90 years (Vallin and Meslé, 2001). Pending the discus-
sion in the section entitled “The Oldest-Ages Problem
and Table Closure,” which addresses the specific solu-
tions for estimating with greater precision the proba-
bilities of dying at the very oldest ages, we must make
do with an incomplete table; to determine life
expectancy, we must close off the table arbitrarily by
estimating life expectancy at age k as realistically as
possible. For any age x younger than k, we obtain:

In consequence, the life expectancy at birth of
Jeanne Calment’s cohort is 47.2 years, if we take 4.48
years as the life expectancy at 85.8 The arbitrary closure
of the table at age k has almost no effect on the result
(as we shall see in greater detail in Chapter 14). By con-
trast, the closer x gets to k, the more life expectancy at
age x depends on the cutoff point.
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FIGURE 11–8 Age-specific life expectancy in French female
cohort born in 1875.

8 This estimate of life expectancy at 85 years is actually derived
here from an extrapolation of probabilities of dying at the oldest
ages.



We can also use the table’s arbitrary closure to
obtain an estimate of life expectancy at birth in a ret-
rospective longitudinal observation cut off at the
survey date. For this purpose, we combine the start of
the life table actually observed with a life expectancy
taken from a standard table (see Josianne Duchêne’s
Chapter 128 on this topic in Volume 4) adjusted to the
situation for the age at which the information gathered
stops. In the case of the Egyptian survey given as an
example at the start of this chapter, we could have
taken into account the mortality of the cohort’s first 15
years of life and closed the table with a life expectancy
at age 15 of 46 years—which, according to the standard
tables of Coale and Demeny (1983), is consistent with
the actual level of infant and child mortality.9 The esti-
mated life expectancy of these Egyptian cohorts would
be 48.9 years at birth and 58.3 years at age 1. This
method is all the more approximate as the final age of
observation is young and infant mortality is low. In the
Egyptian case, we can clearly see that with nearly 80%
of survivors at age 15, most of the mortality is experi-
enced after age 15; the method’s value is all the more
limited as no one knows how the Egyptian health sit-
uation will evolve as the cohort studied grows older.
The procedure may, however, be useful in contexts
where infant mortality is very high—which are also,
typically, the contexts where we know nothing about
adult mortality.

III. FROM THE DISCRETE TO THE
CONTINUOUS: ENTERING THE TABLE

VIA THE FORCE OF MORTALITY

The life table functions described here in discrete
mode can also be treated in a continuous mode. To
enter the table in continuous mode, we must first
specify the relationships between probability, rate, and
force of mortality. For this, we need to introduce a new
function into the table: the number of years lived in an
age interval.

1. Number of Years Lived in an Age
Interval or “Person-years”

Starting with the functions already defined in dis-
crete mode, and in particular the lx series, we can—by
postulating a uniform distribution of deaths between

two birthdays—compute the number 1Lx of years lived
in an age interval (x, x + 1) as the half-sum of the sur-
vivors at the two birthdays on either side:

The number is also (1) the number of person-years
exposed to the risk of mortality at this age in the cohort
and (2) the number of persons in the cohort who have
reached the complete age (x, x + 1) on January 1 of the
xth year after their birth. The death rate at age x is thus
equal, in the life table, to:

This 1m– x rate computed in the life table is slightly
different from the 1mx rate calculated from the actual
data insofar as the first is based, by definition, on the
equidistribution of deaths in the age interval—a situ-
ation never fully attained in reality. In fact, as long as
mortality decreases with age (until approximately 10
years), 1mx > 1m– x, and, later, 1mx < 1m– x (Keyfitz, 1977).

To shift from the discrete to the continuous, we must
look at what happens to the rate 1m– x in the table in an
infinitesimal age interval. For this purpose, we need to
define in continuous terms the sum of years lived in
the age interval (x, x + 1). If l(a)da is the time lived by
the cohort between ages a and a + da, 1Lx can be written:

This integral defining 1Lx measures the area located
between the lx curve, the lines of equations a = x and 
a = x + 1, and the x-axis (Figure 11–9).

2. The Force of Mortality and Its
Relationship with the Death Rate

The force of mortality at age x is the limit value of the
death rate of the table nm– x when n tends toward 0:

Taking the earlier expression of 1Lx, we find the
equation already mentioned in Chapter 8:

In other words, after solving this differential 
equation:
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9 As it happens, it is the western model that best matches 
the structure of infant and child mortality measured by the 1992
Egyptian Demographic and Health Survey; the level observed is
slightly below the male level 13 of the model, which gives a life
expectancy of 45.5 years at age 15.



or

Within an age interval, the force of mortality meas-
ures the mortality at each instant (i.e., the age-specific
instantaneous mortality rate). For example, mx+n is the
instantaneous rate for each age between x and x + n,
where n varies between 0 and 1. In a way, this rate can
be regarded as a sort of average of all the instantaneous
rates of the interval. That is why the rate of the table,
generally called the central death rate, is a good estima-
tor of the force of mortality at mid interval:

mx+0.5 @ 1m– x

Concretely, as we have seen, we calculate the death
rate, 1mx, as the ratio of actual deaths in a given age
interval to the number of person-years exposed to the
risk, estimated by the half-sum of the actual cohort
population at either end of the interval. Pollard (1973)
has shown that, if one uses annual age groups, 1mx, is
equally a good estimator of the force of mortality mx+0.5:

mx+0.5 @ 1mx

Thatcher et al. (1998) have shown that the error com-
mitted by equating the force of mortality with the

mx
xl
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actual rate depends on the relationship between the
force of mortality and age. If the relationship were con-
stant over the entire age interval, the error would be
null. However, even when the force of mortality grows
exponentially with age, the error remains modest as
long as we use a one-year age interval: in the real uni-
verse studied by the authors, the error never exceeds
0.8%.

3. Force of Mortality and 
Probability of Dying

If we revisit the survival function, we can also study
the relationship between the force of mortality and the
probability of dying (i.e., the probability of dying
defined in discrete terms).

Integrating mx = -[∂lx/∂x]/lx, we obtain the analyti-
cal expression of Sx:

If l0 = 1, lx is equal to the probability xp0 of survival
from birth to age x:
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and the probability of dying in the same interval, the
probability xq0, is equal to:

Last, the conditional probability 1qx of dying before
age x + 1 when reaching age x is equal to:

As an age interval comprises an infinity of discrete
ages, the force of mortality at the discrete mid-interval
age (x, x + 1) is regarded, for the sake of convenience,
as equal to the probability of dying in the discrete
computation mode:

1qx @ 1 - exp[-mx+0.5]

This relationship shows that, when the force of mor-
tality mx+0.5 tends toward infinity, 1qx tends toward 1. At
the same time, the rate of the table, 1m– x, tends toward
2, since 1m– x = 21qx/(2-1qx).

Thus, the force of mortality can be proxied by:

mx+0.5 @ -ln(1 - 1qx)

When the age interval is 1 year, this approximation
is even better than the one provided by the rate. If the
force of mortality is constant, the error is obviously
null. If it rises exponentially with age, Thatcher et al.
(1998) have shown that the error can hardly exceed
0.04%.

4. Another Look at the Relationship
Between Rate 1mx and probability 1qx

Combining the relationships above, we obtain:

mx+0.5 @ 1mx

mx+0.5 @ -ln(1 - 1qx)

1qx @ 1 - exp[-mx+0.5 ]

We can therefore write:

1mx @ -ln(1 - 1qx)

and

1qx @ 1 - exp[-1mx]

Taken together, these relationships show that, if 
we define the year of age as our unit, we can generally
use the rate, the probability, or the force of mortality
interchangeably. But, whatever the length of the age
interval, these equations also make it possible, when
one of the indicators is known, to determine the other
two.
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x
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5. Life Expectancy in Continuous Terms

Generalizing the definition given at the start of this
section for the number of years lived in a 1-year age
interval, 1Lx, we can integrate l(a)da from age x to the
extreme age w to obtain the total number of years lived
beyond age x:

Dividing this total by the number of survivors at
age x, we obtain life expectancy at age x:

Life expectancy at birth is, of course, equal to:

IV. THE OLDEST-AGES PROBLEM 
AND TABLE CLOSURE

In determining the probabilities of dying at the
oldest ages, we come up against two very different
problems. In most cases, as explained in the second
section of this chapter, this obliges demographers to
interrupt the table construction at a given age and to
arbitrarily assign it the most plausible life expectancy
possible in order to close the table.

The first problem is that the empirical data on the
oldest ages are often of poor quality. The ages of 
the very elderly are subject to reporting errors. One of
the most classic error factors is the prestige surround-
ing the elderly, which sometimes encourages the
reporting person to exaggerate. In countries where civil
registration is recent or does not function well, this type
of error can impair death statistics as well as popula-
tion counts to a sometimes-phenomenal degree. For
example, legends have emerged on the presence of
supercentenarians in Georgia (in the Caucasus) or
certain Andean valleys (Allard, 1991). In countries with
a long tradition of comprehensive birth records, the
risk is relatively low for death registrations, which are
usually based on official documents. However, the risk
does persist in censuses: These generally rely on
respondents’ declarations, which are not systemati-
cally checked. Such errors break the strict consistency
between numerator and denominator needed to calcu-
late probabilities from current statistics. The French
data taken here as an example visibly suffer from this
restriction. Above a certain age, the probabilities deter-

e
T
l

l a da

l0
0

0

0

0
= =

( )Ú
w

e
T
l

l a da

lx
x

x

x

x
= =

( )Ú
w

w
w

- = = ( )Úx x x
x

L T l a da

Chapter 11/Cohort Life Table 119



mined by empirical methods display an erratic profile
that contrasts sharply with their smoother upward
path at earlier ages (Figure 11–10).

As we can see, the empirical computation ceases to
be reliable at approximately age 85 for most of the
older cohorts shown here. However, we also note that
the quality of the data improves over time and varies
from one sex to the other. In the most recent female

cohorts (1880, 1890, and 1900), the increase in proba-
bilities with age remains steady until almost age 100
(up to the end of the observations available for the 1900
cohort). That is still the case for the 1890 and 1900 male
cohorts but not for the 1880 cohort, whose probabili-
ties are visibly incorrect beyond age 90. Moreover, the
fluctuations at the oldest ages observed in the older
cohorts are far wider among men than among women.
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This sex difference, however, is probably not due to a
difference in data quality; it has more to do with the
second problem posed by the measure of mortality
among the very elderly.

This second problem is of an entirely different
nature. The greater the decrease in cohort with age, the
smaller the number of observations on which the 
computation rests. At the very oldest ages, numbers
inevitably become so small that the probability calcu-
lation loses the value it derives from the law of large
numbers at other ages. This phenomenon naturally
occurs earlier among men than among women, who
are far more numerous at the oldest ages, owing to
male excess mortality.

When we estimate the age-related change in mor-
tality in this manner, the randomness factor outweighs
the theoretical risk that we are seeking to measure.

The problem becomes most acute when the cohort
is reduced to a handful of survivors. Indeed, even at
the very high mortality levels for these ages, chance
may have it that no survivor dies in a full year of obser-
vation. The French female cohort born in 1875 offers
the best illustration, since Jeanne Calment10 died at age
122, in 1997, 5 years after the penultimate death in the
cohort, which occurred in 1992, at age 117; the three
previous deaths in the cohort occurred at the ages of
116 (in 1991), 114 (in 1989), and 109 (in 1984).11

The best way to definitively solve the first problem
would be, of course, to improve data collection condi-
tions to dispel any uncertainty over the measurement
of the age of the elderly, in particular in censuses. The
surge in the number of the very old, and the socioeco-
nomic problems this entails, explains the growing
interest in the extreme age category. France made a
special effort to verify the ages of the over-90s in the
1990 census, and one can hope that such campaigns
will intensify in most countries. Another solution is to
perform specific surveys to measure the mortality of
the very elderly, such as the survey on centenarians
conducted in France by the IPSEN Foundation (Allard
et al. 1996). This is also the goal of the program that 
has been under way for the several years at the Uni-
versity of Odense and the Max Planck Institute of
Demographic Research, which aims to gather the
largest possible set of reliable data on mortality at the
oldest ages (Kannisto, 1994, 1996). However, these
efforts clearly cannot solve the problem of the quality

of old data—which are indispensable for constructing
cohort life tables—and leave unsolved the issue of
randomness due to small numbers.

On the first point, a special approach to old-age
mortality proposed by Vincent (1951) provides a
partial remedy to this difficulty: it is known as the
extinct cohorts method. Concerning the second pro-
blem, in the wake of Gompertz (1825), several authors
have suggested methods for extrapolating age-specific
mortality that allow an estimation of mortality at ages
when it is no longer observable.

1. The Extinct-Cohort Method

Since the age of the oldest individuals is less accu-
rately identified by censuses when they are still alive
than by the civil records at the time of their death, is
there a way to measure their mortality using only the
age information recorded when they die?

As seen earlier, in the absence of migration, we
could construct a cohort life table simply by taking the
number of births and deducting the deaths recorded at
each successive age. There would be no need to refer
to population data. However, the method is totally
unsuitable for a population that experiences migration
flows.

Vincent’s (1951) ingenious method rests on the
notion that a procedure inconceivable to perform from
births is probably not impossible to carry out from
deaths, beyond a certain age. Vincent argued that at
the uppermost ages, at least at the national level,
migration is so limited that it becomes entirely mar-
ginal relative to mortality, which is very high.

Accordingly, starting with the death of the cohort’s
last survivor, we can determine the number of sur-
vivors at any age x, by successively combining the
deaths observed at the preceding ages:

In this case, the survivors lx and the deaths d(x, x+1) are
exactly, by hypothesis, those of the sought-for life
table. Constructed in this manner, however, the table
has an indeterminate radix. To link this end-of-table to
the table computed using the classic method for the
younger ages, we must (1) reduce the total population
in the death series thus calculated to the number of
survivors at the age when the conventional calculation
stopped or (2) go back to the probabilities and com-
plete the series of classic probabilities by adding the
probabilities determined by means of the extinct-
cohort method for the oldest ages.

If we return to the example of the Jeanne Calment
cohort, born in 1875, and apply the extinct-cohort

l dx x x
x

= +

-

Â , 1

1w
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10 Jeanne Calment was born in Arles (France) on February 21,
1875, at 7 am. and died, also in Arles, on August 4, 1997, at the age
of 122 and a half (Allard et al., 1994, 1998).

11 If, however, the ages at death reported to the civil registrar for
these persons are correct. While Jeanne Calment’s age at death has
been thoroughly checked (Allard et al., 1994, 1998), the same cannot
be said for the earlier deaths in her cohort (Meslé et al., 2000).



method to measure its mortality beyond age 85, its life
expectancy at 85 is 4.7 years. Had we used the proba-
bilities calculated with the classic method until age
10012 (with a life expectancy of 1.5 years at that age),
we would have found 4.5 years. The difference, there-
fore, is not very great at age 85, but the probability
series beyond that age is very different and, the older
the age, the more the life expectancy given by the
classic method depends on the arbitrary value chosen
to close the incomplete table (Figure 11–11).

2. Extrapolation Methods

Although the extinct-cohort method provides a
partial solution to the problem of age-reporting errors
in censuses, it is obviously powerless to deal with the
problem of small numbers. It is difficult to accept the
notion that, in the French female cohort born in 1875,
the mortality reflecting the cohort’s health condition
was 0 from ages 117 to 122, then jumped to 100% at
age 122 because Jeanne Calment remained the sole sur-
vivor for 5 years. What would we have observed if, at
age 110, the cohort comprised not merely four women
(Jeanne Calment and the three others who would live
beyond 110) but 1000 or 100,000? The question is all the
more sensitive as it raises issues about the ultimate age
of life.

A number of authors have tried to model the
observed part of the mortality curve to extrapolate it
to the ages where it is no longer measurable, either

because of poor data quality or owing to the random
effect of small numbers. Although their priority has
been to estimate mortality, these authors have also had
to address the extreme-age issue, if only implicitly.

a. From DeMoivre to Gompertz

Back in 1725, Abraham DeMoivre sought to answer
this question by formulating the hypothesis that the
number of persons alive at a given age is proportional
to the number of years between that age and the
extreme age of life:

from which it appears that the force of mortality is
equal to:

The hypothesis of a linear change in lx with age was
indeed fairly consistent with what was known about
mortality at the time, particularly from Halley’s table
(1693). Today, of course, the assumption seems quite
naive. Most of all, however, DeMoivre’s formula
implied that the issue of the limit age of life had been
settled beforehand. The age of 86 suggested by
DeMoivre is obviously well below what we may rea-
sonably imagine today.

A century later, Benjamin Gompertz (1825)—relying
on an admittedly far greater abundance of data—made
the far more realistic proposal that the force of mor-
tality mx should be deemed to follow an exponential
function of age:
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FIGURE 11–11 Comparison of classic probabilities of dying and probabilities given by the extinct-cohort
method, beyond age 80 (France, 1875 cohort).

12 Unfortunately, we cannot use the same method to determine
probabilities of dying after age 100 because the population estimates
by age at January 1 do not distinguish the number of individuals by
age beyond 100.



mx = Bcx

where B and c are constants (curve [1] of Figure 11–12).
Benjamin Gompertz saw in this mathematical model a
description of “two generally coexisting causes; 
the one, chance, without previous disposition to 
death or deterioration; the other, a deterioration, 
or an increased inability to withstand destruction”
(Gompertz, 1825; p. 517).

This formulation requires no preconceived notion
on the limit age of life—hence the statement by Smith
and Keyfitz (1977) that “Gompertz is as much remem-
bered for having reasoned well: his Law is a better
description of the upper ages than DeMoivre’s hypoth-
esis that populations collapse towards a specific age
limit.” In fact, however, Benjamin Gompertz was
assuming that there is no age limit to life. Once the con-
stants B and c have been set on the basis of the analy-
sis of empirical data, the extrapolated values of the
force of mortality can increase without limit; mx can
tend toward infinity, at the same time as x, whereas the
probability of dying 1qx will merely tend toward 1,
without ever actually reaching it. Provided that the
population is large enough, these assumptions theo-
retically allow for the survival of at least a few indi-
viduals beyond any limit. Contrary to what Vincent
(1951) had conjectured when trying to determine the
uppermost age from Gompertz’s law, the refusal to set
an arbitrary age limit is tantamount to denying the
existence of a limit.

Nonetheless, Gompertz’s formula enables us to
extend the actual values of the life table with extrapo-

lated values up to the age we want; typically, this is
the age at which the real population studied contains
few or no survivors. In these conditions, the method
used to close the table matters little, as it will only
affect the description of the mortality of those rare 
survivors.

b. From Exponential Functions to Logistic 
Functions

After Gompertz, a number of authors tried to
improve the fit between the mortality-curve adjust-
ment formula and the underlying philosophy.
Although the exponential growth of mortality with
age reflects the degeneration process, one must accom-
modate the fact that some causes of death are not
directly linked to the process. Makeham (1860, 1867)
held that some causes of death are independent of age
and suggested extrapolating the force of mortality at
the upper ages using a Gompertz law modified as
follows (Figure 11–12):

mx = A + Bcx

where parameter A represents the risk of dying for
age-unrelated causes (Thatcher et al., 1998).

The hypothesis of age-unrelated causes of death is
altogether questionable, but it is true that the adjust-
ment of the mortality curve by means of the Gompertz
formula has to contend with the fact that not all the
causes of death vary identically with age, and that
some most definitely do not follow an exponential
path. That is why Jean Bourgeois-Pichat (1952), in con-
structing his “limit biological life table,” confined his
use of Gompertz’s law to extrapolating the mortality
of the causes that he deemed endogenous. Although
Bourgeois-Pichat’s approach was later taken up by
Bernard Benjamin (1982), many authors have tried to
refine the Gompertz model for all-causes mortality. In
so doing, they have simply added parameters to the
basic formula to take into account particular nonex-
ponential factors in the observed-mortality curve
(Duchêne, 1980). Other authors have investigated
alternative adjustment models.

In the 1930s, Perks (1932) used empirical data to
show that the mx values of a life table can be fitted very
well to a logistic function of the form:

where a, b, c, and a are constants (Figure 11–12). In fact,
when a is equal to 0, the form is identical to the
Makeham function. That is why, at the ages when a is
small (generally until 80–85 years or so), Makeham’s

m
ax

bx

bx
c

ae
e

= +
+1

Chapter 11/Cohort Life Table 123

0.0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0

80 85 90 95 100 105 110 115 120

Age

Actual

Gompertz [1] 

Heligman-Pollard [4]
Quadratic [6]

Logistic [3]

Kannisto [5]

Makeham [2] 

Force of mortality

INED
20900

FIGURE 11–12 Comparison of actual probabilities of dying and
probabilities obtained with various models, beyond age 80 (France,
1875 cohort).



law and Gompertz’s law both provide wholly accept-
able fits (Figure 11–12).

In the late 1950s, the path opened by Perks was fol-
lowed again by Beard (1963, 1971) with the so-called
Gamma-Makeham model. This was later reworked by
James Vaupel et al. (1979) to establish a frailty model.
Other authors, as well, drew inspiration from Perks,
confirming the relevance of the Gamma-Makeham
model in describing mortality at the oldest ages (Le
Bras, 1976; Gavrilov and Gavrilova, 1991; Yashin and
Iachine, 1995, 1997).

In their attempt to describe mortality at all ages,
Heligman and Pollard (1980) put forward a new expo-
nential model with eight parameters:

where the last term is explicitly designed to describe
the mortality at over 50 years (Figure 11–12). The
authors assume that, beyond age 50, mortality obeys
the following relationship:

where, of course,

px = 1 - qx

while G and H are constants: G is the basic, aging-
related mortality; H is its growth rate with age.

The relationship can also be written:

This is equivalent to admitting that, from age 50 up,
the probability of dying follows a logistic function,
with values ranging between 0 and 1:

Logit(qx) = ln(a) + bx

In the 1990s, Väino Kannisto et al. (1994) showed
that—in countries with reliable data—the age-related
growth of the force of mortality slows from 75 to 80
years onward. At those ages, its shape becomes very
similar to a logistic curve. These authors, as well, pro-
posed a function of the type:

which can also be written:

Logit(mx) = ln(a) + bx

(Figure 11–12).
Another interesting proposal was made by Coale

and Kisker (1990) to describe mortality between ages
85 and 110. Their model is of the form:
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where c is negative. This is known, in the literature, as
the quadratic model (Figure 11–12).

To assess the capacity of these different models 
to fit the data actually observed, we have applied 
them to the mortality of the French female cohort of
1875 determined with the extinct-cohort method
(Figure 11–11). The best fit is obtained with the 
logistic models.

For a long time, demographers have noted that the
growth rate of the force of mortality decreases at the
oldest ages. In addition, the slowing was attributed 
to the degradation of data quality at those ages.
However, with the improvement in data and the rapid
rise in the number of elderly due to greater life
expectancy, it is increasingly being noticed that mor-
tality ceases to follow the Gompertz model beyond a
certain age (Horiuchi and Coale, 1990; Kannisto, 1994;
Thatcher et al., 1998; Wilmoth and Horiuchi, 1998). An
initial explanation of this phenomenon may be found
in the differences in frailty between individuals of the
same cohort (Vaupel and Yashin, 1985; Vaupel and
Carey, 1993).13 The fall in the growth rate of mortality
with age would, on this assumption, be due to a
change in the cohort structure by frailty level. Each
subset with the same frailty effectively follows a 
Gompertz distribution, whose level is specific to its
degree of vulnerability. However, as the most vulner-
able subsets are eliminated sooner, the rate of increase
of the overall mortality risk slows. A second possible
explanation is that the health improvements among
the very elderly actually benefit the hardiest individu-
als rather than the weakest. Here, it is not the compo-
sition of the population by degree of frailty that
changes, but rather the difference in mortality between
frailty groups that widens.

If we held to the first explanation, this deviation
from the Gompertz law at the upper ages might not be
incompatible with an immutable theoretical extreme
age at death. By contrast, with the second explanation,
the hypothesis of the fixed limit age becomes much
harder to defend.

An analysis of these dynamic relations between 
heterogeneity and mortality at the oldest ages in the
French population (Barbi et al., 2003) has shown that,
in reality, both processes are at work.

Figure 11–13 shows that for French women, from
the oldest to the most recent cohorts, the slowdown in
age-related mortality growth observed for the total
population (m) is due to two concurrent processes: (1)
a homogenization of the cohort group in terms of indi-
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13 See also Chapter 21, by James Vaupel and Anatoli Yashin.



vidual frailty (the mortality of the frailest being much
higher, their proportion in the cohort falls very rapidly
with age) and (2) a slowdown in age-related mortality
growth, among the frailest (m1) and the hardiest (m2)
alike.

V. THE SPECIAL CASE OF INFANT
MORTALITY

Although mortality at the oldest ages poses theo-
retical problems that are hard to solve, mortality at
young ages also deserves special attention (but for his-
torical and practical reasons rather than theoretical
ones). The issue here is not so much to find a remedy
to a still-unsolved problem but to avoid confusing the
various indicators that have been enshrined in stan-
dard usage for practical reasons.

Owing to the preeminence of child mortality in the
overall mortality of human populations, and to its
enduring major importance in some populations even
today, it was soon realized that child-mortality analy-
sis should take precedence over all other investiga-
tions of mortality as a tool for conducting health policy.
Numerous studies in historical demography have
shown that until the mid-18th century in western
Europe and even until the early 20th century in several
countries of central/eastern Europe (Vallin, 1989,
1991), nearly half the members of a newborn cohort
died before age 5 and almost 30% before their first
birthday. Today, no population experiences such a
massive loss in peacetime, but in some developing
countries, particularly in rural areas, we can still
observe losses in excess of 10% before age 1 and of
almost 20% before age 5. In such situations, child mor-
tality carries an extremely heavy weight in cohort life
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expectancy. Thus, we can understand why it has been
tracked for so long, even in the absence of any
resources for a sophisticated measurement of 
mortality.

In fact, the earliest current statistics on death dis-
tinguished deaths at under 1 year of age from total
deaths. Even today, in many situations where only
rough mortality statistics are available, the figures
almost always show at least the total of deaths at all
ages and the number of deaths of infants less than a
year old.

The infant mortality rate is the simplest mortality
indicator that one can calculate, after the crude death
rate—and sometimes even ahead of it. However, the
indicator designated by that standard term is neither
a rate nor a probability according to any one of the
several definitions discussed in this chapter. In reality,
it is the ratio of deaths at under age 1 observed in the
course of a calendar year to the number of births in
that same year:

It is not a rate, as it does not express the ratio of
deaths to an average population exposed to the risk.
Nor is it a probability since (apart from the migration
issue explored earlier) we can easily see in Figure
11–14, which plots the computation elements on a
Lexis diagram, that only a portion of the deaths con-
stituting the numerator occurred among children born
during the year studied.

In the example of Figure 11–14, which concerns
French male mortality in 1920, the infant mortality rate
works out at:

m
D

Bi = 0 1,

whereas the age-0 mortality rate calculated in the Lexis
square comes to:

and the average of the two cohorts’ probabilities of
dying at age 0 contributing to the deaths used to
compute the infant mortality rate is:

The infant mortality rate is well below the death rate
at age 0 (113.7/1000 versus 155.8/1000). This is quite
normal insofar as the same number of deaths is
divided in the first case by the number of births, and
in the second by an average population of children
aged under one year—who, all other things being
equal, have already experienced part of the infant mor-
tality. This initial differentiation factor is the same 
as the one that separates an age-specific rate from a
probability.

Again, however, we can clearly see in this example
that there is a great difference between the infant mor-
tality rate and the average of the two classic proba-
bilities at age 0 (113.7/1000 thousand instead of
130.6/1000). This is mainly due to the sharp fluctua-
tion in the number of births linked to the end of World
War II.

To obtain the exact measure of a true probability of
dying, which would reflect the deaths composing the
numerator of the infant mortality rate, we should (1)

m0
26 417 35 433 13 692 14 925

2 4 432 036
130 6 1000=

+ + +
+( )

=
, , , ,

60, 55 ,
. /

m0
35 433 13 692

234 700 396 000 2
155 8 1000=

+
+( )

=
, ,

, , /
. /

mi =
+

=
35 433 13 692

432 036
113 7 1000

, ,
,

. /

126 Vallin and Caselli

0

1

1919 1920 1921

26,417 35,433

13,692 14,925

P 
= 

23
4,

70
0

P 
= 

39
6,

00
0

N = 260,455 N = 432,036

Age

INED
21100

FIGURE 11–14 Lexis diagram locating the data that can be used for different measures of infant mortal-
ity (France, males, 1920). Note: To allow for the change in the territory covered by the statistic, the 209,185
births and 21,217 deaths at under age 1 of the 1919 cohort registered in 1919 have been weighted by the ratio
234,700 : 188,500 (population under age 1 on January 1, 1920, for the two territorial definitions).



Chapter 11/Cohort Life Table 127

compute the ratio of the deaths in the first Lexis trian-
gle to 1920 births only and (2) determine the ratio of
deaths in the second triangle to 1919 births:

There remains a small difference between this
adjusted infant mortality rate and the average of the
two classic probabilities, owing to the fact that infant
mortality varies from year to year. To obtain a measure
from classic probabilities centered on 1920, we use
three observation years. If mortality were constant,
these two measures would be strictly identical.

However, to perform this type of correction—which
transforms an infant mortality rate into a true proba-
bility of dying (if we disregard the migration issue)—
we need the breakdown by cohort of deaths at under
age 1 observed during the year. Such figures are
seldom available. That is why demographers some-
times weight infant mortality rate by births; for this
purpose, they refer to a standard distribution of deaths
at under age 1 between the Lexis triangles correspon-
ding to the mortality level of the population studied.
For an infant mortality in the range of 100 to 150 per
thousand, the ratio ranges between two thirds and one
third. In the previous case, we would therefore have
estimated a weighted infant mortality rate, which can
be equated with a classic probability as follows:

This result is indeed close to the 134.6 computed
with the true distribution.

Once again, however, we have taken a fairly uncom-
mon example of a sharp fluctuation in the number of
births to highlight the measurement differences tied to
the differences in the definition of the various possible
indicators of infant mortality.

In summary, the conventional infant mortality rate
is never equivalent to a true death rate at age 0. On the
other hand, the conventional rate is strictly compara-
ble to the classic probability of dying at age 0 if the
number of births is constant and if mortality does not
vary in the course of the 3 years centered on the rate
measurement. In other words, if the real fluctuations
in births and deaths are small, the conventional rate
can be equated with the probability; if the birth fluc-
tuations are significant, we can equate the two after
weighting the infant mortality rate by the number of
births concerned.

Apart from these issues linked to the definition of
commonly used indicators, let us note in conclusion
that the measurement of infant mortality is sometimes
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impeded by problems of defining life and death. Reg-
istered deaths are registered precisely by virtue of the
legal definition that makes it possible to distinguish
between live births and stillbirths. This definition differs
from country to country. Some statistical institutes
try—with varying degrees of success—to compile
additional information to identify, among the stillborn,
those who actually lived without being able to attain
the legal status of live births: these are known as false
stillbirths. Such attempts are broadly consistent with
the universal definition proposed by the World Health
Organization (WHO).14 To analyze infant mortality
with precision, we need to investigate the definition
that actually matches the statistical tables used. In
France, for example, INSEE (the national statistical
institute) has published a special statistical series on
the stillborn that distinguished between the true, the
false, and the undetermined stillborn. Since 1975, the
Institute has simply incorporated the false stillbirths
into the birth statistics as well as the death statistics—
a decision that does not, however, ensure total consis-
tency with the WHO definition.
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APPENDIX 11–1 Life Table of French Female Cohort Born in 1875

X 1qx lx d(x,x+1) ex x 1qx lx d(x,x+1) ex

0 0.154049 100,000 15,405 47.22 51 0.010634 54,478 579 23.95
1 0.050193 84,595 4,246 54.73 52 0.011059 53,899 596 23.20
2 0.027502 80,349 2,210 56.60 53 0.012259 53,303 653 22.45
3 0.016098 78,139 1,258 57.18 54 0.012496 52,649 658 21.72
4 0.012491 76,881 960 57.11 55 0.013554 51,992 705 20.99
5 0.009894 75,921 751 56.83 56 0.013668 51,287 701 20.27
6 0.007864 75,170 591 56.39 57 0.015185 50,586 768 19.55
7 0.006896 74,579 514 55.83 58 0.015310 49,818 763 18.84
8 0.005956 74,064 441 55.22 59 0.017641 49,055 865 18.13
9 0.005072 73,623 373 54.55 60 0.017932 48,190 864 17.44

10 0.004487 73,250 329 53.82 61 0.019304 47,326 914 16.75
11 0.004448 72,921 324 53.06 62 0.020905 46,412 970 16.07
12 0.004231 72,597 307 52.30 63 0.022409 45,442 1,018 15.41
13 0.004337 72,290 313 51.52 64 0.028426 44,423 1,263 14.75
14 0.004607 71,976 332 50.74 65 0.029473 43,161 1,272 14.16
15 0.005856 71,645 420 49.97 66 0.029950 41,889 1,255 13.58
16 0.006343 71,225 452 49.26 67 0.031490 40,634 1,280 12.98
17 0.006875 70,773 487 48.57 68 0.038462 39,354 1,514 12.39
18 0.006747 70,287 474 47.91 69 0.040659 37,841 1,539 11.86
19 0.006617 69,813 462 47.23 70 0.039111 36,302 1,420 11.35
20 0.006885 69,351 477 46.54 71 0.040694 34,882 1,420 10.79
21 0.007200 68,873 496 45.86 72 0.040508 33,463 1,356 10.22
22 0.007348 68,377 502 45.19 73 0.052291 32,107 1,679 9.63
23 0.007257 67,875 493 44.52 74 0.052152 30,428 1,587 9.14
24 0.006994 67,382 471 43.84 75 0.063097 28,842 1,820 8.61
25 0.007338 66,911 491 43.15 76 0.064150 27,022 1,733 8.16
26 0.007142 66,420 474 42.46 77 0.078671 25,288 1,989 7.69
27 0.007012 65,946 462 41.76 78 0.075801 23,299 1,766 7.30
28 0.007070 65,483 463 41.05 79 0.084156 21,533 1,812 6.86
29 0.006725 65,020 437 40.34 80 0.096753 19,721 1,908 6.44
30 0.007192 64,583 464 39.61 81 0.100663 17,813 1,793 6.08
31 0.007331 64,118 470 38.90 82 0.109283 16,020 1,751 5.70
32 0.007265 63,648 462 38.18 83 0.121472 14,269 1,733 5.34
33 0.006901 63,186 436 37.46 84 0.133219 12,536 1,670 5.01
34 0.006860 62,750 430 36.71 85 0.138747 10,866 1,508 4.70
35 0.007191 62,320 448 35.96 86 0.160105 9,358 1,498 4.38
36 0.007050 61,871 436 35.22 87 0.185436 7,860 1,457 4.12
37 0.007101 61,435 436 34.47 88 0.175424 6,402 1,123 3.94
38 0.007453 60,999 455 33.71 89 0.194571 5,279 1,027 3.67
39 0.007400 60,544 448 32.96 90 0.209926 4,252 893 3.44
40 0.007785 60,096 468 32.20 91 0.231730 3,359 778 3.22
41 0.007408 59,628 442 31.45 92 0.242579 2,581 626 3.04
42 0.008019 59,187 475 30.68 93 0.252294 1,955 493 2.86
43 0.012582 58,712 739 29.92 94 0.285658 1,462 418 2.65
44 0.007801 57,973 452 29.30 95 0.302464 1,044 316 2.51
45 0.008095 57,521 466 28.53 96 0.324409 728 236 2.39
46 0.008766 57,055 500 27.75 97 0.349563 492 172 2.29
47 0.008432 56,555 477 27.00 98 0.336889 320 108 2.26
48 0.009004 56,078 505 26.22 99 0.340687 212 72 2.15
49 0.009828 55,573 546 25.45 100 140 140 2.00
50 0.009978 55,027 549 24.70

(Source: Vallin and Meslé, 2001)





I. ANALYZING COHORT FERTILITY
FROM RETROSPECTIVE DATA

Chapter 8 showed that measures of the quantum
and tempo of fertility in a birth cohort1 could be
obtained either by a retrospective or a prospective
observation using fertility frequencies (age-specific fer-
tility rates [ASFR]), if the condition of causal independ-
ence (as defined in Chapter 9) between fertility and the
censoring phenomena (mortality, migration) is satis-
fied. This condition is usually assumed, as previously
discussed, when one raises the question of what would
have been the quantum and tempo of fertility if there
had been no mortality or migration affecting the
cohort. This chapter will deal mainly with retrospective
fertility data, although the prospective approach will
also be considered.

1. Average Number of Children Born

As pointed out in Chapter 8, suppose that at a
survey women are interviewed at the end of their
childbearing period, say at age 55, on the number of
live-born children they have had during their lifetime
and on their age at childbearing (i.e., on their birth
history or their maternity history2). Let F55 stand for the
number of women interviewed and Bx for the number

of births occurring at completed age x in this cohort of
women. Then, the ratio fx = Bx/F55 represents the age-
specific fertility rate or frequency at age x for those
women interviewed at the end of their childbearing
period.

The sum of these rates over all x, from puberty to
menopause, will yield the average number of children
born or average family size at the end of the child-
bearing period. This cohort total fertility (TF) rate (TFR),
or completed fertility rate (CFR) as it is sometimes called,
characterizes the intensity or quantum of fertility and
can be written:

Two measures of the tempo of fertility can also be
obtained from these data (i.e., the average age at child-
bearing x– and the corresponding variance v). The mean
age at childbearing is simply the weighted average of
ages at birth, the weights being the ASFRs at each age:

The variance of age is similarly obtained by the
expression:

all sums covering the whole reproductive period.
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1 A cohort viewpoint is adopted here, although, as noted in
Chapter 10, one must always remember the critique that has been
addressed to cohort studies (Bhrolcháin, 1992; Bongaarts and
Feeney, 1998) before embarking on a cohort approach instead of on
a period approach.

2 Maternity histories are broader than birth histories, as the
former collect data on all pregnancies and not only on live births.



If one is only interested in the sole behavior of the
subcohort interviewed at the end of the reproductive
period, whatever the possible selection effects it 
has incurred by mortality and migration, it is not 
necessary to assume independence between fertility
and mortality and migration, as this condition is then
without purpose. To give other examples, one may
examine whether cohabitation is followed by marriage
or if change of residence occurs before or after mar-
riage, without assuming independence between the
various factors (Courgeau and Lelièvre, 1994). In both
of these cases, individuals are not lost to follow-up as
when censoring occurs; they only change their charac-
teristics or states. On the contrary, when individuals
are lost to follow-up, one should consider whether
these individuals differ from those who remain under
observation (i.e., if selection effects operate or not on
the process one is studying).3 This is the case when
people are lost from observation through mortality or
international migration or—in a prospective survey—
if they are not followed anymore for various reasons,
such as survey dropout. Any withdrawal from obser-
vation can bias the results of the study through selec-
tion effects (see e.g., Alderson, 1983, Chapter 6).

Consider for example the Fertility and Family Surveys
(FFS) conducted in Europe under the auspices of 
the Population Activities Unit of the United Nations
Economic Commission for Europe since the late 1980s
(Nikander, 1998; Schoenmaeckers and Lodewijckx,
1999). The purpose of these sample surveys is to 
document various aspects of partnership and repro-
ductive behavior among a sample of women in 
reproductive ages. The analysis is focused here on 
the survivors, and not on those who have died or
migrated,4 although nonresponse may severely bias the
results (Frankfort-Nachmias and Nachmias, 1996,
Chapter 8). Contrary to the vital registration system,
surveys collect much more information on the charac-
teristics of the females concerned; moreover, these
facts are available individually and not as aggregates
as in the case of vital statistics. If the latter are still
useful for monitoring period trends in fertility, by age
or marriage duration for example, they are not of
much help for studying the factors that have led 
to fertility changes, as the amount of information vital
statistics contain is minimum. Furthermore, as cohab-
itation has become common during the last decades 

in the developed countries, vital statistics are not
suited for this situation either, as only the legal marital
status of the individual is recorded. Thus, sample
surveys have become the main source of data for 
fertility analysis, both in developed and in less-
developed countries.

As stated in a report of the FFS (Macura and 
Klijzing, 1997; p. 3):

thus far changes in partnership and reproductive behavior
have mostly been documented using data from population
census, vital registration and/or population registers. As the
depth and breadth of these data vary a great deal across coun-
tries, the composite picture they can provide is at best patchy.
Moreover, these data are often incapable of shedding light on
the more subtle aspects of partnership behavior, such as the
onset of sexual relationship, the use of modern contraception,
and living apart together, to mention just a few. Also, these
data often preclude an in-depth analysis of interactions, such
as those between school attendance and work on the one
hand, and union formation and childbearing, on the other.

The following sections will therefore deal mainly
with retrospective fertility survey data, and more par-
ticularly with the single-round survey,5 although the
link with the approach using vital statistics will be
identified when necessary. Both of these data sources
are actually useful in practice. As noted above, and as
Handcock et al. (2000) among others have pointed out,
survey data contain more detail with respect to demo-
graphic events and the characteristics of the individu-
als who do or do not experience these events. On the
other hand, registration data are collected for all events
in the population. This eliminates sampling error and
sample-selection bias. Registration data are also less
affected by reporting biases than retrospectively col-
lected data. Moreover, vital statistics enable year-to-
year monitoring of fertility trends, for which surveys
are less well equipped.

2. Fertility by Birth Order

Suppose a sample of women is interviewed at the
end of their reproductive period. If the date of birth of
each of their children born alive6 is recorded, and most
usually it is, the birth history (marital and extramarital)
of each woman is recorded. Knowing the date of each
birth and therefore the age of the mother at the birth
of her children, one may easily compute the arithmetic
average of ages, giving the average age at childbear-
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3 This problem cannot be solved by methods alone, including
more sophisticated approaches such as survival analysis; one needs
information on the causal relations between the variables concerned
and between these and possible common causes.

4 Although one probably assumes implicitly that the sample
interviewed at age 50 represents the past experience of the whole
population.

5 Other types of surveys exist, but they are less common in
demography (Tabutin, Chapter 121 in Volume 4; Cleland, 1996).

6 In demography, fertility is usually restricted to live births only.
Surveys also often collect data on late fetal deaths, although the
quality of these data is probably poorer than that for live births. For
the study of fetal mortality, see Chapter 32 by Gourbin in Section 2.



ing for this group of women. As seen above, the
average number of births per woman7 or average
family size at the end of the reproductive period, also
called total fertility rate (TFR) or completed fertility
rate (CFR), is simply the total number of live births
declared at a postreproductive age divided by the total
number of women at that age, including those women
who have never had a child (i.e., the infertile8 women
of ultimate parity 0). As one also knows the birth order
of each child, age-specific fertility rates fx(k) may be
computed at age x for each birth order k, yielding the
average number TF(k) of births of order k per woman:

One can also compute the average age at childbear-
ing of birth order k, and the variance of ages around
the mean as a measure of dispersion.

Note also that the average number of births of all
orders is simply the sum of the average number of
births of each order:

TF = TF(1) + TF(2) + . . . + TF(k) + . . .

or

As computers prefer crunching numbers rather
than years, months, and days, one usually transforms
dates expressed in months and years into century-
months as follows. Take January 1900 as month 1.
March 1950 is therefore equal to 50 years times 12
months plus 3 months (i.e., month 603 in the new
system). With this recoding of dates, it is easy to
compute the interval between two events. For
example, if a woman was born during the month of
February 1930 (code 362) and had her first child in July
1951 (code 619), her age at first birth is then equal to 
619 - 362 = 257 months (i.e., 21 years and 5 months).
One can compute the same interval for all women
having had at least one birth. The arithmetic average
gives the mean length of time between birth of the
mother and birth of her first child9 (i.e., the average age
at first birth). A similar code can be developed for
years, months, and days. In this case, one must
however take into account the different number of
days per month as well as the leap years.

TF f kx
xk

= ( )ÂÂ

TF k f kx
x

( ) = ( )Â

One may do the same computation for intervals
between births of order k and births of order k + 1,
giving the average birth interval10 between k and k + 1,
another measure of the tempo of fertility. As birth
intervals depend upon the total number of children
born,11 birth intervals should be compared only among
women having the same ultimate family size. Changes
in birth intervals are useful indicators of changes not
only of the timing of births but also in the quantum of
fertility; in high-fertility countries, if fertility decreases
birth intervals are usually extended. In low-fertility
countries, one may nevertheless observe significant
changes in the timing of births, such as the postpone-
ment of the first birth, without major changes in the
total number of children born (Granström, 1997).

Suppose now that these women aged 50 to 55 years,
for example, are classified at the survey according to
their achieved family size, w being the maximum
number of children born:

Parity 0 1 2 . . . k . . . w
No. women F0 F1 F2 . . . Fk . . . Fw

Tables like these on family size are often available
for censuses too, even those held a long time ago,
where a question on the total number of children born
has been asked. This distribution can also be combined
with year of marriage, age at marriage, and duration
of marriage (Anderson, 1998). As stated before, the
average family size is then:

Furthermore, the proportion pk of women having
borne exactly k children during their lifetime is:

The probability ak of moving from parity k to 
parity k + 1, called the parity progression ratio,12

can then be obtained as follows. Let TF(1), TF(2), . . .
TF(k), . . . represent as before the average number 
of births of order 1, 2, . . . k per woman at the end of

p
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7 Descendance moyenne, in French.
8 Remember that the term fertile is translated by féconde in

French, whereas fecund is translated by fertile! With confusions such
as these, one understands why the British and the French have quar-
reled in the past!

9 Called intervalle proto-génésique in French.

10 Intervalle intergénésique in French. Because of the skewed dis-
tribution of interval lengths, caused by a small number of very long
intervals, the median is a better measure than the mean (Newell,
1988).

11 Intervals have to be short to have more than 12 children over
one’s lifetime!

12 In French, probabilitéé d’agrandissement des familles.



their reproductive period, i.e. the proportion of
women having had at least 1, 2, . . . k children. One
then has:

a0 = TF(1)

a1 = TF(2)/TF(1)

a2 = TF(3)/TF(2)

. . .

ak = TF(k + 1)/TF(k)

. . .

One obtains:

p0 = 1 - TF(1) and TF(1) = 1 - p0

p1 = TF(1) - TF(2) and TF(2) = TF(1) - p1 or 1 - p0 - p1

p2 = TF(2) - TF(3) and TF(3) = TF(2) - p2 or 
1 - p0 - p1 - p2

. . .

pk = TF(k) - TF(k + 1) and TF(k) = 1 - p0 - p1 -
p2 - . . . - pk-1

. . .

The parity progression ratios will therefore be equal
to:

a0 = TF(1) = 1 - p0, 
a1 = TF(2)/TF(1) = (1 - p0 - p1)/(1 - p0), 
a2 = TF(3)/TF(2) = (1 - p0 - p1 - p2)/(1 - p0 - p1), . . .

ak = TF(k + 1)/TF(k) =
(1 - p0 - p1 - p2 - . . . - pk)/(1 - p0 - p1 - p2 - . . . - pk-1)

. . .

These parity progression ratios state the ex post facto
frequency of passing from parity k to parity k + 1 for
the birth cohort considered.

Alternatively, knowing the parity progression
ratios, it is easy to derive the average number of births
of order k per woman. From the above relations, one
has:

TF(1) = a0

TF(2) = a1 TF(1) = a1a0

...

TF(k + 1) = ak TF(k) = akak-1ak-2 . . . a1a0

The average number of children of all birth orders
being TF = Sk TF(k) one has:

TF a a a a a a aj
j

k

= + + + + +
=

-

’0 0 1 0 1 2
0

1

. . . . . .

Birth history data obtained from sample surveys are
not exempt from problems. First, as the condition of
independence is probably not fulfilled, it is not rec-
ommended to interview women at very old ages to
reconstruct the fertility history of their birth cohort.
The subcohort of women surviving at the time of the
survey might be a selected group with respect to fer-
tility, if there is an association between fertility on one
hand and mortality and international migration on the
other hand. In this case, the results from the survey
will not adequately stand for the experience of the
whole cohort, including those women who have died
or migrated before the interview. Another problem
with fertility surveys, as with all surveys, is the sam-
pling error. For example, for a sample of 5000 women,
the sampling error for an age-specific fertility rate (1
year of age and 1 calendar year) is around 20% to 25%
(Verma, 1982; Little, 1982). Survey data are therefore
often aggregated into 5-year age groupings per calen-
dar year or five calendar years per single year of age,
or both.

If the sample is restricted to women aged 15 to 50,
as is often the case, another problem arises when one
derives period data from the sample; this is often done
in countries where the vital registration system is
defective. The further one goes backward in time from
the survey date, the more data are missing at older
ages. This is due to a censoring effect: as the cutting
point of the sample has been fixed at, for example, 50
years of age, and as period analysis requires data from
older and older cohorts as one goes back in time, one
increasingly underevaluates period fertility as one
moves away from the survey date.13 In that case, fer-
tility at higher ages has to be extrapolated, if one
wishes to evaluate period fertility covering all repro-
ductive ages. Another solution is to compare period
fertility up to a certain age x only (x < 50). For example,
one could compare period fertility until age 35 during
the 15-year period preceding the time of the survey. In
this case, no extrapolation is required but one loses the
information for the cohorts aged 35 and over at the
time of the survey.

Another censoring effect hampers fertility com-
parisons by cohort because the date of the survey
serves as a cutting point for longitudinal observations.
It would therefore be completely inappropriate to
compare achieved family size or parity between two
or more cohorts at the time of the survey, as their ages
may significantly differ. One must thus compare 
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13 Evaluating period data from a retrospective survey is useful
in developing countries lacking a good vital registration system. To
improve period estimates, data can be combined if one has con-
ducted several comparable surveys over time.



fertility of the birth cohorts at the same age, even if this
results in loss of valuable information for the older
cohorts. One could also extrapolate the incomplete fer-
tility of birth cohorts into the future for comparative
purposes, but this solution cannot be recommended.

There are still other problems. If the survey is
restricted to married women aged 15 to 50, in this case
as Ryder (1982) has pointed out, marriage has always
preceded the survey. Therefore, at young ages, say 15
to 20 years at the time of the survey, one selects women
who have married young. As the latter usually have a
higher achieved fertility than those who marry later,
the parity for women aged 15 to 20 at survey time
therefore overestimates the fertility of the birth cohort.
The problem does not arise at older ages; for example,
the fertility of women aged 40 to 45 takes account of
all ages at first marriage. Note also that if the survey
is restricted to married or ever-married women, it is
not possible to derive age-specific fertility rates from
the survey, as these require as a denominator the total
population ever married and single. Finally, fertility
surveys can be affected by several types of errors, par-
ticularly in the developing countries: errors due to
poor reporting of date of birth or age of woman (see
Chapters 4 and 10), errors relating to the total number
of children born and to their date of birth, and so 
forth. Data must be verified and perhaps corrected
before use (Brass, 1980; Srinivasan, 1980; Preston et al.,
2001).

3. An Example Based on Moroccan Data

This example is based on original individual sur-
vey data obtained by the Demographic and Health
Surveys (DHS) conducted in Morocco in 1987 and
1992.14 The 1987 sample survey focuses on ever-
married women aged 15 to 50. Marital status is known
at the time of the survey only, although one also knows
the number of marriages per woman and the date of
her first marriage. Birth history data are collected for
all ever-married women. The 1992 data are similar
except that the population is composed of ever-
married women and of spinsters. Birth history data are
collected, however, only for the ever-married. Extra-
marital fertility is very low in Morocco; thus, restrict-
ing the fertility data only to ever-married women is
therefore justified.15

Figure 12–1 presents on a Lexis diagram (see Chapter
6) the retrospective fertility data for all birth orders by

5-year birth cohorts, 5-year age groups (y-axis), and 5-
year periods before the survey (x-axis), taken from the
1987 Moroccan survey. As usual in Lexis diagrams, the
time unit (in this case, 5 years) is identical on the x-
and y-axes. The number of females interviewed are
shown on the y-axis for each age group or cohort. The
average number of children born per woman (or quantum
of fertility) at the end of the reproductive period, taken
here as the age group16 45 to 50, is simply the sum of
all births in the cohort divided by the number of
women interviewed (i.e., TF = (346 + 964 + . . . + 631 +
224)/759 = 7.4 children per ever-married woman on
average). The same result is obtained by summing the
age-specific fertility rates:

These rates are usually expressed on an annual
basis, obtained by dividing the above ratios by 5 (see
below this section). The quantum of fertility is then
obtained by summing these average annual rates and
multiplying the result by 5.

One similarly obtains the average family size, or
incomplete average fertility, for those women of
younger ages that have not yet reached the end of their
reproductive period at the time of the survey (Table
12–1).

The data are censored on the right by the date of the
survey17; these average numbers of children born may
not be compared from one cohort to another because
these women have not yet all reached the end of their
childbearing period.

One can easily derive from the data the average age
at childbearing, for those women aged 45 to 49 at
survey time, assuming that in each age group births
are delivered at mid period:

This measure may not be computed for the younger
age groups, as these women are still in their child-
bearing ages.

For the oldest birth cohorts, aged 45–49 in com-
pleted years18 at the time of the survey, who have

x =
¥ + ¥ + + ¥ + ¥

+ + + +
=

15 346 20 964 40 631 45 224
346 964 631 224

28 88

. . .

. . .

. years

TF = + + + + =
346
759

964
759

631
759

224
759

7 4. . . .
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14 “Enquête nationale sur la planification familiale, la fécondité,
et la santéde la population du Maroc” (1987) and “Enquête nationale
sur la population et la santé” (1992).

15 This would not be the case, for example, in sub-Saharan Africa.

16 Some women in this age group have probably not achieved
their ultimate family size; as the cutoff age is 50, this underestima-
tion is unavoidable. An ultimate age group of 50 to 55 would have
been better in this respect.

17 They are also censored at the top because the cutoff age is 50.
Period fertility cannot therefore be reconstructed from this sort of
data, as more and more data are missing as one goes backward in
time.

18 Forty-five to 50 in exact years.



essentially completed their childbearing period, one
may compute an annual age-specific fertility rate for
each 5-year age group by dividing by 5 the age-spe-
cific fertility rates obtained previously (Table 12–2).
One knows that, in a country such as Morocco, there
remain very few spinsters at that age; one may there-
fore equate the number of ever-married women to the
total number of women whatever their marital status.19

On the contrary, one may not compute similar age-
specific fertility rates for the younger cohorts, as the
younger these are, the greater the difference between
the number of ever-married women and the number
of women of all marital statuses will be.

Adding up the age-specific fertility rates for the
cohort aged 45 to 49 at survey, and multiplying the
result by 5, yields the average family size for these
women at the end of their reproductive period (i.e., 7.4
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Morocco 1987
Births of all orders 
by age of mother

Age

Time

tt – 5t – 10t – 15t – 20t – 25t – 30t – 35t – 40
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1,223

304
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1,165

1,242
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1,328
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1,783

1,330

848
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224

143
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1,846

1,462

913
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21200

FIGURE 12–1 Lexis diagram representation of women and births by 5-year birth cohorts or 5-year age
groups (vertical axis) and 5-year periods (horizontal axis), Moroccan Fertility Survey of 1987 (t indicates the
time of interview, variable from one woman to another). (Source: DHS, Morocco, 1987)

TABLE 12–1 Incomplete average fertility 
(Morocco, 1987)

Age group (completed y) Incomplete average fertility

40–44 6.81
35–39 5.51
30–34 4.23
25–29 2.82
20–24 1.49
15–19 0.48

19 Age-specific fertility rates or frequencies are ratios of births by
age of mother to the number of females of all marital statuses, not
only those ever-married.

TABLE 12–2 Age-specific fertility rates by 5-year age
groups for cohorts aged 45–49 years at time of survey

(Morocco, 1987)

Average age of age group, y Age-specific fertility rate

15 0.0912
20 0.2540
25 0.3223
30 0.3273
35 0.2614
40 0.1663
45 0.0590



children per ever-married woman). One may once
again obtain from these rates the average age at child-
bearing (i.e., 28.88 years).

Similar tables and Lexis diagrams (not shown for
reasons of space) can be obtained for births by birth
order. Considering an open category of six children or
more, one obtains (Table 12–3) for the cohort aged 45
to 49 at the time of the survey, the average number of
children born by birth order, at the end of the child-
bearing period.

If one adds up these order-specific averages (i.e.,
0.94 + 0.92 + . . . + 0.79 + 3.03), one obtains once again
7.4, the average number of children born (all birth
orders) per ever-married woman.

One can also obtain the order-specific average ages
at childbearing20 (Table 12–4) by weighting the mid-
interval exact age by the number of births (or the fer-
tility rate) at each age.

One sees that as the birth order increases, the
average number of children per woman falls while the
average age at childbearing increases, a rather obvious
fact. These average ages are obtained assuming that
over each interval of time, births are centered on the

exact age at the mid of the age group. This is a rather
large assumption: for example, the average age at birth
of the first child, obtained from the individual data, 
is actually equal to 20.0 years instead of 20.75 as 
calculated from the aggregate data. Average durations
should therefore always be obtained from the individ-
ual birth histories themselves, when they are available,
rather than from the aggregated data.

Going back to the average number of children by
birth order (Table 12–3), one sees that 94% of the
women21 have had at least one child, and 92% at least
two children; thus 94% - 92% = 2% have had only one
child during their lifetime. These women are of parity
one (or achieved family size) at the end of their child-
bearing period. The probability of moving from one
child (at least) to two children (at least), also called the
parity progression ratio, is therefore:

a1 = 0.92/0.94 = 0.979

Similarly, 92% - 90% = 2% have had only two chil-
dren (parity two), yielding a parity progression ratio
of 90%/92% = 0.978. One thus obtains the distribution
of women by parity, and the parity progression ratios
for each birth order (the open category 6+ not
included). The average number of children of birth
order one (i.e., 0.94), can also be considered as the
parity progression ratio from 0 to 1 child (at least). The
complement 1 - 0.94 = 0.06 is equal to the proportion
of women of parity zero, which is the proportion of
infertile ever-married women at the end of their child-
bearing period. In the case of Morocco at that time, this
proportion should be close to the percentage of sterile
women as voluntary infertility was low (see Chapter
33).

One may also compute the age-specific fertility rates
by birth order for the oldest age group (Table 12–5).
Multiplied by five, the sum of these rates yields once
again the average number of children by birth order
already shown in Table 12–3.

Figure 12–2 illustrates these results for the first five
birth orders. One observes that the fertility schedule
shifts to the right on the graph as birth order increases
because a birth of order n can only occur after a birth
of order n - 1, as already seen from the average ages
at childbearing by order in Table 12–4. One also
observes that fertility decreases with birth order but in
the case of Morocco at that time, still remains high for
order five. Indeed, as shown in Table 12–5, fertility
above rank five (i.e., 6+) leads to an average of 3.03
children to complete the total family size of 7.41 chil-
dren per woman.
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TABLE 12–3 Average number of
children by birth order

(Morocco, 1987)

Birth order Average number

1 0.94
2 0.92
3 0.90
4 0.84
5 0.79
6 and + 3.03

Total 7.42

20 It is also possible to obtain from these order-specific average
ages the average childbearing age for all birth orders (Wunsch and
Termote, 1978).

TABLE 12–4 Average age at
childbearing by birth order

(Morocco, 1987)

Order Average age, y

1 20.75
2 22.84
3 25.19
4 27.08
5 29.10
6 and + 34.76

21 The average number of children of order k is equal to the pro-
portion of women having had at least k children.



To conclude this example, one can compare the 1987
survey data to those drawn from the 1992 survey.
Comparisons are restricted to fertility of all birth
orders, for lack of space. Figure 12–3 presents the data
from 1992 similar to that shown in Figure 12–1. The
number of ever- and never-married women (spinsters)
are put on the y-axis (ns and s, respectively). One sees
that as age increases, the number of spinsters (s) falls
sharply; at higher ages, most women are ever-married.

Comparisons between 1987 and 1992 are restricted to
ever-married women, for whom the data have been
collected in both surveys. For the cohort aged 45 to 49
years in 1992, the ultimate family size (computed as
before) is equal to 7.09 births per ever-married woman,
while the average age at childbearing is 28.40 years.
One observes a fall in family size from one survey to
the other, from 7.41 to 7.09, and a slight reduction in
the average age at childbearing (from 28.88 to 28.40),
although statistical tests should be performed to
determine if the differences are significant. Table 12–6
compares the complete or incomplete family sizes con-
trolling for age at survey, between the 1987 and 1992
samples. Except for the first age group (15–19 years),
one observes a decrease in the average number of chil-
dren born in all the other age groups.

From the 1992 data, one may also compute the age-
specific fertility rates by dividing in each age group the
number of births by the total number of women, ever-
married or not. One further divides these ratios by five
to obtain rates per annum (Figure 12–4). Results are
presented graphically in Figure 12–5. Although fertil-
ity is still incomplete in most cohorts, one observes a
significant decline in fertility rates as one moves from
the older cohorts to the more recent ones, indicating a
fall in achieved family size and also most probably an
increasing age at childbearing. One may also compare
these results to the fertility rates previously obtained
for the 45- to 49-year-old cohort in 1987.

If one had only compared the fertility schedules for
those women aged 45 to 49 years at survey in 1992 and
1987, one would have noted only a very small and neg-
ligible decrease in fertility (Figure 12–6). Actually, from
the 1992 data, this very recent decrease in fertility was
only experienced by the younger birth cohorts.

Summing the fertility rates and multiplying by five,
one obtains the average number of children born up to
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TABLE 12–5 Fertility rates by 5-year age groups and birth order for cohorts
aged 45–49 years at time of survey (Morocco, 1987)

Average Birth order Total all
exact age

1 2 3 4 5 6+
orders

15 0.0546 0.0235 0.0082 0.0040 0.0011 0.0000 0.0914
20 0.0762 0.0754 0.0530 0.0271 0.0145 0.0079 0.2541
25 0.0372 0.0527 0.0648 0.0659 0.0498 0.0519 0.3223
30 0.0150 0.0245 0.0345 0.0445 0.0519 0.1568 0.3272
35 0.0032 0.0058 0.0148 0.0200 0.0290 0.1887 0.2615
40 0.0008 0.0016 0.0037 0.0058 0.0103 0.1441 0.1663
45 0.0005 0.0005 0.0003 0.0008 0.0013 0.0556 0.0590

Total fertility 0.9375 0.9200 0.8965 0.8405 0.7895 3.0250 7.4090
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FIGURE 12–2 Fertility rates by age group and birth order.
(Source: Morocco, 1987 DHS survey.)



a certain age. For example, one may compute this
number at age 30 to 34 years for the various women
interviewed in 1992 and older than 30 (Table 12–7).
Once again, one sees the fall in fertility from the older
to the younger cohorts.

Indicators computed from individual birth histories
show an increase, from 20.00 to 20.21 years of age, in
the average age at first birth for women aged 45 to 49
years in 1987 and 1992. This average age even reaches
21.08 for those women aged 30 to 34 years in 1992, con-
sidering that these women have more or less com-
pleted their fertility of birth order one at that age.

One may also compute from individual birth histo-
ries the proportion of women still infertile at ages 20
to 24, for those women aged respectively 20 to 24, 30
to 34, and 45 to 49 years at the time of the 1992 survey,
23.6%, 22.7%, and 20.8%, respectively. This confirms
the fact, already noted, that the younger cohorts in
Morocco are having their children later than the older
ones.

II. COHORT FERTILITY FROM VITAL
REGISTRATION DATA

Suppose now, for a given birth cohort, that births by
age of mother are recorded by the vital (civil) registra-
tion system, and that the number of women by age in
this birth cohort are estimated for each January 1.22 As
seen in Chapter 8, one may then compute age-specific
fertility rates by dividing the number of births Bx borne
by women of this given birth cohort at age x by the
mid-period number of females Fx in this cohort still
alive and present at that age. The fertility rates fx at
ages x, taken as the ratios Bx/Fx, will be equal to the
rates obtained in retrospective analysis if women
interviewed at the end of their reproductive period are
not selected for their fertility.

Once again, the average family size will be obtained
by summing the age-specific fertility rates over the
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Morocco 1992
Births of all orders 
by age of mother
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FIGURE 12–3 Lexis diagram representation of women and births by 5-year birth cohorts or 5-year age
groups (vertical axis) and 5-year periods (horizontal axis), Moroccan Fertility Survey of 1992 (t indicates the
time of interview, variable from one woman to another). (Source: DHS, Morocco, 1992)

22 These estimates are usually based on past census results.
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Morocco 1992
Age-specific fertility rates
(all birth orders)
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FIGURE 12–4 Lexis diagram representation of fertility rates by 5-year age groups and 5-year periods,
Moroccan Fertility Survey of 1992 (t indicates the time of interview, variable from one woman to another).
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FIGURE 12–5 Fertility rates by age groups and birth cohorts,
Moroccan fertility survey of 1992 (data from Figure 12–4).

FIGURE 12–6 Fertility schedules of the cohorts aged 45 to 49
years at survey: Comparison of the Moroccan surveys 1987 and 1992.



whole reproductive period, and the average age at
childbearing can be computed by weighting each age
at birth by the fertility rate at that age. One may also
have recourse to births classified by age groups. 
Examples are given in demographic textbooks (see for
example, Pressat, 1983; Wunsch and Termote, 1978).

For example, the Belgian birth cohort born in 1959
has given birth to 7494 children during the year 1990,
3841 births at completed age 30 and 3653 at completed
age 31. The mid-period female population (on June 30,
1990) is estimated to be 78,663. The fertility rate at that
age is then equal to 7494/78,663 = 0.09527 at exact age
31 on average. Similarly, if data on births and number
of females are available each year (and this is not the
case with the data published in Belgium), one may
compute the fertility rates at each age for the whole
reproductive period, for the cohort born in 1959. The
sum of these rates over the reproductive life span will
give the average number of births per woman in the
absence of mortality and migration, if the latter have
not selected women with higher or lower fertility than
those remaining in the population.

Table 12–8 and Figure 12–7 present the fertility rates
by age for the French birth cohort born in 1931, accord-
ing to each year of observation from 1946 to 1981. The
sum of these age-specific fertility rates, from ages 15 to
50, yields the completed family size for this birth
cohort (i.e., 2611.3 births per 1000 females or 2.6 births

per woman). The average age at childbearing is
obtained as usual, by weighting the ages by the corre-
sponding age-specific fertility rates:

15 ¥ 0.6 + 16 ¥ 0.4 + . . . + 49 ¥ 0.1 + 50 ¥ 0.1

and by dividing the result by the sum of the rates,
yielding:
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TABLE 12–6 Average number of 
children by cohort (Morocco, 

1987 and 1992)

Age at survey, y Average no. children

1987 1992

15–19 0.48 0.51
20–24 1.49 1.35
25–29 2.82 2.47
30–34 4.23 3.79
35–39 5.51 4.97
40–44 6.81 6.19
45–49 7.41 7.09

TABLE 12–7 Incomplete family sizes at ages 
30–34 years for different birth cohorts, Moroccan 

Fertility Survey 1992

Age groups at survey (cohorts), y Family size at ages 30–34Y

45–49 4.97
40–44 4.42
35–39 3.77
30–34 3.26

TABLE 12–8 Age-specific fertility rates of French
females born in 1931

Ageax Fertility rate Year Ageax Fertility rate Year
fx,1931 fx,1931

(per 1000) (per 1000)

15 0.6 1946 33 97.7 1964
16 0.4 1947 34 82.5 1965
17 13.0 1948 35 71.2 1966
18 34.3 1949 36 58.8 1967
19 65.9 1950 37 47.6 1968
20 101.1 1951 38 38.7 1969
21 135.5 1952 39 29.8 1970
22 164.6 1953 40 23.2 1971
23 183.6 1954 41 16.5 1972
24 192.1 1955 42 10.8 1973
25 190.8 1956 43 6.1 1974
26 186.2 1957 44 3.2 1975
27 175.3 1958 45 1.4 1976
28 164.2 1959 46 0.7 1977
29 147.3 1960 47 0.3 1978
30 136.2 1961 48 0.1 1979
31 121.2 1962 49 0.1 1980
32 110.2 1963 50 0.1 1981

a Age reached during the year. (Source: INSEE)
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FIGURE 12–7 Age-specific fertility rates of French females born
in 1931.



71,628.1/2,611.3 = 27.43 years

In this approach, the fertility rates can also be com-
puted by birth order, say fx(k) for birth order k, data
drawn from the birth certificates being taken as
numerator and female population estimates as denom-
inator. The sum over x of these fertility rates by order
Sx fx(k) is equal to the average family size by order:
TF(1), TF(2), . . . Once again one has

TF(all orders) = TF(1) + TF(2) + . . . + TF(k) . . .

and as shown previously the parity progression ratios
can be obtained from these average numbers of chil-
dren by order:

a0 = TF(1)/1

a1 = TF(2)/TF(1)

a2 = TF(3)/TF(2)

...

ak = TF(k + 1)/TF(k)

...

The average ages at childbearing for births of all
orders or by birth order are once again obtained by the
weighted average of ages at childbearing, for example,
for all orders:

and by order:

If births by age are made available between exact
ages 15 and 16, exact ages 16 and 17, . . . and so forth,
the values of x will be the exact ages 15.5, 16.5, and so
forth. If births are available between completed ages 15
and 16, completed ages 16 and 17, and so forth, the
values of x will be 16, 17, . . . , and so forth in exact
ages. Finally, other measures of the tempo of fertility
can be computed, such as the variance of ages for all
birth orders or by birth order.

III. FERTILITY BY MARRIAGE
COHORTS

In many populations, fertility is mainly the fact of
married couples, whatever the type of marriage (civil,
religious, common law, etc.). This issue will be dealt
with again in Section 2 in this volume, devoted to the
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determinants of fertility.23 In addition to age, it is then
useful to classify the retrospective survey data accord-
ing to duration of marriage, as the latter is a proxy for
the number of children born. Taking sufficiently high
marriage duration, say 20 or 25 years of marriage, one
can then compute the average number of children (all
orders and by order24) per marriage as a measure of the
quantum of marital fertility, and the average duration
of marriage at childbearing as a measure of its tempo.
One can also compute the average interval between
marriage and first birth and the average intervals
between successive births for this marriage cohort. 
If marriage-duration—specific fertility rates (frequen-
cies) can be derived from vital statistics,25 similar meas-
ures of average family size by marriage cohort and of
average duration of marriage at childbearing can also
be obtained in a prospective cohort approach. In both
prospective and retrospective approaches, parity pro-
gression ratios by marriage cohort can also be com-
puted. One may also compute the incomplete family
sizes at lower durations of marriage. The approach is
quite similar to that adopted in the previous section,
marriage duration being taken into account instead of
age.

The Moroccan survey data on births by ever-
married women, considered previously, can be cross-
classified according to marriage duration and period for
those women in their first marriage at the time of the
surveys. Considering that few women give birth to a
child after 20 to 25 years of first marriage duration, one
obtains an ultimate family size per first married
woman of 7.05 in 1987 and 6.84 in 1992, and an average
duration of first marriage at birth of the children of
10.02 and 9.48 years, following the same methods of
calculation as those described for the birth cohorts.
One can also compute the family size at shorter mar-
riage durations for the cohorts interviewed in 1987 and
1992. The results are presented in Table 12–9. One
observes once again, this time by marriage cohort, the
fall in fertility already seen from the data by birth
cohorts.

However, the elimination of age in favor of mar-
riage duration alone does raise some problems. First,
among the number of marriages observed after, for
example, 25 years’ duration, some were concluded at
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23 See in particular, Chapters 25 and 26 on family formation and
dissolution, Chapter 28 on the determinants of marriage formation,
and Chapter 29 on marital and extramarital fertility.

24 Birth orders are defined here within marriage.
25 This requires that births within marriage be registered accord-

ing to the date of (last) marriage. Usually, the population of the mar-
riage cohort surviving death and migration is not known, and the
initial number of marriages is used instead as the denominator of
the marriage-duration–specific fertility rate (frequency).



postreproductive ages, especially if remarriages are
taken into account. As these marriages do not con-
tribute to fertility, they should be excluded from the
data set. Second, the average number of children at
duration 25 is biased due to overrepresentation of
women who have married at young ages, because
these women have a greater chance of still being alive
after 25 years of marriage than those who have
married at older ages due to the decrease in the prob-
ability of survival with increasing age. A woman
married at 15 years of age and having a marriage dura-
tion of 25 years is more likely to survive than a woman
married at 33 and having the same duration of mar-
riage, especially if mortality is high.

The bias is nevertheless easily corrected as follows.
Having computed the average family sizes at 25 years’
marriage duration TFx for women marrying at various
ages x, the corrected average number of children for
the whole marriage cohort is obtained by the weighted
average:

where Fx represents the number of females marrying
at age x derived from the vital statistics data at the time
of marriage (i.e., 25 years ago), if these data are avail-
able. Finally, if the fertility survey restricts the inter-
views to married women of fertile ages only (from 15
to 50 for example), women of 25 years of marriage
duration have all married before age 25, as the sample
is confined to women currently aged under 50. Once
again, women marrying young are therefore overrep-
resented due to the sampling procedure this time.

It is therefore necessary to take both age and dura-
tion of marriage into account to avoid some of these
biases. One then computes the average number of chil-
dren for females married at age x and having a mar-
riage duration of y, interviewed at age x + y. One can
also calculate for these subcohorts the average dura-
tion of marriage at childbearing and therefore their age

TF
F TF

F
x x

x

= Â
Â

at childbearing and the various parity progression
ratios for these subcohorts. In temporal or spatial com-
parisons, this approach has the advantage of showing
differences in the marriage-mix (i.e., the variations in
the proportions of females marrying at specific ages).
Another useful measure of the tempo of fertility is 
the age at last confinement in the subcohorts of 
marriages according to age at marriage; this age
usually decreases when fertility starts falling in a 
high-fertility population. Once again, censoring
hampers the analysis however, due to the cutoff
survey date, as in the case of birth cohorts. These issues
and others will be examined in Chapter 29 devoted to
fertility in and outside marriage.

Cohabitation

As discussed in Section 1, nonmarital cohabitation
has become more common in the developed countries,
and data by marriage duration cannot take this factor
into account. In addition, birth of children to cohabi-
tating couples is becoming more common. It is useful,
as an indicator of this trend, to compute the ratio of
extramarital births as a percentage of all live births for
the various birth cohorts considered in a survey. If
questions on cohabitation and its duration have been
asked in a survey or a census, one may tabulate births
according to the partnership status of respondents at
the time of the survey (e.g., marriage, consensual
union, not in any partnership) and analyze fertility
according to duration of cohabitation. It must be
remembered, however, that consensual unions tend 
to break up easily. The full partnership history of 
the respondent must be obtained to ensure a good
description of the fertility history of each person not
limited to the partnership status at the time of the
survey. For a thorough discussion of the definition and
measure of cohabitation, see Toulemon (1996) and
Chapter 29.

IV. FERTILITY BY PARITY COHORTS

Parity cohorts are defined by the fact that all women
of the cohort have reached a specific parity during the
same interval of time. For example, parity cohort 4 of
1960 represents the cohort of women who have borne
their fourth child during the year 1960. In general,
parity cohort k of 1960 relates to the number of women
reaching parity k during the year. By definition, parity
cohort 0 of 1960 is taken either as the number of
women born or marrying during this year (i.e., the
birth or marriage cohort of 1960). Birth histories can
therefore be tabulated according to the time of occur-
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TABLE 12–9 Average number of children by 
marriage duration (Morocco, 1987 and 1992)

Marriage duration at survey Survey

1987 1992

0–4 0.86 0.80
5–9 2.63 2.42
10–14 4.19 4.05
15–19 5.73 5.34
20–24 7.05 6.84



rence of births of order k. Consider all those women
who have had their first, second, third, . . . kth . . . birth
in 1960 (i.e., the parity k[k ≥ 1]) cohorts of 1960. If the
survey is held in 1998, all these women are of postre-
productive ages. Among those women who have had
k births in 1960, some will have a birth of order k + 1
(or more) after that period, and others will have 
no more children. Let Fk+1 and Fk stand for these 
two groups of women. Then the ratio ak = Fk+1/
(Fk + Fk+1) represents the quantum of fertility (in this
case the parity progression ratio) for this parity cohort
(i.e., the proportion of women having another child).
The parity progression ratio a0 for those born or
married in 1960 (parity cohort 0) represents the pro-
portion having at least one child. The complement to
unity 1 - a0 is therefore equal to the proportion of 
childless females in this cohort (i.e., the percentage of
infertile [although not necessarily infecund26] women).

For each of these parity cohorts, one can also
compute the average time elapsed between births of
order k and k + 1. For this sole purpose, one usually
restricts the analysis to fertile pregnancies (i.e., preg-
nancies ending in one or more live births). This avoids
having to deal with near-zero length intervals in the
case of multiple births: The latter are coded one fertile
pregnancy for the calculation of the interval. This
measure of the tempo of fertility of the parity cohorts
is equal to the birth interval between birth orders k and
k + 1 for the parity cohort k of 1960. One can then
compare the quantum and tempo of fertility of parity
cohorts k for different years, say cohort 1960 compared
to cohort 1955, meaning the differences in parity pro-
gression ratios ak and in birth intervals k to k + 1.

Once again, birth intervals should be compared for
women of the same ultimate fertility at the end of their
reproductive period. As high-parity women usually
have shorter birth intervals than lower parity females,
birth intervals should be compared only for women of
the same parity (e.g., the same ultimate family size). If
one does not observe this rule, birth intervals seem to
decrease with the order of birth, in high-fertility pop-
ulations, which is not the case in fact. Indeed, the last
birth intervals are usually longer than the others, for
women of the same ultimate parity, due to decreasing
fecundity with age. This erroneous conclusion stems
from the fact that birth intervals of higher order are
obviously computed for high-parity women only (i.e.,
families with short overall birth intervals). Another
problem arises when computing the average interval
between marriage and first birth. This interval is often
influenced by the impact of premarital conception. In

the absence of information on premarital conception,
an approximate solution is to retain only those births
born after 8 or 9 months of marriage.

The same sort of measures can also be obtained in
a prospective cohort approach if births B(k) of order k
are registered each year by duration elapsed since the
previous birth of order k - 1. Birth order may refer to
all births borne by a woman during her lifetime or to
births born in the current marriage only (first marriage
or remarriage). The first option is better because it
takes into account the full fertility history of the
woman. In comparative studies, care must be taken to
ensure that the same definition of birth order is used
in all comparisons. For births of order k = 1, birth order
0 will be defined once again as the event-origin of the
birth or marriage cohort of women, according to that
observed. If this registration is available from vital sta-
tistics, and such is the case in several countries where
the birth certificate contains the necessary questions, it
is possible to study longitudinal cohort fertility trends
by birth order, according to the interval elapsed since
the preceding birth. Let B(k)i represent the number of
live births of order k recorded during a year D at
average duration i elapsed since birth B(k - 1) borne
by women during year A. The number of births B(k -
1) born during year A corresponds to the number of
women reaching parity k - 1 during year A, (i.e., to the
parity cohort k - 1 of year A).

The birth-interval–specific fertility rate (frequency)
computed for this parity cohort at average duration i
is then obtained by dividing the number of births B(k)i

observed at this duration by the number of survivors
of the parity cohort. The number of survivors being
usually unknown, except possibly for countries with a
population register, one divides the number of births
of order k by the initial population of the parity cohort,
equal in this case to the number of births B(k - 1) born
during year A, due to the correspondence between
order of birth and parity of mother. In general, one
therefore computes the ratio:

f(k)i = B(k)i/B(k - 1)

This approximate frequency usually underestimates
the true frequency, as the initial population number
taken as denominator is generally greater than the
actual but unknown population of survivors. Taking
the sum of fertility frequencies (parity-specific fertility
rates) Sif(k)i leads to the average quantum of fertility in
this parity cohort, that is to the average number of
births of order k per woman of parity k - 1. This sum
is therefore equal to the parity progression ratio for each
particular parity cohort (i.e., the frequency of moving
from parity k - 1 to parity k). This measure will be
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26 An infertile woman (i.e. having no children) is not necessarily
sterile. See Chapters 30 and 33 on the biologic factors of fertility.



denoted by the usual symbol ak-1. As to the average
duration:

it represents the average birth interval in the parity
cohort between births of orders k - 1 and k. Finally, 
as with all rates (frequencies), partial intensities of 

fertility f(k)i may also be computed for segmented

parity cohorts, indicating the cumulated fertility up to
a certain time interval j elapsed since birth of order 
k - 1.

V. FERTILITY BY AGE, MARRIAGE
DURATION, AND BIRTH INTERVAL

A thorough analysis of fertility should take account
of age, time elapsed since last birth, and marriage
duration. However, when using survey data on ever-
married women aged 15 to 50 years at time of survey,
Ryder (1982) has argued convincingly to drop mar-
riage duration from the analysis, as marriage duration
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is mainly a proxy of achieved parity, and therefore
code the birth cohort, the period of occurrence of mar-
riage (parity 0), and the period of occurrence of each
birth. Consider for example women aged 45 to 50 at
the time of a survey. Number the 5-year age groups 15
to 20, 20 to 25, and so forth in this birth cohort from 0
to 6, and do the same for the calendar periods before
the survey. With this recoding, one has age group 15
to 20 equals 0, age group 20 to 25 equals 1, and so forth.
Moreover, the 5 years before the survey receive the
period code 0, the previous 5 years the period code 1,
and so forth. One can then produce a table giving the
classification of births by order, for birth cohort
number 6 (i.e., women aged 45 to 50), according to the
duration in period difference elapsed since the previ-
ous birth, marriage27 being taken as parity 0.

Table 12–10, derived from Ryder (1982), presents
illustrative survey data for parity 0 (marriage) and
parity 1; similar tables can be drawn for higher pari-
ties. One sees that birth cohort c = 6 is composed in this
example of 954 married women. Of these, 200 married
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TABLE 12–10 Births B from birth cohort c = 6, according to period i, parity
cohort j, and birth order a k

Parity cohort B(k,j) Period i before survey

J 6 5 4 3 2 1 0 Total

B(k + 1 = 1, i, j), parity k = 0

6 200 62 120 18 200
5 608 162 358 58 578
4 96 22 55 10 87
3 29 5 14 2 21
2 13 1 5 1 7
1 6 1 1 2
0 2 0

Total 954 62 282 398 118 25 8 2 895

B(k + 1 = 2, i, j), parity k = 1

6 62 20 34 5 59
5 282 79 152 23 254
4 398 95 211 34 340
3 118 20 51 9 80
2 25 3 8 1 12
1 8 1 1 2
0 2 0

Total 895 20 113 252 254 88 18 2 747

a or parity, from the mother’s viewpoint. (Source: Ryder, 1982)

27 If one considers instead all women whatever their marital
status, birth time of the mother can be taken as parity 0. The first
birth interval between order 0 and order 1 is therefore equal to
mother’s age at first birth.



during period 6, 608 during period 5, and so forth. For
the 200 women married during period 6, 62 have given
birth to their first child during the same period, 120
during period 5, and 18 during period 4. Similarly,
among the 608 women married during period 5, 162
gave birth to their first child during period 5, 358
during period 4, and 58 during period 3, and so on.
Therefore, in this birth cohort, one observes 62 first
births during period 6, 282 during period 5, and so
forth. These figures are then taken as the number of
women reaching parity 1 during period 6, and giving
birth to their second child during period 6 (20 births),
during period 5 (34 births), during period 4 (5 births),
and so on.

From this table, one can compute the parity pro-
gression ratios. For a0, one has for the whole cohort

a0 = 895/954 = 0.938

However, a0 varies according to age at marriage, as
one can see by computing this parity progression ratio
in the various subgroups classified according to the
time of their marriage. The following parity progres-
sion ratios are obtained:

a0(6) = 200/200 = 1.000

a0(5) = 578/608 = 0.951

a0(4) = 87/96 = 0.906

a0(3) = 21/29 = 0.724

a0(2) = 7/13 = 0.538

a0(1) = 2/6 = 0.333

a0(0) = 0/2 = 0.000

One notices that, as age at marriage increases, the
parity progression ratios decrease. A similar calcula-
tion can be made for a1. The overall parity progression
ratio is equal to

a1 = 747/895 = 0.835

and the values for the subgroups are equal to

a1(6) = 59/62 = 0.952

a1(5) = 254/282 = 0.901

...

a1(0) = 0/2 = 0.000

Once again, fertility decreases as the age at which
parity 1 is attained increases. The small numbers
involved in this case, influences results, and statistical
tests should be made in comparative studies. Never-
theless, the trend in the parity progression ratios is
quite obvious.

One may also calculate tempo measures from the
data in Table 12–10. For parity 0, for example, the first
child is born in all subgroups according to age at mar-
riage at the modal duration one in period difference.
In this case, the result is, however, not very interesting,
as the 5-year period is so large that the measure is
meaningless. One should compute instead the average
birth interval from the individual data on the basis of
the exact dates of marriage and first birth. The same
can be said for the birth intervals 1 to 2, 2 to 3, and so
forth.

Other measures of the quantum of fertility can also
be computed, such as the parity progression probabilities
by duration. Going back to Table 12–10 for parity 
k = 0, one sees that out of the 200 women married
during period 6, 62 had their first birth during the
same period. The probability of giving birth to a first
child during duration 0, in period difference, is thus
b0(1) = 62/200 = 0.310. At duration 1 in period differ-
ence, the probability will be b1(1) = 120/(200 - 62) =
0.870, and at duration 2 (i.e., 6 - 4) one has b2(1) =
18/(200 - 120 - 62) = 1.000. One observes that in the
present case

a0 = 1 - (1 - b0(1))(1 - b1(1))(1 - b2(1)) = 1.000

Parity progression probabilities can therefore be 
computed at each duration elapsed since the previous
birth, with parity 0 being in this example the date of
marriage, for all the values of k and j (i.e., for all pari-
ties k and periods j of occurrence of birth order k). 
The parity progression ratio is then equal to the com-
plement to one of the products of the complements of
the parity progression probabilities.

If the sample is small, one may group together all
the women (whatever their birth cohort) having a child
of order k during a specific period i into a parity cohort
without reference to age, as was also the case with vital
statistics data. One loses the information on age but
one gains in having greater group sizes. Once again,
care must be taken to avoid inadequate comparisons.
As there is censoring due to the survey date, the fer-
tility of the parity cohorts constituted during periods
3 and 2, for example, may only be compared until
duration 2 in completed duration, at the time of the
survey. As in the previous situation where age was also
taken into account, one may compute parity progres-
sion probabilities bi(k + 1) of reaching parity k + 1 at
duration i elapsed since the birth of order k. Because
birth intervals greater than 10 years are relatively rare,
Rodriguez and Hobcraft (1980; see also Brass, 1996)
have proposed to use the partial quantum after 5 years
(or 60 months) as a measure of the fertility of the parity
cohort due to the high degree of association between
this partial quantum and the complete parity progres-
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sion ratio. If parity progression probabilities have been
computed over a 10-year period, one has

ak @ 1 - Pi(1 - bi(k + 1))

for i varying from 0 to 9 in completed years. The 
partial quantum after 5 years (noted B60 by Rodriguez 
and Hobcraft, 1980) would then be equal to 
1 - Pi(1 - bi(k + 1)), with i = 0 to i = 4.

In this approach, one mixes age and marriage 
durations in each parity cohort. Fertility differences
between two cohorts of parity k could therefore be due
only to differences in the age or marital composition
of the parity cohorts. It is probable, however, that this
bias is relatively small, especially if births of order 
k + 1 are borne from women having the same age.
Computation of parity-specific fertility may also be
made for subgroups specific for various explanatory
variables, such as education, occupation, and so forth.
However, if multiple classifications are used, the size
of the subgroups will become very small and the fer-
tility indices will tend to behave erratically. Event-
history analysis such as the Cox-type methods (see
Chapter 23) applied to the individual data, should here
be preferred.

Open and Closed Birth Intervals

When dates of birth are given, it is easy to compute
birth intervals by birth order, commonly designated by
the order of birth that terminates the interval (Hinde,
1998). For example, the first birth interval is the
segment of time between marriage and first birth.
Some demographers number the interval instead by
the order of birth that opens the interval (Newell,
1988). The first birth interval would, in this case, be the
time between the first and second births. It should be
stressed that birth intervals may only be calculated for
all closed intervals (i.e., those terminated by a live
birth). In interview data, one may also take account at
reproductive ages, of open intervals censored by the
date of the interview. It can be shown that open inter-
vals straddling the survey date, which will eventually
be closed, are on the average longer than those that
have been closed before this date (Henry, 1972). One
cannot therefore estimate from these sole open inter-
vals the average closed interval. Furthermore, the
average of the sole closed intervals for women who
have not yet achieved their total family size will
underestimate the true overall length of the interval.
One must also take into account the fact that some of
the women with an open interval will never close this
interval, as they will not proceed to having another
birth. In this respect, when using open intervals, it is
therefore useful to control for age and parity, as these

influence the length of the interval. More generally,
one may wish to determine the effect of different
factors, such as the use of contraception or the level of
education, on the probability of closing the interval
(i.e., of moving to the next parity). Proportional hazard
models, or other forms of event-history analysis, can
be used for this purpose (Hinde, 1998).

Finally, the last closed interval and the open inter-
val have sometimes been used as measures of period
fertility, in view of examining the impact of birth
control on recent fertility trends in less developed
countries (Srinivasan, 1980). It is interesting to note
that at a particular point in time, the distribution of
women according to the length of the open birth inter-
val is similar to a population age structure, except that
in the latter case all open intervals (ages) will eventu-
ally be closed by death. This is not the case in a birth
interval structure, as some of the females will never
close the interval (i.e., move on to a higher parity).
Nevertheless, the similarity between the age and the
birth interval structures has been used by several
demographers, including Henry, Pressat, Feeney, 
and Ross, to compare open and closed birth intervals.
If fertility is stationary, it can be shown furthermore
that the average of all intervals closing during a speci-
fied period before the survey is equal to the average
overall interval. This result is similar to the fact that 
if mortality is stationary, the average age at death 
of those individuals dying during the past year is
equal to the expectation of life at birth (Leridon and
Toulemon, 1997).
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For a birth cohort, emigration represents an outflow
from the cohort. By contrast, immigration is an event
of external origin that, by definition, cannot be
included in a cohort approach in the strict sense, as it
is determined by the behavior of a group of individu-
als who do not belong to the initial population (Santini,
1992). There is only one situation in which immigra-
tion can be regarded as an event that effectively con-
cerns the entire cohort: this is when the study focuses
on the internal migrations of a closed population (i.e.,
without external migrations), where emigration and
immigration are simply each other’s opposites (immi-
gration to one region consisting of emigration from 
the other regions). But that is not our purpose here,
because at this point we want to examine the role of
migration in the overall dynamics of a population.

In classic analysis, however, immigration is
regarded as a birth of sorts, with the individual enter-
ing the population studied at an age x different 
from zero; likewise, emigration is, in practice, equated
with an early death, since the individual leaves the
population studied. Instead of being strictly defined as
a set of persons born in the same year in the same ter-
ritory, the cohort becomes a set of persons born in the
same year and living, at the age of observation, in the
same territory. On these definitions, the construction
of migration indicators becomes far simpler (admit-
tedly, owing to the very special nature of immigration,
this expedient is entirely debatable). Even more so
than the previously formulated hypotheses on the
independence of phenomena (for example, mortality
and migration, or fertility, mortality, and migration),
the hypothesis of an event that is totally exogenous but
just as independent of the structure and dynamics of

the initial population lacks credibility. How can one
postulate the neutrality of the initial context or the
population’s unrestricted capacity to export migrants?
We should also add that, in practice, because of the
shortage of available data, we must often make do
with an analysis of net migration, which ignores these
issues altogether.

The gathering of information on external migration
flows and their characteristics is indeed, almost
always, the first and biggest problem. As already dis-
cussed in Chapter 4, few countries maintain popula-
tion registers; even when a register does exist—as in
Italy—it is not uncommon for large numbers of migra-
tions to go unrecorded. The problem is particularly
acute for immigration, as a large share of inflows occur
clandestinely, and legal immigrants sometimes repre-
sent only a marginal share of the real total.

Just as a population’s natural dynamics depend on
the balance between births and deaths, so the migration
dynamics are shaped by the difference between inflows
and outflows. Obviously, we must be careful to record
the direction in which the flows occur (i.e., to subtract
departures and add arrivals). We will begin by 
adopting this method to measure the propensities to
emigrate and the propensities to welcome immigrants
that can influence the population’s dynamics.

But this is not the most interesting approach for the
study of mobility itself. What is actually more impor-
tant is to measure the total intensity of flows in either
direction in the course of each individual path. While
this approach to migration is not directly applicable to
the analysis of population dynamics, we believe it is
essential to provide a broad outline here. This will
enable us to refer to the approach in the chapters on
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mobility factors at the end of this volume (Chapters 22
and 23) and—more significantly—in Volume 2 on the
determinants of migration.

As a first step, however, let us briefly describe the
available data.

I. THE DATA CONSTRAINT

The data situations may be radically different and
seldom ideal, and each may require a different
approach. Let us rehearse the main possibilities before
reviewing the existing methods.

1. Population Registers

As emphasized in the Introduction, the cohort
approach can be fully developed when the quality of
the population registers available is sufficient to
provide a nearly complete record of individual move-
ments and their characteristics. If the system has been
operating for a long time, this type of registration
enables us to follow each individual’s complete
sequence of inflows and outflows, from birth or from
his or her first entry into the geographic area. If at a
given moment in his or her life (for example, when
looking for work), a person decides to emigrate, he or
she will be deleted from his or her cohort population. If
the person returns later (for example to work in the
country again or to retire there), he or she will be added
to the total again after having been enumerated as an
immigrant. This roundtrip can obviously be repeated
several times in a lifetime, giving rise to a sequence of
multiple migrations. Obviously, other individuals from
other geographic areas, but born in the same year as the
cohort studied, may swell the ranks of that cohort.

Such information—alas seldom available—makes it
possible to construct migration rates or probabilities of
migrating for each birth cohort. The indicators may
cover either all migrations observed in the cohort, or
inflows and outflows separately. In any event, of
course, we can only examine the frequency of move-
ments observed relative to the size of the cohort
studied. The indicator will be of debatable significance
in the case of inflows, because the denominator will
consist of a population that is not the source of the
events (unless we are dealing with the return of an
individual born in the geographic area). However,
although immigration is an exogenous event for the
population of arrival, it does constitute a fundamental
element in the dynamics of any open population. Like
emigration or mortality, it contributes to the change in
the cohort’s size as it ages.

The information gathered from the population reg-
isters not only lends itself easily to a classic analysis of

flows. It can also provide a sometimes-abundant 
database for analyzing the interactions between demo-
graphic phenomena as well as the determinants of
these phenomena, through the succession of the events
that form individual histories such as marriage,
divorce, widowhood, parenthood, and working career.
This usefulness will be illustrated again in later chap-
ters (particularly Chapters 23 and 24) discussing inter-
actions between demographic phenomena and their
determinants.

2. Prospective and Retrospective Surveys

We can try to offset the lack of comprehensive
current statistics by performing selective sample
surveys. There are two possibilities: follow-up (or
prospective) surveys and retrospective surveys. Follow-
up surveys are based on a sample of individuals taken
at birth or at a given age, initially observed at a given
date, then monitored by means of successive inter-
views at regular intervals. With such a sample,
however, we can track departures only; by definition,
arrivals do not form part of the initial cohort. If,
instead of a sample of individuals, we have selected a
sample of geographic areas, we can add new entrants
to the initial cohort as they arrive, provided that they
have experienced the cohort’s constitutive event (e.g.,
birth, for a birth cohort) at the same date as the initial
population. This approach, whose principle is fairly
similar to that of a population register, has been used
in several studies of countries without registers and
subject to large departure flows.

As a rule, prospective surveys are conducted over a
limited period of time only. In that case, the informa-
tion gathered is confined to specific life segments
between the time of sample selection and the final
interview. Another drawback of follow-up surveys is
that outflows followed by a return between two inter-
views may go unobserved.

The second alternative is a retrospective survey in
which a sample of individuals is interviewed about its
past migrations. By choosing a cohort that has reached
a reasonably old age at the time of the survey, we can
obtain a fairly long-term picture of the cohort’s life.
Again, however, we are faced with a series of problems
that are not readily solved. The first is that retrospec-
tive surveys cannot tell us about departures, unless
they have been followed by a return in the meantime
(admittedly, arrivals are far easier to measure than in
prospective surveys, as retrospective surveys can only
cover individuals present at the end of the chosen time
frame). Second, because of the length of the retrospec-
tive observation period, neglecting hypotheses on
independence between phenomena and on population
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homogeneity (Chapter 9) may create serious difficul-
ties. We assume that the persons who could not be
interviewed because they have died or emigrated
would have had the same migration behavior as those
present at the time of the survey (independence
hypothesis). We also assume that the outflows from the
observation field do not alter the average status of the
remaining population (homogeneity hypothesis).
Although tolerable over short periods, such hypothe-
ses may well become unacceptable over so long a
period. Moreover, the information gathered in these
surveys depends largely on respondents’ cooperation
and memory, and is often vulnerable to major obser-
vation errors.

Yet, despite all these shortcomings, the retrospective
survey is generally preferred to a prospective survey
because it is much cheaper, far quicker to perform, and
capable of producing results immediately—as against
the many years required by the prospective method.

Many retrospective surveys have been carried out
in recent decades, and they have served as a basis for
the main methodologic developments in the cohort
analysis of migrations (Courgeau 1973, 1980, 1984,
1985a, 1985b, and 1988; Piché et al., 1984; Piché, 1990;
Riandey, 1988; Bottai, 1990). Among the most innova-
tive studies are the developments in the analysis of
individual biographies (Courgeau and Lelièvre, 1989),
discussed in Chapter 23.

3. Contribution of Censuses

Many censuses include a few questions on migra-
tions. The three most typical items of information col-
lected are place of birth, place of residence at a given
date prior to the census, and date of last migration.
With these items, we can reconstruct at least a portion
of a cohort’s migration history. Naturally, at the overall
national level, the census questions only allow a track-
ing of arrivals. However, if the population studied is
that of a particular region, we will also capture emi-
grants through the results obtained in all the other
regions. The place-of-birth question gives us a record
of only one migration per individual, with no guaran-
tee of identifying all those who have migrated at least
once in their lives, since some may have returned to
their birthplaces after a stay elsewhere. If the question
is supplemented by others on place of residence at 
one or more precensus dates, the information will be
somewhat fuller, but will inevitably remain very
incomplete. In any event, we are still faced with the
above-mentioned risks inherent in retrospective
surveys. The risk of observation error, in particular, is
great because the census is a comprehensive operation
carried out quickly and cheaply.

4. Intercensal Net Migration

Censuses, combined with civil-registration data,
offer another possibility: the reconstruction of inter-
censal net migration. If we know the population by
year of birth (or, failing that, by age) in two successive
censuses, and if we have annual statistics of births and
deaths by year of birth (or, failing that, by age), we can
deduce the overall net migration for each cohort in the
intercensal period. This approach, of course, will give
us a very limited view of migrations, since it is only a
balance: inflows and outflows cannot be measured
separately. Yet, for countries that lack population 
registers, this is practically the only way to estimate net
external migration—so much so that it features promi-
nently in most demographic-analysis manuals.

If we do not have an annual breakdown of deaths
by year of birth (or age), we can obtain an approximate
result by means of a fairly cumbersome procedure
based on life tables showing the presumed mortality
of the cohorts studied. This procedure is emphasized
in many manuals of demographic analysis (Wunsch
and Termote, 1978; Livi Bacci, 1981).

II. AGE-SPECIFIC INFLOW AND
OUTFLOW RATES

If we have a systematic record of migrations at our
disposal and if the system is sufficiently reliable, we
can monitor a cohort using the same approach as in
the study of mortality and fertility: if we have figures
for the cohort’s size and the migration inflows and 
outflows each year, we can compute immigration and
emigration rates.

Like maternity, migration is a renewable event. The
same person can migrate several times. However,
when analyzing migration dynamics, we must count
inflows and outflows separately. Now a single indi-
vidual cannot leave a second time unless he or she has
returned (i.e., unless he or she has made an initial
entry), and the ranking of movements in one direction
depends entirely on the ranking of movements in the
other. As we cannot amalgamate inflows and outflows
here, we will save the opportunities for analysis
offered by ranking for the overall study of intracohort
mobility (Chapter 22). For the moment, we confine our
analysis to migration regardless of rank.

As with fertility and mortality, the usable rates are
the type 3 rates (Lexis parallelograms between birth-
days) if we have a breakdown of migrations by age
and year of birth or the type 2 rates (prospective par-
allelograms) if the statistics are given by year of birth
and year of observation (see Chapter 6 and subsequent
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chapters for different types of rate). But, as in the study
of mortality, if we use the type 2 rates, we will have to
solve the special problem posed by the first year of age,
which straddles an initial Lexis triangle and the first
prospective parallelogram (Figure 13–1).

Let Di
x, I i

x, and Ei
x be the deaths, inflows, and out-

flows for cohort i at age x, and Pi
x the number of cohort

individuals aged x. The type 3 rate of emigration ei
x

between the exact ages x and x + 1 is equal to:

With broader age groups, of n years, the rate is equal to:

In most cases, however, we calculate type 2 rates.
Let Ei

x ,x+1 be the outflows from cohort i at age (x,x + 1)
in year t and Pi

x ,t the number of cohort individuals of
age x on January 1 of year t. The emigration rate ei

x is
equal to:

Subject to all the reservations expressed earlier on
such rates, we can also compute age-specific immigra-
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e
E

P P
x
i x x

i

x t
i

x t
i

=
+( )

+

-( )

,

, ,

1

10 5.

n x
i x x n

i

x x n
i

x x n
i

e
E

P P
=

+( )
+

+ +( ) + +( )

,

, ,0 5 1 1.

e
E

P D I E

E
P P

x
i x

i

x
i

x
i

x
i

x
i

x
i

x
i

x
i

=
+ - +( )

=
+( )+1

2
0 5 1.

We will accordingly obtain complete series of age-
specific emigration or immigration rates for a cohort.
We can sum these rates to obtain a synthetic indicator
of propensities to depart (EF) and to arrive (IF). (“EF”
and “IF” stand for emigration flow and immigration
flow, respectively.)

Again, using an age-group approach, we obtain:

Of course the difference between the immigration
rate and emigration rate at each age gives a net migra-
tion rate, and we can also sum these rates to obtain a
summary measure of net migration.

Lastly, we can determine a weighted mean age at
emigration and mean age at immigration:1
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1 Reminder: this formula applies to type 3 rates. If we are dealing
with type 2 rates, we will have:
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III. ESTIMATING NET MIGRATION: 
A ROBUST APPROACH 

DESPITE ITS LIMITS

Absent fuller data on migration flows, we can
attempt to estimate the cohort-specific net migration
between two successive censuses. Two procedures are
possible, depending on whether we are working
directly with statistics on deaths by age and year of
birth or using life tables.

1. Estimation of Overall Net Migration

a. Using Deaths by Year of Birth

If we have the current statistics on death by year of
observation and year of birth for the entire intercensal
period, we can obtain the cohort-specific net external
migration by subtracting cohort deaths from the inter-
censal net migration (or from the difference between
births and the sizes of the corresponding cohorts in the
following census), for each cohort.

Obviously the cohort(s) studied must be fully iden-
tified. The ideal solution would be for censuses to take
place on January 1, which would allow a perfect con-
gruence between death statistics and populations by
age, but this is hardly ever the case. If the two censuses
have not been carried out at the start of the year but
have taken place at the same time of year, we can at
least be sure of exactly identifying the same cohort
from one census to the other.

In the latter case, however, the 12-month period of
births that defines a cohort is not bounded by two
January 1sts, but by the two census dates.

Let us consider two censuses performed at an inter-
val of exactly n years, the first in t1 and the second in
t2 (Figure 13–2). Let Pi

x ,t1 be the size of cohort i aged x
in the first census, Pi

x+n,t2 the size of the same cohort at
age x + n in the second census, and Di

(x,x+n),(t1,t2) the sum
of deaths of cohort i registered during the intercensal
period. The cohort’s net migration is equal to:

NMi
x,x+n = Pi

x,t1 - Pi
x+n,t2 + Di

(x,x+n),(t1,t2)

If we are studying a cohort born after the first
census, we must proceed identically starting with
births. Let Bj

t be the births of a cohort j born in one 
of the intercensal years t, Pj

x,t2 the size of the same
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cohort aged x at the date of the second census, and
Dj

(0,x),(t,t2) the cohort deaths between birth and the
second census. The net migration for each of these
cohorts is equal to:

NMj
0,x
j

= Bj
t - Pj

x,t2 + Dj
(0,x),(t,t2)

We can also perform the computation for conven-
tional cohorts (i.e., individuals born in the same cal-
endar year). In that case, however, the complete ages
at the time of census are not the ages between exact
birthdays but the ages between exact ages not
expressed as round numbers.

For example, the size of the Italian male cohort born
in 1941 was estimated at 354,892 in the October 24,
1971, census2 (at an age ranging between 29.8 and 30.8
exact years), then at 351,357 in the October 25, 1981,
census. Between the two dates, the civil statistics
recorded 5391 male deaths for the same 1941 cohort.3

The intercensal net external migration for the 1941
cohort is therefore equal to:

NM 1941
(C1971,C1981) = 351,357 - 354,892 + 5,391 = 1,856

Similarly, the 1976 cohort, born after the first census,
comprised 390,149 male births, whereas its population
enumerated in 1981 totaled 397,603 males, and 10,410
deaths were recorded for the cohort between birth and
the 1981 census. The cohort’s net external migration
between birth and the 1981 census is therefore equal
to:

NM1976
(1976,C1981) = 390,149 - 397,603 + 10,410 = 2,956

In reality, this net-migration estimate is by default,
as the deaths registered in the intercensal period
include the deaths of immigrants occurring after they
entered Italian territory. By subtracting all these
deaths, we underestimate the number of entries.
However, because we do not know the number of
immigrants, we cannot perform the necessary adjust-
ment with this method.

b. Using Two Life Tables

Even in countries with full statistics, the classifica-
tion of deaths by year of birth and calendar year is not
always available, and the procedure for estimating net
migration described in the previous section is rarely
followed. A more commonly used alternative is the
survival ratio method, which consists in estimating 
the deaths between two censuses by applying to each
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cohort the probabilities of dying derived from a suit-
ably chosen series of life tables:

NMi
x,x+n = Pi

(x,x+n),t2 - [Pi
x,t1 - Pi

x,t1 ◊qi
x,x+n]

where qi
x,x+n is cohort i’s probability of dying between

age x in t1 and age x + n in t2. However, because the
aim is to determine a population expected in the
second census with no migration to compare it with

the enumerated population, we can rewrite the
formula more simply (method I) as:

NMi
x,x+n = Pi

(x,x+n),t2 - Pi
x,t1 ◊pi

x,x+n

where the product included in the second member of
the equation represents the expected population, p i

x,x+n

being cohort i’s probability of survival from one census
to the next. The latter value is, of course, a prospective
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probability of the Lx+n,t2/Lx,t1 type, generally calculated
from two life tables constructed for the periods sur-
rounding either census. Naturally, for each cohort j
born between the two censuses, the period of exposure
to the risk of dying is shorter than n and the probabil-
ity of survival is of the Lx,t2/l0 type.

However, this method not only suffers from all the
drawbacks of the previous one but raises additional
problems as well. First, the relevance of the period life
tables used to estimate the mortality of the cohorts
studied is open to question. Second, if we apply the
probability of survival to the initial population, we are
applying it ipso facto to emigrants beyond the duration
of their stay in the geographic area. Conversely, it is
true that we ignore the mortality of immigrants since
their entry, but, even if the inflows and outflows were
broadly of equal magnitude, the problem would be
only partially overcome, since the entry and outflow
dates are not necessarily equivalent. In reality, the
hypothesis underlying this method is that all migra-
tion flows occur just before the second census.

According to this method, the intercensal net migra-
tion of the Italian male 1941 cohort is estimated at:

NM1941
1971,1981 = 351,357 - 354,892 ◊0.98711 = 1,040

and that of the cohort born in 1976 is:

NM1976
1976,1981 = 390,149 - 397,603 ◊0.97437 = 3,179

Following a less commonly used approach, we can
work backward from the second census to estimate a
cohort size in the preceding census on the assumption
of no migration (method II):

However, we will then encounter the same problem
in reverse, because we have implicitly assumed that all
the migrations occurred just after the first census.

The end result, however, is barely different. For the
male 1941 cohort, we obtain:

and for the male 1976 cohort:

As Courgeau (1988) has shown, either approach
allows us to estimate the net number of migrants, but
not the number of net migrations. To estimate the
latter, we need to make additional assumptions on the
distribution of migration flows (inflows and outflows)
within the intercensal interval. The estimation of
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deaths is hindered by lack of information on the time
distribution of migration flows. Several authors
(Wunsch, 1969; Dionne, 1970; Courgeau, 1988) propose
an identical solution to reduce the estimation error by
introducing an estimation of migrants’ deaths into 
the net-migration calculation. Because the distribution
of migration flows between the two censuses is
unknown, these authors assume an equidistribution of
net migration during the period. On the further
assumption that mortality (at least at adult ages) rises
gradually with age, they attach more weight to the
mortality of the second half of the intercensal interval
than to the first. Let qI and qII be the probabilities of
dying for these two half-intervals. We apply to the
migrants of the first half-interval the probability of
dying 0.5qI, and to the survivors among them the prob-
ability qII; to the migrants of the second half-interval,
we apply the probability 0.5qII. The total number of
migrants’ deaths accordingly comes to:

or

In this manner, at the price of some further hypothe-
ses (Wunsch and Termote, 1978; Courgeau, 1988), we 

can obtain a correction factor to estimate 

net migrations as follows (method III):

For the 1941 cohort, this gives:

and for the 1976 cohort:

As we can see in Table 13–1, whatever the proce-
dure, the methods based on life tables yield very
similar results for the 1941 cohort. In particular, the 
difference between net migrants and net migrations is
minimal in this example. By contrast, these approxi-
mations and the results obtained with the method
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involving direct use of death statistics—for that same
1941 cohort—differ by a factor of two. No such differ-
ence is found with the 1976 cohort. The main reason is
that the number of officially registered births is far
more reliable than any cohort population enumerated
at a given age. The imprecision of an evaluation based
on the difference between observations subject to error
is much more important here than any methodologic
refinements. Not only are the censuses far from
perfect, but also the enumeration errors from which
they suffer vary from one census to another—and,
sometimes, can even change direction. In any event, of
course, these deficiencies must inspire caution in
accepting the results for intercensal net migration,
whatever the method used.

2. From Overall Net Migration to 
Age-specific Rates

Whatever the procedure, the methods discussed in
the previous sections give only an overall net figure for
the intercensal period (10 years in the case of Italy) or
for a shorter period of variable length when we study
cohorts born between censuses. The next step consists
of decomposing this net figure by age, taking the ages
reached by cohort studied in the course of the period
(i.e., the relevant parallelograms [or triangles] on the
Lexis diagram [ABCD or EFG, Figure 13–3]). Almost all
demography manuals recommend a straightforward
uniform distribution of the overall net migration
between the years of age concerned. This means
assigning the same net migration to each age in each
cohort, whereas we know that the age distribution of
migrations is—on the contrary—far from uniform
(Figure 4–19 of Chapter 4) and also displays a fairly
similar profile in many cases (Castro and Rogers, 1979;
Livi Bacci, 1981; Capocaccia and Caselli, 1990). Inter-
national migration is fairly significant at the youngest

ages, usually falls sharply toward ages 10 to 15 years,
increases steeply up to age 30 or so, and declines 
gradually thereafter, becoming negligible after age 70.
In other words, for an accurate distribution of an
overall net migration observed in the course of a rather
long age interval, we must allow for the age-related
variations in the propensity to migrate. We must also
remember that migration is sensitive to the economic
cycle. Last, we need consider annual fluctuations, even
when breaking down an overall net migration figure
for a single cohort.

To take simultaneous account of age effects and
period effects on the distribution of the net intercensal
migration of each cohort, we can use an age-period
(AP) model developed for a reconstruction of the
Italian population by province at each January 1
(Capocaccia and Caselli, 1990). This method rests on
the following two hypotheses:

1. Migration flows follow the same distribution by
age and calendar year as that of the movements
recorded in the population register (registro
anagrafico4);

2. The age structure of these flows is constant from
one calendar year to the next.

The first hypothesis has not been tested empirically
in Italy, but it seems fairly logical and consistent with
observations made in other countries. The second
tallies with the results of a comparative analysis of
deletions and new entries, by age, in the population
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TABLE 13–1 Comparison of intercensal net migration figures for Italian male
cohorts born in 1941 and 1976, obtained with different procedures

Method 1941 Cohort 1976 Cohort

Net figure Index valuea Net figure Index valuea

Deaths method 1856 100 2956 100
Method I (net migrants) 1040 56 3179 107
Method II (net migrants) 1053 57 2809 95
Method III (net migrations) 1046 56 2772 94

a Deaths method = 100.
From censuses of October 24, 1971, and October 25, 1981.

4 Italy requires place-of-residence changes to be reported. In
theory, a citizen who changes residence must report his or her arrival
to the Ufficio Anagrafico (registry) of the new locality and report his
or her departure to the registry of the old locality. This registration,
however, covers only a portion of the real population flows, as 
many moves go undeclared. But it is safe to assume that the 
under-recording is broadly independent of migrants’ ages and that
it varies little over time.



registers of the 92 Italian provinces during the 1971 to
1976 and 1977 and 1981 periods.5

Intercensal net migration by cohort for 1971 to 1981
was estimated using the procedure described above,
using death statistics. To estimate the age-specific
probabilities of migrating,6 we use a logistic function
whose independent variables are age and calendar
year: this is the AP model:

pmi,t = (1 + exp(ai + bt + c))-1

where pmi,t is the probability for an individual aged i
of migrating in t; the parameters a and b denote age
effect and period effect respectively, c being a constant
that describes the average propensity to migrate for
the total population. These parameters are estimated
by the least-squares method, applied to the statistics 
of deletions from the population register: This is 
preferred to new entries in the register, since Italy was
an emigration country during the period. The results
for a (age effect) and b (period effect) are reported in
Figure 13–4. The age-effect profile is entirely consistent
with the descriptions in the specialized literature. The
period-effect profile shows that the propensity to
migrate was greater at the start of the period and 
gradually declined thereafter.
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FIGURE 13–3 Visual representation on Lexis diagram of an age-specific net migration within an overall
intercensal net migration estimated for a given cohort (Source: Capocaccia and Caselli, 1990).

5 A later study has found the same age structure in the 1981 to
1986 and 1986 to 1991 periods.

6 We can determine probabilities of migrating if we assume that
each migration flow involves a different individual: this means treat-
ing migration as a nonrenewable event.



For the cohorts concerned, parameter a of the model
provides an estimate of probabilities of migrating
between two birthdays. However, our goal is to deter-
mine prospective probabilities that take into account
each cohort’s propensity to migrate in the course of a
calendar year: we want to fit the equations precisely to
the data derived from the comparison between two
censuses that have not taken place on January 1
(Figure 13–3). For details of the calculation, see 
Capocaccia and Caselli (1990).

Once we have calculated the age-specific probabili-
ties of migrating for each cohort, their total intercensal
net migration is distributed as follows:

If the cohort is born before the first census:

If the cohort is born between the two censuses:

NM NM
pm

pm
x t
i

x n t t
j x t

j

x t
j

t

n, , , ,
,

,

= ◊+( ) ( )

=

+

Â
0 2

2

1

NM NM
pm

pm
x t
i

x x n t t
i x t

i

x t
j

t

n, , , ,
,

,

= ◊+( ) ( )

=

+

Â
1 2

2

1

The ratio in the second member of these equations
gives the proportion of total net migration to be
assigned to each age x reached in the calendar year for
the cohort studied.

We can then derive indicators for migration inten-
sity and tempo:

a rate (type 2):

an average number of net migrations (total net 
migration) reached by each cohort in the intercensal
interval:

and a mean age of these cohorts at net migration in the
intercensal interval:

Table 13–2 and Figure 13–5 illustrate the results
obtained for the Italian male 1941 cohort between the
1971 and 1981 censuses, and between the 1981 and
1991 censuses. This gives us a picture of 20 years of the
cohort’s life. The table and figure compare the appli-
cation of the generally recommended method of 
net-migration equidistribution and the AP model dis-
tribution method. In the first case, we obviously obtain
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constant rates with identical signs in each intercensal
period, whereas the AP method gives a more realistic
picture of age-related changes in migration.

In both methods, the total net migration after 20
years is naturally the same, and the difference in mean
age is actually minimal (37.0 versus 36.9 years). Only
the distribution is radically different. Of course, the
problems relating to the quality of census observations
remain unsolved!

CONCLUSION

At the start of the chapter, we saw the scope of the
problems raised by the analysis of migrations in terms
of their contribution to the overall population dynam-
ics. For the natural dynamics (i.e., the balance between
births and deaths), the cohort analysis of events occur-
ring in the life of individuals (maternity, death) is used
to construct unambiguous indicators of the progres-
sive extinction or cumulative fertility of a cohort. On

the other hand, the dynamics of migration (i.e., the
balance between inflows and outflows) are a source of
multiple difficulties. The first are, of course, observa-
tional, as the administrative sources in this field are
most often either non-existent or severely deficient.
But there is also—and above all—a conceptual diffi-
culty: while emigration can be understood as an
endogenous phenomenon, specific to the population
studied (although there needs to be an elsewhere to
which people can migrate), immigration depends on
the behavior of external populations to which we
should be able to refer in order to construct a satisfac-
tory representation model. In most cases, though, we
know nothing about the external areas from which the
immigrants come. Traditionally, demographers get
around this problem by calculating immigration rates
as if inflows could be measured against the number of
residents—but this does very little to reduce the sense
of dissatisfaction. We can easily see that this is at best
an expedient to describe the various components of a
population’s capacity to grow.
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TABLE 13–2 Age-specific net migration and age-specific net migration rate between 1972 and 1991 for Italian male 1941
cohort, using two methods for distributing the overall net figure

Age Year Uniform distribution Distribution based on AP model

Net migration Population Rate Net migration Population Rate
by age at Jan. 1 (per 1000) by age at Jan. 1 (per 1000)

30 1972 215 354,300 0.61 166 354,300 0.47
31 1973 215 354,000 0.61 1640 354,000 4.62
32 1974 215 355,200 0.61 596 355,200 1.68
33 1975 215 355,300 0.61 240 355,300 0.68
34 1976 215 355,100 0.61 173 355,100 0.49
35 1977 215 354,800 0.61 48 354,800 0.14
36 1978 215 354,300 0.61 -109 354,300 -0.31
37 1979 215 353,600 0.61 -688 353,600 -1.95
38 1980 215 352,300 0.61 -95 352,300 -0.27
39 1981 215 351,500 0.61 178 351,500 0.51
40 1982 -50 350,974 -0.14 -425 350,974 -1.21
41 1983 -50 349,786 -0.14 -352 349,786 -1.01
42 1984 -50 348,575 -0.14 -224 348,575 -0.64
43 1985 -50 347,513 -0.14 -86 347,513 -0.25
44 1986 -50 346,501 -0.14 -35 346,501 -0.10
45 1987 -50 345,424 -0.14 22 345,424 0.06
46 1988 -50 344,400 -0.15 84 344,400 0.24
47 1989 -50 343,265 -0.15 135 343,265 0.39
48 1990 -50 342,167 -0.15 177 342,167 0.52
49 1991 -50 340,972 -0.15 203 340,972 0.60
50 339,672 339,672

Net migration reached between 1,650 4.66 1,648 4.66
ages 30 and 49

Mean age at net migration 37.0 36.9
between ages 30 and 49



By contrast, migration is a demographic phenome-
non in itself that—beyond the overall population
dynamics—can, through different channels, affect the
population’s structure and flows. First, as we shall see,
fertility and mortality are not unrelated to mobility,
and this would alone be sufficient reason to go back to
the analysis of migration processes as a factor in demo-
graphic behavior. But domestic migration plays a
crucial role in the distribution of a population on its
territory, and hence in shaping its structure. This, in
turn, can have major indirect effects on the population
dynamics. Last, migration is a phenomenon whose
economic, social, cultural, political, and other conse-
quences are immense, which is why we will return to
migration in Chapter 22, using an entirely different
approach to mobility. This approach is capable of
taking into account all the categories of movements
that occur in the life of an individual—from simple
changes of residence to international migrations; it
focuses on the act of migration per se, as distinct from
its direction (inflow or outflow).
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P A R T  

III

PERIOD ANALYSIS REVISITED
The Hypothetical Cohort and its Relations 

with Actual Birth Cohorts

GRAZIELLA CASELLI AND JACQUES VALLIN

The factors of natural population change affect nothing if not the life and death of
individuals. To account for them in the most practical way possible, therefore, we have
analyzed at length the relevant processes within birth cohorts whose reproduction can
be tracked through their recorded fertility, and their attrition through their death rate.
We attempted to address the factors of migration flows (immigration and emigration)
in the same way, but with less success due to the difficulties of observation. As a 
result, we moved from observing concrete events which punctuate the lives of the indi-
viduals to calculating rates or probabilities which characterize fertility behavior,
propensity to migrate, and the process of attrition within specific sets of individuals—
cohorts—sharing the attribute of having been born in the same year and so being the
same ages at the same times.

As a result, we somewhat disregarded the population in the sense of the continu-
ously subsisting total population of each birth cohort comprising it. The fertility, mor-
tality or propensity to migrate of a population in a given period is in fact predicated
by the period-specific combination of life experiences of the different birth cohorts con-
cerned. Each cohort adds to the population dynamics through its behavior at the age
attained in the period of interest.

The combined behaviors of different birth cohorts at different ages are what deter-
mines natural and migratory population change. And changes in these combinations
are the main focus of population policies, be they public health, migration or family
policy.

Longitudinal or cohort analysis is a purely secondary means of tracking both short-
term and longer-term trends. Not only because the statistical perspective required
means that it can be done only long after the event, but short- or even long-term changes
generally affect most of the age groups constituting the population at the time they
occur, while new events or new changes occur as the cohorts age. So, to assess the 



influence of different social, economic, cultural factors on population development, and 
to give direction to the policies to deal with them, we must have time-specific indica-
tors for fertility, mortality and migration and track their development over time.
Whence the need to reconstruct by period analysis what was previously done by cohort
analysis.

This is what will be done here, starting with Chapter 14, which applies the theoret-
ical construct of the hypothetical cohort to the three main components of population
change in turn: mortality, fertility, and migration.

At this juncture, there is a good case to be made for having simple indicators of these
phenomena. Bearing in mind the problems arising from confounding variables, stan-

dardization methods can be used to define comparative measurements (Chapter 15).
Chapter 16 analyzes the relationships between age-specific rates and total rates, and
describes various methods of differential analysis of two life expectancies or two total 
fertility rates.

Comparing period and cohort indicators shows how far, in some cases, both can
differ from each other, the former taking account of age-specific timing factors per-
taining to different birth cohorts with different life histories at a single point in time
within the same population, through period-specific recombination within a hypothet-
ical cohort. Chapter 17 will clarify the relations between these two approaches through
translation models.

Finally, this third part concludes with a discussion of APC (age-period-cohort) models

that seek to link period and cohort analyses to pinpoint what is age-, period-, or cohort-
specific in the development of a demographic phenomenon.
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To construct period indicators for tracking the
changes over time in the basic phenomena of popula-
tion dynamics, we will resort to artificial constructs
known as hypothetical cohorts (also known as fictitious
or synthetic cohorts). These imaginary groups are
assumed to display throughout their lives the fertility,
mortality, and migration behaviors measured by the
age-specific rates observed in a given period. The rates
obviously reflect the behaviors of different real cohorts
during the period. The relationships between these
behaviors and the behaviors of the same cohorts at
earlier ages and at older ages are presumably quite dif-
ferent from the links between these behaviors and
those of other cohorts at other ages in the period con-
sidered. But this association of age-specific behaviors
in a given period describes the state of the phenome-
non studied in the period examined. To track the
change in the phenomenon, we will pretend that the
age-specific rates observed in each time fraction are
those of a single cohort, the hypothetical cohort, for
which we can measure life expectancy, mean number
of children per woman, and other variables.

We examine mortality, fertility, and migrations.

I. THE PERIOD LIFE TABLE

The period life table assigns to a hypothetical cohort
the age-specific risks of dying observed in a given
period. It can be constructed only by measuring the
risks. In this respect, it differs from the life table of a

real cohort, which can—in theory, and under certain
observation conditions—be constructed directly from
actual deaths (see Chapter 11). There is only one set of
circumstances in which we could define the observed
age-specific deaths as the deaths in the period life table.
Three conditions would be required: (a) an identical
age-specific mortality for all the cohorts contributing
to the period measure, (b) an identical initial number
of births for all the cohorts, and (c) no change in cohort
sizes due to migration flows at any time in their lives.
No real population, of course, ever meets these crite-
ria, which are those that define what we will later refer
to as a stationary population (Chapter 20). Consequently,
we can hardly ever regard the age-specific deaths
observed in a given period as a possible starting point
for a period life table.

1. From Age-specific Risks to 
the Period Table

We have already seen that, depending on the data
available, different approaches can be used to estimate
the age-specific risks of dying (Chapter 11). How
should we go about describing the reality of a given
observation period as faithfully as the available data
allow? Let us start with the simplest case: a calendar
year for which we want to measure the year-of-age-
specific risk of deaths. Figure 14–1 illustrates the posi-
tion on a Lexis diagram of the various measures of the
risk of dying that may be used to construct a life table
by year of age for an individual calendar year.
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a. Using Rates as the Starting Point

Obviously we can start with the year-of-age-specific
mortality rates (Figure 14–1, first column) and estimate
the corresponding probabilities of dying. There are
three advantages to this approach: the data are often
accessible in the proper form, they concern precisely
one calendar year, and they identify each year of age
just as exactly. However, the probabilities are only
approximations that assume an equal distribution of
deaths in the two Lexis triangles. As seen earlier, the
conversion formula based on this hypothesis is usually
acceptable. But there are two cases where it may 
not be acceptable: (a) when the two cohorts crossing
the same Lexis square were born at a time of 
abrupt swings in the birth rate and (b) above all, at the
ages when the age-related swings in mortality 
within a given 1-year age interval are too wide
(Chapter 11). Although the first exception is rare, the
second is always a problem when measuring infant
mortality and mortality at the oldest ages. In any
event, the oldest ages pose other problems (as seen in
Chapter 11), which we shall also discuss later in this
chapter.

For infant mortality, two alternatives are possible.
First, we can approximate the probability at age 0 by
the classic infant mortality rate or, better, by an infant
mortality rate obtained after weighting the deaths by
the initial number of births in the two cohorts con-
cerned (Chapter 11). We can also use empirical rate-
to-probability conversion tables, such as the one 

published by Reed and Merrell (1939), which we shall
discuss in connection with abridged tables.

b. Using Projective Probabilities as the Starting
Point

Without stepping outside the specific framework of
an observation year, we can calculate the projective
probabilities of dying (Chapter 11). This requires a
classification of the year’s deaths by year of birth of the
deceased. The drawback, as we know, is that the prob-
abilities measure mortality not between two birthdays,
but between two ages in complete years (Figure 14–1,
second column). We can obviously deduct interbirth-
day probabilities by interpolation between two con-
secutive values. As a rule, a simple linear interpolation
suffices, except at very young or very old ages, when
the mortality function diverges sharply from the linear
pattern even between two birthdays. However, this
offers no solution to the specific problem of infant mor-
tality, which lies somewhere in between a standard
projective probability at 1 year and an initial probabil-
ity at age 0 that concerns only one triangle of the Lexis
diagram. Again, we can make up for this by using the
classical infant mortality rate or, better, a rate weighted
by the population at birth of the two cohorts involved.

c. Using Classical Probabilities as the Starting
Point

Finally, if we have the double classification of
deaths by age and year of birth, we can construct a

164 Vallin and Caselli

Age Rate
Projective
probability

5

4

3

2

1

0

Time

Classical
probability

q4

q3

q2

q1

q0

m4

m3

m2

m1

m0 INED
22400

q4
p

q3
p

q2
p

q1
p

q0
p

FIGURE 14–1 Positions on Lexis diagram of different measures of risk of dying suitable for constructing
a calendar-year life table by year of age.



period table from the classical probabilities of dying
between two birthdays (Figure 14–1, third column).
We will, however, encounter the same problem already
discussed in connection with the calculation of mor-
tality rates (Chapter 6): Each of these probabilities
covers two contiguous calendar years; by combining
the set of these age-specific probabilities, the mortality
obtained lies somewhere between those of each of
these 2 years, without taking either one fully into
account. To incorporate the entire mortality of the year
studied into this measure, we actually need to deter-
mine the classical probabilities over a 3-year period,
centered on the year studied (Figure 14–2).

The drawback of this approach is that it involves a
partial compensation between the mortality levels of
the 3 years in question. This attenuates any possible
fluctuations, which might have been worth studying.

d. Using Partial Probabilities as the Starting Point

With aggregated data, the only way to construct an
annual life table by year of age from real probabilities
is by computing the partial probabilities defined in each
Lexis triangle (Figure 14–3). We then combine the
probabilities two by two to obtain the classical proba-
bilities between two birthdays determined on the sole
basis of the data on the year studied (Vallin, 1973):

1qx = 1 - (1 - q1
x) · (1 - q2

x)

This assumes that we have the double classification
of deaths by year of age and year of birth.

Whatever the method used to establish the proba-
bility of dying between two birthdays (estimate or
direct calculation), we construct the life table of the
year in exactly the same way as a cohort life table,
starting from a radix l0 and proceeding by successive
iterations until the gradual extinction of the popula-
tion. This is done by applying the age-specific proba-
bilities of death, which give us the series of survivors

lx and deaths d(x,x+1) for the table. As we would do with
cohort tables, we also calculate the table’s other func-
tions, in particular the stationary population of the
table (person-years exposed to the risk) 1Lx and the life
expectancy at birth, e0 or, at age x, ex.

2. Closing the Table

Naturally, as with the life table of a real-life cohort,
we need to adopt a solution for closing the table to min-
imize the problem of measuring mortality at the oldest
ages. For this purpose, we can use the same procedures
as those already mentioned in connection with the
cohort life table (arbitrary choice of life expectancy at
age k, estimation of probabilities at the oldest ages by
means of the extinct-cohort method, or extrapolation
using a function to provide the best possible fit for risks
of dying at earlier ages). If we use the extinct-cohort
method, once we have estimated the probabilities lon-
gitudinally, we will need to recombine them in cross-
sectional form by selecting only those concerning the
year studied. The distance from the year studied needs
to be all the greater as we must estimate probabilities
for ages far removed from the limit age of life.

In addition to these various methods for estimating
mortality at the oldest ages, already discussed in con-
nection with cohort tables (Chapter 11), there are two
methods more immediately suited to the requirements
of period-table computation.

Later on, we will see that—for a stationary popula-
tion—life expectancy at birth is equal to the inverse of
the crude death rate (Chapter 20) and, more generally,
life expectancy at age x is equal to the inverse of the
death rate of the age group x, x + w:

e
mx

x x
=

+( )

1

, w
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As the stationarity conditions are rarely satisfied, it
would of course be totally unrealistic to estimate life
expectancy at birth from the crude death rate. On the
other hand, given the relatively minor importance of
the precision with which we need to estimate life
expectancy at an old age k, we can—as Greville (1943)
suggests—use the above formula to close a life table.
This makes more sense for a period table, because we
need only determine the final mortality rate at age x,
x + w, in the open interval of age k, used in the death
and population statistics of the year studied.

Coale and Caselli (1990) outlined another method.
The authors point out that, thanks to civil registration,
reasonably reliable statistics on age-specific deaths are
usually available, at least for recent years: As deaths
are officially reported, often with certified documen-
tary evidence, the age of the deceased is known with
a fairly high degree of precision. By contrast, the pop-
ulation’s age distribution is determined far less accu-
rately, as it is based on the census, which collects
voluntary declarations without significant checks on
the information supplied.

The method consists in calculating the age distribu-
tion at the oldest ages from the observation of deaths,
a procedure that somewhat resembles the extinct-
cohort method. If, as in the latter method, we admit
that migrations beyond a certain age are negligible, the
ratio of the population size at an age x to the size at
the following age, x + 1, will depend both on mortal-
ity and on the population increase at that age. With 1rx

as the population’s growth rate at age x, the
Coale–Preston equation (1982) gives us:

where P(x) is the mean population of age x in the
observation period and 1Dx the deaths at age x, x + 1
in the period. If we know the number of deaths, we
need only estimate 1rx to determine the population at
different ages through successive iterations. If we
assume that the population at the oldest ages is closed
(i.e., without migration), we can estimate the growth
rate of the population aged x from the rate of increase
in deaths at age x. To avoid the disturbances due to
annual fluctuations in mortality, we use a mean annual
growth rate over several years. Once we have calcu-
lated the age-specific populations, we can measure the
risks of dying at older ages as before.

3. Abridged Tables

The available death statistics are not always
detailed enough to calculate the probability of dying

P x P x r D
r

x x
x( ) = +( ) ◊ ( ) + ◊ Ê

Ë
ˆ
¯1

21 1
1exp exp

by year of age. The figures, for example, may consist
in a classification of deaths by 5- or 10-year age groups,
or even by age groups of variable size. In such cases,
we can construct abridged life tables. The direct compu-
tation of period probabilities is usually impossible.1

Our starting point, therefore, will almost always be the
death rates by age groups: the problem is to deter-
mine to what extent we can use the classical rate-to-
probability conversion formula, and what are the 
possible alternatives.

We know that if, in a given age interval a, deaths are
uniformly distributed by age, the probability of dying
between ages x and x + a can be deduced from the mor-
tality rates at the same ages as follows (Chapter 8):

As we saw in the preceding sections, the hypothe-
sis of a uniform distribution of deaths in an age inter-
val is usually acceptable when dealing with annual age
groups. This is generally not the case when we are
working with multiyear age groups. All other things
being equal, the problem increases as the age interval
widens. As we know, the survival function is far from
linear and, over a fairly wide age interval, the mean
age at death diverges significantly from the interval’s
midpoint. As a rule, at young ages, the mean age lies
below the interval midpoint as long as mortality
declines with age; on the contrary, at the older ages,
when mortality increases with age, the mean age lies
above the midpoint.

Reworking Long’s demonstration (1968), Santini
(1992) suggests a way to offset this drawback. He pro-
poses that in a given age interval x, x + a, the total of
years lived is equal to:

aLx = a · (lx - d(x,x+a) + adx ·d(x,x+a))

where adx represents the mean fraction of the interval
lived by the deceased. The rate is accordingly equal to:

and the probability to:

If we postulate the uniform distribution of deaths,
this equation obviously yields the classical formula
given earlier.

a x
a x

a x a x
q

a m
a m

=
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+ -( ) ◊1 1 d
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1 Unless we are working on data from a retrospective survey
processed in period form—as is the case, for example, in the 
Demographic and Health Surveys (DHS).



The problem is to estimate adx taking reality into
account.

Several authors have proposed models to convert
rates into probabilities as realistically as possible. Reed
and Merrell (1939), analyzing 24 U.S. life tables built
between 1900 and 1930, showed that the expression

gives a good estimate of the probability in the universe
of tables studied, except for the probabilities 1q0 and 4q1,
for which the authors offer specific coefficients to allow
for the under-recording of deaths.

Greville (1943) proposed the following equation:

but Nathan Keyfitz (1977, p. 43) noted that, when
(lnamx)¢ = 0.096, we end up exactly with Reed and
Merrell’s formula.

Keyfitz and Frauenthal (1975) offered another
expression:

aqx = 1 - exp(-a · (amx + C))

a x a x a x a xq a m
a

m m= - - ◊ - ◊ ( ) ◊ ( )¢È
ÎÍ

˘
˚̇

1
12

3
2

exp ln

a x a x a xq a m a m= - - ◊ - ◊ ◊ ( )[ ]1 0 008 3 2
exp .

or

where aPx is the population aged (x, x + a).
In fact, if we develop the Keyfitz–Frauenthal equa-

tion, we realize it is a special case of the Reed–Merrell
formula (Santini 1992).

4. Selected Results

Let us return to the French example of the cohort of
Jeanne Calment, born in 1875, which we have dis-
cussed several times in connection with the cohort life
table. It is interesting to compare the cohort table with
the period tables compiled for 1875, the year of her
birth; 1997, the year of her death; and 1936, the year in
which she reached 61 years, the midpoint of her life.

Figure 14–4 compares the age-specific probabilities.
The cohort’s mortality is obviously equal to that of the
year 1875 at age 0 and to that of the year 1997 at the
oldest ages. However, it is between ages 0 and 15 that
the cohort and the year 1875 are indistinguishable,

C
P P m m

P
a x a a x a a x a a x a

a x
=

-( ) ◊ -( )
◊

-( ) +( ) +( ) -( )

48
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FIGURE 14–4 French female probabilities of dying for Calment’s cohort compared with probabilities of
period tables for year of her birth (1875), year of her death (1997), and year when she reached her midpoint
in life (1936).



given the insignificant gains at the youngest ages
between 1875 and 1890. Conversely, the mortality of
the 1875 cohort lags behind that of the year 1997, since
the gains at the oldest ages have only recently become
substantial. The cohort naturally reaches the mortality
level of the year 1936 toward age 60. In fact, the most
characteristic aspect of this comparison between the
cohort and the 3 years selected relates to the steady rise
from the 1875 level toward the 1936 level, accom-
plished between ages 15 and 60. In these 45 years, the
cohort reaped the full benefits of health progress,
which enabled it to grow older throughout the period
without a greater risk of dying (except for the peak due
to the Spanish influenza). By contrast, after age 60, the
cohort’s mortality lingered very close to the 1936
figure, well above the 1997 level. The explanation is
that the over-60s hardly benefited from healthcare
advances before the 1970s.

This comparison clearly shows the very different
possible uses of the cohort tables and period tables.
The cohort table resembles none of the period tables.
In this sense, it is clear that the device of the hypo-
thetical cohort totally disproves the notions about the
life experiences of actual populations that we some-
times derive from a reading of period indicators. On
the other hand, only period tables can give us a precise

view of the improvement in health standards over
time.

Figures 14–5, 14–6, and 14–7 compare the four iden-
tical tables on three criteria: survivors at each age, age
distribution of deaths in the table, and age-specific life
expectancy. The survivor curve shows the extraordi-
nary weight of infant and child mortality. Because it
shares the high infant mortality then prevailing with
the 1875 table, the cohort’s survival rate at nearly all
ages lingers far below the values for 1936 and 1997; in
fact, it stays very close to the 1875 figure. The diver-
gence does not become significant until after age 40,
but this is too late to radically reverse the situation,
because more than half the initial population has
already died.

The main differentiating factor in the age distribu-
tion of deaths is infant mortality (Figure 14–6). But the
most significant distinction between the period tables
and the cohort table is the greater concentration of
deaths around the second peak. From one period table
to the next, the peak is increasingly concentrated, but
at the same time it shifts rightward. As a result, the
deaths are more scattered in the cohort than in any of
the three period tables, even including the 1875 table.

For life expectancy, the third criterion, the curves
once again display, of course, the weight of infant 
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FIGURE 14–6 Deaths of French female life table of Calment’s cohort compared with those of period tables
for year of her birth (1875), year of her death (1997), and year when she reached her midpoint in life (1936).

mortality. Here, it is also responsible for a close resem-
blance between the cohort table and the 1875 table:
Both are characterized by a sizable increase in life
expectancy in the first years of life (Figure 14–7).

Unlike the survival curves, however, the life
expectancy curves of the 1875 cohort and the year 1875
are entirely distinct from the outset. Whereas the two
infant and child mortalities are very similar, the cohort
life expectancy at the youngest ages incorporates the
future gains at the adult ages. Indeed, the cohort life
expectancy is quick to catch up with that of the year
1936, nearly 20 years ahead of schedule! Yet, the life
expectancy at birth for the year 1936 was almost 15
years longer than that of the 1875 cohort. The reason
is that unlike the survival curve, which depends only
on earlier mortality, life expectancy depends solely on
future mortality. The life expectancy curve of the year
1997 lies far above the other three. It embodies all the
progress achieved since 1875. Infant mortality has
fallen so low that the leap in the earliest ages still
visible in 1936 has totally disappeared, and life
expectancy decreases almost linearly with age from 0
to 80 years.

The life tables are given in the appendix.

Figure 14–8 compares the change in life expectancy
at birth for France since the start of the 19th century
given by the period tables with the values shown in the
cohort tables. The representation of such a comparison
raises several problems. First, we need to choose which
observation year (period table) to compare with which
birth year (cohort table). Should we compare the life
expectancy of a cohort with (1) that given by the period
table of the year of its birth, (2) that of the table of the
year in which the cohort dies out, or (3) that of the year
in which the cohort reaches its mean age at death?
None of these solutions is truly satisfactory. In this
chapter, we have decided to compare the mortality of
each cohort with that shown in the period life table of
its year of birth. We can thus measure the gap between
(a) the life expectancy that could have been displayed
by the cohort if mortality had remained constant and
(b) the life expectancy determined from the cohort’s
actual history. This choice, however, raises a second
problem: since we cannot know a cohort’s actual
history until after its total extinction, we cannot make
the comparison on actual data except for cohorts born
over a century ago. This would exclude from the com-
parison the period life expectancies observed in the
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20th century. To overcome this obstacle, we have used
the results of an approximately 100-year projection of
the period age-specific risks of dying, calculated from
a straightforward extrapolation of recent trends (Vallin
and Meslé, 2001).

As a rule, of course, the health progress achieved
after each cohort’s birth enables it, on average, to
outlive the life expectancy of its birth-year table. This
phenomenon is highly visible here for women. The dif-
ference, however, remains very modest for the cohorts
born in the early 19th century. The gap does not begin
to widen in earnest until the cohorts born after 1850.
Initially, it stood at 1 or 2 years, with wide swings due
to the persistence of major disturbances at the time. By
1880, the gap had reached 4 years, rising to 9 years at
the start of the 20th century. The subsequent pattern
naturally depends on the projections but, if these were
realized, the gap would continue to widen for some
time, reaching about 15 years on the eve of World War
II. Beyond, however, it would start to narrow because
of the slower gains in period life expectancy, which
increasingly depend on the fall in mortality at older
ages. In consequence, the gap would be reduced to 
13 years for female cohorts born in 1950 and to 
10 years for those born 1990 (but, at this point, cohort
life expectancy is almost entirely invented by the 
projection).

The male pattern, which is very different here,
shows that significant exceptions to this general phe-
nomenon can result from major historical accidents. In
France, male cohort survival was violently disrupted
by the two world wars, particularly the first. Despite
all the health improvements they enjoyed after their
birth, males born between 1880 and 1897 had a far
shorter life expectancy than if the mortality conditions
of their year of birth had remained constant. All male
cohorts born between 1875 and 1902 had a lower life
expectancy at birth than the value given by the table
for their birth year. In particular, the life expectancy of
the 1894 cohort was more than 5 years shorter than that
of the year 1894.

II. HYPOTHETICAL INTENSITY 
AND TEMPO OF FERTILITY

As we have already emphasized (Chapter 8), the
subject of the study of fertility (childbearing) differs
from the subject of the study of mortality (deaths) on
two counts: First, it is not fatal; second, it is renewable.
The analysis of fertility must therefore aim to measure
two different variables: tempo and intensity. The inten-
sity will seldom equal unity. Its value is just as likely
to exceed unity (because fertility is a renewable event)

as to be below unity (because we are dealing with a
nonfatal event). The probabilistic approach, therefore,
cannot be applied to the treatment of fertility as it can
to the study of mortality. However, as we saw in the
cohort analyses of Chapter 12, if we distinguish a
given mother’s childbirths by order, the fertility of
each order is determined by nonrenewable events and
is open to probabilistic analysis. In this case, for the
reasons set out earlier, the phenomenon’s intensity
within the same cohort obviously cannot exceed unity
and is usually below it. The conversion of cohort fer-
tility rates into period fertility rates theoretically obeys
the same logic, but—and this is where the artificiality
of the cross-sectional computation is most clearly
demonstrated—the conversion may sometimes lead to
parity-specific intensities greater than unity, whereas
no woman can obviously have more than one child of
the same order.

1. From Age-specific Fertility Rates to 
the Total Fertility Rate and Mean 

Age at Childbirth

As discussed earlier, there are different ways to 
calculate year-of-age–specific annual fertility rates
(Chapter 6). In practice, two methods prevail (Figure
14–9): the year-of-age- and observation-year-specific
rate, fx,t (type-1 rate, in a Lexis square), and the year-
of-birth– and calendar-year–specific rate f P

x,t (type 2
rate, in a projective Lexis parallelogram). The determi-
nation of the rate is most commonly restricted to the
interval between ages 15 and 50, since fertility before
15 years and after 50 years is regarded as negligible.
However, in some populations where early or late fer-
tility is more frequent, it may be useful to define a
wider interval.

As with mortality, if we assume a uniform distribu-
tion of births in the age interval, we can shift from one
type of rate to the other simply by taking the half-sum
of two consecutive rates. Although theoretically false,
this hypothesis generally suffices for a valid compari-
son between series of different fertility rates. More-
over, unlike with mortality, we do not face any
problem at the extreme ages. In particular, whatever
the computation mode, the first rate is always com-
parable with the following ones: the first projective
parallelogram is not truncated by age 0, since the cal-
culation is only useless (and not impossible) below the
minimum fertility age.

Depending on the data available, we may also need
to use age-group–specific fertility rates (Chapter 6).
One of the most common situations is having to work
with five-year age groups.
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a. Total Fertility Rate

As we did with mortality, we will construct
summary or synthetic period fertility indicators that
resemble those already compiled on a cohort basis. For
this, we combine the age-specific rates observed in a
given period within a hypothetical cohort. At the total
fertility level, the sum of the age-specific rates gives us
the mean number of children per woman of this ficti-
tious cohort. In mortality studies, the convention is to
use the term “life expectancy” interchangeably for the
hypothetical cohort exhibiting the period rate and for
the value measured in real cohorts. In fertility studies,
by contrast, the terminology is richer—perhaps too
rich—since the expression completed fertility is strictly
confined to the cohort measure; the period measure is
designed differently according to the authors. French-
speaking demographers refer in particular to the sum
of reduced births (somme des naissances réduites) (Henry,
1972), synthetic fertility index (indice synthétique de 
fécondité) or even “period fertility indicator” (indicateur
conjoncturel de fécondité) (Calot, 1984). More simply, in
the rest of the world and notably among English-
speakers, the standard term is “total fertility rate”

(TFR) (tasso di fecondità totale in Italian, etc.). In our
opinion, the total fertility rate or TFR is the term that
best expresses the concept of summing the rates in
period form, and we will therefore use it in the remain-
der of our discussion. However, we will reserve it
strictly for period computations, whereas English-lan-
guage authors often use it interchangeably for real as
well as hypothetical cohorts.

If fx,t is the age-x-specific fertility rate in year t, the
total fertility rate for the year t is:

where a and w are the extreme ages of the female child-
bearing period.

Naturally, if we are working on age groups, we
must multiply each rate2 by the dimension of the age
interval a:

TFR ft x t
x

=
=
Â ,

a

w
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2 The computation of period fertility rates in a hypothetical
cohort effectively consists in applying annual rates to a female pop-
ulation of each age, assumed to be constant. If we are working with
rates for 5-year age groups, we must apply each rate five times in a
row to this constant female population. Conversely, if we were using
month-of-age-specific rates, we would have to divide the sum by 12.



If a is the same for all age groups, we obtain:

Most often, we will be dealing with 5-year age
groups, and the TFR will be equal to:

The TFR has no standard equivalent in mortality,
because its main purpose is to express the total inten-
sity of the phenomenon (necessarily equal to 1 in mor-
tality).3 On the other hand, we must supplement this
intensity indicator by a measure of the tempo of fertil-
ity, which does resemble life expectancy: the mean age
at childbirth.

b. Mean Age at Childbirth

Unlike with the TFR, but as with life expectancy, the
standard terminology does not distinguish at this level
between the measure of the tempo of fertility of a
cohort and that of a hypothetical cohort reflecting
current conditions. In both cases, demographers speak
of mean age at childbirth. By contrast, we can avoid con-
fusion in regard to the age distribution of the births
themselves: the expression tempo of births should be
confined to the cohort analysis (where it is usually
noted ax), while the term age-specific proportions of births
should be reserved for period measures. In a hypo-
thetical cohort of women who, at each age, displayed
the age-specific fertility measured in year t, the pro-
portion bx of births to women aged x in this cohort
would be equal to:

Continuing the period analysis, we will, of course,
find a mean age at childbirth of:
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If we work with 5-year age groups, we obtain

2. Comparison Between Cohort Indicators
and Period Indicators

We will take as an example here the change in the
fertility of Italian women, using the abundant database
compiled by Santini (1995), which he kindly made
available to us. Figure 14–10 compares the age-specific
fertility rates of the 1952 cohort with those of (1) its
birth year; (2) the year 1967, in which it reached age
15, the presumed start of the childbearing period; (3)
the year 1981, in which it reached its mean age at child-
birth (29 years); and (4) a year close to that of the end
of its childbearing period (here, 1994, the most recent
year for which data are available).

This comparison illustrates—as we already did for
mortality—how the information supplied each year by
period measures diverges over time from actual cohort
fertility.

The 1952 cohort obviously has a much lower fertil-
ity (1.85 children per woman) than the period rates for
its birth year (2.34), and we can see here that the dis-
crepancy is entirely due to a tempo difference. Both
curves peak at exactly the same level. In contrast, the
cohort completed its fertility earlier than we would
have expected from the pace indicated by the age-
specific rates of its birth year: its fertility rates rose
faster at the earliest ages; more important, they fell
much sooner and more quickly after the age of peak
fertility. This results from the combination of opposing
period trends.

Between the year of the cohort’s birth and the year
in which it entered its childbearing period, Italy expe-
rienced the baby boom tied to the acceleration of its
economic development in the 1960s. The TFR rose to
2.53 in 1967, well above the completed cohort fertility
(CFR) of 1.85, but also above the TFR for 1952. We can
see here that the difference between the years 1952 and
1967 is essentially due to the rise in fertility at early
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3 We should note, however, that Sardon (1993) suggested using
this method to construct a summary mortality indicator. In fact, this
involves calculating a comparative mortality rate (see Chapter 15)
on the basis of a population with equal numbers of individuals at
all ages.



ages and to the increase in the peak. By contrast, the
fertility rates over age 30 are the same. It is because the
1952 cohort entered its childbearing period in this 
very special phase of rising fertility that it began with
high fertility rates at the young ages. The phenomenon
was short-lived, however: The cohort’s fertility 
leveled off very quickly, well below the peak observed
in 1967.

Indeed, soon after the baby boom, Italy began expe-
riencing the drop in period rates that drove its fertility
to the world’s lowest levels. By 1981, the year in which
the cohort reached its mean age at childbirth, the TFR
had fallen to 1.76, a value very close to the completed
cohort fertility. This is understandable, since in both
cases the age-specific fertility is heavily concentrated
around its mode. We do note, however, that the 1981
TFR is slightly below the completed cohort fertility
(1.78 versus 1.85), because of the cohort’s higher early
fertility due to the baby boom.

By the time the 1952 cohort reached the end of 
its childbearing period, Italy’s period fertility had lit-
erally collapsed: the TFR was only 1.19 in 1994.
However, this had virtually no effect on the cohort, as
the gap between the age-specific fertility rates of 1981
and 1994 was actually confined to the rates at ages
below 30 years—rates that the cohort had exceeded
well before.

Figure 14–11 compares the change in Italian
women’s TFR with the pattern of their completed fer-
tility over nearly three fourths of a century. As with
mortality, the comparison between these two different
kinds of indicators is problematic. For life expectancy,
as we have seen, the age-specific mortality function is
highly scattered, with two modes located at the two
extremes: There is clearly no satisfactory solution, and
we must choose one or the other depending on what
we want to examine. For fertility, the situation is
somewhat different. The phenomenon is heavily con-
centrated around a fairly central mode, which tends to
be close to the mean age at childbirth. The solution that
comes naturally to mind, therefore, is to emphasize the
comparison of the completed fertility of a given cohort
with the TFR of the year in which the cohort reaches
its mean age at childbirth.

Two problems, however, immediately arise. First,
the mean age at childbirth is not constant, and we 
must address the following question: Should we shift
forward in time all the cohorts of the series studied by
an identical number of years, roughly equivalent to the
mean value of the mean age at childbirth in all the
cohorts, or should we shift each cohort by its exact
mean age? The first approach will cause a slight bias
in the sought-for comparison, but the second method
will create irregular intervals between two successive
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cohorts, which may make the chart harder to read. In
fact this problem is usually minor, as the mean age at
childbirth changes slowly; in most cases, demogra-
phers choose the first solution. Here, we have shifted
all the cohorts by 29 years (Figure 14–12). The second
problem is more fundamental: However rational it
may seem, this exercise remains a comparison between
two indicators of different kinds, which should there-
fore never be compared without losing sight of their
different significance. It is because he forgot (or pre-
tended to forget) this difference that one author, in
making the comparison, felt entitled to conclude that
one indicator—completed fertility—was objective and
hence more trustworthy, while the other—the TFR—
was ruled to be deceitful (Le Bras, 1991). In reality, the
comparison must, above all, help the analyst and the
reader to clearly identify the intrinsic difference
between the two measures.

The example of Italy is particularly interesting, as 
it concerns the tumultuous recent history of the
country’s fertility (Figure 14–11). In the three fourths
of a century observed, the downtrend is unquestion-
ably steep regardless of which indicator is used. From
this standpoint, there is no basic difference in the
result. However, there is a striking contrast between
the sharp swings in the TFR and the steady curve of
completed fertility. This highly classic contrast per-
fectly reveals the intrinsic difference between the two
indicators. Although the TFR faithfully registers all 

the bumps in the cycle, completed fertility may be
regarded as a summary of changes in behavior within
each cohort. By comparison with the TFR, these
changes may seem fairly chaotic. Often, however, they
simply represent intracohort phenomena driven by
expectations or adjustments aimed at achieving a
desired family size.

Indeed, neither the surge in fertility triggered by the
profamily incentives of the Fascist regime in the 1930s
(also observed in Germany in the same period), nor the
birth deficit of World War II prevented Italian women
from gradually but steadfastly reducing their com-
pleted fertility. The TFR upswing in the Fascist era actu-
ally made up for a lag that developed in earlier years,
and the official measures enacted at the time presum-
ably anticipated the population’s desire to readjust
family size. Even more clearly, the birth deficit due to
World War II was compensated by a very characteristic
recovery phase just after the Liberation; at that time,
however, Italy did not experience a baby boom compa-
rable to that observed in many European countries.

However, Italy registered a true baby boom in the
1960s, linked to the acceleration of its economic and
social development, as we can readily see from the TFR
curve. This phenomenon reflects a deep-seated change
in behavior, in that it persisted long enough to produce
a distinct upturn in completed fertility. For about 
15 years—from the cohorts born in the early 1920s to
the cohorts born in about 1935—completed fertility
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stopped falling and stabilized at around 2.3 children
per woman.

In the end, though, the long-term decline in fertility
resumed: the abrupt collapse of the TFR in the 1970s
presumably signals a new, radical change of behavior
whose impact on completed fertility cannot yet 
be fully measured for lack of sufficient historical 
perspective.

The changes in behavior affect not only the inten-
sity of fertility, but also its tempo. Even if the fluctua-
tions in the mean age at childbirth are confined, as we
have said, to a relatively narrow range compared with
that of the TFR or even of completed fertility, the mean
age has changed significantly during the century in
Italy (Figure 14–12). We can see here, however, that
unlike the pattern for the intensity indicators, the two
indicators of mean age at childbirth move on parallel
lines. In both cases, the long-term reduction in the
mean age suddenly quickened in midperiod (1960s or
cohorts born after 1930); after bottoming out in the mid
1970s and in the cohorts born in the early 1950s, the
mean age has since climbed back abruptly.

This similar pattern does come with a major differ-
ence, however: Throughout the period, the mean age
at childbirth of each cohort was consistently below that
of the year in which the cohort reached the mean age.
Later, we shall see that what is true of total fertility is
not necessarily true of parity-specific fertility.

However, the mean age at childbirth is only a sum-
mary index of fertility tempo. Changes in behavior can

also alter the age distribution of births, and such shifts
are not necessarily measured by the mean age.

To illustrate this point, Figure 14–13 takes up the
comparison in Figure 14–10 between the cohort born
in 1952 and four selected years: The year of its birth
(1952), the year in which it reached age 15 (1967), the
year in which it reached its mean age at childbirth
(1981), and the most recent year for which data are
available (1994). We simply replaced the age-specific
fertility rates by the tempo for the cohort and the 
proportions of age-specific births for the calendar
years.

The youngest of all distributions is that of the 1952
cohort. As described earlier, it reached the years of the
Italian baby boom in the very first years of its child-
bearing period and later experienced the return to the
downtrend in Italian fertility. These two events com-
bined their effects to give this cohort what ultimately
turned out to be a very early fertility.

However, we are more interested here in the
changes in the period distribution of births. The con-
trast is striking between (1) the very steady movement,
from 1952 to 1967 and then to 1981, toward a birth dis-
tribution increasingly concentrated around an ever-
higher mode, and (2) the abrupt switch, from 1981 to
1994, to an entirely different distribution in which the
mode, without changing level, suddenly shifted 5
years. Until 1981, the fall in the age at childbirth had
been achieved simply through an increased concen-
tration around a near-constant mode. By contrast, the
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recent aging is being accomplished almost entirely
through a shift in the mode, without a reduction of the
concentration around it.

3. Translation Models

Through several comparisons between period indi-
cators and cohort indicators, we have seen the extent
to which circumstances can cause period indicators to
diverge from cohort indicators, simply because of the
recombination at a given moment, within a hypothet-
ical cohort, of age-specific timing factors among 
different cohorts that have experienced different his-
tories. The divergence is greater in fertility than in
mortality owing to the fact that the change concerns
both final intensity and tempo. It is therefore especially
interesting to examine how the measure of period fer-
tility may be affected by the changes in fertility tempo
and intensity for the cohorts concerned.

Let CFRi be the sum of reduced events of cohort i
and TFRt the sum of reduced events of year t. From a
cohort perspective (but the situation would be sym-
metrical in a period approach), each rate f i

x,t can be
viewed as a proportion of the completed fertility CFRi

achieved by cohort i in t:

f i
x,t = axCFRi

The quantity ax denotes the share of final intensity
achieved by the cohort in t at age x. The period sum of
reduced events of year t can be written as:

TFR CFRt x
i

x

i=
=
Â a

15

49

This equation clearly expresses the fact that the
period sum of reduced events is a function of the inten-
sity and tempo of cohort fertility. The variations in
tempo from one cohort to the next cause changes in the
intensity of period fertility; ultimately, the observed
cohort intensity is determined by the tempo and 
intensity that characterize the cohorts living through
the period studied. Translation models rely on this rela-
tionship to measure the influence of changes in suc-
cessive cohorts’ fertility behavior on the variation in
period fertility.

The resolution of the problem in its most general
form is, however, very complex. We need to take into
account all the possible types of change, from one
cohort to the next, in both components of cohort fertil-
ity: intensity and tempo. Norman Ryder (1963, 1964)
was the first to formulate a model for doing so. Keilman
comprehensively addresses this issue in Chapter 17.

4. Parity-specific Fertility

As we saw in our discussion of cohorts (Chapter 12),
we can study fertility as a series of nonrenewable
events by distinguishing births by order. We can thus
also consider a translation of parity-specific fertility
indicators into period indicators. However, thanks to
retrospective surveys (presented in Chapter 12), the
current conditions of period observation are very dif-
ferent from those we can use in a cohort approach.
Such surveys, provided they cover sufficiently large
samples, could no doubt allow period reconstructions,
at least for the few years immediately preceding the
survey.4 The Family Survey conducted in France with
each population census may, for example, provide the
necessary information. But this kind of operation does
not allow a computation of parity-specific period fer-
tility indicators except for a few periods scattered in
time. Consequently, they cannot provide a steady
tracking of phenomena, as we would expect of period
analysis. The latter depends essentially on current 
statistics.

Now, while current birth statistics are fairly often
compiled by birth order (or mother’s parity), the same
is not true of January 1 population estimates. These
never give the distribution of women by parity. The
standard practice, therefore, is to calculate parity-spe-
cific fertility rates, expressed as the ratio of births of
each order, not exclusively to women of the parity
immediately below (i.e., the mothers who have not yet
had a child of the order examined), but to all women
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4 These surveys typically cover samples of women of childbear-
ing age at the time of the survey, and we cannot calculate period
rates at all ages except in the most recent period.



regardless of their parity.5 In other words, instead of
computing a specific occurrence-exposure rate (known
in French as a first-category rate [taux de première caté-
gorie]) as follows (see Chapter 8):

where Bk
x stands for births of order k of a mother aged

x and F–x
(k-1) stands for the mean number of women aged

x and of parity k-1, we calculate a fertility frequency
(known in French as a second-category rate [taux de 
deuxième catégorie]):

typically written in simpler form as f k
x, where F–x repre-

sents the mean number of all women aged x, regard-
less of their parity. This measure of parity-specific
fertility has a drawback and an advantage. The draw-
back is its bias: By including in the denominator
women who are not concerned by the phenomenon,
we underestimate the fertility of each order. On the
other hand, the values obtained for each order are
additive, so that by summation we can obtain the TFR
for all orders in the aggregate.

For instance, for order k and observation year t, we
find the k-specific TFR:

and we obtain the all-orders TFR by summing the
order-specific TFRs:

We can also determine the proportions of order-k
births:

and an order-k mean age at childbirth equal to:
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Let us return to the Italian example. Figure 14–14
illustrates the change in the order-specific TFR for
orders 1, 2, 3, 4, and higher. This distinction basically
enables us to grasp two phenomena. First, only the
order-1 and -2 fertility rates are highly exposed to
purely short-term fluctuations (jump in the 1930s,
World War II deficit, and postwar catch-up). By con-
trast, orders 3 and higher are also subject—rather con-
spicuously—to the more fundamental changes that
followed: the baby boom of the 1960s and the sharp
drop of the 1970s to 1980s, although these events have
a sizable effect on the first two orders as well.

Second, although the order-1 and -2 fertility rates
are barely sensitive to the century-long downtrend, 
the entire burden of the decline has been shouldered,
until recently, by orders 3 and higher. We also note,
however, that the recent slump also affects order-2 fer-
tility and even, to a lesser extent, order-1 fertility. This
clearly denotes a qualitative change in the century-
long decline of Italian fertility. Until the 1970s drop, the
downtrend not only failed to undermine first-birth fer-
tility, but even coincided with an upturn in the latter,
partly thanks to the decline in sterility. Now, the
behavior of a growing number of Italian couples is
actually compromising the entry into the childbearing
period.

This breakdown of fertility by birth order applied to
Italy also gives us the full measure of the artificiality
of the hypothetical cohort: in a real cohort, the parity-
specific TFR can never, by definition, exceed unity,
because no woman can have more than one child of
the same order; with the hypothetical cohort used here,
the order-1 TFR exceeds unity in some years.6 This
phenomenon occurs in the years of unusually high fer-
tility, during the postwar catch-up (1947 and 1948) and
in the Italian baby boom (1964 and 1965), despite the
fact that the fertility frequencies underestimate real
parity-specific fertility.

Table 14–1, illustrated by Figure 14–15, presents the
Italian age- and parity-specific rates for the year 1964.
Figure 14–16 plots the mean age of mothers at the birth
of their first child in Italy, again by comparing the
period and cohort data. As already noted with all-par-
ities fertility, the two indicators move in a fairly similar
pattern. However, the two curves virtually overlap
here; in the all-parities measure, the cohort indicator
ran consistently above the period indicator.
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5 The term fertility rate is ambiguous, as pointed out in Chapter
8. As in the latter, we distinguish here occurrence-exposure fertility
rates from fertility frequencies.

6 This is due to the type of indicator used: the anomaly is very
visible with the fertility frequencies (taux de seconde catégorie) used
here, but is eliminated when occurrence-exposure rates (taux de pre-
mière catégorie) are used (see Chapter 8 for definitions).
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indeed (as with mortality) compute order-specific
birth probabilities by determining the ratios of order k
births occurring between two birthdays to the initial
number of women having borne k-1 children. Whelp-
ton (1946, 1954) was the first to use summary fertility
indices compiled from fertility tables.

The problem we face again here, however, is data
availability. Only surveys provide the identification 
of female parity needed to correctly determine the
number of women in the denominator. We therefore
cannot construct order-specific fertility tables except
on an occasional basis, when a survey or census offers
a favorable opportunity.

In such circumstances, the probabilities are seldom
calculated directly, but—as we already saw with mor-
tality—they can be estimated from the rates without
risk of serious error. The only requirement is that the
rates should be true occurrence-exposure rates as
described in Chapter 8 (see also Federici, 1965; Pressat,
1969). We can then construct a fertility table for order
k as follows: we take an agreed initial population of
women aged a having had k–1 children; through suc-
cessive iterations—as with the life table—we apply to
that population the order-k birth probabilities to obtain
the number of parity-(k–1) women remaining at each
birthday and the order-k births of the table between
two birthdays. The total number of births in the table
can never exceed the initial number of parity-(k-1)
women, and the final intensity of order-k fertility
obtained by dividing the two values will not exceed
unity. In fact, the figure will usually be below unity,
given that maternity is not a fatal event and that all
women having had k - 1 children will not necessarily
go on to have a kth child.

The problem is that we seldom have the data avail-
able on the parity distribution of the female popula-
tion. This is why the computations are often confined
to fertility frequencies. Shryock and Siegel (1973) pro-
posed an indirect estimation of occurrence-exposure
rates from frequencies;7 Giorgi (1993) showed that this
procedure yields a result that is very close to that of
the direct calculation.8 The estimate must, however, be
determined within each cohort. We can accordingly
write, for all orders k > 1:

and, of course, for order 1:
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TABLE 14–1 Age-specific Fertility Rate and Order-
specific TFR in Italy, in 1964

Age Order All orders

1 2 3 4+

13 0.2 0.0 0.0 0.0 0.2
14 0.7 0.0 0.0 0.0 0.7
15 2.9 0.0 0.0 0.0 2.9
16 9.4 1.2 0.0 0.0 10.6
17 18.0 2.7 0.1 0.0 20.8
18 29.0 6.2 1.1 0.0 36.3
19 44.7 11.3 2.2 0.4 58.5
20 61.8 17.6 3.9 0.8 84.1
21 76.5 25.2 6.2 1.9 110.0
22 89.0 33.4 8.6 3.3 134.0
23 96.8 42.9 11.9 5.0 157.0
24 95.7 52.0 15.5 6.9 170.0
25 91.5 59.8 19.8 10.2 181.0
26 79.3 64.9 22.7 13.6 180.0
27 66.4 65.6 26.8 16.7 176.0
28 54.0 64.1 28.7 20.7 168.0
29 43.3 60.2 30.5 24.1 158.0
30 35.2 54.5 31.2 28.6 150.0
31 27.6 48.6 29.8 30.3 136.0
32 22.1 41.9 28.0 31.7 124.0
33 17.2 33.8 25.9 32.7 110.0
34 14.4 27.8 23.2 32.7 98.1
35 11.3 22.7 20.3 32.8 87.0
36 9.1 17.9 17.3 31.5 75.7
37 7.3 13.8 14.5 29.2 64.8
38 5.5 10.5 11.2 26.7 53.9
39 4.2 7.6 8.8 24.2 44.8
40 2.9 5.2 6.7 21.2 36.0
41 2.2 3.5 4.7 16.6 27.1
42 1.5 2.2 3.1 12.2 19.0
43 0.8 1.2 1.8 8.5 12.3
44 0.5 0.6 1.0 5.6 7.7
45 0.3 0.4 0.5 3.3 4.4
46 0.3 0.2 0.2 1.6 2.3
47 0.0 0.2 0.1 0.6 0.9
48 0.0 0.0 0.1 0.2 0.3
49 0.0 0.0 0.0 0.1 0.2
50 0.0 0.0 0.1 0.2 0.3

TFR 1021.6 799.7 406.5 474.1 2702.9

TFR, total fertility rate.
From Antonio Santini database

7 See also Santini (1992).
8 See also the applications by Das Gupta and Long (1985).

5. Age- and Order-specific Birth
Probabilities

The paradox of greater-than-unity order-specific
TFRs is eliminated by construction when we switch to
probabilistic calculus for constructing order-specific
fertility tables: This involves a recombination by
period not of the fertility rates but of the probabilities
of giving birth to a order k child at age x. Since we 
are dealing here with nonrenewable events, we can



From these occurrence-exposure rates (which, for
narrow age intervals, can be equated with birth prob-
abilities), Giorgi (1993) constructed, on a probabilistic
basis, parity-specific period fertility tables for Italy since
1950. The sum of the table’s order-k births gives the
hypothetical cohort’s order-k completed fertility.
Thanks to these data and the cohort figures compiled
by Santini (1995),9 we can compare over a long period
(Table 14–2 and Figure 14–17) the order-1 completed
fertilities for each period (CFR1

p) and each cohort (CFR1
c)

with the order-1 total fertility rate calculated from the
fertility frequencies (TFR1

t2). Two facts are immediately
obvious: (1) The paradox of greater-than-unity TFRs is
eliminated by using occurrence-exposure rates or birth
probabilities for calculating the sum of births in the
table; (2) the births of the period table closely follow
the changes in completed fertility of cohorts reaching
their mean age at order-1 childbirth. The inefficiency
of the fertility frequencies is evident, as is the impera-
tive need to avoid equating their sum with the com-
pleted fertility of a hypothetical cohort.

1
1

1

1

15

1

1
f

f

f
x

x

x

x
=

-
-

Â

The main goal here, however, is not to compare
cohort measures with period measures but to describe
the sequence of events with as little bias as possible.

Table 14–2 also gives mean ages at childbirth calcu-
lated from fertility frequencies and from the period-
table births. Again, we can see the wide gap between
the two measures and the need to avoid the measure
derived from fertility frequencies (Figure 14–18).

Ultimately, the combination of final intensities of
the parity-specific fertility tables and the combination
of the final intensities of TFRs expressed as occurrence-
exposure rates offer an identical measure of the final
intensity of total period fertility—which, however,
differs considerably from the TFR based on fertility fre-
quencies. Figure 14–19 plots the curves for the two
types of rate that measure total fertility regardless of
parity distribution. For the sake of comparison, we
have added the completed-fertility curve.

The period covered by the chart includes both the
baby boom and the recent collapse of Italian fertility.
Whatever the measurement method used, the TFR
swings are much sharper than those of completed fertil-
ity. But the frequency-based TFR greatly exaggerates the
real difference indicated by the occurrence-exposure
TFR. All the same, the abrupt plunge in the occurrence-
exposure TFR after the baby boom and even more so in
the 1970s has dragged down completed fertility:
Although slower, this decline does seem inevitable.
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9 We thank the two authors for giving us access to the computer
files of their findings.
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TABLE 14–2 Order 1 TFR1
t2 and Mean Age at Order 1 Childbirth Calculated from Fertility Frequencies, Compared with

Sum of Births (Final Intensity) and Mean Age at Childbirth Given by Parity-1 Fertility Tables in Italy, 1952–1990

Cohort Period

Cohort Completed Year Intensity Mean age at childbirth
fertility

TFR1
t2 Sum of births Calculated from Calculated from

in table fertility frequencies births in table

1926 846.0 1952 798.6 846.3 26.0 26.0
1927 853.2 1953 795.4 842.6 26.0 26.0
1928 860.4 1954 827.4 853.8 26.0 25.9
1929 864.6 1955 842.8 857.5 25.9 25.8
1930 863.2 1956 859.7 861.7 25.9 25.7
1931 869.6 1957 866.3 865.6 25.9 25.7
1932 873.1 1958 860.6 865.1 26.0 25.8
1933 861.3 1959 906.3 880.7 25.9 25.6
1934 870.2 1960 919.5 886.0 25.9 25.5
1935 871.5 1961 938.7 891.9 25.8 25.4
1936 869.2 1962 948.0 898.4 25.8 25.3
1937 870.9 1963 981.1 908.1 25.7 25.1
1938 872.5 1964 1036.0 921.7 25.6 24.8
1939 873.2 1965 1016.8 921.2 25.5 24.8
1940 871.0 1966 975.1 915.8 25.4 24.9
1941 882.9 1967 935.9 907.8 25.4 24.9
1942 885.9 1968 924.4 905.9 25.3 24.9
1943 887.2 1969 940.8 913.4 25.3 24.8
1944 894.9 1970 938.7 912.2 25.1 24.7
1945 898.7 1971 969.5 919.5 25.0 24.6
1946 910.5 1972 987.2 922.2 24.9 24.4
1947 902.1 1973 998.6 926.0 24.8 24.3
1948 892.4 1974 1024.1 936.3 24.8 24.2
1949 880.7 1975 982.9 929.1 24.7 24.2
1950 889.7 1976 928.4 922.1 24.8 24.4
1951 885.5 1977 882.8 917.6 24.9 24.6
1952 881.9 1978 843.7 910.6 25.0 24.8
1953 893.9 1979 811.8 904.9 25.0 25.0
1954 890.7 1980 805.4 903.0 25.0 25.1
1955 886.9 1981 779.9 895.2 25.1 25.3
1956 881.8 1982 709.2 874.4 25.3 25.8
1957 873.0 1983 682.2 864.4 25.5 26.1
1958 864.5 1984 653.7 852.2 25.7 26.5
1959 859.3 1985 633.7 841.6 25.9 26.9
1960 853.8 1986 606.1 823.5 26.1 27.2
1961 841.6 1987 599.3 815.0 26.3 27.6
1962 825.6 1988 613.4 816.6 26.5 27.7
1963 822.5 1989 605.6 803.4 26.7 28.0
1964 1990 617.2 801.5 26.9 28.1

Sources: Databases compiled by Antonio Santini (columns 2, 4, and 6) and Piero Giorgi, 1993. Una rilettura della fecondità del momento
per ordine di nascita in Italia nel periodo 1950–1990 considerando la struttura per parità, Genus, vol. 49(3–4), p. 177–204. (columns 5 and 7).

6. Taking into Account Duration Since
Last Birth and Constructing New

Summary Indicators of Period Fertility

In an interesting article, Rallu and Toulemon (1993)
showed that the TFR was only one of several summary
indicators of period fertility. The basic approach in
period analysis is to measure the fertility of a hypo-

thetical cohort that would be subject throughout its 
life to the conditions of the year studied. If we want to
take this notion to its ultimate conclusion, we should
not simply standardize the indicators on the basis of
age by summing age-specific rates. We should also in-
corporate other variables that can influence fer-
tility, notably birth order, but also duration since last
birth, marital status, educational attainment, socio-
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occupational category, and so on. The authors show
that, depending on the type and degree of detail
chosen for these standardizations, we can obtain
summary indicators of period fertility whose values
may differ rather significantly.

In particular, Jean-Louis Rallu and Laurent Toule-
mon compare the classic TFR as defined earlier with
two other indicators, each containing an additional
refinement. The first is a summary index of parity- and

age-specific fertility (PATFR); the second is a summary
index of parity-, age-, and duration-specific fertility
(PADTFR).10

10 In French, the authors designate the standard TFR as ISF
(indice synthétique de fécondité), and their two new indicators as
ISFRA (indice synthétique de fécondité d’après les quotients par rang et
âge: here PATFR) and ISFRAD (indice synthétique de fécondité d’après
les quotients par rang, âge et durée: here PADTFR).



To measure the impact of parity, the authors take 
up Guy Desplanques’ (1985, 1986) suggestion that fer-
tility behavior in a given year is defined by the proba-
bility of childbearing as a function of the mother’s age
and the number of children already born. Let us
assume we can calculate qk

x,t, the order-k birth proba-
bility at age x in year t (i.e., the probability that a
woman aged x who has already had k-1 children at the
start of the year will give birth to a child in year t). If
so, we can construct a fertility table combining age and
parity. As the table radix, we take a number F0

15 of
childless women aged 15. We can then estimate the
number Fk

50 of women who would have k children at
the end of their childbearing period, at age 50, if they
experienced at each successive age the age- and order-
specific fertility conditions prevailing in year t. The
PATFR of year t is ultimately expressed as:

Likewise, if we can calculate for year t the birth
probabilities qk,d

x,t for age x, order k, and duration d since
the previous birth, we can construct a fertility table
combining age, parity, and duration. Taking a radix of
F15

0,0 childless women aged 15, and making d vary
within limits enabling us to compute order-specific
probabilities, we obtain—as in the previous calcula-
tion—the number of women having given birth to k

PATFR
k F

F
t

k

k

n

=
◊

=
Â 50

1

15
0

children by age 50. This assumes that the hypothetical
cohort experienced at each successive age the age-,
order-, and duration-specific fertility conditions pre-
vailing in the observation year t. Their sum divided by
the initial population yields the PADTFR for year t.

Combining, the information drawn from the French
1982 Family Survey (Desplanques, 1985) and the
current statistics obtained from civil registration and
censuses, Rallu and Toulemon (1993a and b) demon-
strated that, from 1975 to 1989, these various summary
indicators of period fertility gave significantly differ-
ent measures of changes in fertility in certain periods
(Figure 14–20).

For 1975, the two summary indicators gave 
roughly the same value for France as the conventional
TFR (1.94 for the PATFR and 1.92 for the PADTFR
versus 1.93 for the TFR). In 1989, on the other 
hand, the divergence was substantial: The TFR stood
at 1.81, compared with a PATFR of 1.87 and a PADTFR
of 1.94.

One can, however, question the significance of such
refinements in period measurements. “How far should
one go in including additional covariates, provided
that we have sufficient data?” asks Nico Keilman
(1993; p. 426), adding,

Statistical tests exist to determine whether an extra covariate
improves the model’s fit. But more important is the question
whether it is easier to understand the time pattern exhibited
by a certain summary indicator than the development shown
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by a less detailed one. For a forecaster it would be relevant to
know which of these two is easier to extrapolate.11

7. Parity Progression Ratios

The mean number of children per woman in a order
k period fertility table offers a cross-sectional view of
the probability ak, for a woman having had k - 1 chil-
dren, that she will have at least one more child, in a
hypothetical cohort that would exhibit during its
entire childbearing period the same behavior as the
one displayed in the observation year by the various
cohorts involved. This is a period expression of the
concept of parity progression ratio, defined on a cohort
basis (Chapter 12).

For order 1, the complement to unity of the inten-
sity gives a measure of the proportion of infertile
women in the hypothetical cohort. We can also take the
order k births of the table to compute the order-k-
specific mean age at childbirth. We can continue the
period reconstruction by combining the final intensi-
ties of order-specific fertility to obtain a summary indi-
cator of total fertility by transposing the CFR to the
hypothetical cohort:

where n is the final birth order observed in the 
population.

This second measure of final intensity of all-parities
fertility computed for a hypothetical cohort from a
period table differs significantly from the TFR calcu-
lated from age-specific rates if these are frequency
rates, but are instead very similar if we use occurrence-
exposure rates.

We can also determine parity progression ratios
from frequency parity-specific TFRs. At parity 0, the
proportion of women who, in the hypothetical cohort,
will have had at least one child is given by the order-
1 TFR, which we can interpret as the probability for
childless women of having a first child. For the 
observation year t:

a0,t = TFR1
t2

Subsequently, assuming the order 2 TFR gives us
the proportion of women having had at least two chil-
dren, we can obtain the probability for a woman
having had one child of having a second by dividing
this proportion by the preceding one:

and so on:

a
TFR
TFR

k t
t

k

t
k, =
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11 Jusqu’où peut-on aller dans cette décomposition si les données sont
disponibles? . . . Des tests statistiques permettent de dire si l’inclusion d’un
facteur supplémentaire améliore l’ajustement par le modèle. Mais il est plus
important de se demander si l’évolution chronologique décrite par un indi-
cateur est plus facile à comprendre que celle décrite par un indicateur plus
simple. Pour un prévisionniste, il s’agirait de se demander quelle est la série
la plus facile àextrapoler (Keilman, 1993).



Again, we can recombine these parity progression
ratios to determine the final intensity of the hypothet-
ical cohort’s total fertility:

III. EXTERNAL MIGRATIONS

Continuous tracking of external migrations using
period indicators is generally hampered by the lack of
a system for gathering current statistics on the
country’s inbound and outbound migration flows.
Few countries maintain records of migration flows
comparable to the civil registration of births and
deaths. Of the countries that do operate such a system,
even fewer can claim that it operates efficiently.12

1. Countries with Comprehensive 
Migration Registers

If such a system exists and is sufficiently reliable, we
can—as with mortality and fertility—rearrange the
emigration and immigration rates in period form to
construct summary indicators for hypothetical cohorts
that display, at each age, the migration behaviors
adopted in an observation year by the cohorts reach-
ing those ages in that year. As with fertility, we can use
two types of rates: type 1 rates (in the Lexis squares) if
the migrations are classified by age and observation
year, or type 2 rates (projective parallelograms), if the
statistics are kept by birth year and observation year.
But, as with mortality, if we use type 2 rates, we will
need to solve the special problem posed by the first
year of age, which straddles the first Lexis triangle and
the first projective parallelogram. Migration, like fer-
tility, consists of renewable events, and we need to dis-
tinguish between two situations. In the first, we do not
identify the migration order: as a result, we can calcu-
late only migration frequencies. In the second case, we
can classify migrations by order, which theoretically
paves the way for a computation of occurrence-
exposure rates. Obviously, the first situation is more
common.

For emigration, we can accordingly sum the age-spe-
cific emigration rates (or emigration frequencies), ex,t, of
year t (whether they are type 1 or type 2 is of little
importance here). We thus obtain a total emigration rate
(TER) for year t:

a a a a a a a ak
k

n

= + ◊ + ◊ ◊ + +
=

’0 0 1 0 1 2
0

. . .
By contrast, to compute the mean age, we will need

to take into account the type of rate used. For a type 1
rate, the expression is very simply:

but, for a type 2 rate, the expression becomes:

Of course, as with fertility, we can also work on age
groups. The formulas are the same (see previous
section).

On the immigration side, we face the same problem
here as the one already encountered in cohort analy-
sis: As a rule, we do not know the immigrants’ popu-
lation (or, more accurately, populations) of origin. For
lack of a better method, demographers usually divide
the age-specific inflows by the receiving population of
the same age to obtain the immigration rate at age x
in year t, ix,t. This rate, of course, differs radically from
the emigration rate, because none of the individuals
included in the numerator belongs to the population
forming the denominator. The inconsistency of such
rates is vividly illustrated by some extreme situations.
In the United States, for example, at the time of the
westward Gold Rush, it was not uncommon for the
number of immigrants in a given area to exceed that
of the native inhabitants. Here is an even more strik-
ing example: If we had had to calculate immigration
rates to Reunion Island (in the Indian Ocean) when the
island was discovered totally devoid of human inhab-
itants, we would have had to divide the number of
immigrants by a zero denominator. In most cases,
however, the calculation is of some value, as it gives a
measure of the scope of the immigration phenomenon
relative to the host population, as well as its age- and
sex-specific distribution.

Once the basic principle is accepted, the computa-
tions are exactly identical to those for emigration: we
merely need to replace ex,t by ix,t in the previous equa-
tions to obtain the total immigration rate (TIR) and the
mean age at immigration.

One important consequence should be noted,
however. If, instead of a country’s total population, we
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12 In Europe, for example, a system of this kind operates fairly
efficiently in the Scandinavian countries but very poorly in Italy;
most countries have no migration register at all.



examine the population of one of its territorial units by
using the registration data, we can avoid the 
difficulty inherent in measuring immigration. For this
purpose, we treat immigration as the emigration 
from all the territorial units toward the unit studied
(but this does assume that international migrations are
negligible).

2. Estimating Intercensal Annual 
Age-specific Net Migration

In the absence of a continuous recording of inflows
and outflows, we can—as in cohort analysis (Chapter
13)—confine our study to net migration by subtracting
the natural surpluses provided by vital statistics from
the intercensal excesses. The nmx,t rates of age- and
cohort-specific net migration estimated by means of
the method described in Chapter 13 can be used here
for a period computation. They will provide summary
intensity and tempo indicators for hypothetical
cohorts: the TMR of year t (TMRt) and the mean age at
migration of year t (x̄t).

We must naturally be careful not to confuse such
rates, which measure relative balances, with the rates
reflecting propensities to die, have children, emigrate,
and so on. These rates can be negative or positive,
depending on the direction of the net flow, and their
sum within a hypothetical cohort, as within a real
cohort, can be equal to zero without signifying the total
lack of migration in the cohort. Accordingly, as we saw
in cohort analysis, it makes more sense to sum the
absolute values of the net rates. Table 14–3 and Figure
14–21 compare the results obtained for Italian males in
the years 1972, 1980, and 1990 with the values for the
1941 cohort.

For practical reasons, we have included in the table
only the adult ages from 30 to 50.13 This is because the
data used to construct the table are the ones already
described in Chapter 13: They were obtained from an
age breakdown of the intercensal 10-year net migra-
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TABLE 14–3 Age-specific Net Migration Rate (per 1000) Between ages 30 and 50 of the Italian Male Cohort Born in 1941
Compared with Rates for 1972 and 1980

Age Cohort Year

1941 1972 1980 1990

Net value Rate Net value Rate Net value Rate Net value Rate

30 166 0.47 166 0.47 21 0.05 -4 -0.01
31 1640 4.62 -301 -0.76 -916 -2.19 91 0.23
32 596 1.68 -1714 -4.29 -706 -1.71 89 0.23
33 240 0.68 -346 -0.89 -595 -1.42 115 0.29
34 173 0.49 302 0.83 -27 -0.08 177 0.46
35 48 0.14 2 0.01 -227 -0.67 268 0.70
36 -109 -0.31 100 0.27 -76 -0.22 202 0.55
37 -688 -1.95 -177 -0.49 130 0.38 293 0.80
38 -95 -0.27 45 0.12 -95 -0.27 153 0.42
39 178 0.51 143 0.40 -617 -1.58 200 0.52
40 -425 -1.21 292 0.80 -146 -0.37 112 0.29
41 -352 -1.01 -477 -1.24 57 0.15 149 0.36
42 -224 -0.64 -319 -0.89 108 0.30 176 0.43
43 -86 -0.25 -10 -0.03 -181 -0.52 134 0.33
44 -35 -0.10 -707 -1.94 -92 -0.26 196 0.61
45 22 0.06 325 0.91 -478 -1.35 183 0.55
46 84 0.24 361 1.02 -384 -1.09 78 0.23
47 135 0.39 -6 -0.02 360 1.04 250 0.74
48 177 0.52 -95 -0.27 -67 -0.19 177 0.52

Total 1445 4.1 -2416 -6.0 -3931 -10.0 3039 8.3
Total 15.5 15.4 3.6 8.3
absolute 
values
Mean age 36.9 38.7 39.1 41.0

13 The age reported in the table is the complete age on the initial
January 1. The age listed as 48 therefore covers the exact ages from
48 to 50 years.



tion values for each cohort. For this purpose, we used
a model of additions to and removals from the munic-
ipal population registers by age and year, which
requires substantial reconstruction work.

The cells of the table framed in heavy black lines are
those in which we find an exact correspondence
between the cohort rate and the rate of one of the
selected years (this is because the rates are type 2 rates,
in projective parallelograms of the Lexis diagram).

The table effectively summarizes Italy’s recent
external migration history, which has witnessed a shift
from a long period of net emigration to a new period
of net immigration. The total net migration observed
here between ages 30 and 50 is negative in 1972 and
1980, but positive in 1990. In the same interval, we see
an increase in the mean age at net migration of the 30
to 50 age group. Unfortunately, the detailed reading of

the age-specific results is complicated here by the
inconsistencies of the databases used. For example, the
peak observed at age 31 in the 1941 cohort seems to 
be directly linked to the pre- and postcensal deletion
and reregistration procedures discussed in Chapter 13,
since the cohort reached age 31—marked by heavy
migration—just after the 1971 census.

3. Estimating Migration Flows from 
the Retrospective Questions in the 

Census Schedules

Many census schedules include retrospective ques-
tions on migrations covering such variables as place of
birth, date of arrival in current place of residence, and
place of residence at an earlier date. The question on
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TABLE 14–4 Age-specific External Immigration Rate, 1986–1991, for Individuals Older than 5 Years, as given 
by 1991 Italian Census

Age Population enumerated Population residing Immigration rate Annual average
in 1981 abroad in 1986 1986–1991 (per 1000) rate (per 1000)

5–14 6,260,054 53,556 8.59 1.72
15–24 8,832,952 76,451 8.69 1.74
25–34 8,753,829 133,957 15.42 3.08
35–44 7,736,280 71,141 9.24 1.85
45–54 7,086,236 41,929 5.93 1.19
55–64 6,659,574 38,252 5.76 1.15
65–74 4,907,618 17,818 3.64 0.73
75+ 3,792,567 5,863 1.55 0.31

Total 54,029,110 438,967 8.16 1.63
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TABLE 14–5 Lazio: Age-specific rates of emigration (for individuals aged over 5 years) to other regions and rate of immigration from other regions or
abroad, 1986–91, as given by 1991 Italian census

Age Population Population Immigration rate Population Emigration rate Population of Rate of emigration
enumerated residing in (per 1000) enumerated in (per 1000) rest of Italy of rest of Italy to
in region in other regions other regions in enumerated in Lazio (per 1000)

1991 or abroad in 1986–1991 Annual 1991 residing in 1986–1991 Annual 1991
1986 average the region in 1986 average 1986–1991 Annual

average

5–14 550,354 12,827 23.58 4.72 7,986 14.68 2.94 5,714,271 1.90 0.38

15–24 800,125 24,728 31.39 6.28 15,507 19.68 3.94 8,042,047 2.88 0.58

25–34 830,524 41,817 51.65 10.33 32,133 39.69 7.94 7,932,989 5.32 1.06

35–44 723,048 18,092 25.34 5.07 12,532 17.55 3.51 7,018,791 2.50 0.50

45–54 662,721 10,366 15.76 3.15 7,258 11.04 2.21 6,174,542 1.55 0.31

55–64 606,684 7,084 11.75 2.35 7,284 12.08 2.42 6,052,694 1.11 0.22

65–74 430,054 4,422 10.34 2.07 5,738 13.41 2.68 4,476,249 1.00 0.20

75+ 296,700 3,164 10.72 2.14 4,066 13.78 2.76 3,792,567 0.91 0.18

Total 4,900,210 122,500 25.32 5.06 92,504 19.12 3.82 49,204,150 2.38 0.48
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TABLE 14–6 Matrix of Italian Interregional Migration Flows, 1986–1991 by 1991 Italian Census

Region of residence Piedmont Val d’Aosta Lombardy Trentino Veneto Friuli V. Giulia Liguria Emilia-Romagna Tuscany Umbria Marche
in 1991 census Alto

Adige

Piedmont 4,032,931 814 14,845 653 2,401 716 9,985 1,909 2,234 346 518
Val d’Aosta 1,928 105,344 449 39 116 45 231 68 80 17 27
Lombardy 14,144 306 8,256,833 2,369 9,866 3,007 6,883 9,738 5,966 987 1,948
Trentino A. Adige 700 34 3,110 822,247 2,994 444 340 909 529 97 171
Veneto 4,619 111 11,461 2,915 4,103,724 6,129 1,372 5,016 2,037 347 685
Friuli V. Giulia 1,439 46 3,527 584 6,370 1,118,192 618 980 696 140 271
Liguria 8,895 143 7,844 192 851 367 1,574,327 1,488 3,401 143 241
Emilia-Romagna 3,866 98 15,190 902 5,775 1,224 2,713 3,662,054 4,706 712 3,237
Tuscany 3,549 121 7,424 549 1,838 876 4,882 3,414 3,314,914 1,687 873
Umbria 735 16 1,410 133 387 182 338 752 2,378 754,613 867
Marche 1,373 34 3,346 235 933 417 576 3,309 1,254 1,061 1,332,817
Lazio 4,435 101 7,934 665 3,070 1,583 2,168 2,918 5,758 2,940 2,061
Abruzzo 1,473 50 3,199 160 704 379 546 1,662 1,095 403 1,941
Molise 475 9 720 26 161 86 87 434 336 98 164
Campania 5,097 58 9,378 331 1,593 1,086 1,428 2,696 3,300 384 472
Puglia 5,462 78 10,642 304 2,097 826 1,312 3,598 2,968 435 953
Basilicata 1,198 30 1,704 48 244 106 170 578 836 110 116
Calabria 5,734 244 8,774 214 1,203 404 1,329 2,198 3,903 784 393
Sicily 6,759 133 12,056 391 1,905 842 2,003 2,354 2,852 253 353
Sardinia 3,807 89 4,670 170 691 317 2,261 1,283 2,091 209 223

Total 4,108,619 107,859 8,384,516 833,127 4,146,923 1,137,228 1,613,569 3,707,358 3,361,334 765,766 1,348,331

Region of residence Lazio Abruzzo Molise Campania Puglia Basilicata Calabria Sicily Sardinia Outside of Italy Total
in 1991 census

Piedmont 3,895 737 371 7,940 8,047 1,572 9,321 10,727 3,123 24,612 4,137,697
Val d’Aosta 205 61 14 195 172 25 762 194 241 850 111,063
Lombardy 9,414 2,165 736 19,935 19,230 2,702 18,796 24,500 5,295 66,783 8,481,603
Trentino A. Adige 1,148 180 46 901 624 61 535 701 242 7,664 843,677
Veneto 4,574 687 194 5,140 4,231 354 2,286 4,092 1,161 31,289 4,192,424
Friuli V. Giulia 2,112 279 76 2,139 1,607 109 597 1,351 419 13,458 1,155,010
Liguria 2,071 275 77 2,274 1,714 268 2,568 3,027 1,576 9,469 1,621,211
Emilia-Romagna 5,239 1,555 653 12,419 9,417 1,641 6,408 8,628 2,158 26,307 3,774,902
Tuscany 9,234 800 370 9,512 3,753 1,045 3,670 6,933 2,566 21,542 3,399,552
Umbria 7,199 380 107 1,902 734 118 658 748 360 5,200 779,217
Marche 5,077 1,773 221 2,069 2,462 222 510 1,093 354 9,783 1,368,919
Lazio 4,777,710 4,311 1,125 18,993 7,668 1,255 6,225 7,023 3,283 38,984 4,900,210
Abruzzo 7,867 1,146,634 1,211 2,399 2,256 217 471 747 339 14,209 1,187,962
Molise 1,669 836 299,659 1,845 1,004 57 117 156 64 5,892 313,895
Campania 9,587 941 871 5,163,246 4,051 1,698 2,632 2,800 679 36,761 5,249,089
Puglia 5,805 1,310 546 4,498 3,709,864 1,869 1,782 2,670 550 29,498 3,787,067
Basilicata 1,206 90 52 2,193 2,687 554,373 759 310 91 7,752 574,653
Calabria 6,643 265 127 4,627 2,681 935 1,863,237 5,037 224 27,963 1,936,919
Sicily 4,762 448 130 3,271 2,984 332 3,165 4,554,895 956 50,958 4,651,802
Sardinia 4,794 220 70 1,500 712 72 321 1,235 1,527,510 9,993 1,562,238

Total 4,870,211 1,163,947 306,656 5,266,998 3,785,898 568,925 1,924,820 4,636,867 1,551,191 438,967 54,029,110
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the place of residence at an earlier date is the one that
lends itself most easily to the calculation of age-
specific migration rates. However, in terms of external
flows for a given country, the only information yielded
by the question concerns immigration: this can be seen
in Table 14–4 for precensal Italian migrations in the
years 1986 to 1991.

The only emigration that can be measured on the
basis of this information consists in internal migra-
tions. We can identify the emigrants from any admin-
istrative division thanks to the questions put to the
inhabitants of all the others. If we are studying the
population of a specific administrative division, we
can use the census data to measure both immigration
and emigration, as already mentioned in our discus-
sion of population registers.

For example, from a matrix of migration flows
between Italian regions (Table 14–5 gives an example
for the region of Lazio) for the period 1986 to 1991 (of
which Table 14–6 reports only the all-ages totals) we
can calculate, for any region, the age-specific emigra-
tion rates as well as the immigration rates.
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APPENDIX 14–1 Life Table of French Female Cohort Born in 1875

X 1qx lx d(x,x+1) ex x 1qx lx d(x,x+1) ex

0 0.154049 100,000 15,405 47.22 51 0.010634 54,478 579 23.95
1 0.050193 84,595 4,246 54.73 52 0.011059 53,899 596 23.20
2 0.027502 80,349 2,210 56.60 53 0.012259 53,303 653 22.45
3 0.016098 78,139 1,258 57.18 54 0.012496 52,649 658 21.72
4 0.012491 76,881 960 57.11 55 0.013554 51,992 705 20.99
5 0.009894 75,921 751 56.83 56 0.013668 51,287 701 20.27
6 0.007864 75,170 591 56.39 57 0.015185 50,586 768 19.55
7 0.006896 74,579 514 55.83 58 0.015310 49,818 763 18.84
8 0.005956 74,064 441 55.22 59 0.017641 49,055 865 18.13
9 0.005072 73,623 373 54.55 60 0.017932 48,190 864 17.44

10 0.004487 73,250 329 53.82 61 0.019304 47,326 914 16.75
11 0.004448 72,921 324 53.06 62 0.020905 46,412 970 16.07
12 0.004231 72,597 307 52.30 63 0.022409 45,442 1,018 15.41
13 0.004337 72,290 313 51.52 64 0.028426 44,423 1,263 14.75
14 0.004607 71,976 332 50.74 65 0.029473 43,161 1,272 14.16
15 0.005856 71,645 420 49.97 66 0.029950 41,889 1,255 13.58
16 0.006343 71,225 452 49.26 67 0.031490 40,634 1,280 12.98
17 0.006875 70,773 487 48.57 68 0.038462 39,354 1,514 12.39
18 0.006747 70,287 474 47.91 69 0.040659 37,841 1,539 11.86
19 0.006617 69,813 462 47.23 70 0.039111 36,302 1,420 11.35
20 0.006885 69,351 477 46.54 71 0.040694 34,882 1,420 10.79
21 0.007200 68,873 496 45.86 72 0.040508 33,463 1,356 10.22
22 0.007348 68,377 502 45.19 73 0.052291 32,107 1,679 9.63
23 0.007257 67,875 493 44.52 74 0.052152 30,428 1,587 9.14
24 0.006994 67,382 471 43.84 75 0.063097 28,842 1,820 8.61
25 0.007338 66,911 491 43.15 76 0.064150 27,022 1,733 8.16
26 0.007142 66,420 474 42.46 77 0.078671 25,288 1,989 7.69
27 0.007012 65,946 462 41.76 78 0.075801 23,299 1,766 7.30
28 0.007070 65,483 463 41.05 79 0.084156 21,533 1,812 6.86
29 0.006725 65,020 437 40.34 80 0.096753 19,721 1,908 6.44
30 0.007192 64,583 464 39.61 81 0.100663 17,813 1,793 6.08
31 0.007331 64,118 470 38.90 82 0.109283 16,020 1,751 5.70
32 0.007265 63,648 462 38.18 83 0.121472 14,269 1,733 5.34
33 0.006901 63,186 436 37.46 84 0.133219 12,536 1,670 5.01
34 0.006860 62,750 430 36.71 85 0.138747 10,866 1,508 4.70
35 0.007191 62,320 448 35.96 86 0.160105 9,358 1,498 4.38
36 0.007050 61,871 436 35.22 87 0.185436 7,860 1,457 4.12
37 0.007101 61,435 436 34.47 88 0.175424 6,402 1,123 3.94
38 0.007453 60,999 455 33.71 89 0.194571 5,279 1,027 3.67
39 0.007400 60,544 448 32.96 90 0.209926 4,252 893 3.44
40 0.007785 60,096 468 32.20 91 0.231730 3,359 778 3.22
41 0.007408 59,628 442 31.45 92 0.242579 2,581 626 3.04
42 0.008019 59,187 475 30.68 93 0.252294 1,955 493 2.86
43 0.012582 58,712 739 29.92 94 0.285658 1,462 418 2.65
44 0.007801 57,973 452 29.30 95 0.302464 1,044 316 2.51
45 0.008095 57,521 466 28.53 96 0.324409 728 236 2.39
46 0.008766 57,055 500 27.75 97 0.349563 492 172 2.29
47 0.008432 56,555 477 27.00 98 0.336889 320 108 2.26
48 0.009004 56,078 505 26.22 99 0.340687 212 72 2.15
49 0.009828 55,573 546 25.45 100 140 140 2.00
50 0.009978 55,027 549 24.70
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APPENDIX 14–2 French female life table for year 1875

x 1qx lx d(x,x+1) ex x 1qx lx d(x,x+1) ex

0 0.154049 100,000 15,405 43.55 51 0.014976 50,147 751 20.16
1 0.054720 84,595 4,629 50.39 52 0.015734 49,396 777 19.46
2 0.027288 79,966 2,182 52.28 53 0.016686 48,619 811 18.77
3 0.017505 77,784 1,362 52.73 54 0.017694 47,808 846 18.08
4 0.013015 76,422 995 52.66 55 0.018764 46,962 881 17.39
5 0.009489 75,428 716 52.35 56 0.019897 46,081 917 16.71
6 0.006939 74,712 518 51.84 57 0.021098 45,164 953 16.04
7 0.005991 74,194 444 51.20 58 0.022993 44,211 1,017 15.38
8 0.005355 73,749 395 50.51 59 0.025055 43,195 1,082 14.73
9 0.004991 73,354 366 49.78 60 0.027301 42,112 1,150 14.09

10 0.004671 72,988 341 49.02 61 0.029744 40,963 1,218 13.48
11 0.004396 72,647 319 48.25 62 0.032403 39,744 1,288 12.87
12 0.004358 72,328 315 47.46 63 0.034945 38,456 1,344 12.29
13 0.004582 72,013 330 46.67 64 0.037682 37,113 1,398 11.72
14 0.004934 71,683 354 45.88 65 0.040630 35,714 1,451 11.15
15 0.005687 71,329 406 45.11 66 0.043803 34,263 1,501 10.61
16 0.006054 70,923 429 44.36 67 0.047219 32,762 1,547 10.07
17 0.006705 70,494 473 43.63 68 0.051498 31,215 1,608 9.54
18 0.006894 70,021 483 42.92 69 0.056153 29,608 1,663 9.03
19 0.007323 69,539 509 42.21 70 0.061215 27,945 1,711 8.54
20 0.007790 69,029 538 41.52 71 0.066718 26,234 1,750 8.07
21 0.008294 68,492 568 40.84 72 0.072698 24,484 1,780 7.61
22 0.008507 67,923 578 40.18 73 0.079668 22,704 1,809 7.16
23 0.008566 67,346 577 39.52 74 0.087277 20,895 1,824 6.74
24 0.008522 66,769 569 38.86 75 0.095577 19,072 1,823 6.34
25 0.008785 66,200 582 38.19 76 0.104622 17,249 1,805 5.95
26 0.009057 65,618 594 37.52 77 0.114471 15,444 1,768 5.59
27 0.009340 65,024 607 36.86 78 0.123221 13,676 1,685 5.25
28 0.009450 64,417 609 36.20 79 0.134073 11,991 1,608 4.92
29 0.009561 63,808 610 35.54 80 0.145798 10,383 1,514 4.60
30 0.009673 63,198 611 34.88 81 0.158451 8,870 1,405 4.30
31 0.009787 62,586 613 34.22 82 0.172088 7,464 1,284 4.02
32 0.009902 61,974 614 33.55 83 0.186764 6,180 1,154 3.75
33 0.009929 61,360 609 32.88 84 0.202531 5,026 1,018 3.49
34 0.009957 60,751 605 32.21 85 0.219441 4,008 879 3.26
35 0.009984 60,146 600 31.52 86 0.237542 3,128 743 3.03
36 0.010012 59,546 596 30.84 87 0.256876 2,385 613 2.82
37 0.010039 58,950 592 30.14 88 0.277479 1,772 492 2.62
38 0.010155 58,358 593 29.44 89 0.299379 1,281 383 2.43
39 0.010271 57,765 593 28.74 90 0.322593 897 289 2.26
40 0.010390 57,172 594 28.03 91 0.347124 608 211 2.10
41 0.010509 56,578 595 27.32 92 0.372962 397 148 1.94
42 0.010631 55,983 595 26.61 93 0.400075 249 100 1.80
43 0.010944 55,388 606 25.89 94 0.428414 149 64 1.67
44 0.011267 54,782 617 25.17 95 0.457904 85 39 1.55
45 0.011598 54,165 628 24.45 96 0.488445 46 23 1.44
46 0.011939 53,536 639 23.73 97 0.519909 24 12 1.33
47 0.012291 52,897 650 23.01 98 0.552139 11 6 1.23
48 0.012914 52,247 675 22.29 99 0.584945 5 3 1.12
49 0.013568 51,572 700 21.58 100 2 140 1.00
50 0.014255 50,873 725 20.87
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APPENDIX 14–3 French Female Life Table for 1936

x 1qx lx d(x,x+1) ex x 1qx lx d(x,x+1) ex

0 0.062253 100,000 6,225 61.94 51 0.009723 76,041 739 23.42
1 0.012014 93,775 1,127 65.02 52 0.010740 75,302 809 22.65
2 0.004399 92,648 408 64.80 53 0.010799 74,493 804 21.89
3 0.002973 92,241 274 64.09 54 0.011604 73,689 855 21.12
4 0.002461 91,966 226 63.28 55 0.012186 72,834 888 20.36
5 0.002070 91,740 190 62.43 56 0.012523 71,946 901 19.61
6 0.001752 91,550 160 61.56 57 0.013844 71,045 984 18.85
7 0.001452 91,390 133 60.67 58 0.014794 70,062 1,037 18.11
8 0.001309 91,257 119 59.75 59 0.016657 69,025 1,150 17.37
9 0.001180 91,137 108 58.83 60 0.017518 67,875 1,189 16.66

10 0.001218 91,030 111 57.90 61 0.019304 66,686 1,287 15.95
11 0.001185 90,919 108 56.97 62 0.021106 65,399 1,380 15.25
12 0.001340 90,811 122 56.04 63 0.023341 64,019 1,494 14.57
13 0.001376 90,690 125 55.11 64 0.025773 62,524 1,611 13.91
14 0.001767 90,565 160 54.19 65 0.026199 60,913 1,596 13.26
15 0.002063 90,405 186 53.28 66 0.028263 59,317 1,676 12.60
16 0.002507 90,218 226 52.39 67 0.033301 57,641 1,919 11.96
17 0.002861 89,992 257 51.52 68 0.035399 55,721 1,972 11.35
18 0.003292 89,735 295 50.67 69 0.040873 53,749 2,197 10.75
19 0.003318 89,439 297 49.83 70 0.043240 51,552 2,229 10.19
20 0.003744 89,143 334 49.00 71 0.047674 49,323 2,351 9.62
21 0.003783 88,809 336 48.18 72 0.053669 46,971 2,521 9.08
22 0.003973 88,473 352 47.36 73 0.058806 44,450 2,614 8.57
23 0.003949 88,121 348 46.55 74 0.064596 41,836 2,702 8.07
24 0.003961 87,773 348 45.73 75 0.071418 39,134 2,795 7.59
25 0.004011 87,426 351 44.91 76 0.078565 36,339 2,855 7.14
26 0.004008 87,075 349 44.09 77 0.088161 33,484 2,952 6.71
27 0.003946 86,726 342 43.27 78 0.094374 30,532 2,881 6.31
28 0.003993 86,384 345 42.43 79 0.107783 27,651 2,980 5.91
29 0.003725 86,039 320 41.60 80 0.116257 24,670 2,868 5.56
30 0.003996 85,718 343 40.76 81 0.119019 21,802 2,595 5.23
31 0.003839 85,376 328 39.92 82 0.134049 19,207 2,575 4.87
32 0.003917 85,048 333 39.07 83 0.155297 16,633 2,583 4.55
33 0.004078 84,715 345 38.22 84 0.158569 14,050 2,228 4.29
34 0.004249 84,369 358 37.38 85 0.184338 11,822 2,179 4.00
35 0.004144 84,011 348 36.53 86 0.187683 9,643 1,810 3.80
36 0.004505 83,663 377 35.68 87 0.211974 7,833 1,660 3.56
37 0.004664 83,286 388 34.84 88 0.212112 6,173 1,309 3.38
38 0.004800 82,897 398 34.00 89 0.213555 4,863 1,039 3.15
39 0.004991 82,500 412 33.17 90 0.268058 3,825 1,025 2.87
40 0.005341 82,088 438 32.33 91 0.265619 2,799 744 2.74
41 0.005217 81,649 426 31.50 92 0.285718 2,056 587 2.56
42 0.005935 81,223 482 30.66 93 0.344707 1,468 506 2.38
43 0.006407 80,741 517 29.84 94 0.328984 962 317 2.37
44 0.006534 80,224 524 29.03 95 0.353856 646 228 2.28
45 0.006345 79,700 506 28.22 96 0.288114 417 120 2.25
46 0.006892 79,194 546 27.40 97 0.395036 297 117 1.96
47 0.007678 78,648 604 26.58 98 0.398045 180 72 1.92
48 0.007952 78,045 621 25.78 99 0.319981 108 35 1.86
49 0.008501 77,424 658 24.99 74 140 1.50
50 0.009435 76,766 724 24.20
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APPENDIX 14–4 French Female Life Table for 1997

x 1qx lx d(x,x+1) ex x 1qx lx d(x,x+1) ex

0 0.00413 100,000 413 82.30 51 0.00289 96,155 278 33.24
1 0.00041 99,587 41 81.63 52 0.00296 95,877 284 32.33
2 0.00021 99,546 21 80.67 53 0.00334 95,593 319 31.43
3 0.00025 99,525 25 79.69 54 0.00333 95,274 317 30.53
4 0.00016 99,500 16 78.70 55 0.00354 94,956 336 29.63
5 0.00010 99,484 10 77.72 56 0.00377 94,620 357 28.74
6 0.00009 99,475 9 76.73 57 0.00386 94,264 364 27.84
7 0.00012 99,466 12 75.73 58 0.00429 93,900 403 26.95
8 0.00012 99,454 12 74.74 59 0.00447 93,497 418 26.06
9 0.00013 99,442 13 73.75 60 0.00493 93,079 459 25.18

10 0.00013 99,429 13 72.76 61 0.00532 92,620 493 24.30
11 0.00010 99,416 10 71.77 62 0.00569 92,127 524 23.43
12 0.00016 99,406 16 70.78 63 0.00624 91,603 572 22.56
13 0.00015 99,390 15 69.79 64 0.00679 91,032 618 21.70
14 0.00015 99,375 15 68.80 65 0.00759 90,413 686 20.84
15 0.00022 99,360 22 67.81 66 0.00839 89,727 753 20.00
16 0.00024 99,338 24 66.82 67 0.00926 88,974 824 19.16
17 0.00029 99,314 29 65.84 68 0.01011 88,151 891 18.34
18 0.00035 99,286 35 64.86 69 0.01122 87,259 979 17.52
19 0.00042 99,251 42 63.88 70 0.01226 86,280 1,058 16.71
20 0.00034 99,209 34 62.91 71 0.01304 85,222 1,111 15.91
21 0.00039 99,176 39 61.93 72 0.01496 84,111 1,258 15.12
22 0.00036 99,137 36 60.95 73 0.01680 82,853 1,392 14.34
23 0.00034 99,101 34 59.97 74 0.01910 81,461 1,556 13.57
24 0.00039 99,067 39 58.99 75 0.02128 79,905 1,700 12.83
25 0.00035 99,029 35 58.02 76 0.02444 78,205 1,911 12.10
26 0.00041 98,994 41 57.04 77 0.02732 76,293 2,084 11.39
27 0.00039 98,954 39 56.06 78 0.03094 74,209 2,296 10.69
28 0.00041 98,915 41 55.08 79 0.03648 71,913 2,623 10.02
29 0.00049 98,874 48 54.10 80 0.04015 69,290 2,782 9.38
30 0.00057 98,826 56 53.13 81 0.04677 66,508 3,111 8.75
31 0.00056 98,770 55 52.16 82 0.05117 63,397 3,244 8.16
32 0.00063 98,714 62 51.19 83 0.06016 60,153 3,619 7.57
33 0.00056 98,652 55 50.22 84 0.06856 56,534 3,876 7.02
34 0.00077 98,597 76 49.25 85 0.07969 52,658 4,196 6.50
35 0.00074 98,521 73 48.29 86 0.09025 48,462 4,374 6.02
36 0.00083 98,448 82 47.32 87 0.10217 44,088 4,504 5.57
37 0.00087 98,366 86 46.36 88 0.11626 39,584 4,602 5.14
38 0.00099 98,281 97 45.40 89 0.13298 34,982 4,652 4.76
39 0.00111 98,183 109 44.45 90 0.14684 30,330 4,454 4.41
40 0.00116 98,074 114 43.49 91 0.16263 25,876 4,208 4.08
41 0.00130 97,961 127 42.54 92 0.18071 21,668 3,916 3.78
42 0.00131 97,833 128 41.60 93 0.19729 17,752 3,502 3.50
43 0.00153 97,705 149 40.65 94 0.21794 14,250 3,106 3.24
44 0.00163 97,556 159 39.71 95 0.24171 11,144 2,694 3.00
45 0.00183 97,397 178 38.78 96 0.25738 8,451 2,175 2.79
46 0.00195 97,218 190 37.85 97 0.28652 6,276 1,798 2.59
47 0.00200 97,029 194 36.92 98 0.32428 4,478 1,452 2.43
48 0.00220 96,835 213 35.99 99 0.31323 3,026 948 2.35
49 0.00233 96,622 225 35.07 100 2,078 140 2.20
50 0.00251 96,397 242 34.15





In several chapters (Chapters 3 and 11, among
others), it was pointed out that crude death rates were
not the best indicators of mortality for temporal or
spatial comparisons, as the crude death rate is highly
dependent upon the age structure of the population. It
was stated that a better measure could be obtained by
controlling for age, the latter being a confounding vari-
able in this case. Death rates specific for age and sex
were therefore computed for this purpose and served
for constructing the life table. The present chapter will
deal first with the concept of confounding variable,
then move on to the problem of controlling for the 
confounding variable(s), and finally to the topic of
deriving suitable summary measures or indicators
controlling for the effect of possible confounders. As a
byproduct, this chapter will also tackle the problem of
interaction between variables, in a causal framework.
The illustrative example discussed in the following
section is drawn from the field of morbidity; it has the
advantage over others of dealing with variables that
are well documented and understood, and for which
the causal structure is well established.

I. CONFOUNDING VARIABLES

Suppose that one is interested in the determinants
of cardiovascular diseases (CVD), one of the major
medical causes of death in the low-mortality countries.
It is known that high blood pressure has an adverse

effect on CVD; therefore, in a primary prevention
approach one would wish to reduce the causes of
excess blood pressure. One such cause could be coffee
drinking1; one should therefore test if there is an asso-
ciation between coffee drinking and blood pressure 
in a random sample of individuals. To simplify the
presentation, we will use simple dichotomies such as
drinkers versus nondrinkers; in an actual study, the
measurement would be more precise. Suppose 600
people have been included in the study, among whom
400 are drinkers and 200 are nondrinkers. The average
diastolic2 blood pressure in the two groups is 89mm
Hg and 75mmHg, respectively, the absolute difference
being a significant3 14mmHg. The possible conclusion
is that coffee drinking has a considerable impact on (or
at the least has a high association with) blood pressure,
represented by the causal graph

C Æ B

where C stands for the variable coffee drinking
and B for blood pressure. The arrow means in this 
case that C is a cause of (or influences) blood pressure.
The obvious conclusion is that people should stop
drinking coffee to reduce blood pressure to avoid
CVDs.

C H A P T E R  

15

Confounding Variables,
Standardization, and the Problem of

Summary Indices

GUILLAUME WUNSCH
Institut de démographie, Université catholique de Louvain, Louvain-la-Neuve, Belgium

197DEMOGRAPHY: ANALYSIS AND SYNTHESIS
Copyright © 2006, Elsevier Inc. 

All rights of reproduction in any form reserved.

1 The example is taken from Anderson et al. (1980), Chapter 2.
2 The pressure between two heart contractions.
3 In practice, significance tests should be performed to determine

if the difference is not obtained by chance. We will not consider this
particular issue here.



Coffee drinking is however not the only possible
cause of higher blood pressure. Obesity for example 
is also a well-known cause of this risk factor. What
happens then if one takes body weight also into
account? Once again, this variable is dichotomized for
simplification into overweight and not overweight. Let
W represent the variable weight. The assumed causal
graph is then

C

B

W

Table 15–1 gives the cross-classification of the
number of individuals in the sample according to their
coffee drinking behavior and their weight. Blood 
pressure is given for each cell of the table between
brackets.

One sees that being overweight leads to a much
higher blood pressure, on average, than not being
overweight, both for drinkers and nondrinkers.
Indeed, the difference is equal to a high 20mmHg in
both groups (94-74 and 90-70). On the other hand, if
one controls for weight (i.e., if one considers separately
those overweight and those not overweight), the
impact of coffee drinking is very slight: only 4mmHg
in both groups (94-90 and 74-70). Should one then dis-
courage people from drinking coffee,4 as the difference
between both groups is slight?

Consider now the two extremes. The highest blood
pressure can be found on average among those who
both drink and are overweight (94.0mmHg), while the
lowest blood pressure is to be found in the non-
drinkers and nonoverweight group (70.0mmHg). The
difference between the two groups is 24mm (i.e., the
effect of weight [20.0mmHg] plus the effect of coffee
[4.0mmHg]). The two effects are additive in this
example; in other words, as will be discussed later,

there is no interaction between weight and coffee drink-
ing (the two causes or risk factors) on blood pressure
(the effect or outcome variable).

How did one reach the wrong conclusion in the first
place, i.e. that coffee is bad for one’s health? Comput-
ing the distribution of individuals according to the two
variables, one obtains the results shown in Table 15–2.
The distributions according to body weight are quite
different between the drinkers and the nondrinkers, as
overweight individuals also tend to be strong coffee
drinkers. It is indeed well known in epidemiology that
there is often a clustering of risk factors for a variety
of health conditions. One observes in this case a posi-
tive relationship between weight and coffee drinking,
leading to an overall difference of 14mm Hg biased in
favor of those who both drink and are obese. The con-
verse is true for the nondrinkers.

Body weight is therefore a confounding factor in this
example; it masks the true impact of coffee drinking,
the possible risk factor one is studying.

Two conditions have to be both satisfied to have a
confounding variable:

1. The risk groups must differ on this factor.
2. The factor itself must influence the outcome.

These conditions are both satisfied in this example,
as the structure according to body weight differs among
the drinkers and the nondrinkers (condition 1). There is
indeed an association between weight and coffee drink-
ing, the overweight individuals drinking more coffee
than the others. Furthermore, excess weight is itself a
cause of high blood pressure (condition 2). The causal
graph is therefore as follows, the nonoriented line
between body weight, W, and drinking, C, indicating an
association between both variables.

C

B

W

If one or both of these conditions is not fulfilled, the
variable is not a confounder and does not have to be
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TABLE 15–1 Population Numbers and Diastolic Blood
Pressure (in mmHg) According to Coffee 

Drinking and Weight

Drinking Weight

Overweight Not overweight Total

Drinkers 300 (94.0) 100 (74.0) 400 (89.0)
Nondrinkers 50 (90.0) 150 (70.0) 200 (75.0)

Total 350 (93.4) 250 (71.6) 600 (84.3)

Source: Anderson et al., 1980.

4 The answer might depend upon the coffee one is drinking,
Italian or American!

TABLE 15–2 Distributions According to Weight

Drinking Weight

Overweight Not overweight Total

Drinkers 75 25 100
Nondrinkers 25 75 100

Totala 58 42 100

a Weighted average.



controlled for. Take the case where both drinkers and
nondrinkers have the same distribution according to
body weight,5 waiving the first condition, such as in
Table 15–3.

In this case, the blood pressure of drinkers is equal
to (94 ¥ 25 + 74 ¥ 75)/100 = 79mmHg, and for the 
nondrinkers (90 ¥ 25 + 70 ¥ 75)/100 = 75mm Hg. The
difference 79 - 75 = 4mmHg gives the right answer.
Consider now the case (Table 15–4) where blood pres-
sure does not differ according to body weight (condi-
tion 2 not satisfied), the distribution of patients being
the same as in the original situation.

The average blood pressure for the drinkers will
now be (84 ¥ 300 + 84 ¥ 100)/400 = 84mm and for the
nondrinkers (80 ¥ 50 + 80 ¥ 150)/200 = 80mm, which
is a simple application of the rule that the average of
a constant is the constant itself!

Returning to the impact of age structure on the
crude death rate, the example given at the beginning
of this chapter, one can now conclude that in a com-
parative analysis one must control for age if the pop-
ulations being compared have a different age structure
(condition 1), which is not always the case, and if age
has an impact on mortality (condition 2), which is
indeed the case. Therefore, crude death rates are per-
fectly adequate summary measures of mortality if the
populations being compared have more or less the
same age structures.6 However, one does not have to

control the structure of the population according to the
length of one’s hair, for example, as this variable prob-
ably has no impact on mortality.7

In the presence of confounders, one’s conclusion may
differ dramatically according to the fact that one con-
trols or one does not control for the confounding vari-
ables. Rouanet (1985) provides a good example, called
the Bombach paradox. In this example, the initial con-
clusion is reversed when one controls for the confound-
ing variables!8 Note that if body weight is a confounding
factor when one examines the impact of coffee drinking
on blood pressure, conversely coffee drinking is itself a
confounding variable in the study of the relationship
between weight and blood pressure. All depends on the
assumption one is testing (i.e., the topic of the research
project). Finally, one is never sure in actual research that
one is controlling for all the confounders without excep-
tion; there may be hidden (i.e., unknown) variables that
may wreak havoc with our results.9 Science is an endless
game in pursuit of knowledge.

II. INTERACTION BETWEEN CAUSES

Consider the following situation (Table 15–5), very
similar to the original example given in Table 15–1,
except that the average blood pressures are slightly
different.

One sees that the impact of coffee drinking on blood
pressure remains slight for those overweight (4mm
Hg), but for those not overweight, coffee drinking
leads this time to a significant increase in blood pres-
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TABLE 15–3 Distributions According to Weight of
Drinkers and Nondrinkers

Drinking Weight

Overweight Not overweight Total

Drinkers 25 75 100
Nondrinkers 25 75 100

TABLE 15–4 Average Diastolic Blood Pressure 
(in mmHg)

Drinking Weight

Overweight Not overweight Total

Drinkers 84 84 100
Nondrinkers 80 80 100

5 There is therefore no association in this case between body
weight and coffee drinking.

6 This also explains why crude birth rates are usually better
summary measures than crude death rates, as the age structure of
the population at fertile ages is rather similar whatever the global age
structure of the population, young or old.

TABLE 15–5 Population Numbers and Blood 
Pressure (between brackets) According to 

Drinking and Bodyweight

Drinking Weight

Overweight Not overweight Total

Drinkers 300 (94.0) 100 (74.0) 400 (89.0)
Nondrinkers 50 (90.0) 150 (60.0) 200 (67.5)

Total 350 (93.4) 250 (65.6) 600 (81.8)

7 No bias is introduced if one does control for this variable, but
it is a waste of time. In addition, decomposing the population into
categories leads to smaller numbers in the cells and thus to greater
random fluctuations.

8 To take another example, a ranking of countries by mortality
level may significantly differ according to the indicator one takes,
the crude death rate or the expectation of life at birth. The latter con-
trols for the age structure of the population, whereas the former does
not.

9 The randomized experimental approach should therefore
always be preferred if feasible; see however Wunsch (1994).



sure (14mmHg). The difference between the extremes
(94.0 - 60.0 = 34.0) is no longer the sum of the drink-
ing effect and the weight effect, as these effects differ
among categories. In other words, the impact of drink-
ing depends on the modality of the confounding vari-
able (overweight or not) and one speaks in this case 
of an interaction effect between causes on the outcome
factor (blood pressure). The causal graph correspon-
ding to this situation is the following, where the
symbol C*W represents the interaction effect.

C

B C*W

W

In this example, there is a weak interaction between
causes, in the sense that for overweight and nonover-
weight individuals, coffee drinking increases the blood
pressure; the impact has the same direction for both
categories. In some situations one can have strong inter-
action effects, with crossovers between the series of
rates, as shown in Table 15–6.

In this case (which is not a true situation), coffee
drinking would increase blood pressure among those
not overweight but decrease the pressure among 
overweight individuals. It has been shown, to give a
true example, that smoking has a negative impact on
Alzheimer disease except for carriers of the APOEe4
allele, for whom it has on the contrary a protective
effect!

Interaction effects can sometimes be removed by a
change in scale; for example, absolute differences may
not be the same between the modalities of the con-
founding variable (as in the example of Table 15–5) but
in some cases the relative differences or the odds are the
same. One can therefore observe interaction effects on a
linear scale but they disappear on a log-linear 
or logit-linear scale (Anderson, 1980; Wunsch and Thilt-
gès, 1995). Moreover, as Wilcox and Russell (1983) have
shown, apparent strong interaction effects may disap-
pear if one norms the distributions of the confounding
variables, that is if one transforms them into distribu-
tions of zero average and a standard deviation of one.

III. STANDARDIZATION AND THE
PROBLEM OF SUMMARY INDICES

One has just seen in section II that the variable body
weight can be controlled for by measuring the blood
pressure of drinkers and nondrinkers according to the
fact that one is overweight or not. More generally, in
mortality studies, one can control for the age structure
by computing death rates specific for age. In regres-
sion analysis, a variable can be controlled for by
including it in the regression equation, if a suitable
functional form of the regression equation is chosen.
Suppose now that one has computed death rates by
single ages for the 52 countries one wishes to compare.
Assuming approximately 100 age groups, this gives a
table of 100 ¥ 52 = 5200 cells. No ordinary human being
can visually process such a large table unless he or she
has exceptional cognitive abilities. One can also put the
52 graphs of death rates by age on the same figure, but
once again, the result will probably not be visually
interpretable as many graphs will overlap. Demogra-
phers therefore usually summarize their data for com-
parative purposes, even if this means losing valuable
information. If one is comparing only two or three
countries, it is therefore much preferable to put the
data on a graph and discuss the results.

In the field of mortality, a summary measure of the
death rates mx often used is the expectation of life at
birth,10 given by the expression:

where dx and Lx are the life-table deaths and the sta-
tionary population at completed age x, respectively. As
the number of deaths depends on the size of the sta-
tionary population at age x, one could also compute an
average age at death based not on the absolute
numbers of life-table deaths dx, but on the relative
numbers dx/Lx. As the latter ratio is equal to the death
rate at age x, the average age at death would simply
be equal to Sxmx/Smx. The difference between the two
measures depends on the form of the weights applied
to the ages x. Life-table deaths vary according to an
overturned S, while death rates follow a U shape that
continuously increases with age after adolescence.
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TABLE 15–6 Population Numbers and Blood 
Pressure (between brackets) According to 

Drinking and Weight

Drinking Weight

Overweight Not overweight

Drinkers 300 (90.0) 100 (74.0)
Nondrinkers 50 (95.0) 150 (60.0)

10 One can transform rates into probabilities, draw up a life table,
compute the life expectancy at birth, and use this measure as a
summary indicator of mortality. Note that the life expectancy is not
a standardized index, even if it is independent of the actual popu-
lation age structure, as the weights Lx (the stationary population by
age) applied to the death rates vary from one life table to the other,
contrary to a standard population.



1. Direct Standardization

A variable such as the death rate by age can 
also easily be summarized by one of the ordinary 
techniques in elementary descriptive statistics. For
example, in comparative studies, one can simply take
for each country the arithmetic average of death rates as
a summary measure of mortality for this country. This
would give equal weight to each age group. Alterna-
tively, one can compute a weighted average of rates,
where the various age groups would be given differ-
ent weights according to the average age structure of
the various populations one is comparing. Let mxj and
px represent respectively the death rate at age x (for a
country j) and the relative average population number
at that age (i.e., relative to the total average population
of all the countries being compared). The death rate for
country j would then be:

as Spx equals 1.
In demography and in epidemiology, this method is

known as the direct standardization of rates and the
series px according to age as the standard population.
The method is a simple linear combination of death
rates, the standard population acting as weights. The
basic principle is to use the same standard population for
all the cases being compared. As seen above, one of the
two conditions for having a confounding variable (age,
in the present case) is that the risk groups differ on this
factor. If one uses the same standard population struc-
ture px for all the series of rates being compared, this
condition is obviously not satisfied and the age struc-
ture is therefore not a confounder. For example, the
World Health Organization (WHO) is using a standard
world population for direct standardization purposes.
Unfortunately, the WHO decided in 1992 to alter 
this standard (Davies, 1995). Changing the standard
has made comparisons over time and between sexes
impossible without recalculation.

There is nothing about the technique that restricts
its applicability to age. One can, for example, stan-
dardize the effects of differences in birth-order 
distributions between populations whose infant prob-
abilities of dying we are comparing (Preston et al.,
2001).

Standardized indices are used for comparative pur-
poses only; the value of the index is of no interest per
se. The choice of weights is actually completely arbi-
trary, and therefore different choices of weights will
yield different results. One can for example set the
weights equal to one, as in the numerator of the simple
arithmetic average of rates. This is done in fertility

m p p m pxj x x xj xÂ ÂÂ =

analysis: the total fertility rate (a summary measure of
fertility in period analysis) is indeed taken as the sum
of age-specific fertility rates (frequencies) (i.e., as a
linear combination of fertility rates with equal weights
at each age). The total fertility rate is therefore a directly
standardized measure of fertility, with a rectangular
standard population of one person per age group.

Do standardized measures adequately represent the
actual differences between the rates? This problem is
similar to computing the averages of two distributions
and asking if the difference between the means cor-
rectly represents the difference between the distribu-
tions themselves. Consider two sets of death rates by
age for two imaginary countries,11 Syldavia (S) and
Borduria (B), as in Figure 15–1. In this example, the 
difference between rates mx(S) and mx(B) is the same
whatever the age. In this case, it is easy to show
(Wunsch and Thiltgès, 1995) that the absolute differ-
ence between standardized measures correctly repre-
sents the actual difference between rates, whatever the
standard population. This is due to the absence of
interaction effects between country and age in this
example. Consider now data shown in Figure 15–2. In
this case, Syldavia still has a higher morality at all ages
than Borduria, but the difference is more marked at
young ages than at older ages. There is weak interaction
(as defined in section II) between country and age on 
mortality in this situation. Standardization will 
always yield a higher measure for Syldavia than for
Borduria, whatever the standard population, but the
difference between the two summary measures will
depend on the choice of the standard population. Stan-
dardization correctly gives the order (higher versus
lower mortality) but not the difference between rates
by age. As these differences vary according to age, no
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FIGURE 15–1 Age-specific death rates for countries Borduria (B)
and Syldavia (S) in the absence of interaction.

11 My thanks to Hergé and his comic strips.



single summary measure can correctly represent this
fact.

Figure 15–3 presents a case of strong interaction
between country and age: Syldavia has a higher 
mortality at young ages but a lower mortality at 
higher ages, i.e. a crossover of age-specific mortality
curves. No single summary measure can adequately
represent this situation. According to the choice of 
the standard population, one will conclude that 
Syldavia has a higher, an equal, or a lower mortality
than Borduria, which is not a very helpful result!
Having recourse to standardization, one must 
therefore test for interaction effects. If there is no inter-
action or if it is weak, standardized measures can be
used with confidence to rank the countries one is 
comparing according to the variable of interest 
(e.g., mortality), whatever the standard population. If
there is strong interaction, standardization breaks
down and should not be used, as no single summary

measure can adequately represent the actual situation
in this case.12

2. The Mantel-Haenszel Statistic

The Mantel-Haenszel (M-H) statistic is useful when
working with odds and odds ratios instead of absolute
or relative rates or risks, the odds being the ratio 
of a rate to its complement to unity. Consider 
Table 15–7, which shows the number of deaths, the
populations exposed to risk, and the death rates 
for the two countries Syldavia (S) and Borduria (B) and
for two age groups 1 and 2.13 In this example, one
observes that there is no interaction at the odds level
between country and age. Indeed, one derives from the
data:

Applying the definition of the odds, this is equiva-
lent to saying that

where k¢ and k≤ are two arbitrary constants (π 0). Using
some elementary mathematics, one derives
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FIGURE 15–2 Age-specific death rates for countries Borduria (B)
and Syldavia (S) in the presence of weak interaction.
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FIGURE 15–3 Age-specific death rates for countries Borduria (B)
and Syldavia (S) in the presence of strong interaction.

TABLE 15–7 Deaths, Populations, and Death
Rates by Region and Age

Variables Age

1 2 Total

Syldavia

Deaths 60 80 140
Persons 600 400 1,000
Rate 0.100 0.200 0.140

Borduria

Deaths 60 393 453
Persons 200 800 1,000
Rate 0.300 0.491 0.453

Total

Deaths 120 473 593
Persons 800 1,200 2,000
Rate 0.150 0.394 0.297

12 This would also be the case with the expectation of life at birth,
as it is also a sole indicator of the level of mortality.

13 The example is drawn from Wunsch and Thiltgès (1995).



The (M-H) statistic (Kahn and Sempos, 1989) takes
k¢ and k≤ equal to the reciprocal of the total populations
in the two age groups, respectively 800 and 1,200. This
leads to:

The result is 145.3/37.6 = 3.86: the relative difference
in odds or odds ratios obtained above. The M-H sta-
tistic gives the true difference between odds in the case
of a logit-linear model with no interaction, controlling
for age. If there is a common odds ratio (no interac-
tion), the M-H statistic provides it. If interaction is
present, the M-H statistic provides a weighted average
of the odds ratios. Significance tests for the overall
odds ratio can be found in the epidemiologic literature
(Kahn and Sempos, 1989). Note that the M-H statistic
is not a standardized index, as the cross-products
involve the actual population numbers.

3. Indirect Standardization

Suppose now that the death rates by age are
unknown because one has no breakdown of the
number of deaths by age. One only knows the total
number of deaths and the age-structure of the 
population. In this case, indirect standardization can be
used. Suppose one compares once again Syldavia (S)
and Borduria (B). Let Px(S) and Px(B) represent the pop-
ulation of the two countries decomposed by age x, 
and let D(S) and D(B) stand for the total number of
deaths in the two countries. Take this time an arbitrary
standard set of death rates by age mx and compute the
two ratios

These standardized mortality ratios (or more gener-
ally, the standardized incidence ratios) are simply ratios
of the observed deaths to the expected deaths for the
two countries, for any particular arbitrary set of stan-
dard death rates by age. The same standard set is
applied to the two situations. One can also compute
indirectly standardized rates by multiplying the standard
mortality ratios by the crude death rate for the stan-
dard population. Indirectly standardized relative risks
are then taken as the ratios of the indirectly standard-
ized rates or of the standard mortality ratios. Once
again, as with direct standardization, the standard is
perfectly arbitrary, but Hoem (1991) has devised an
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iteration method to derive a unique standard series of
rates from the data set itself.

How adequate is indirect standardization for con-
trolling for confounders? Let mx(S) and mx(B) represent
the unknown death rates by age for the two countries.
As the number of deaths is equal to the sum of the
products of death rates by the actual population
numbers at each age, one can write the two ratios
above as

The standardized mortality ratios are therefore
respectively equal to the weighted average of mx(S)
divided by the weighted average of the standard set of
rates mx and to the weighted average of mx(B) divided
once again by the weighted average of mx. Indirect
standardization therefore compares the averages of the
unknown rates in terms of the averages of the standard
set of rates. Note however that the latter are not iden-
tical, as the weights applied to the set mx are not the
same. In the first case, the weights are the population
numbers by age of Syldavia Px(S) whereas in the
second case, they are equal to Px(B), the population
numbers of Borduria.

Indirectly standardized ratios are therefore not
independent of the actual population structures, con-
trary to the case of direct standardization. However,
suppose that one knows one of the series of rates, say
mx(B), and that one takes this series as standard. The
standardized ratios become

The last ratio is equal to one while the first is equal
to the ratio of the weighted average of mx(S) to the
weighted average of mx(B), using the same weights
Px(S). In this case, indirect standardization does give a
meaningful result: the comparison between the aver-
ages of the two series of rates, using the same set of
weights. Indirect standardization can thus be recom-
mended here, as the result is similar to the ratio of two
directly standardized indices using Px(S) as the stan-
dard population.

Indirectly standardized rates are biased, in the sense
that their difference does not reflect the true difference
between death rates by age even in the absence of
interaction (Wunsch and Thiltgès, 1995). This was not
the case with direct standardization, which is an unbi-
ased procedure in the absence of (linear) interaction.
On the other hand, it has been shown (Anderson 
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et al. 1980) that indirect standardization is more 
precise (lesser variance) than direct standardization. 
It could then be recommended before direct stand-
ardization when population numbers are small. 
Procedures for computing confidence intervals for
directly standardized or indirectly standardized rates
can be found in Estève et al. (1993) and Kahn and
Sempos (1989).

4. Double Standardization

The purpose of the methods presented in the 
preceding sections was to eliminate the influence of
population structures (i.e., the composition of the pop-
ulation according to the confounding variable or vari-
ables) in the study of population change, by holding
these structures constant over time or from one area to
the other. One may also adopt the opposite point of
view: Frequencies on the outcome factor can be held
constant in spatial or temporal comparisons to deter-
mine the sole impact of changes in population struc-
tures on population movement.

Let E and E¢ represent the total number of events
observed during periods (e.g., years) t and t¢ for two
populations, say K and K¢. Let Px and P¢x be the corre-
sponding midperiod population structures according
to the confounding variable (e.g., age) and fx and f ¢x the
corresponding frequencies. The sole influence of dif-
ferential frequencies will be given by the standardized
indices SPxfx and SPxf ¢x for example, taking Px as stan-
dard. As to the sole influence of differential population
structures, it can be expressed by the comparison
between SPxf ¢x and SP¢x f ¢x, taking this time f ¢x as stan-
dard. Multiply both relative differences between the
standardized indices:

As SPxfx = E and SP ¢x f ¢x = E¢, the above product yields
the relative difference between the total number of
events observed. The product can therefore be consid-
ered as a double standardization for both structures and
frequencies. The relative difference between the total
number of events at time t and t¢ can thus be decom-
posed into two parts, the first indicating the impact of
changes of frequencies and the second the impact of
changes in population structures.

Instead of applying double standardization to the
relative difference between the total number of events
observed, one can also have resort to the double 
standardization of the absolute difference between the
number of events as follows:
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The first sum represents the component due to dif-
ferential population structures and the second sum the
component due to differential frequencies.

Letting f ¢x = fx + ax and P¢x = Px + bx, one can also write

i.e.,

(Eq. 1)

If one neglects the last term, one breaks down the
difference E¢ - E into the two components S(P¢x - Px)fx

and S(f ¢x - fx)Px. Note that as:

the interaction term Saxbx is in fact included in the first
term of Equation 1. The two relations are therefore
identical.

The method described above can easily be modified
to measure the components of a difference between
two crude rates. If P = SPx and P¢ = SP¢x, then

Variants of this formula can be found in the litera-
ture (see for example the various papers on standard-
ization included in Clogg, 1993).

5. An Example

Table 15–8 presents the age-specific fertility rates
and the proportions of females at reproductive ages 
for two countries,14 the United States and Ireland. 
The crude female birth rates15 in these populations are,
respectively, 34.78/1000 and 42.96/1000, a relative dif-
ference of +24%. As the age structures differ between
the two countries, one seeks to compare their fertility
on the basis of two summary indexes that, contrary to
the crude rates, are independent of the population
structures.
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14 The example is based on data from the end of the 1960s for the
United States and Ireland, and is taken from Wunsch and Termote
(1978).

15 Number of births divided by the total female population.



To compare the average fertility between the two
countries, the following summary indexes have been
computed:

a. the sum of age-specific fertility rates (ASFRs) (per
1000):

United States: 514.6
Ireland: 784.3

Ratio Ireland/United States: 784.3/514.6 = 1.5241

b. The arithmetic average of ASFRs (per 1,000):

United States: 73.51
Ireland: 112.04

Ratio: 112.04/73.51 = 1.5241

c. The geometric average of ASFRs (per 1,000):

United States: 32.55
Ireland: 59.75

Ratio: 59.75/32.55 = 1.8356

d. Direct standardization, American structure as
standard (per 1,000):

United States: 34.78
Ireland: 48.04

Ratio: 48.04/34.78 = 1.3813

e. Direct standardization, Irish structure as standard
(per 1,000):

United States: 31.16
Ireland: 42.96

Ratio: 42.96/31.16 = 1.3787

f. Indirect standardization, American ASFRs as
standard (per 1,000):

United States: 34.78/34.78 = 1
Ireland: 42.96/31.16 = 1.3787

Ratio: 1.3787/1 = 1.3787

g. Indirect standardization, Irish ASFRs as standard
(per 1,000):

United States: 34.78/48.04 = 0.7240
Ireland: 42.96/42.96 = 1
Ratio: 1/0.7240 = 1.3813

In all these cases, the average fertility of Irish
women is higher than the average fertility of Ameri-
can women. Nevertheless, the proportional difference
between the fertility schedules varies from 38% to 83%
according to the index chosen. There is however 
a crossover between the two fertility schedules, 
American fertility rates being higher at lower ages and
lower at higher ages. This strong interaction effect
between age and country could lead to opposite con-
clusions depending on the standard age structure
chosen. For example, taking a very young age struc-
ture would bias the index in favor of American fertil-
ity whereas taking an older structure would lead to the
opposite conclusion. The use of a sole indicator by
country can never translate the fact that American age-
specific fertility is higher than the Irish at young ages
and lower afterward. It is therefore always necessary
to check for possible interaction effects before com-
paring standardized indexes.

6. Statistical Methods

When possible confounding variables are numer-
ous, standardization is no longer practical and has to
give way to the more convenient and powerful tech-
niques of statistical analysis. Due to lack of space, only
a brief presentation of some statistical adjustment
approaches can be given here. The reader is therefore
referred to the works given as reference for further
details.

Firstly, consider the data themselves. If they are
derived from a sample, the number of events or
persons per cell can be small or even nil. Before pro-
ceeding to standardizing the data, it can be useful as a
first step to fit a log-linear model in view of smoothing
the observed data and obtaining nonzero counts in the
cells. It also enables testing for interactions. As Bishop
et al. (1975; p. 131) stress, fitting log-linear models
before standardizing has actually two purposes:

1. Knowledge of the structure of the data enables us to deter-
mine whether the whole array can be described by a simple
statistic or whether partitioning the array into smaller seg-
ments is appropriate;

2. Computing the statistics from the fitted values rather
than from the observed counts removes some of the variabil-
ity due to random fluctuations.

As to improving direct standardization by statisti-
cal techniques, one can for example apply principle
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TABLE 15–8 Age-specific Fertility Rates (ASFRs) and
Proportions of Females by Age–Groups

Age groups ASFRs Proportions of 
per 1000 females

per 10,000
United Ireland

United IrelandStates
States

15–19 68.9 13.4 868 878
20–24 174.0 127.1 744 631
25–29 142.6 230.6 601 517
30–34 79.3 211.3 547 507
35–39 38.5 143.2 582 542
40–44 10.6 54.5 626 574
45–49 0.7 4.2 602 577

All ages 0 to w 10,000 10,000



components analysis and compute the first principle
component from the set of data on age-specific death
rates by country, which is equal to deriving the first
eigenvector of the variance-covariance matrix, then
use the factor score coefficients as weights in the linear
combination of rates (Duchêne and Wunsch, 1980).
The factor score on this first principle component
would then be a summary measure of mortality inde-
pendent from the actual age structure of the popula-
tion. There are several advantages to this procedure.
First, the choice of the standard population is no longer
arbitrary, as the vector of coefficients is derived from
the data themselves. Second, the first principle com-
ponent is the best linear combination of rates, because
it is the vector representing the maximum spread of
the scatterplot. Third, the method yields a measure of
the loss of information due to the combination of rates
(i.e., the ratio of the first eigenvalue to the sum of all
eigenvalues of the data matrix).

Other demographers (Hoem, 1987) have used 
multiplicative models of the type

mxk = Qkax

where Qk is a group- or risk-specific scaling factor and
ax is an age- or confounder-specific process factor. This
type of specification is similar to a two-component
age-period-cohort model. It can also be considered, as
Hoem has shown, as a special kind of proportional
hazard model.

More simply, one can apply a linear regression model
without interaction (Leridon and Toulemon, 1997),
such as:

mxi = m + a(x) + b(i) + e

where x refers to age (the confounding variable) and i
to the variable of interest (country, for example). Vari-
able e is an error term, normally distributed and of
zero mean. Once the parameters are estimated, rates
adjusted for the confounder can be obtained from the
estimates derived from the regression equation, using
the direct standardization approach. Instead of a 
normally distributed variable model, as in the case of
ordinary linear regression, one may prefer in some sit-
uations a Poisson model, such as when dealing with
small-sample data, leading to a log-linear regression
equation estimated by maximum likelihood (Estève et
al., 1993). A convenient approach for adjusting data
with multivariate models is using multiple regression for
categorical variables (Kahn and Sempos, 1989), such as
logit or logistic regression models. Both the outcome
variable and the predictors are attributes in this case
(i.e., take the values 0 or 1) and are usually computed
from individual sample data. Once again, this
approach is analogous to direct standardization but

includes the possibility to control for many con-
founders at one time. Using the regression coefficients,
we can easily modify the crude rate into various
adjusted rates assuming that everyone has a same
attribute (e.g., the same sex) with all the other variables
including the confounder(s) unchanged. We can then
compare the differences on the adjusted rates of the
outcome variable (e.g., survival or death) between
males and females in this case, holding all covariates
constant.

Toulemon (1992) has compared the results of some
of these approaches, using data on abortions for
females by occupational categories and controlling 
for the confounding impact of age and marital status.
Three types of models are fitted: linear, log-linear (i.e.,
multiplicative), and logistic, taking account of direct
and indirect standardization and having recourse both
to the classical methods of standardization and to
regression analysis. Due to the presence of interaction
effects, there are significant differences between the
results. In particular, the common method of direct
standardization cannot be recommended in this
example, as it overestimates significantly the abortion
rates in some categories. The other methods lead 
to more coherent conclusions in this case; they are 
also less sensitive to small cell counts than direct 
standardization.

Consider now a comparison of fertility or mortality
rates by geographical areas (such as states, provinces,
municipalities, and so forth), a common situation in
demography. In this case, it is not only necessary to
control for the age structure of the populations in the
various areas, but also to check if the data are struc-
tured geographically. For example, is there a spatial
clustering of death rates possibly indicating common
risk factors among areas? Standardized mortality rates
by areas can be computed as usual and the resulting
map inspected for geographical structure, but if the
areas are small and/or the outcome variable rare (such
as for example, mortality due to lip cancer by districts),
the map showing the standardized rates will often
emphasize the areas with small population numbers
leading to extremely high or low rates due to chance
fluctuations. Moreover, the method is not well suited
for taking account of multiple confounders and other
covariates, as pointed out previously, and of hierar-
chical data structures. In this case, use a multilevel
spatial model incorporating some form of local cluster-
ing taking account of possible area effects.

A commonly used solution is a conditional autore-
gressive spatial model where the effect of an area
depends upon the effects in the neighboring areas
(Leyland, 2001). A clustering model of this type can
also include covariates representing possible risk
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factors. For example, in an analysis of lip cancer by dis-
tricts in Scotland (Leyland, 2001), one may also include
in the model the percentage of the population
employed in agriculture, fishing, and forestry as a
measure of exposure to sunlight, a potential risk factor.
Further levels can be included in the spatial model,
such as considering the effect of the country in 
addition to that of the district, in an intercountry and
interdistrict comparison. Country effects may reflect
cultural or behavioral differences among the countries
having an impact on the outcome. Spatiotemporal
models can furthermore be fitted if the data are avail-
able, taking account not only of differences in space
but also in time.

If differences are observed in standardized rates
among areas for example, one should try to find the
causes or determinants of these differences. It is some-
times possible to postulate the relations between pre-
sumed causes and effects; one may then try to test this
causal structure by statistical techniques, if suitable
data are available. To take an example from Lopez-
Rios et al. (1992), we examined the impact of health
care use on regional adult mortality differences in
Spain, assuming that use depends on the supply of
health care and on the level of social development of
the regions, these two variables being influenced
themselves by the level of regional economic develop-
ment. Each of these latent variables, latent in the 
sense that they cannot be measured directly, are 
represented by a set of measurable manifest variables
or multiple indicators. The confounding variable is
once again the age structure of the populations of 
the regions. A covariance structure model was fitted to
the data with the LISREL software, outcome and pre-
dictor latent variables being linked by a series of linear
equations.

Let

h¢ = (h1 h2 . . . hm)

and

c¢ = (c1 c2 . . . cn)

stand, respectively, for the vectors of latent outcome
variables and predictor variables. The structural equa-
tion model can then be written, in matrix notation:

h = Bh + Gc + s

where B and G are matrices of parameters between
latent variables and

s¢ = (s1 s2 . . . sm)

is a vector of residuals (errors in equations). The ele-
ments of B represent the direct effect of variables h on
the other variables h, while the elements of G represent

the direct effects of the variables c on the variables h.
The vector variables h and c are latent or unobserv-
able, but they can be represented by measurable 
indicators:

y¢ = (y1 y2 . . . yp) and x¢ = (x1 x2 . . . xq)

For example, the indicators for the latent variable
social development in this example are the proportion of
women per region with secondary education, the pro-
portion of females occupied in the tertiary sector, the
proportion of accommodations with no running water,
and so forth. Measurable and latent variables are
related by the equations:

y = Lyh + e and x = Lxc + d

where e and d are vectors of error terms (measurement
errors). These equations stand for the multivariate
regression of y on h and of x on c.

Results can be expressed in terms of path coefficients
(or standardized regression coefficients) between
causes and effects, as shown by the causal graph in
Figure 15–4, all coefficients being in this case statisti-
cally significant.

We have dealt in more detail with this approach
because a structural equation model implies clarifying
the relational structure between variables, according to
one’s conceptual framework dealing with the problem
at hand. It thus forces the researcher to define his 
or her concepts, to justify the indicators chosen, and 
to specify the explanatory variables, covariates, con-
founders, and the postulated relations between them,
based on the theoretical assumptions he or she has. For
example, one sees that in addition to the age structure
of the regions, one needs in this case to control also for
the impact of the level of social development, as this
variable is significantly related to both mortality and
health care use. It is therefore a confounder, as defined
in section I, in the relationship between these two latter
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FIGURE 15–4 The health care system and regional mortality in
Spain (1985). Path coefficients between latent variables.



variables. Actually, the impact of differential age struc-
tures between regions on health care use is quite slight
in this example, and induces no important confound-
ing effect.

To conclude, there are no roundabout statistical
models: Each problem must be analyzed and the best
model selected according to the problem, the data, and
the underlying theory. Models are simplifications of
reality; one should therefore always test the fit of the
model (i.e., to see to what extent the model reproduces
the data). Linear models, for example, are not adequate
if the relationship between the outcome and explana-
tory variables is not linear, although a change in scale
can sometimes improve the linear fit. To give a simple
example, an exponential relationship between two
variables can be made linear by taking logarithms.
Moreover, except being God (or one’s equivalent
according to one’s faith), one is never sure that all con-
founding variables have been taken care of. If there are
hidden (i.e., unknown confounders), the statistical
exercise can lead to false conclusions. As stated previ-
ously (see also Wunsch, 1988), science is therefore a
game of (endless?) pursuit in search of better theories,
data, and models.
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Synthetic indicators are a convenient means to track
changes in demographic phenomena. However, it is
just as important to assess the influence of individual
components on a synthetic indicator to (1) understand
those changes, (2) evaluate the differences observed
between countries or regions, and (3) identify the main
issues that can be addressed by demographic or social
policies. For this purpose, we shall examine how the
difference between two values of a synthetic indicator
can be decomposed into fractions attributable to each
of those components.

Concerning mortality, our approach at this 
stage merely involves assessing the impact of each age-
specific or age-group-specific difference in mortality
on a difference between two life expectancies.1 For 
fertility, our emphasis will not be so much on 
decomposing a difference in average age at childbear-
ing into the specific effects of each difference in age-
specific fertility; rather, we will try to identify the
distinctive roles of intensity (quantum), rank, and
tempo of births in the expression of a difference in the
total fertility rate.

I. HOW DIFFERENCES IN AGE-
SPECIFIC MORTALITY AFFECT A

DIFFERENCE IN LIFE EXPECTANCY

To what extent do each of the differences observed
at different ages affect the difference between two life
expectancies—for example, those of males and
females, those of France and Russia, or those of France
in 1950 and in 1995? There is no simple answer. In the
life table, the change in a death probability for a given
age has a dual effect: (1) a main effect, namely, a change
in the number of deaths in the table at that age; and (2)
an interaction effect (i.e., a change in the number of
survivors at the following age, which will, in turn, alter
the number of deaths at all subsequent ages).

In a continuous approach, the problem can be
solved by means of a minor approximation 
(Pollard, 1982); for discrete data, the solution is harder
to apply. Many authors have proposed solutions.
Korchek-Tchepurkovski (1968) was the first to tackle
the issue, followed by Andreev (1982), Pollard (1982,
1988), Arriaga (1984), Pressat (1985), and Valkovics
(1991).

Using a somewhat different method, Andreev
(1982) and Arriaga (1984) actually come up with the
same solution, where the contribution e(x,x+a) of the
change in mortality at a given age to the life-
expectancy difference (e0

2 - e1
0) equals
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e(x,x+a) = l1
x(ex

2 - e1
x) - l1

x+a(e2
x+a - e1

x+a)

The drawback of this formula is that it yields a dif-
ferent result when we measure the contributions to the
same life-expectancy difference expressed in reverse
(e1

0 - e0
2). One remedy is to perform the calculation in

both directions and take the average of the two values
obtained as the final estimate.

The method proposed by Pollard avoids this draw-
back. The author shows that the problem can be solved
analytically using either of the two formulas:

where xp1
0 is the probability of survival from birth to

age x in the first table and xp0
2 that of the second table,

m1
x and mx

2 being the forces of mortality at age x.
Arguing that there is no reason to prefer one

method to the other, Pollard suggests using a third by
averaging the two weightings that differentiate them:

wx = 0.5 · (xp0
2e1

x + xp1
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To return to the discrete calculation, Pollard esti-
mates the integral of the instantaneous rate from the
table’s survivors:

from which he obtains:

The approximation is good if we are using a com-
plete life table (by year of age) and if it is not arbitrar-
ily cut off at too low an age. The wider the age
intervals, the less precise the result; typically, it is the
final age interval that is the most problematic. If, for
example, the table stops at 80 or 85 years of age, as is
often the case, there can be a significant disturbance in
the result, in particular when the rise in life expectancy
depends heavily on the change in mortality at the most
advanced ages.

Table 16–1 reports an initial decomposition of the
difference between French male life expectancy in 1996
and 1989, based on complete life tables. We can see, for
example, that of the total 1.46-year gain in life
expectancy at birth recorded during this period, 0.23
years is due to the fall in infant mortality alone. The
changes in mortality in all the other age groups pro-
duced far more modest gains. Another peak in gains
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TABLE 16–1 Decomposition of the Difference Between French Male Life Expectancy in 1989 and 1996, Using 
John Pollard’s Method Applied to Complete Life Tables

Age Survivors Life expectancy Weight Contribution of age
x lx ex wx

1989 1996 1989 1996 1989 1996

x

0 100,000 100,000 72.49 73.94 73.22 0.0087 0.0054 0.23
1 99,137 99,461 72.12 73.34 72.22 0.0007 0.0005 0.01
2 99,068 99,409 71.17 72.38 71.23 0.0004 0.0003 0.01
3 99,026 99,379 70.20 71.40 70.23 0.0004 0.0003 0.01
4 98,986 99,354 69.22 70.42 69.24 0.0003 0.0002 0.00
5 98,960 99,332 68.24 69.44 68.25 0.0003 0.0002 0.00
. . . . . . . . . . . . . . . . . . . . . . . . . . .
55 87,102 88,179 22.54 23.58 20.21 0.011 0.009 0.04
. . . . . . . . . . . . . . . . . . . . . . . . . . .
75 53,771 57,265 9.26 9.87 5.31 0.051 0.047 0.02
. . . . . . . . . . . . . . . . . . . . . . . . . . .
95 2,359 3,339 2.45 2.58 0.07 0.3629 0.3246 0.00
96 1,641 2,414 2.30 2.38 0.05 0.3987 0.3822 0.00
97 1,101 1,647 2.18 2.25 0.03 0.3801 0.3805 0.00
98 753 1,126 1.96 2.07 0.02 0.4206 0.4262 0.00
99 495 735 1.72 1.90 0.01 0.4959 0.3575 0.00

Total 1.46

Q
l
lx
x

x

= - +ln 1



is observed at around age 55, but its level is well below
the gain registered in the first year of life. By summing
all these gains we obviously find the total difference
between the two life expectancies.2

One of the major advantages of Pollard’s formula is
that it allows the contributions of each age to be esti-
mated from the mortality rates (i.e., we can estimate
aQx using a · amx). This makes it very easy to extend the
formula’s application to measuring the contribution of
causes of death, for which mortality rates rather than
life tables are generally available. In so doing,
however, we increase the estimation error, especially if
we are working on age intervals of more than 1 year.
It is better, therefore, to work with the smallest possi-
ble age intervals and combine the results, which are
always additive.

Using Pollard’s approach as his starting-point,
Pressat proposes a different weighting formula,

which, however, will not work with mortality rates.
In fact, at the practical level, all these methods yield

very similar results. The differences in the degree of
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precision of the initial data (fineness of age groups,
method for computing the life tables used, consistency
between these tables and age-specific rates, etc.) are
much more important than the ones due to the theo-
retical distinctions between the methods employed (El
Makrini, 1998).

We use Pollard’s method here to illustrate the con-
tributions of differences in age-specific mortality to a
difference between two life expectancies. Our example
concerns the life-expectancy gains registered in France
for 10-year periods, since 1899 (Table 16–2 and Figure
16–1).

In the early 20th century, most of the increase in life
expectancy was due to the fall in infant mortality and
juvenile mortality. Between 1899 and 1909, the fall in
male mortality among those younger than 15 years
was single-handedly responsible for a 4.3-year gain in
life expectancy, or 98% of the total 4.4-year gain
achieved by males. The situation was very different in
the subsequent 10-year period (1909–20) owing to the
disturbance caused by World War I, but the fall in
infant mortality soon became the predominant factor
again—until World War II upset the pattern once more.
The decline in infant and juvenile mortality regained
its pre-eminence in the postwar years. After the 1950s,
however, mortality at early ages fell to very low levels,
and the potential gains from its further reduction are
dwindling. Indeed, life expectancy would eventually
have leveled off if an entirely novel phenomenon had
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2 Or at least an approximation of that total, insofar as concrete
computations always give rise to small discrepancies due to data
flaws.

TABLE 16–2 Contributions of Changes in Mortality for Different Age Groups to Life-Expectancy Gains Registered in
France for 10-year Periods since 1899

Age Period

1899–1909 1909–1920 1920–1929 1929–1939 1939–1949 1949–1959 1959–1969 1969–1979 1979–1989 1989–1996

Male

0–1 2.74 0.31 1.04 1.93 0.66 2.23 0.76 0.71 0.19 0.23
1–14 1.59 0.22 0.91 1.19 0.82 0.57 0.15 0.14 0.12 0.07

15–29 0.36 -0.12 0.64 0.75 1.03 0.32 -0.07 -0.02 0.15 0.13
30–59 -0.07 1.08 -0.38 0.44 2.41 0.78 0.01 0.51 0.61 0.29
60–74 -0.18 0.46 -0.34 0.18 0.58 0.47 -0.30 0.96 0.78 0.38
75+ -0.03 0.16 -0.18 0.11 0.13 0.35 0.04 0.34 0.54 0.36

Total 4.40 2.12 1.68 4.60 5.64 4.71 0.60 2.64 2.39 1.46

Female

0–1 2.54 0.20 1.10 1.77 0.50 1.91 0.63 0.60 0.18 0.11
1–14 1.70 0.18 1.19 1.39 0.83 0.57 0.17 0.13 0.07 0.06

15–29 0.42 0.02 0.36 1.02 1.18 0.58 0.02 0.07 0.09 0.03
30–59 0.34 0.66 0.36 1.03 1.53 1.14 0.30 0.55 0.42 0.11
60–74 -0.02 0.57 -0.22 0.55 0.65 0.96 0.27 1.03 0.67 0.23
75+ -0.04 0.27 -0.23 0.29 0.25 0.70 0.36 0.80 0.94 0.67

Total 4.94 1.89 2.56 6.06 4.94 5.85 1.75 3.19 2.38 1.21



not taken over since the 1970s: the massive fall in mor-
tality at older ages (after 60 and even after 75).

II. TEMPO EFFECT AND INTENSITY
EFFECT ON THE DIFFERENCE

BETWEEN TWO TOTAL
FERTILITY RATES

Turning now to fertility, if we compare two total fer-
tility rates (TFR1 and TFR2), the question generally
raised is of an entirely different nature. As a rule,

demographers want to know how much of the differ-
ence is due to a tempo change and how much is due
to an actual change in the intensity of fertility in the
cohorts involved.

Let I be the contribution of the change in intensity
and C that of the tempo change. Ryder (1960, 1980)
proposes the following formula for measuring them
(Santini, 1992):
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where ax is the fertility timing, equal to:

and

where, generally:

In Italy, for example, the TFR fell from 2.337 in 1952
to 1.187 in 1994, a difference of -1.150 children. To
decompose this difference into the intensity-change
effect and the tempo-change effect, we must start by
calculating the a values. For this, we divide each age-
specific fertility rate fx by the completed fertility of the
cohort that has reached its mean age at childbearing in
the year examined. For 1952, we divide the rates by
2.414, the average number of children per female of the
1923 birth cohort; for 1994, we divide by 1.593, the
average number of children per female of the 1963
cohort (Table 16–3).

Applying the formula given above, the fall of 1.15
children per female in the Italian period fertility rate is
decomposed as follows:

Of the total reduction, 61% (-0.70 children) is there-
fore due to the fall in intensity and 39% (-0.45 children)
is due to an intergenerational shift in birth timing.

If the necessary historic data are available, we can
thus track the effects of intensity and tempo on the
change in the total fertility rate. To continue with the
example of Italian data for 1952 to 1994, we can, for
example, distinguish two periods on either side of the
year 1967, already used as an example earlier (Chapter
14): The first (1952–1967) corresponds to a rise in 
fertility due—as we have already suggested—to an
earlier completion of fertility by the generations
involved; by contrast, the second period (1967–1994)
reflects a gradual postponement of the timing (Table
16–4).
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Figure 16–2 shows that the rise in period fertility
between 1952 and 1967 is entirely due to the lead taken
by successive cohorts in completing their fertility. This
phenomenon even offsets the mild decline in intensity
of cohort fertility. Whereas the timing lead should have
single-handedly driven up the TFR by 0.4 children per
between 1952 and 1967, the loss of intensity in the
cohort fertility halved that gain to 0.2 children. By con-
trast, while the acceleration of this decline in cohort
fertility made a substantial contribution of -0.6 chil-
dren to the fall in total fertility between 1967 and 1994,
this effect is, in itself, weaker than the effect of the
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TABLE 16–3 Selection of Data Needed to Distinguish
Between the Effects of Intensity Change and Tempo

Change on the Difference Between 1952 and 1994 
Italian TFR

Age Age-specific Tempo indicator
fertility rate ax

fx

1952 1994
1952 1994

15 0.002 0.000 0.001 0.000
16 0.005 0.003 0.002 0.002
17 0.013 0.006 0.005 0.004
18 0.025 0.009 0.010 0.006
19 0.041 0.015 0.017 0.009
20 0.061 0.020 0.025 0.013
. . . . . . . . . . . . . . .
25 0.141 0.066 0.058 0.041
26 0.144 0.075 0.059 0.047
27 0.143 0.084 0.059 0.053
28 0.140 0.088 0.058 0.055
29 0.134 0.090 0.056 0.056
. . . . . . . . . . . . . . .
40 0.044 0.012 0.018 0.008
41 0.036 0.008 0.015 0.005
42 0.026 0.005 0.011 0.003
43 0.019 0.003 0.008 0.002
44 0.011 0.002 0.005 0.001
. . . . . . . . . . . . . . .

Total 2.337 1.187 0.968 0.745

TFR, total fertility rate.

TABLE 16–4 Effects of Changes in Intensity and 
Tempo of Cohort Fertility on Period Fertility in Italy,

1952–1967 and 1967–1994

1952–1967 1967–1994 1952–1994

Initial TFR 2.34 2.53 2.34
Final TFR 2.53 1.19 1.19
Difference 0.20 -1.35 -1.15
Intensity effect -0.20 -0.59 -0.70
Tempo effect 0.40 -0.75 -0.45

TFR, total fertility rate.



delay by recent cohorts in completing their fertility 
(-0.8 children).

In fact, this attempt to interpret the difference
observed between two total fertility rates is a first 
step toward the more general approach—known as the
translation approach—aimed at interpreting period
indicators in terms of cohort and vice versa, a topic dis-
cussed in the next chapter.
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I. THE NEED FOR BOTH COHORT
AND PERIOD ANALYSIS

In his account of fertility levels and trends in
England and Wales since the 1930s, Hobcraft (1996)
noted that the mean age at birth had fallen rapidly
after the Second World War. In 1972, women were 26.2
years old on average when they gave birth—3 years
younger than in 1945 to 1946 (29.2 years). The decrease
corresponds to more than 1 year per decade. This
change in the timing of fertility had an upward effect
on period total fertility rates (TFRs). Hobcraft argues
that if successive cohorts of women have their children
at progressively lower ages, such that the mean age
falls every year by one tenth of a year, births that
would have occurred during a period of 10 years
without changes in the timing, are now squeezed into
a period that is 1 year shorter. This pushes period fer-
tility upward, and the period TFR will be inflated by
10%, compared to the TFR that would have occurred
without changes in the timing.

Hobcraft’s example demonstrates the point repeat-
edly stressed by Norman Ryder (1956, 1964, 1980):
Even with constant completed cohort fertility, period
fertility levels may vary. They are inflated in years in
which childbearing is accelerated, and deflated when
women postpone childbearing. Figure 14–11 and
Figure 14–12 in Chapter 14 illustrate this point further:
The increase in the period level of fertility in Italy in

the 1960s was caused by a change in the tempo of
childbearing among Italian women born in the 1930s.
These women did not have more children than women
born earlier, but their children were simply born at
progressively younger ages. As a result, the period
level of fertility was artificially high. This example
shows that period fertility cannot be used as a reliable
indicator for the level of cohort fertility: period fertil-
ity may be distorted in times of tempo changes in cohort
fertility. At the same time, cohort fertility cannot be
fully understood without studying periods.

The detailed interplay between period and cohort
fertility, both its quantum (level) and tempo (timing)
aspects, can be formalized mathematically. The result-
ing expressions constitute the core of what has become
known as the theory of demographic translation, a term
first used by Norman Ryder. The starting point is a
table with age-specific birth rates for many calendar
years. Since the period quantum (TFR) and the cohort
quantum (completed cohort fertility [CFR]) are
obtained on the basis of the same age-specific rates, but
by summation in different directions (vertically for the
TFR, diagonally for the CFR), there must be a rela-
tionship between the two quantum measures. In
certain cases, when fertility changes show strong 
regularities (e.g., the TFR falls linearly, while the age
pattern is constant), the resulting relationships are
very simple mathematic expressions. The purpose of
deriving such expressions is to gain insight into the
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degree of translational distortion, in other words to
predict the quantum and tempo of cohort fertility,
given trends in period fertility, and the other way
round.

This chapter will give a brief overview of the theory
of demographic translation. The theory can be applied
to fertility and other demographic processes, such as
first marriage and divorce. However, two conditions
have to be fulfilled. First, the quantum and tempo indi-
cators must develop sufficiently smoothly over a long
period. Second, the sum of age-specific (or duration-
specific) rates in either period or cohort dimension, or
a transformation of this sum, must have a clear demo-
graphic interpretation. This must also be the case for
the moments of the age schedule.

II. EARLY EXPRESSIONS BY 
RYDER FOR THE CASE OF 
AGE-SPECIFIC FERTILITY

Translation formulae can be used in two directions.
From a theoretical point of view, one could be 
interested in expressions for the development of
period quantum and tempo indicators, given certain
trends in cohort indicators. Such expressions give
insight in possible cohort mechanisms behind
observed period developments, since period develop-
ments are considered a function of cohort develop-
ments. However, in practice, data for period
developments are easier to obtain than those for cohort
trends. Therefore, it is also useful to take the opposite
point of view, and analyze cohort developments based
on period developments.

1. From Cohort to Period

The starting point is a table with age-specific fertil-
ity rates for 1-year age groups and a number of calen-
dar years. When we sum the rates over childbearing
ages for calendar year t, the result is the TFR in that
year, written as TFR[t]. It expresses the period quantum
of fertility; see also Chapter 14. The cohort quantum is
expressed by means of the CFR (Chapter 12), which is
obtained by summing the rates diagonally. For
example, for women born in year g, the CFR[g] consists
of the sum of rates for calendar year g at age 0, year g +
1 at age 1, . . . year g + 48 at age 48, and finally the rate
in year g + 49 at age 49. (Obviously, the rates below age
13 or 14 are zero.) Figure 14–11 in Chapter 14 plots the
TFR for Italy for the years 1930 to 1994, and the CFR for
the generations born in 1890 to 1962.

The TFR and the CFR express the quantum of fertil-
ity: To how many children does an average woman

give birth in a period or a cohort perspective? The
tempo aspect of fertility is expressed by the mean age
at childbearing, which summarizes, in one number, the
age at which women on average get their children. The
period mean age for the year t is written here as x̄[t].
Chapter 14 explains how it is computed based on a
series of age-specific fertility rates for year t. The
cohort mean age for a certain generation g, is written
here as m[g]; it is computed analogously on the basis
of a series of rates for generation g. Figure 14–12 in
Chapter 14 plots the period and the cohort mean ages
for Italian women, for the years 1953 to 1993 and the
birth cohorts for 1900 1960. The mean age is one indi-
cator that characterizes the age pattern of fertility. A
second indicator is the variance, which tells us how
wide the age pattern is for a certain birth cohort, or a
given calendar year: A large variance implies that
many women had their children at a much younger or
much older age than the mean age.

Ryder derived mathematic expressions that predict
the period quantum for a certain year as a function of
cohort indicators for various cohorts: the CFR, the
mean age, the variance, and other cohort indicators.
Another expression gives the period mean age as a
function of cohort indicators. The appendix to this
chapter contains these expressions, together with their
derivations. Under certain conditions, for instance,
when the CFR is the same for all women born in suc-
cessive generations, or when it varies linearly with
time, the expressions become very simple. Here I shall
study three such simplified cases.

First, I assume that both the cohort quantum and the
age pattern of cohort fertility are constant, while only
the mean age changes linearly. This would be the case
when women born in successive generations on
average would have the same number of children,
whereas the curve of age-specific birth rates shifts pro-
gressively toward higher (or lower) ages. The second
case is one with constant cohort tempo and a linear
change in the cohort quantum. In this case, all rates
grow or diminish from one cohort to the next with the
same relative amount. The third case combines linear
changes in both cohort quantum and mean age.
Although these cases are clearly unrealistic, they
provide nonetheless insight into the basic mechanisms
of translation.

a. Constant Cohort Quantum and Linear Change 
in Cohort Mean Age

Constant cohort quantum implies that CFR[g] = CFR
for each cohort g. When the cohort mean age m[g]
follows a straight line, its increase or decrease is equal
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to Dm years of age per birth year.1 Finally I assume that
other indicators of the fertility age schedule are con-
stant. In that case we find that the period quantum TFR
is constant, and that it equals (expression [A3] in
appendix)

TFR = CFR ¥ (1 - Dm) (Eq. 1)

When the mean age falls by one tenth of a year from
one cohort to the next, the TFR is 10% higher than the
CFR, and the translational distortion is 10%. In
general, when childbearing is progressively concen-
trated in younger ages, the period TFR is inflated,
other things being equal. However, the translational
distortion in the mean age goes in the opposite direc-
tion (expression [A4] in appendix):

(Eq. 2)

where m[t] is the mean age for the cohort born in year
t. When the cohort mean age falls by one tenth of a
year from one birth cohort to the next, the period mean
age is 10% lower than the cohort mean age, and falls
steeper, namely by 0.1/0.9 = 0.11 years annually.

b. Constant Cohort Mean Age and Linear Change in
Cohort Quantum

With constant cohort mean age (m[g] = m) and 
a linear change in the cohort quantum equal to DCFR
per birth year, one obtains (see expression [A6] in
appendix)

TFR[t] = CFR[t] - m ¥ DCFR (Eq. 3)

Thus, the TFR in year t equals the CFR for the cohort
born in year t, minus the slope in the CFR times the
mean age. In other words, the TFR changes linearly as
well. With a mean age of 30 years and a CFR that falls
by 0.05 children per woman each generation, the TFR
is higher by 0.15 children, compared with the CFR.
Because the CFR falls by DCFR = 0.05 child per gener-
ation, the decrease is m ¥ DCFR = 0.15 children over m
= 30 cohorts. In other words, the TFR in year t equals
the CFR for cohort t - 30. More generally,

TFR[t] = CFR[t - m] (Eq. 4)

as expected. This simple relationship justifies common
practice among demographers to shift the CFR 
curve between 25 and 30 years, when it is plotted in

x t
t[ ] =

[ ]
-
m

m1 D

one graph together with the period TFR. See, for
example, Figure 14–11 in Chapter 14, where the shift is
29 years.

c. Linear Changes in Cohort Quantum and 
Cohort Mean Age

When both the CFR and the cohort mean age
change linearly, one obtains (expression [A8]):

TFR[t] = CFR[t] ¥ (1 - Dm) - m[t] ¥ DCFR (Eq. 5a)

or the equivalent expression

TFR[t] = CFR[g] - Dm ¥ CFR[t], 
with g = g[t] = t - m[t]

(Eq. 5b)

Thus an increasing CFR and a fall in the mean age
imply, according to expression (5a), an additional infla-
tion of the TFR by an amount equal to Dm ¥ CFR[t],
compared with the situation in which only the CFR
increases (expression [3]). This is close to the situation
in England and Wales during the years of the baby
boom: the CFR of cohorts born from 1905 to 1935
showed a near linear increase, from approximately 1.8
to 2.4 children per woman (Festy, 1979). As a result, the
TFR from 1935 to 1965 rose also; see expression (4).
However, the TFR was extra high (by an amount of 
-Dm ¥ CFR[t] ª (2/25) ¥ 2.1 = 0.17) because the mean
age for cohorts 1910 to 1935 fell by 2 years; see also the
period indicators mentioned in the introduction.
Denmark, Sweden, Finland, Norway, France, Nether-
lands, Switzerland, Canada, Australia, and the United
States (white women) are other baby-boom countries
in which an increase in CFR for women born in the first
few decades of this century went together with a fall
in the cohort mean age (see Festy, 1979).

2. From Period to Cohort

When cohort developments are considered a func-
tion of period developments, expressions similar to
those given above can be derived. Assuming constant
period quantum and a linear change in the period
mean age gives the following result for the cohort
quantum:

CFR[g] = CFR = TFR ¥ (1 + Dx̄) (1¢)

Thus a rise in the period mean age is reflected in a
cohort quantum that is larger than the period quantum
by a constant factor. Similarly, when the period mean
age is constant, and the TFR varies linearly, one finds:

CFR[g] = TFR[g + x̄] (4¢)

The cohort quantum for women born in a certain
year equals the period quantum x̄ years later. Finally,
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1 I use square brackets, i.e., [and], to denote the argument in a
function. Parentheses, i.e., (and) indicate grouping of terms in an
expression. For reasons of readability, I use the symbol D here to indi-
cate annual change, both in terms of the mean age and the quantum.
In the appendix, I have used a prime instead, indicating derivation
with respect to time.



when period quantum and period tempo are linear, the
result is:

CFR[g] = TFR[g] ¥ (1 + Dx̄) + DTFR ¥ x̄[g] (5a¢)

or, equivalently

CFR[g] = TFR[t] + Dx̄ ¥ TFR[g] (5b¢)

with

t = t[g] = g + x̄[g].

It should be noted that assumptions of a linear trend
in quantum or tempo indicators are primarily used for
mathematic convenience because higher order deriva-
tives in the relevant expressions vanish. When trends
are nonlinear, polynomials of increasing order may be
used instead. Although the mathematics still remain
tractable, such polynomials cannot describe actual
trends accurately over a long period, since they tend
to result in unrealistically large positive or negative
values in the long run. In practice, two solutions are
followed. First, one may fit a low-degree polynomial
over successive rather short intervals (Calot, 1992)—in
other words, the polynomial holds only locally. A
second solution is to use a bounded nonlinear func-
tion, for instance a logistic or a periodic curve (see 
De Beer, 1982; Foster, 1990).

III. EXPRESSIONS FOR 
NONREPEATABLE EVENTS

The expressions in the prior sections apply to age-
specific fertility. They are based on the fact that when
age-specific rates, either for a given calendar year or a
given cohort, are summed over all ages, the sum
reflects the quantum of the process. This is typically
the case for repeatable events, such as childbearing
regardless of parity. The rates are additive because a
woman who gives birth to a child remains at the risk
for a new birth (except for a short period immediately
after delivery): The denominator of the rate is not
affected by the event.

In contrast, we have nonrepeatable events such as
childbearing broken down by birth order, or first mar-
riage, or emigration. Events of this type are usually
characterized by means of occurrence-exposure rates
(o-e rates, taux de première catégorie).2 Whelpton (1946)
gives an early contribution for the case of age- and
parity-specific fertility. An o-e rate expresses the risk of

the event in question, for instance births of a certain
order relative to all women of the corresponding
parity, or first marriages relative to the number of
never-married persons. When the o-e rates for such an
event are age-specific, the sum of the rates over all ages
does not reflect the quantum of the process in ques-
tion.3 For instance, whereas the quantum of first birth
usually takes on values of between 80% and 95%
(implying that 5% to 20% of the women remain child-
less), the rate sum is typically between 1.5 and 2.5.

Nevertheless, for some nonrepeatable events the
translational distortion can be analyzed along the lines
described, because the rate sum for these events, after
an appropriate transformation, can be interpreted as
the quantum of the process in question. As an example,
take the case of births of order one. Consider the age-
specific o-e rate for first births, and write the sum of
these rates over all fertile ages for cohort g as B[g]. A
traditional life table calculation shows that the cohort
quantum of the process, expressed as the proportion
of women in that cohort who at the end of the repro-
ductive period ever had experienced a first birth, can
be written as4

Qc[g] = 1 - exp(-B[g]) (Eq. 6)

A similar expression holds for the period quantum
of the process. Hence, the translation expressions
given in the previous section can be applied to nonre-
peatable events if one performs the exponential 
transformation of the predicted rate sum. For instance,
in case the period rate sum of o-e rates for first births
is constant, while the first moment follows a straight
line, expression (1¢) may be used to predict the cohort
rate sum. Next, expression (6) predicts the cohort pro-
portion of women who ever gave birth to a first child,
see for instance Keilman (1994), Keilman and Van
Imhoff (1995), and—for time-continuous expres-
sions—Calot (1992). Empirical illustrations will be
given in section IV. A number of points should be
noted.

1. Because of the mathematics of the life table, the
mean age of the process does not coincide with
the first moment of the age schedule of o-e rates
(Keilman, 1994). Translation formulas for the
mean age or other tempo indicators are not
known—only quantum expressions have been
derived for nonrepeatable events. However, it will
often be reasonable to assume that the slope of the
mean age may be approximated by the slope of
the first moment.
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2 Sometimes, incidence rates (epidemiology), also called fre-
quencies (Coale), or taux de deuxième catégorie are used; see Chapter
8. Incidence rates are additive, but they exaggerate period distor-
tions. See Chapter 14 and section IV this chapter.

3 In certain cases the rate sum is a reasonable approximation for
the quantum, see below.

4 Expression (6) assumes piecewise constant intensities.



2. Although the procedure sketched in this section
may be applied to such nonrepeatable events as
birth of the first child, first marriage, emigration,
and many others, some events cannot be analyzed
this way. Examples are births of order two or
higher by age of the mother and remarriage of
divorced persons by age. The risk population of
such processes may decrease and increase (for
instance caused by births of the previous order or
divorce). Such an increase is impossible in the case
of first births or first marriage. As a consequence,
the multistate life table that traces the fertility or
nuptiality history of the real or synthetic cohort
over its life course results in intractable matrix
expressions for the quantum of these events.
Another example is age-specific mortality. Because
everyone dies, the quantum for mortality is 100%,
and the interest is solely in the tempo aspects. As
noted in the previous point, expressions for tempo
indicators are unknown.

3. For low-intensity processes, the rate sum in
expression (6) is small. In such cases, the rate sum
itself approximates the quantum reasonably well,
and all the expressions derived in the prior
sections apply. Rate sums up to 0.2 are up to 10%
higher than the corresponding quantum values.
Examples of low-intensity processes are long
distance migration, out-migration from large
areas, and divorce in Mediterranean countries
(broken down by marriage duration).

IV. THE BONGAARTS—FEENEY
METHOD FOR TEMPO ADJUSTMENT

OF PERIOD FERTILITY

Bongaarts and Feeney (1998) have proposed a
method that corrects age- and parity-specific period
fertility for distortions caused by tempo changes (see
also Bongaarts, 1999). The purpose of the method is to
obtain a tempo-free TFR (i.e., a TFR that would have
been observed in year t if the age pattern of fertility
had been the same as that in year t - 1). The starting
point is the birth-order—specific TFR for year t defined
as TFRp[t] = Sfp[t,x], where the fertility rate fp[t,x]
expresses the number of births of order p by mothers
aged x in year t, relative to the number of women aged
x regardless of parity. The sum is taken over all fertile
ages x. Assuming a constant shape of the age schedule
of fertility (i.e., women of all ages defer or advance
their births to the same extent), an adjusted TFR is
computed as TFRp¢[t] = TFRp[t]/(1 - DMp[t]), where
DMp[t] is the annual change in the mean age at child-
bearing for parity p. Summing the results over differ-

ent birth orders gives the overall tempo-free total fer-
tility TFR’[t] = STFRp¢[t].

Note the differences with Ryder’s approach. First,
Ryder did not include birth order. Second, he saw the
tempo distortion in period fertility as caused by
changes in cohort tempo. In contrast, Bongaarts and
Feeney (B&F) (1998) assume that all changes are period
driven. They do not attempt to predict cohort fertility
because they assume that period-by-period changes
are independent of age and cohort. In spite of these 
differences, for small changes in the mean age, the B&F
approach (given birth order) gives the same result as
Ryder’s expression (1¢),5 although the interpretations
of the two results are entirely different.

The B&F adjustment procedure is attractive because
it is based on period data only. However, it has two
major weaknesses (Van Imhoff, 2000; Van Imhoff and
Keilman, 2000; Kohler and Philipov, 1999; Lesthaeghe
and Willems, 1999). First, the method is based on fer-
tility rates unsuitable for the purpose of tempo adjust-
ment. The incidence rates used by B&F express the
number of births of order p by mothers aged x in year
t, relative to the number of women aged x regardless of
parity.6 The use of such rates in a period perspective
introduces extra tempo distortions, compared to o-e
rates. Whelpton noted this in 1946. When age-specific
incidence rates for first births (for example) are
summed for a given year, one erroneously assumes
that the share of childless women at the end of one age
interval is equal to that share at the start of the next
interval. This is not necessarily the case because the
age intervals refer to different cohorts. The stronger the
tempo changes between cohorts, the more the shares
for subsequent ages differ, and the stronger the effect
of tempo distortions is exaggerated (Chapter 14,
Figure 14–17). Quantum measures based on o-e rates
of the type used in the prior section do not display this
kind of bias. Therefore, Smallwood (1999; p. 40) con-
cluded about the B&F adjustment that it “. . . provides
a way of making a synthetic measure even more syn-
thetic.” The second problem is that the constant shape
assumption underlying the B&F method is not sup-
ported by the data for a number of European countries:
The age schedule is not only shifted toward higher or
lower ages, but its shape changes as well. Hence
period-by-period changes are not independent of age
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5 The formulas are different, because Bongaarts and Feeney
assume a constant shape of the age-specific fertility schedule,
whereas Ryder assumes constant period moments of orders two and
higher. These assumptions are not equivalent (see the appendix, and,
for a general treatment, Van Imhoff 2001, p. 62–64).

6 The same disadvantage applies to the use of the method
described by Pressat (1983), when applied, as Pressat proposes, to
incidence rates.



and cohort, contrary to what B&F assume.7 Thus
period changes are dependent on cohort, and a pure
period quantum is an untenable concept: cohort data are
necessary to understand period effects fully (just as
cohort effects cannot be fully understood without
studying periods).

V. NUMERIC ILLUSTRATIONS

1. Childlessness in The Netherlands

Dutch population forecasts from the mid 1990s
assumed a level of childlessness among women born

in the 1970s and 1980s equal to 25% (De Beer, 1997).
Indeed, the period level of first births suggested a pro-
portion of women having at least one child equal to
75% (Figure 17–1A and 1B). For each year, this 
proportion was computed on the basis of the period
sum of age-specific first birth rates of the occurrence-
exposure type (Bosveld, 1996) and expression (6) was
applied to that sum. The fall in the proportion of
mothers between cohort 1945 and cohort 1955 in
Figure 17–1B is real, but the further decline for later
cohorts depends on the extrapolation method used.
Compare the two lines extrapolated with 1992 rates and
censored after 1992. Since 1981, the period sum of first
birth rates (ages 15–39 years) in Figure 17–1A fluctu-
ated around a level of 1.4 (with a slight tendency to
increase), which led to an essentially constant propor-
tion of mothers from that year onward. However, the
period first moment (which reflects the mean age com-
puted as V1[t]/V0[t]; see appendix) rose sharply during
the years 1975 to 1992, with a slope equal to 0.14 years
per year. Dutch women postponed the birth of their
first child, and this depressed the period quantum.

220 Keilman

0.6

0.8

1.0

1.2

1.4

1.6

1.8

1975 1976 1977 1978 1979 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992
27.0

27.5

28.0

28.5

29.0

29.5

30.0

Number of Children and
proportions of mothers

Proportions

Rate sum (scale left)

First moment
(scale right)

Proportion mothers (scale left)

Age

0.00

0.25

0.50

0.75

1.00

1935 1940 1945 1950 1955 1960 1965 1970 1975
Cohort

Years

Censored after 1992

Extrapolated with 
1992 rates

Predicted by translation

A) Period quantum and tempo,
first births, the Netherlands

B) Percentage mothers
by cohort, the Netherlands

INED
25000

FIGURE 17–1 First illustration: first births in The Netherlands. (Source: Bosveld Willy, 1996. The ageing
of fertility in Europe: a comparative demographic-analytic study. Amsterdam, Thesis Publishers, 285 p.)

7 Kohler and Philipov (1999) extend the B&F approach to allow a
changing variance of the fertility schedule. This reduces the empirical
problem connected to the constant shape assumption, but not the
methodologic one caused by the use of unsuitable fertility rates. More-
over, the adjusted TFR that they obtain is as unclear as that of Bon-
gaarts and Feeney. In later work on fertility by age and parity, Kohler
and Ortega (2001a, 2001b) introduce occurrence-exposure rates in an
attempt to deal with the problem caused by the use of incidence rates,
but the problem mentioned as point 2 in section III here is not solved.



Although the forecasters acknowledged this post-
ponement effect, it was stronger than they believed in
the mid 1990s. Indeed, the forecast published in 1999
assumes lower childlessness than previously: 20%,
instead of 25% (De Beer, 1999). Translation theory
could have predicted this in 1993 already. Assuming a
constant period rate sum from 1981 onwards, and a
linear first moment, expression (1¢) predicts the 
cohort rate sum for the cohorts born in 1981 and later
as 1.4 ¥ (1 + 0.14) = 1.60, which implies a cohort
quantum equal to 80% (expression [6]), and thus 20%
childlessness.

2. Divorce in Norway

Figure 17–2A shows period proportions divorced in
Norway. The underlying data are o-e rates for divorce,
broken down by marriage cohort and marriage dura-
tion (Mamelund et al., 1997). The year of divorce equals

marriage year plus marriage duration. For each year,
divorce rates were summed across marriage durations
(up to 60 years in the original data); expression (6)
resulted in period proportions divorced. The period
proportion for year t is interpreted as the proportion
of a fictitious marriage cohort that has experienced
divorce by duration 60, given the divorce rates for the
year t. Until the beginning of the 1970s, proportions
divorced were very low in Norway, and the rate sum
in Figure 17–2A is only slightly higher than the pro-
portion, as expected.

The first moment fluctuated between 13 and 15
years since 1950, whereas the rate sum was more or
less linear between 1970 and 1993. When we assume a
constant first moment equal to 14 years, and a linear
rate sum, expressions (4¢) and (6) predict the propor-
tion divorced for marriage cohort g as the period pro-
portion in year g + 14. Figure 17–2B shows that the fit
is remarkably good. Thus although no Norwegian
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marriage cohort has ever had a proportion divorced
that exceeds 25%, it is not unlikely that couples
married in the last half of the 1960s will be the first
ones to experience such a high share.

CONCLUSION

Translation theory provides expressions for the rela-
tionships between period and cohort quantum and
tempo. The expressions can be applied to age-specific
fertility, spanning several years and birth cohorts. With
a slight modification, they can also be used to study
other events, such as first marriage by age, divorce by
marriage duration, emigration by age, or the birth of
the first child by mother’s age.

One of two perspectives can be adopted. First, the
interest may be in period trends, and in tracing the
effects of changing cohort behavior on those period
trends. Applied to the case of age-specific fertility, the
formulae show that when the CFR is constant, a fall in
the cohort mean age at birth results in an inflated
period TFR because women accelerate childbearing
and births are squeezed into shorter periods. The TFR
is pushed upward even more strongly when the CFR
rises, in addition to the decrease in the mean age. In
contrast, the TFR falls when women postpone child-
bearing (i.e., when the cohort mean age rises together
with a constant or falling CFR). When the CFR and the
cohort mean age move in the same direction, there are
two opposite forces, and it is an empirical question
whether the TFR is inflated or deflated. The second
perspective is to take observed period trends as given,
and to use translation theory to infer cohort develop-
ments. For example, the theory predicts, as expected,
that the CFR is lower than the TFR by a 10% factor in
case the period mean age falls by 1 year per decade
and the TFR is constant.

From a mathematic point of view, the two perspec-
tives are symmetric. However, there are strong empir-
ical differences for age-specific fertility, and probably
for other phenomena as well. The TFR shows much
larger annual fluctuations than the CFR. Thus it is rel-
atively easy to predict the CFR based on period
quantum and tempo indicators: The model is more
parsimonious than one that explains the TFR on the
basis of cohort indicators. For instance, Calot (1992)
analyzes age-specific fertility in France for the years
1900 to 1980 and cohorts in 1870 to 1950. He finds that
period moments that develop linearly with time
describe the CFR accurately. However, when he takes
the opposite perspective and fits cohort moments to
polynomials of increasing order when explaining the
TFR, the accuracy he obtains is much less, even with
fourth-degree polynomials (and the accuracy does not

improve for higher order polynomials). Similarly,
Foster (1990) concludes that period-based models
provide a more parsimonious description of the
observed patterns of age-specific fertility in eight
countries in Europe and Northern America than
cohort-based models do.

The primary use of translation theory is to improve
the formal demographic analysis of historical devel-
opments.8 Consider, for instance, the baby boom in
Western countries (i.e., an increase in the TFR starting
in the 1930s, and next a plateau in the 1950s and 1960s).
Translation theory explains this trend by the fact that
cohorts born in the first three or four decades of this
century had increasingly larger numbers of children,
and, at the same time, they accelerated childbearing.
When quantum and tempo indicators develop accord-
ing to a straight line over several decades, the result-
ing translation expressions are simple. This is seldom
the case for period indicators. This makes translation
theory less useful for predicting the behavior of
cohorts, which the theory sees as a function of trends
in period indicators.
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9 Note that these moments are not normalized, in the sense that
V0[t] and W0[g] do not equal one. Normalized moments are obtained
as Vk[t]/V0[t] and Wk[g]/W0[g], k = 0, 1, 2, . . . For instance, the cohort
mean age m[g] equals W1[g]/W0[g].

10 Here and elsewhere, I shall write Vk[g] to indicate the k-th
moment for the calendar year t = g, and similarly for the derivatives
of these moments. Likewise, Wk[t] indicates the k-th moment for the
cohort born in year t.

APPENDIX 17–1 MATHEMATIC
DERIVATIONS

Norman Ryder (1956, 1964) gave the first formal
derivations. Alternative treatments of some special
cases are contained, among others, in Pressat (1983)
and Wunsch and Termote (1978). I will use the short
and comprehensive general analysis of Yntema (1977).

Denote by m[t,x] the fertility rate in year t at age x.
Denote further the k-th period moment of these rates by
Vk[t] = Sxk·m[t,x]. Similarly, define the k-th cohort
moment of those rates by Wk[g] = Sxk·m[g + x,x]. In both
cases, the sum is taken over all fertile ages. V0[t] is the
TFR, or the period sum of rates in year t. Also, W0[g]
is the Completed Cohort Fertility for cohort g.9 Taylor
series approximation of m[t + x,x] about t gives

Differentiation applies to time. Inserting this in the
expression for Wk leads to
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Similarly, we find for period moments the following
expression

(Eq. A2)

Expressions (A1) and (A2) are the general transla-
tion equations, which express cohort moments in terms
of period moments, and vice versa. I will investigate a
few special cases on the basis of the assumptions that
quantum (k = 0) and mean age (k = 1) indicators are
independent, or linearly dependent of time.

1. From Cohort to Period

a. Constant Cohort Quantum and Linear Cohort 
Mean Age

Assume that the cohort quantum W0 is independent
of time, and that the cohort mean age m[g] = W1[g]/W0

is a linear function of time. Assume further that all
second and higher order moments Wk[g] are inde-
pendent of time. Thus, for i > 1, the terms in (A2)
vanish and we find

Vk[t] = Wk[t] - W¢k+1

A prime indicates the first derivative with respect to
time. This expression implies that the TFR (k = 0) is
independent of time, and that it equals

TFR[t] = TFR = CFR - CFR·m¢ = CFF·(1 - m¢) (Eq. A3)

where m¢ represents the slope in the mean age. The
period mean age x̄[t] appears to be linear:
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(Eq. A4)

In some analyses (i.e., the Bongaarts–Feeney
method) it is assumed that the shape of the age-
specific fertility curve remains the same, but that this
curve is shifted progressively toward higher (increas-
ing mean age) or lower (falling mean age) ages.
Clearly, this implies that the quantum is constant. But,
as Evert van Imhoff pointed out to me, it does not
imply time-independent moments of order two and
higher, as assumed in this section. For instance, con-
stant shape means that the variance is constant. 
Since the variance of any distribution equals the
second (normalized) moment minus the square of the
mean, a linear mean age must result in a quadratic
second moment. Similar arguments hold for higher
order moments. I will now treat the case of a linear
mean age and a constant shape of the age-specific 
fertility curve.

Assuming linear mean age and constant shape, and
writing the variance of the age schedule as s 2, the
second moment W2[g] equals CFR·{s2 + (m[g])2}, so that
its second derivative is 2CFR·(m¢)2. Similarly, the third
moment W3[g] equals CFR·{gs 3 + 3s 2m[g] + (m[g])3}. The
symbol g represents the coefficient of skewness, which
is independent of time by assumption. The third deriv-
ative of W3[g] equals 6CFR·(m¢)3. In general, the k-th
derivative of the moment Wk[g] equals k!CFR·(m¢)k (see
Van Imhoff, 2001, p. 62–64) for a general proof. This
means that for k = 0, expression (A1) leads to

(Eq. A5)

When comparing expressions (A3) and (A5), we see
that when the mean age increases linearly, both a con-
stant moments assumption and a constant shape
assumption imply a TFR smaller than the CFR, but by
different amounts. For weakly increasing mean ages,
for instance by less than 0.1 year per calendar year, the
difference is small.

b. Linear Cohort Quantum and Constant 
Cohort Age Pattern

A constant age pattern for cohort fertility, and a
cohort quantum which depends linearly of time with
slope W0¢, implies that V0[t] = W0[t] - W1¢ [t] = W0[t] -
mW0¢. In other words,

TFR[t] = CFR[t] - m·CFR¢ = CFR[t - m], 
or TFR[t + m] = CFR[t].

(A6)
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Furthermore, V1[t] = W1[t] - W2¢ [t], so that we find

for the period mean age x̄[t] = V1[t]/V0[t] that

(Eq. A7)

The period mean age equals the cohort mean age
times an adjustment factor (distortion factor), which
depends on two quantities: the development of the
cohort quantum and the relationship between the
mean age and the variance of the cohort fertility age
schedule. Assume that the variance is zero: All women
get their children at the mean age. In this extreme case,
the distortion factor equals one and the period mean
age is constant, equal to the cohort mean age. In prac-
tice, the variance is larger than zero, and the distortion
factor is larger/smaller than one, when cohort fertility
falls/increases. Thus under the assumptions stated,
the period mean age in year t is higher than the cohort
mean age for women born in year t when the CFR falls,
and vice versa. When women spread their births over
a longer period in the life course, the variance of the
fertility age schedule increases, and the distortion
becomes stronger.

c. Linear Cohort Quantum and Linear Cohort 
Mean Age

Assume that both the cohort quantum and mean
age are linear, whereas all the other moments are inde-
pendent of time. This implies that

TFR[t] = CFR[t]·(1 - m¢) - CFR’·m[t]. (A8)

As expected, expressions (A3) and (A6) are special
cases of (A8). The expression for the mean age is a 
complicated formula, which does not provide much
insight. It is left out here.

2. From Period to Cohort

Expressions (A3)–(A8) for period quantum and
mean age are based on expression (A2), assuming that
cohort indicators are given. In the reverse situation,
when the interest is in cohort quantum and mean age
based on known period developments, expression
(A1) is the starting point. The following results are
easily verified.

3. Constant Period Quantum and 
Linear Period Mean Age

CFR[g] = CFR = TFR·(1 + x̄¢) (Eq. A9)
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x̄[g] is the period mean age in the year t = g.

a. Linear Period Quantum and Constant Period 
Age Pattern

CFR[g] = TFR[g + x̄] (Eq. A11)

(Eq. A12)m g x x
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where s2 represents the variance of the period age
pattern.

b. Linear Period Quantum and Linear Period 
Mean Age

It is assumed that second- and higher order period
moments are independent of time.

CFR[g] = TFR[g]·(1 + x̄¢) + TFR¢·x̄[g]. (A13)
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Demographic events such as birth, death, marriage,
and migration mark life’s most important transitions
and, not surprisingly, are influenced by a multitude of
factors. These influences are not constant across time
or space, and thus demographic rates display consid-
erable variation. A crucial task of demographic analy-
sis is to identify the factors that account for this
variability.

One particular approach to this quite general
problem is to study the variation in demographic rates
along three critical dimensions: age of the event, year
(or period) of its occurrence, and cohort of the indi-
viduals involved. Within this framework, cohort may
refer to an individual’s year of birth or to the time of
some other important transition in the life course (e.g.,
a marriage cohort in a study of divorce). Likewise, age
may mean a person’s chronologic age at the time of 
the event or the time elapsed since another important
transition (e.g., duration of employment in a study of
retirement).

The underlying assumption of age-period-cohort
(APC) analysis is that all factors influencing a demo-
graphic event or its rate of occurrence can be grouped
meaningfully into these three categories. Of course,
there may be interactions or overlap between the three
sets of factors, but it is assumed, implicitly, that these
influences are less important than the main effects
associated with each dimension. The typical analytic
strategy of APC studies, therefore, is first to identify

patterns of change in demographic rates that are asso-
ciated with these three dimensions or sets of causal
factors. Once this elaborate description is available, 
the analyst attempts to identify the specific influences
(biologic processes, historic trends, etc.) that are
responsible for the observed patterns in terms of age,
period, and cohort.

Based on this description, the logic of APC analysis
seems simple and relatively straightforward. There is,
however, a fundamental problem with this strategy
related to the fact that, mathematically,

cohort + age = period.

This relationship is illustrated by means of a Lexis
diagram in Figure 18–1. In the view of some
researchers, the exact mathematic connection between
age, period, and cohort renders all forms of APC analy-
sis meaningless, since changes in a demographic
process along one of the three dimensions cannot be
distinguished statistically from changes along the two
remaining dimensions (Glenn, 1976; Goldstein, 1979;
Rodgers, 1982). Other researchers have proposed a
variety of solutions for overcoming this problem and
claim that valid and useful results can still be derived
within an APC framework (Fienberg and Mason, 1979;
Clogg, 1982; Caselli and Capocaccia, 1989; Wilmoth,
1990). All researchers would agree, however, that the
identification problem that plagues APC analysis is a
fundamentally difficult and perplexing problem.
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In this chapter, we first discuss the theoretical moti-
vation of the age-period-cohort framework. We then
provide a formal definition and discussion of the 
identification problem that affects APC modeling.
Although we do not provide a complete literature
review, we discuss strategies for estimating APC
models that have been proposed in particular contexts.
We also describe a small number of empirical applica-
tions of APC modeling that seem particularly inform-
ative. In conclusion, we offer some general remarks
about the applicability of the APC framework.

I. THEORETICAL MOTIVATION

We begin our theoretical discussion by asking,
“Why is the age-period-cohort framework useful?”
The period of an event, for example, has no direct
influence on its outcome but is merely a marker for
other factors that may affect a demographic process.
Periods may be associated with wars, epidemics, polit-
ical and legal changes, famines, inventions, scientific
discoveries, and changing fashions. It is these occur-
rences or situations, not the period itself, that account
for the variation in demographic rates along the period
dimension. Likewise, it is not cohort membership 
and chronologic age themselves that influence demo-
graphic rates, but rather the characteristics associated
with those two dimensions.

It is worth considering, however, whether all three
dimensions should be important in all situations. In
the case of the classical demographic events (birth,
death, marriage, and migration) it seems obvious that
age, or duration, should be associated with sharp dif-
ferences in outcomes. Due to biologic mechanisms,
both the risk of death and the chance of giving birth
vary enormously with age. Owing mostly to social and
psychological mechanisms, the risk of divorce varies
depending on the duration of marriage and the prob-
ability of migration changes over the life cycle. The age
pattern of marriage is a complex function of both bio-
logic maturation and social convention.

The immediacy of period-specific events makes
their connection to demographic processes self-
evident. The role of cohort-specific influences, on the
other hand, is less obvious. In an influential article,
Ryder (1965) laid out the theoretical justification for the
use of cohorts in the study of social change. According
to Ryder, fresh cohorts enable the process of social
change, since young people are less constrained by
history and more capable of adapting to or creating
new modes of living. Furthermore, individuals expe-
rience certain critical events (e.g., infancy and child-
hood, education, military service, first employment)
alongside peers from their particular cohort and the
after-effects of these situations may mark them for life.
The imprint of life-defining events may be biologic or
social, but in either case we should expect cohorts to
represent an important dimension of variation in sub-
sequent demographic processes.

The direction and magnitude of the influence of
cohort membership on demographic phenomena 
have been a matter of considerable speculation,
although few firmly established generalizations 
have emerged. Perhaps the most well-known theory
about the influence of cohort membership on demo-
graphic events is Easterlin’s explanation of the 
American baby boom (Easterlin, 1961, 1978). Accord-
ing to this theory, smaller cohorts enjoy significant
advantages as they enter the job market, which facili-
tates family formation and thus raises fertility levels.
With regard to the baby boom, however, it is difficult
to distinguish the effects of cohort size from the effects
of an expanding postwar economy, both of which may
have influenced life chances and family behavior
around the 1950s.

In mortality studies, the discussion of the role of
cohorts has focused on the after-effects of adverse
events in early life on subsequent probabilities of death
or survival (for a review, see Elo and Preston, 1992).
Theoretically, it is possible that adverse events in early
life could result in either higher or lower mortality in
later life. On one hand, the survivors of a traumatic
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+ i (period).



event or situation (e.g., famine, war, poverty) may be
weakened by the experience and thus demonstrate
unusually high levels of mortality later on. On the other
hand, it is possible that the survivors in these situations
may be an especially robust subset of the original cohort
and thus could display unexpectedly low levels of mor-
tality in subsequent years. These competing explana-
tions are often referred to as processes of debilitation and
selection, respectively. It is possible, of course, that both
processes are operating at the same time. In these situa-
tions, it is their relative magnitudes that should deter-
mine whether an affected cohort experiences unusually
high or low mortality in later years.

In summary, there is a sound theoretical basis for
believing that age, period, and cohort may all be impor-
tant dimensions of variation in demographic processes.
It is this theoretical interest that has encouraged the
development of statistical models incorporating all
three components. We now turn our attention to such
models.

II. AGE-PERIOD-COHORT MODELS

The standard age-period-cohort model has the fol-
lowing form:

f(rijk) = m + ai + bj + qk + eijk

In this formulation, rijk is an observed demographic
rate for some event that occurs at age i in year j for
cohort k (thus, k = j - i); the function, f(·), is some trans-
formation applied to the observed rates; the parame-
ter, m, establishes an overall level for f(rijk); the
parameters, ai, bj, and qk, describe patterns of change
in f(rijk) by age, period, and cohort, respectively; and
the last term, eijk, represents error (either in the speci-
fication of the model or in the original data) and
random fluctuations.

Although the standard APC model is quite simple
in form, its parameters are not easily estimated. The
central difficulty is that there is no obvious means of
identifying a unique set of parameter estimates that
provide an optimal fit to the observed data. This iden-
tification problem affects not only the statistical esti-
mation of the parameters but also their subsequent
interpretation.

1. Identification Problem

The identification problem of the standard APC
model is easily illustrated by considering the model in
its estimated form:

ŷijk = m̂ + âi + b̂j + q̂k

Thus, the predicted value of the transformed rates,
ŷijk, equals the sum of the four estimated parameters, m̂,
âi, b̂j, and q̂k.

The first task in identifying a unique solution for
this model involves constraining the levels of the four
parameters. A common approach is to require that

With this solution, m̂ gives some average level of
f(rijk), and the other three sets of parameters describe
changes in the transformed rates with respect to the
average. Alternatively, we could require that âi = b̂j =
q̂k = 0 for some specific choice of i, j, and k. In this case,
m̂ gives the predicted value of this particular f(rijk), and
the other parameters describe changes with respect to
this point of reference.1

Constraints of this sort are common in other statis-
tical applications (analysis of variance, regression,
etc.). Obviously, they involve an arbitrary choice about
how to obtain a unique solution, but this choice affects
only the level of the various parameters and thus does
not fundamentally confuse their interpretation. APC
models, however, present an additional, more per-
plexing identification problem involving not only the
level of the various parameters but also their slope.

For example, suppose that âi, b̂j, and q̂k were
adjusted such that

a*i = âi + l · i

b*j = b̂j - l · j

q*k = q̂k + l ·k,

where l is some real number. Now, note that the pre-
dicted values in the model are the same for any choice
of l, since k = j - i:

ŷijk = m̂ + a*i + b*j + q*k
= m̂ + âi + l · i + b̂j - l ·j + q̂k + l ·k
= m̂ + âi + b̂j + q̂k + l · (i - j + k)
= m̂ + âi + b̂j + q̂k.

ˆ ˆ ˆa b qi
i

j
j

k
k

Â Â Â= = = 0
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1 Perhaps the best choice, for reasons of mathematic conven-
ience, is to require that

where wi, wj, and wk are weights corresponding to the number of
observations for each particular age, period, and cohort. In a rec-
tangular age-by-period array, for example, wi and wj would be con-
stant (equaling the number of columns and rows, respectively) and
thus would fall out of the equation. In this situation, only wk would
vary, equaling the number of elements in a diagonal of the matrix
corresponding to an individual cohort.
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Since different sets of age, period, and cohort
parameters yield identical predicted values, there is 
no means of choosing between alternative solutions 
on the basis of goodness-of-fit. As with the earlier
problem of uniquely identifying the level of 
these parameters, a unique solution demands an 
arbitrary choice. In this case, however, alternative 
solutions may have vastly different implications, since
the speed and even direction of change in the age,
period, and cohort components of the process are
affected. In fact, by careful manipulation of l, the
linear trend in the three sets of parameters can be
altered ad libitum.2

Typically, discussions of APC models have focused
on the problem of uniquely identifying the linear 
trend in the age, period, and cohort parameters.
Higher order components of these parameters 
(quadratic, cubic, etc.) and interactions between the
three sets of factors have generally been ignored
because they make identification of the model even
more difficult (Fienberg and Mason, 1985; Clogg,
1982). However, second- and higher order components
of the main effects are not uniquely identified if inter-
action terms are added to the standard APC model
(Wilmoth, 1990).

2. Estimation Strategies

In this chapter, we do not attempt to provide a com-
plete review of the literature on APC modeling. For
that purpose, we refer the reader to excellent discus-
sions by other authors (Hobcraft, Menken, and Preston,
1982; Mason and Fienberg, 1985). Instead of a review of
the literature, we provide an overview of the main
strategies that have been proposed for estimating
and/or modifying the standard APC model in light of
the identification problem discussed earlier. We divide
these approaches into three groups: arbitrary assump-
tions, interaction terms and demographic translation,
and direct measurement. See also the excellent discus-
sion of these topics by Holford (1991).

a. Arbitrary Assumptions

The first strategy for identifying an APC model is to
make some arbitrary assumption about the linear trend
in one of the three dimensions. Specific applications
differ, however, depending on whether the assumption
is viewed by the analyst(s) as an accurate reflection of
an underlying reality or merely as a convenient strategy
for estimating an arbitrary statistical model.

Unique estimates of the standard APC model (with
three main effects, as described in prior sections) can
be obtained by assuming that the parameters pertain-
ing to some pair of cohorts (or ages or periods) are
equal. For example, one could assume that qk¢ = qk¢+1 for
a specific cohort k¢. This restriction permits estimation
of the model, although at the expense of assuming that
the cohort-specific effects for cohorts k¢ and k¢ + 1 are
equal. Arguably, such an assumption is justified in spe-
cific cases based on prior knowledge.

In a widely cited paper, Fienberg and Mason (1979)
illustrated the application of the standard APC model
to the analysis of educational attainment in the United
States. Here, the dependent variable consisted of pro-
portions of individuals ages 20 and above who had, at
some previous moment in their lives, advanced from
one educational level to the next. These proportions
were computed using decennial census data from 1940
to 1970. The authors noted correctly that educational
attainment should under most circumstances be con-
stant or slightly increasing over the adult life of a
cohort (this expectation could be violated only by
selective migration or differential mortality). In other
words, age effects are of little importance in this model
and can reasonably be set equal over some age range.
Similarly, period effects can have little impact on the
educational attainment of adults (most of whom have
completed their schooling prior to the period of obser-
vation). Indeed, the authors justify the inclusion of
period effects in the model based solely on concerns
about changes in the recording of educational data in
decennial censuses.

Due to the relative unimportance of these two sets
of components (age and period) a priori, the choice by
Fienberg and Mason to use educational attainment as
an illustration of APC modeling is somewhat puzzling.
Their resolution of the standard identification problem
in this particular case was relatively straightforward
and unproblematic, since the authors merely equated
age effects for age groups 30 to 34 through 55 to 59
years.3 This example illustrates the sensible use of
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2 Note that the transformed parameters, a*i, b*j, and q*k, as defined
here, would not normally sum to zero. Alternatively, define them as
follows:

a*i = â i + l · (i - ī)

b*j = b̂j - l · ( j - j̄)

q*k = q̂k + l · (k - k̄)

where ī, j̄, and k̄ are defined as the means of i, j, and k. It can be
shown that the sums of these transformed parameters equal zero if
the data matrix is rectangular. If the data array is not rectangular, a
convenient solution is to use weights, as defined in Footnote 1, both
for defining the parameter constraints and for computing the means
of i, j, and k in the above formulas.

3 Obviously, the model would have been fully identified if age
effects for only two age groups had been set equal. Fienberg and
Mason (1979: 53) argue, however, that there are “a priori grounds for
interpreting age effects primarily at the tails of the age distribution”
and thus prefer to equate the coefficients throughout the middle age
range.



prior information to resolve the APC identification
problem. It provides little guidance, however, about
how to resolve the identification problem in situations
where there is no strong basis for asserting the equal-
ity of at least one pair of effects a priori.

In another application of the APC model, Clogg
(1982) examines rates of labor force participation in 
the United States. Here, there are strong reasons for
expecting that the dependent variable is influenced by
factors related to age, period, and cohort, but there is
only a very weak basis for supposing, a priori, a par-
ticular relationship between some pair of effects. Nev-
ertheless, the author constrains the last two cohort
effects to differ by one or two percent (depending on
the specific example) as a means of obtaining a unique
set of parameter estimates. The substantive justifica-
tion of this choice can fairly be termed weak, although
arguably it has little impact on the conclusions of the
study.

In general, even if prior knowledge supports the
choice of a specific identifying restriction, it is impor-
tant to recognize the sensitivity of the results to minor
violations of the chosen assumption. If qk¢ and qk¢+1 are
close but not equal, for example, the error that results
from equating them will be slight for adjacent cohorts,
but much larger for distant ones (Clogg, 1982). The
importance of this imprecision will depend on the
application, and the sensitivity of the results to any
particular assumption can often be assessed quite
easily. Nevertheless, the validity of results derived
from APC models in which this last identifying con-
straint is, allegedly, a reflection of underlying reality
remains quite dubious in most cases.

Alternatively, rather than asserting the reality of
identifying constraints, certain parameter restrictions
can be adopted as a matter of convenience merely to
obtain a unique solution. For example, Pullum (1980)
fit the standard APC model by equating two adjacent
cohort parameters but avoided interpreting the result-
ing estimates literally. Pullum’s main purpose in fitting
such a model was merely to determine whether the fit
(in a model of American fertility rates) is improved
more by the addition of period or cohort parameters.
He concluded that cohort parameters provide less
explanatory power (per additional parameter) 
than period parameters. Since he was interested only
in the overall fit of each model, not in the parameter
estimates, the choice of identifying constraints was
irrelevant.

Pullum also noted, however, that the second (and
higher) differences of the parameter estimates in the
three-factor APC model are invariant to the choice of
an identifying assumption. In our notation, first dif-
ferences depend on the choice of l, although second
differences do not. For example,

Da*i = a*i+1 - a*i
= i+1 + l · (i + 1) - [ i + l · i],
= i+1 - i + l

whereas,

D2a*i = Da*i+1 - Da*i
= i+2 - i+1 + l - [ i+1 - i + l].
= i+2 - 2 i+1 + i

First differences are related to the linear trend, and
thus their dependence on l is a reminder that the slope
of the three sets of parameters cannot be uniquely
identified in the standard APC model. Second differ-
ences are measures of deviation from the linear trend,
and thus these quantities can be accurately estimated
in the simple model with three main effects (but no
interaction terms).

An analogous solution is to require that the slope of
one of the three sets of parameters be constrained to
equal zero. Following Wilmoth (1990), a simple three-
factor model applied to a rectangular age-by-period
array of demographic rates could be estimated by
using the following constraints:

These constraints on qk are equivalent to requiring that
both the level and the slope of a weighted least-squares
regression line fitted to the cohort parameters should
equal zero.4

Thus, one solution to the APC identification
problem is to choose, arbitrarily, one dimension whose
slope is constrained to equal zero (see also Caselli and
Capocaccia, 1989). As a matter of convenience, the
chosen dimension may correspond to the diagonals of
a rectangular array of demographic rates. The result-
ing parameter estimates for this third factor have a
simple interpretation: They represent deviations from
the long-term pattern of change in that dimension. An
analysis of such deviations is logically similar to an
analysis of second derivatives, since both emphasize
deviations from the long-term trend rather than
absolute effects.

b. Interaction Terms and Demographic Translation

An obvious shortcoming to the standard APC
model, aside from its problems of identifiability, is the
absence of interaction terms. To address this inade-
quacy, Wilmoth (1990) proposed models with the fol-
lowing form:

a b q qi
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j
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4 Here, as in Footnotes 1 and 2, the weights equal the length of
the diagonals corresponding to individual cohorts.



This model differs from the standard APC model by
the addition of r (usually one or two) multiplicative
terms. The use of these interaction terms is motivated
by the fact that the pace of change (over time) in demo-
graphic rates often differs by age. For example, mor-
tality rates have typically fallen much more rapidly at
younger than at older ages. This component of differ-
ential change by age cannot be expressed well in a
model with no age-period (or age-cohort) interactions.

The above model is appropriate for an analysis of
an age-period array of demographic rates, where the
rates of change in rijk differ by age. The multiplicative
terms capture these differential trends by age. The
cohort parameters, qk, constrained to have zero level
and slope, express deviations from the overall pattern
of change by age and period. In short, the qk captures
residual patterns that seem truly to lie along diagonals
of the age-period array. Without the multiplicative
term(s), however, estimates of qk may be heavily influ-
enced by age-period interactions. The introduction of
interaction terms by no means resolves the identifica-
tion problem in the standard APC model. Their use 
is consistent, however, with the philosophy that the
proper means of including all three sets of parameters
in the model is to focus the description on two dimen-
sions only and to treat the third dimension as a sort of
residual.

The multiplicative interaction terms also help us to
understand the notion of demographic translation
(Ryder, 1964, 1980; see also Chapter 17). In the above
model, the cohort term, qk, has been reduced to a resid-
ual component, and thus the linear or long-term cohort
trend has been translated into the age and period
dimensions. Even this residual component of the
cohort trend, qk, can be expressed as age-period inter-
actions, if a sufficient number of multiplicative terms
are added to this model (Wilmoth, 1990). In this sense,
the choice to assign any portion of the variability in
demographic rates to one of the three dimensions is
arbitrary, because it is always possible to re-express the
pattern in terms of the other two dimensions by the
addition of a sufficient number of interaction terms.

The only resolution of this logical dilemma is to
acknowledge, as a matter of plausibility, that certain
patterns must be due to changes in one specific dimen-
sion. For example, the residual cohort effects that
emerge in a complete analysis of an age-by-period
array (including at least some form of age-period inter-

f rijk i j m im
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action) cannot plausibly be attributed to age- and
period-specific factors. These residual cohort effects
tend to vary with high frequency and thus are not
easily translated into the age and period dimensions.
It is worth noting that Foster (1990) reached a similar
conclusion (i.e., that only high-frequency cohort effects
are plausibly identifiable) by an entirely different
method of analysis.

c. Direct Measurement

Several analysts have noted that the only true reso-
lution of the identification problem affecting APC
analysis would be to measure directly the factors
whose effects are summarized by the coefficients of the
standard APC model. These factors would not typi-
cally be linearly related (although they might be
strongly collinear), and thus a unique solution for the
model could be found. An obvious difficulty with this
strategy is the problem of defining and then measur-
ing the proximate variables for which age, period, and
cohort are, admittedly, only rough approximations.

In a study of mortality in Italy, for example, Caselli
and Capocaccia (1989) use the probability of death in
infancy or during the first 15 years of life as a measure
of long-term cohort influences, whose magnitude may
vary over the life course. In our notation, their model
can be written

f(rijk) = m + ai + bj + gi ·Qk + eijk

where Qk equals either q0 or 15q0. This model requires
no special identifying restrictions. Because the esti-
mated gi’s are positive below age 45 and negative
above this age, the authors conclude that “higher mor-
tality early in life is associated with higher mortality
up to age 45 and lower levels at later ages” (Caselli and
Capocaccia, 1989, p. 152).

An alternative interpretation of these results,
however, is that the age-cohort term in their model is,
in reality, capturing the same sorts of patterns that
were treated as age-period interactions by Wilmoth
and colleagues (Wilmoth et al., 1989; Wilmoth, 1990).
Indeed, the multiplicative age-cohort term in the
model of Caselli and Capocaccia (1989) is remarkably
similar, in both its form and its estimated values, to 
the multiplicative age-period term in the models by
Wilmoth and collaborators. In other words, the age-
cohort term in the above model may serve merely to
document the relatively more rapid rate of change in
mortality at younger than at older ages. Since infant-
child mortality has declined almost monotonically for
the cohorts in question, its function in the model may
be simply to provide a marker for the second dimen-
sion of temporal mortality change.

232 Wilmoth

5 For a full discussion of the constraints required for fitting this
model, see Wilmoth (1990).



The innovative applications and clear explana-
tions of the age-period-cohort model by Caselli and
Capocaccia (1989) are certainly valuable. Their attempt
to measure age, period, or cohort effects directly,
however, illustrates some of the statistical difficulties
inherent in the task. As noted by Clogg (1982),

The selection of the proper causal variables to be considered
in a modeling procedure is a most difficult theoretical task,
one that is at least as difficult as applying the age-period-
cohort accounting framework (p. 460).

In other words, although it may seem in principle
that direct measurement is an obvious solution for the
APC identification problem, the practical application
of this technique is perhaps more fraught with diffi-
culties than the problem we are trying to overcome.

3. Empirical Examples

Two specific examples of the application of APC
models to demographic data are reviewed here. These
examples were chosen to illustrate two kinds of 
conclusions that can legitimately be drawn from APC
models applied to time series of age-specific demo-
graphic rates. The first example, Pullum’s (1980) study
of American white fertility, illustrates the use of the
standard APC model to compare the variability by
cohort versus period. The second example, Wilmoth’s
(1990) analysis of French male mortality, employs a
more complicated APC model with interaction terms
to document the unusually high or low levels of mor-
tality for certain cohorts.

a. American White Fertility, 1920 to 1970

Pullum (1980) analyzed an age-by-period array of
age-specific fertility rates for American white women
aged 15 to 44 during years 1920 to 1970. He fit all three
possible two-factor models and the standard three-

factor APC model. Table 18–1 shows c2 measures of fit
for each model in four time periods, each spanning
two decades (lower values indicate a better fit). The
period x cohort model is clearly inferior to the other
two-factor models, reflecting the primary importance
of age as a dimension of variation in this case. It is not
clear from the comparison in Table 18–1, however,
whether age should be paired with period or cohort to
obtain the best two-dimensional description of these
data.

Table 18–2 reveals the greater importance of periods
than cohorts as a dimension of variation in these data
by comparing each two-factor model to the full APC
model. The values in this table (which can be derived
from those in Table 18–1) can be thought of as the
improvement in fit when age, period, or cohorts is
added as the third and final dimension of the standard
APC model or as the loss of fit when one of these
dimensions is removed from the full three-factor
model. In each case, the improvement or loss of fit is
measured relative to the change in degrees of freedom.

Pullum (1980) applied these same four models to an
age-by-cohort array of age-specific fertility rates for
American white women aged 15 to 44 years born
during years 1905 to 1926 (thus including all cohorts
whose reproductive lives fell entirely within the obser-
vation period) (Table 18–3). He notes that

In contrast to the previous applications to rectangular 
[age-by-period] data, the inclusion of period effects appears
much more useful than the inclusion of cohort effects (p. 236,
emphasis in original).

For example, using measures like those presented here
in Table 18–2, the loss of fit caused by removing all
period parameters from the full APC model is 13.1
(increase in chi-square per degree of freedom) com-
pared to only 0.4 if the cohort dimension is eliminated.

In conclusion, Pullum stated (p. 241)
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TABLE 18–1 c2 Measure of Fit for Four Models Applied to Age-specific Fertility Rates, American White
Women, Aged 15–44 Years, 21-year Time Intervals

Model df Interval of time

1920–1940 1930–1950 1940–1960 1950–1970

Age x period 580 148.1 330.2 411.3 93.3
Age x cohort 551 90.2 397.8 411.6 800.2
Period x cohort 560 13,306.8 14,952.4 20,603.5 21,130.1
Age x period x cohort 532 21.6 133.1 98.0 40.8

Note: Data for each time interval were in age-by-period format. c2 estimate is based on an artificial case base of 630,000
cases for each time interval.

Source: Pullum Thomas W., 1980. Separating age, period, and cohort effects in white U.S. fertility, 1920–1970. Social
Science Research, vol. 9(3), p. 227–244. New York, Academic Press, Table 2.



Despite the great theoretical appeal of the notion that conti-
nuities exist in the behavior of cohorts, we have found that
the explanatory gain per cohort parameter is far less than 
the gain per period parameter. . . . The implications for our
understanding of U.S. fertility are that, as a set, changes in
those temporal variables which cut across cohorts, such as
economic cycles, appear to be more important than changes
in those variables which distinguish cohorts, such as shared
socializing experiences.

Similar explorations of fertility patterns for other
populations and time periods seem warranted. Pullum
also suggested that these models could be usefully
applied to fertility rates by parity.

b. French Male Mortality, 1946 to 1981

Wilmoth (1990) fit an APC model with two age-
period interaction terms to age-specific mortality rates
for French males during years 1946 to 1981. The full
model, as stated earlier, was as follows:

The interaction terms in this model describe varia-
tions in the pattern of mortality decline by age: The
first term captures the relatively faster decline at
younger compared to older ages, while the second
term reflects the pattern of increasing (or slowly
decreasing) levels of mortality in late adolescence and
early adulthood.

The cohort parameters in this model, qk, reflect
residual levels of mortality relative to the thorough
description by age and period. As shown here in
Figure 18–2, Wilmoth’s model can be used to docu-
ment the persistence of relatively high or low levels of
mortality for certain cohorts. Two sets of estimates for
qk were derived using different methods for fitting the
model, though the complete series is considered more
reliable.

Wilmoth demonstrated the presence of substantial
levels of excess or deficit mortality for various cohorts,
successfully rejecting alternative explanations, for
example, that the patterns were artifacts of bad data or
of the model itself. Nevertheless, his explanation of
their historical or biologic causes was less satisfactory.
He acknowledged the inadequacy of existing explana-
tions of these patterns when a comparison of results
from different populations is made.
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TABLE 18–2 Reductions in c2 Per df When Age, Period,
or Cohort is Added as Final Term of Standard APC

Model of Age-specific Fertility Rates, American White
Women, Aged 15–44 Years, 21-year Time Intervals

Effect Interval of time

1920–1940 1930–1950 1940–1960 1950–1970

Age 474.5 529.3 732.3 753.2
Period 3.6 13.9 16.5 40.0
Cohort 2.6 4.1 6.5 1.1

Note: See note for Table 18–1.
Source: Pullum Thomas W., 1980. Separating age, period, and

cohort effects in white U.S. fertility, 1920–1970. Social Science Research,
vol. 9(3), p. 227–244. New York, Academic Press, Table 3.

TABLE 18–3 c2 Measures of Fit for Four
Models Applied to Age-specific Fertility Rates,

American White Women, Aged 15–44 Years,
Cohorts Born 1905–1926

Model df c2

Age x period 580 96.1
Age x cohort 609 730.4
Period x cohort 588 15,846.8
Age x period x cohort 560 87.6

Note: Data were in age-by-cohort format. c2 estimate
is based on an artificial case base of 660,000 woman-
years.

Source: Pullum Thomas W., 1980. Separating age,
period, and cohort effects in white U.S. fertility,
1920–1970. Social Science Research, vol. 9(3), p. 227–244.
New York, Academic Press, Table 4.
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FIGURE 18–2 Residual cohort effects estimated by two methods
in age-period-cohort model with interaction terms applied to age-
specific mortality rates, French males, aged 0–89, years 1946–1981.
Note: Data analyzed were in age-by-period format. The values
depicted here are measures of the average level of excess or deficit
mortality for each cohort (as a proportion of predicted levels) over
the observation period. (Source: Wilmoth [1990], p. 307).



For example, it had been suggested that excess mor-
tality for groups of male cohorts born around 1900 and
1930 may be related to early combat experiences near
the end of the World Wars or to nutritional depriva-
tion in adolescence resulting from the social and eco-
nomic dislocations at these times (see Horiuchi, 1983;
Wilmoth et al., 1989). However, these explanations fail
to account for the presence of similar patterns of excess
mortality among Japanese cohorts, both male and
female, born around 1900, since Japan was only nom-
inally involved in World War I (see Wilmoth, 1988, p.
107–113). Furthermore, the presence of similar patterns
for females suggests that combat experience in the
wars may not be the crucial explanatory variable.
Finally, the apparent recurrence of a similar pattern for
cohorts born after World War II suggests that the phe-
nomenon may operate through mechanisms at least
partially unrelated to the two wars.

Although the failure to explain these findings does
not invalidate them, it does illustrate the difficulties of
interpreting cohort-specific variations in demographic
rates.

CONCLUSION

The studies by Pullum (1980) and Wilmoth (1990)
illustrate that valid results can be derived within an
APC framework if one accepts that there is no magic
solution to the identification problem. Instead, it is nec-
essary to seek findings that are invariant to the choice
of identifying constraints (e.g., measures of fit, second
differences) or that acknowledge the fundamental
arbitrariness of these constraints (e.g., residual cohort
effects with zero slope).

It is important to remember that the identification
problems affecting APC analysis are not some statisti-
cal aberration. Rather, they reflect a fundamental 
lack of information in the data being analyzed. The
first identification problem, involving the level of the
various parameters, is not problematic in most situa-
tions, since our purpose in estimating these sorts of
models is to analyze patterns of change over age or
time, which are unaffected by an arbitrary choice of
level. Furthermore, this kind of identification problem
is familiar and affects other statistical methods as well.

The unusual aspect of APC analysis is that, even 
for the simplest model, identifying constraints are
required in order to obtain unique estimates of the
linear trend in the parameters. This situation arises
directly from the relationship linking the three sets of
causal factors:

cohort + age = period

In regression analyses, of course, it is standard 
practice to avoid using independent variables that are
highly collinear (either individually, or in some 
combination). By their very nature, some variants of
APC analysis ignore the sound logic of this practice
and attempt, by some statistical trick, to perform the
impossible, namely, to extract more information than
what is contained in the data. Because of this funda-
mental lack of information, the results of an APC
analysis reflect both the underlying patterns in the
data and the assumptions adopted by the analyst. This
reality does not invalidate the method in all situations,
but it serves as an important reminder of the limita-
tions that affect all models used with the purpose of
separating age, period, and cohort effects.
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IV

A TENTATIVE SYNTHESIS OF THE
COMPONENTS OF DYNAMICS:

FROM REPRODUCTION TO
POPULATION MODELS

GRAZIELLA CASELLI AND JACQUES VALLIN

The components of population change, extensively examined in preceding chapters,
must now be linked to population composition, and an attempt made to draw them
together. The fact is that all the concepts, methods and measures so far defined form a
coherent and relatively comprehensive corpus of analysis (notwithstanding some flaws
and failings, as will be described) with which a synthesis of dynamics and structure can
be made which will give insights into the underlying mechanisms of population devel-
opment. Two useful approaches can be taken. The relatively simple one is to combine
period or cohort fertility and mortality to measure the reproductive potential that a
population would acquire from the consistent adoption of such demographic processes.
This is what is called population replacement (Chapter 19). The other will enable us to go
further: What would become of a population whose age-specific fertility, mortality, or
migration rates became entrenched at a given period level? What in time would become
of its total size, age-sex structure, crude birth, death, and migration rates, and, finally,
its growth rate? The population models described in Chapter 20 were developed to
address these issues. These will show that, in the final analysis, population structure is
entirely determined by the history of its changes, because although structure has a
strong duration-specific influence on change, the original structure carries within it the
seeds of its own ultimate extinction.





At this point, our period measures have given us
age-specific mortality and fertility functions that, in
principle, express the incidence of two components of
the natural increase in a fictitious (or hypothetical or syn-
thetic) cohort subjected during its entire life to the con-
ditions prevailing in the observation period. How do
these functions translate into the overall population
dynamics? Can we determine an intrinsic force that is
always independent of the age-specific structure and
strikes a balance between two given fertility and mor-
tality functions? How do these two functions influence
a population’s size and structure? Demographers have
sought to answer the first question by defining a repro-
duction rate (the subject of this chapter), then by con-
structing population models (discussed in Chapter 20).

Like life expectancy at birth or the average number
of children per female, reproduction is a concept ini-
tially defined in cohort (longitudinal) terms and then
transposed to a period (cross-sectional) analysis to
summarize the actual situation at a particular time. In
cohort analysis, demographers want to know how
many children in the following generation will replace
the men and women who procreated them. The indi-
cator developed to answer this question for a cohort
can be subsequently applied to period analysis for the
purpose of assessing the potential dynamic inherent 
in the period fertility and mortality functions. In fact,
as fertility rates are generally measured for females,
reproduction will be initially defined for an imaginary
population composed only of women giving birth 
to daughters, totally disregarding the male role in
reproduction. We will then need to examine ways of
addressing the issue for the male population and, 

most important, determine whether we can reconcile
the female and male rates in a sexually reproducing
population.

I. FEMALE REPRODUCTION

Since the aim here is to compare the number of
daughters with the number of mothers, we must begin
by eliminating males from the computation. This will
lead us, first, to the concept of gross reproduction.
Next, we will need to combine female fertility with
female mortality to arrive at the concept of net repro-
duction, but we will see that the concept translates 
into different realities depending on whether we use it
to describe reproduction of births, reproduction of
women of childbearing age, or—more generally—
reproduction of years lived.

1. Gross Reproduction

Robert R. Kuczynski introduced the concept of
gross reproduction rate (R) in 1931. If we assume 
the absence of mortality, in a given birth cohort, the
number of children to whom a woman gives birth is
quite simply (as seen earlier) the sum of age-specific
fertility rates, called completed fertility. As this aggre-
gate comprises sons and daughters, we need only
weight these offspring by the proportion of births that
are female to define a gross reproduction rate. Let B be
the births to this cohort of women, BF the female births
and f(x,x+1) the fertility rate at age x to x + 1. The gross
reproduction rate R is written:
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It should be noted that, in a retrospective cohort
observation, the completed fertility of women aged
over 50 is given directly by the ratio of the number 
of actual births to the number of females surveyed; 
the gross reproduction rate equals the ratio of female
births to the females surveyed.

The proportion of females (or males) at birth was
one of the stablest demographic parameters until the
advent of techniques for selecting fetuses based on
their sex. Everywhere and at all times, the sex ratio at
birth was about 105 males to 100 females, with very
minor fluctuations around this average (between 103
and 107). This rule remains fairly widespread even
today, except in certain populations with strong male
preference and with access to early fetal sex diagnos-
tics and selective abortion (Chapter 4): the gross repro-
duction rate can be obtained simply by multiplying
completed fertility by 0.488, that is 100 divided by 205.

A gross reproduction rate equal to unity means that
in the absence of mortality before age 50 (age taken as
the end of the female childbearing period), the cohort
of females studied has given birth to a number of
daughters exactly equal to their own number. Conse-
quently, to go back to the example of Jeanne Calment,
the French women born in 1875 had a completed fer-
tility of 2.61 and a gross reproduction rate of 1.28. In
the absence of mortality, their fertility would thus have
largely sufficed to ensure their replacement, since there
would have been almost 30% more daughters than
mothers.

In period analysis, we transpose the concept of
gross reproduction to a fictitious cohort by weighting
the total fertility rate (TFR) by the proportion of female
births: this yields a measure of the theoretical repro-
duction capacity of a closed, mortality-free population
that would indefinitely continue the same fertility
pattern as the one reflected in a given year t in the
period age-specific fertility rates:

Of course, if we are working with age-group–
specific fertility rates, we need to allow for age inter-
vals a:
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w This calculation method gives a TFR of 3.44 children
per female: The renewal potential inherent in the age-
specific fertility pattern of Jeanne Calment’s birth year
(1.68) was far greater than the actual one for her birth
cohort. At that level of fertility, the population of
daughters would have been over 70% larger than that
of the mothers—in the absence of mortality—whereas
we have just seen that the potential increase in the 1875
cohort was 28%.

2. Net Reproduction at Birth

Gross reproduction, however, gives only a very the-
oretical reproduction potential, as it does not make
allowance for mortality. Actually, R is a more strictly
female fertility measure than that customarily given by
completed fertility or TFR. To measure net reproduc-
tion, we must take into account the fact that the mother
cohort’s initial population at birth is diminished by
mortality even before reaching childbearing age. This
proportionally reduces its capacity to effectively
produce the female births that will replace it in the
overall population.

a. Cohort Analysis

Paradoxically, the concept of net reproduction was
introduced well before that of gross reproduction: in
the late 19th century, by Richard Böckh (1886, 1890). It
was then promoted in the United States by Robert R.
Kuczynski (1931) and in France by Pierre Depoid
(1941). When the gross rate is computed, the age-spe-
cific fertility rates are weighted by the probabilities of
(female) survival at the same ages. This yields a net
reproduction rate at birth, R0:

where lx+0.5 is the probability of survival from birth to
age x + 0.5.

In fact, if mortality is low and varies little at peak
fertility ages, we need only multiply the gross repro-
duction rate by the probability of survival at the mean
age at net childbearing2:
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1 This is the result obtained for the aggregated 1871–1880 birth
cohorts, which include that of Jeanne Calment (Festy, 1979), but the
finding is not of great importance because the cohort synthetic indi-
cators evolve slowly and without fluctuations.

2 This expression denotes the mean age computed for births
actually occurring in the cohort, allowing for mortality. The mean
age at net childbearing, x̄¢, is calculated, like net reproduction, from
fertility rates weighted by survival rates:

When mortality is low, there is actually little difference between
the mean ages at gross and net childbearing.
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R0 @ lx̄ ¢ ·R

A rate equal to unity means that, in a closed popu-
lation, a cohort of mothers will have actually given
birth to a number of daughters strictly equal to its own
initial number.

For example, in Jeanne Calment’s birth cohort
(1875), we obtain a net reproduction rate at birth of
0.83. The lesson is that, despite its large replacement
potential (1.28), the cohort’s mortality between birth
and reproductive ages made it fall far short of replac-
ing itself by an equal number of daughters: The deficit
is nearly 20%.

This below-unity net reproduction rate implies that
if all cohorts behaved like that of Jeanne Calment, the
population would be decreasing—but by how much
and at what pace? The answer obviously depends on
the mean interval between a cohort of mothers and
that of its daughters, in other words, the mean age at
childbearing. As explained in Chapter 3, the annual
average growth rate r that causes the population size
to increase from P0 to Pt in a time t is defined by:

Pt = P0ert

in other words

The annual average rate of increase r from a popu-
lation of mothers to a population of daughters can
therefore be estimated3 by replacing (1) the Pt/P0 ratio
by the net reproduction rate, and (2) the duration t by
the mean age at net fertility, x̄¢:

This rate resembles the intrinsic growth rate or
Lotka rate, discussed in the next chapter.

The actual experience of Jeanne Calment’s cohort
thus translates into a Lotka rate of increase of -0.3%
per year.

b. Period Analysis

As with gross reproduction, we can transpose the
findings to a period analysis to define the net repro-
duction of a fictitious cohort in a given period:
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or, if we are working with age groups:

As before, if mortality is low and varies little in the
peak fertility years, we simply multiply the gross
reproduction rate by the probability of survival at the
mean age at childbearing:

R0,t @ lx̄,t ·Rt

This rate measures the actual reproductive capacity
of the population inherent in the age-specific fertility
and mortality conditions of the period. In the condi-
tions observed in 1875, this period net reproduction
rate was 1.08 daughters per mother, a figure signifi-
cantly above the level strictly needed for replacement
and distinctly higher than the final rate for the women
born that year. The reason is that between the birth of
Jeanne Calment’s cohort and the late 1920s, when it
ceased to be fertile, the impact of the fall in fertility 
on reproduction came to outweigh the impact of the
decline in mortality.4 The period net reproduction rate
fell from 1.08 in 1875 to 1.02 in 1889, when Calment’s
cohort entered its reproductive period (15 years of
age). The rate dipped to 0.96 in 1904, when the cohort
reached its mean age at childbearing (28.6 years) and
finally to 0.93 in 1925, when the cohort reached the end
of its reproductive period (50 years). In other words,
the conditions prevailing at the cohort’s birth seemed
to offer it a fairly high net replacement potential, which
would have allowed a mild increase (8%) in the
number of daughters over the number of mothers.
When the cohort reached its peak reproductive ages,
the period conditions no longer ensured a one-for-one
replacement of the population. However, the actual
reproductive capacity of the 1875 cohort (0.83) even-
tually turned out to be far below each of these period
measures taken in the course of its reproductive
period. The reason is that, for this cohort, we also need
to factor in the deficit of births due to World War I.
Between 1916 and 1918, the period net reproduction
rate was under 0.5.

This net reproduction measure can be expressed as
a Lotka average annual rate of increase characterizing
the period fertility and mortality rates:
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3 This formula is only approximate because the distribution of
ages at childbearing has a nonnil variance. In this case, one can use
the second-order approximation (Brouard, 1982):
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4 Including, at the end of the reproductive period, a measurable
effect of the birth deficit of the war years.



Between 1875 and 1925, the rate fell from +0.11% to
-0.11%, with some sharply negative values during the
war (as low as -1.22% in 1916).

c. Illustration

Figure 19–1 compares the long-term changes in the
gross and net period and cohort reproduction rates in
France. Period rates are shown from 1750 on.5 Cohort
rates are plotted beginning with the women born in
1830. For a meaningful comparison between the cohort-
indicator changes and the period-indicator changes, we
would need to position each cohort in the year in which
it reached its mean age at childbearing. This has varied
over time, declining from slightly over 30 years in the
18th century to 27 years in the mid 20th century, then

rising to 29 years. For consistency, we have plotted each
cohort in the year when it reached age 29.

Predictably, the gross reproduction rates exhibit the
same contrast already emphasized in our analysis of
TFRs (Chapter 14) between the very steady pattern of
the cohort indicator and the highly fluctuating profile
of the period indicator. The contrast is less pronounced
for net reproduction, as it is subject to the fluctuations
in cohort survival, which are rather sensitive to the
swings in infant mortality. Again, however, the period
indicator displays far more fluctuations.

The most interesting finding here is the spectacular
convergence, in two centuries, between net reproduc-
tion and gross reproduction, in both the period indi-
cators and cohort indicators. In earlier times, mortality
between birth and reproductive ages drastically
reduced the replacement potential inherent in the 
fertility rate. Today, that measure of mortality has 
collapsed to the point of creating only an insignificant
difference between gross and net reproduction.

The figures also clearly show how consistently
France’s period net reproduction rate stayed close to
unity throughout the period of study, with a single
noteworthy exception: the baby boom of the 1950s and
1960s.

One final observation: For gross reproduction, the
cohort and period indicators move reasonably in step
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FIGURE 19–1 Long-term changes in gross and net reproduction rates, by birth cohort and according to
period conditions. France, 1750–1997.

5 Data for the 18th century are drawn from Louis Henry’s his-
torical reconstitution based on a representative sample of parish reg-
isters (Festy, 1979, for fertility; Blayo, 1975, for mortality). Our 19th
century fertility data are from Depoid (1941), Festy (1979), and
INSEE’s Annuaire Rétrospectif (1966, 1990), while the mortality data
are based on the reconstitution by France Meslé and Jacques Vallin
(1989). For the 20th century, our fertility data are taken from INED
(1975 and successive official reports annually published in Popula-
tion by INED), INSEE yearbooks, and unpublished computations by
Gérard Calot; the mortality data were computed by France Meslé
and Jacques Vallin (Vallin, 1971; Vallin and Meslé, 2001).



(disregarding the period-indicator fluctuations); the
net-reproduction indicators display a very different
pattern. From the mid 19th to mid 20th centuries, the 
net reproduction of each cohort runs well below the
net reproduction rate of the year in which the cohort
reaches age 30. We find the same result, of course,
when we compare the changes in the average annual
rates of increase corresponding to these two net-
reproduction indicators (Figure 19–2). This contradic-
tion is due to the intrinsic difference between the
period and cohort measures of net reproduction.

3. Reproduction at Age 15

The difference pointed out at the end of the previ-
ous paragraph can be explained as follows. In the
cohort analysis, the expression of the net reproduction
concept used until now, net reproduction at birth (hence
the notation R0), covers only one of several possible
meanings. It tells us how many births of daughters 
will replace a cohort of births of mothers. As we have
just seen, however, current mortality conditions evolve
between a mother’s birth and the time when she
reaches reproductive age. Is it not more logical, there-
fore, to compare how many surviving daughters at age
15 would replace the cohort of mothers entering their
reproductive period at the same age? Rather than
measuring the replacement of births by births, we
would thus measure the replacement of females of
childbearing age by females of childbearing age. To
obtain this net reproduction rate at age 15, R15, for a gen-

eration, we should not weight fertility rates at each age
by the mothers’ probability of survival between birth
and childbearing age. Instead, we must weight them
by (1) the mothers’ probability of survival between age
15 and childbearing age and (2) the daughters’ proba-
bility of survival between birth and age 15:

where lx
m and lx

d are the probabilities of survival
between birth and age x in the cohort of mothers and
in the cohorts of daughters. As a rule, we lack the nec-
essary data for a precise computation of the survival
rate of daughters born to these mothers (as distinct
from other daughters of the same cohorts born to
mothers of different cohorts). We can, however, esti-
mate the value from the survival rate in the cohort of
daughters born in the year in which the mothers have
reached their mean age at childbearing.

Moreover, as in the earlier exercise, we can gener-
ally simplify the calculation by using the mean age at
childbearing to adjust gross reproduction for the prob-
ability of survival of mothers between age 15 and their
mean age at childbearing and the probability of sur-
vival of daughters at age 15:

For Calment’s cohort, this net reproduction rate at
age 15 was 0.91—significantly above the net repro-
duction rate at birth, but still well below unity. This sit-
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uation is characteristic of a population whose mortal-
ity at early ages is very high but on a steep downtrend.
The substitution of the daughters’ infant and child
mortality for that of mothers in the formula means a
milder cut in the gross reproduction rate. Indeed, all
French cohorts born since the mid 19th century display
a net reproduction rate at age 15 that is substantially
higher than their reproduction at birth (Figure 19–3).6

We can, of course, compute the net reproduction
rate of a cohort at other ages, relative to their repro-
ductive period, for example at their mean age at child-
bearing, provided there is no major difference in this
age between mothers and daughters. In fact, as mor-
tality is rather low at young adult ages, this additional
refinement will not have a significant impact.

4. Reproduction of Years Lived

By contrast, to fully measure a population’s capac-
ity to ensure its own effective replacement, we should
also take into account mortality beyond age 50.
Suppose that mothers live 50 years and daughters 80
years. A net reproduction rate (at birth or at age 15)
below unity would be enough to ensure the replace-
ment of the total population. Historically, that is what
occurred in France for many cohorts in which—thanks
to the sharp rise in their life expectancy over age 50—
not only the net reproduction rate but also the repro-

duction rate at age 15 were below unity even as the
nation’s population was increasing by more than net
immigration would have allowed.

Consequently, to gain more insight into the concept
of replacement, Louis Henry (1965) set out to calculate
a reproduction rate of years lived, Ry, by weighting the net
reproduction rate by the ratio of the daughters’ life
expectancy at birth to that of the mothers:

In Calment’s cohort, the net years-lived reproduc-
tion rate was 1.02, more than 10% higher than the net
rate at age 15, which was already 10% above the net
rate at birth. On this measure, therefore, the cohort did
succeed in replacing itself.

In France, the years-lived reproduction rate has 
consistently exceeded the rate at age 15 for all birth
cohorts since the relevant data became available
(1830). As a result, unlike net rates at birth or at age 
15, the years-lived reproduction rate significantly
exceeded unity for the cohorts born between 1830 and
1880. On the other hand, it fell below unity in the
cohorts born between 1880 and 1900 owing to the enor-
mous deficit of births caused by World War I (Figure
19–3).

Later, thanks to the baby boom, all three indicators
topped unity, but the years-lived reproduction rate 
did so 20 cohorts before the net rate at birth. From 
that point on, in fact, the years-lived reproduction rate
caught up swiftly with the gross reproduction rate.
Remarkably, since the 1925 cohort, the years-lived
indicator has overtaken the gross reproduction rate.
The daughters’ life-expectancy gains on their mothers
have increasingly outweighed the fertility loss due to
mortality before the reproductive period.

Obviously, if we calculate these replacement indi-
cators not for a cohort but using period fertility and
mortality functions applied to a fictitious birth cohort,
all the variants of the net reproduction rate (R0, R15, Ry)
coincide, since the mothers and daughters of the ficti-
tious cohort are assumed to have the same mortality.

This observation suggests another one. For a cohort
displaying the same fertility and mortality functions
throughout its lifetime, the combination of the two
functions into a reproduction rate gives us the exact
measure of its presumed renewal capacity. In conse-
quence, if we define the two functions as two constant
laws applying to all cohorts, can we not ipso facto
deduce from the functions the population’s capacity to
increase (or decrease) in the years ahead? In other
words, to what extent does the Lotka rate of increase
that we can deduce from the functions tell us the 
population’s real rate of increase tomorrow? If, for
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6 By contrast, the cohorts born in 1840 to 1844 had a net repro-
duction at age 15 that was below their net reproduction at birth: This
is due to the rise in infant and youth mortality in France between
1850 and 1880, plus an exceptional excess mortality in 1870 to 
1871 caused by the Franco-Prussian war and the Paris Commune
insurrection.



example, the fertility and mortality conditions of 1997
persisted indefinitely in Italy—with a net reproduction
rate well below unity—the Italian population would
surely decline. But there is little likelihood that the con-
ditions of a given year will endure: 1997 conditions, for
example, are subjected to the timing effects described
earlier (see Chapter 14). Even if the conditions per-
sisted, we would still have to factor in the role of the
population’s age structure. As we saw in Chapter 4,
that structure would translate the fertility and mortal-
ity functions into births and deaths, which, in turn,
would cause the structure to change. This issue will be
explored in greater detail in the next chapter, devoted
to population models.

Beforehand, however, we must go back to the initial
simplification of the problem: what is the role of men
in the process we designate here as reproduction?

II. MALE REPRODUCTION AND THE 
SEX-RECONCILIATION ISSUE

The concept of reproduction, which we have hith-
erto discussed in terms of childbearing, could be just
as well examined from the standpoint of paternity, if
we had male fertility statistics at our disposal. Unfor-
tunately these are rare, for two reasons. The most
important one is practical: paternity outside marriage
is hard to observe, and even data on paternity in mar-
riage are scarce. The second reason, no doubt, is a cul-
tural one: most human societies have long regarded
the reproduction of the species as the pre-eminent 
role of women. This is regrettable, as the analysis of
male fertility—in those circumstances where it can 
be carried out—offers a different perspective on 

the reproduction issue. Incidentally, this raises a 
question that still awaits a satisfactory answer: how
should demographers incorporate male-female coop-
eration into the measure of a population’s fertility and
reproduction?

1. Male Fertility and Male Reproduction: 
the Case of a Monogamous 

European Population

Male fertility is seldom measured. Some authors in
the 1940s attempted to incorporate male fertility indices
into the theoretical study of population (Karmel, 1947,
1948, 1949; Hajnal, 1950), but there are hardly any his-
torical descriptions. Nicolas Brouard (1977) tried to
reconstitute the evolution of male fertility and male
reproduction in France over nearly a century.

Figure 19–4 shows the difference between male and
female fertility in France in the late nineteenth century
and the mid 1970s. The difference is significant. Men
have a later fertility than women. However, in a pop-
ulation such as France’s, where marriage is monoga-
mous and the age difference between spouses fairly
small, the similarities between the two fertility curves
(same overall profile and closeness of the heights of the
two modes) outweigh their differences (mostly due to
the age difference between spouses). Moreover, these
differences have narrowed sharply in a century owing
to the sizable reduction in the age difference between
spouses.

The fertility differences, however, are sufficient to
induce significant differences in gross reproduction
between sexes (Figure 19–5). For the late 19th century
(1899), Nicolas Brouard finds a male TFR of 3.1 chil-
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dren versus a female TFR of 2.9 children. The relative
gap between gross reproduction rates (1.6 for males
and 1.4 for females) was even wider since there were
more male than female births. However, as male mor-
tality was greater and the mean age at paternity higher
than the mean age at childbearing (33.8 versus 29
years), the sex differential was much smaller in terms
of net reproduction: 0.99 for males and 0.95 for females
(Table 19–1). With time, these differences have nar-
rowed to near-insignificance in the 1970s.

2. Male Fertility and Reproduction: the
Case of a Polygamous African Population

The pattern is very different in a population where
polygamy is widespread and the age difference
between spouses is large. An eloquent example is pro-
vided by Gilles Pison’s study of the Bandé Fulani in
eastern Senegal (1982). The age-specific male and
female rates of this population are extremely diver-
gent. Male fertility is later, more dispersed, and higher
than female fertility (Figure 19–6). Although female
fertility peaks at age 20 to 25 and is concentrated
between the ages of 15 and 45, male fertility peaks at
age 45 to 49 and is widely spread between the ages of
25 and 70. This does not prevent it from reaching 400
per thousand versus only 300 per thousand for female
fertility. As a result, the TFR is much higher among
men (nearly 12 children per male) than among women
(6.7 children per female).

Such differences are made possible only by
polygamy, which seems to allow men to have more
children because they beget them later. Indeed,

polygamy cannot become a significant phenomenon
unless the age difference between spouses is wide.

At the same time, however, the massive differences
observed in TFRs and—even more so—in gross repro-
duction rates (6 for males versus 3.3 for females) are
substantially narrowed when we look at net repro-
duction: the figures are 1.8 for males versus 1.5 for
females (Table 19–2). Even though male mortality is
barely higher than female mortality in Africa, it exerts
a greater downward effect on gross reproduction
capacity for men, because it has to be factored in for a
period of more than 40 years of mean age at net pater-
nity, compared with only 27 years for female mean age
at net childbearing. Last, when we compute the Lotka
rate, the fact that reproduction requires 40 years of
male life versus only 27 years of female life means that
the average annual rates of increase implied by these
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TABLE 19–1 Indicators of Male and Female 
Reproduction in France, 1899 and 1974

Indicators 1899 1974

Male Female Male Female

Total fertility rate 3.08 2.86 2.05 2.11
(TFR)

Proportion of 0.512 0.488 0.512 0.488
births of each sex

Gross reproduction 1.58 1.40 1.05 1.03
rate (R)

Mean age at 33.8 29.0 29.7 26.8
procreation (x̄)

Net reproduction 0.99 0.95 1.00 1.00
rate (R0)

Lotka growth rate -0.01 -0.07 0.00 0.00
(first order)

Source: Computations from findings in Brouard 1977.

TABLE 19–2 Indicators of Male and Female 
Reproduction for Bandé Fulani

Indicators Male Female

Total fertility rate (TFR) 11.7 6.72
Proportion of births of each sex 0.512 0.488
Gross reproduction rate (R) 5.99 3.28
Mean age at gross procreation (x̄) 44.3 27.6
Mean age at net procreation (x̄) 40.1 27.0
Net reproduction rate (R0) 1.79 1.49
Lotka growth rate (first order) 1.46 1.48
Standard deviation 11.2 8.3
Lotka growth rate (second order) 1.48 1.51

Source: Pison, Gilles, 1982. Dynamique d’une population tradition-
nelle: les Peul Bandé (Sénégal oriental). Paris, INED, PUF, 278 p.
(Travaux et Documents series, Cahier no. 99).



reproduction figures are—in the end—virtually the
same. In this manner, two theoretical gross reproduc-
tion capacities, one twice as large as the other, are 
reconciled in a single rate of actual procreation.
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With the device of the hypothetical cohort, we have
sought to estimate the fertility, mortality, and migra-
tions in a cohort that would be subject throughout its
life to the conditions prevailing in the period studied.
Let us go one step further and examine the changes in
a population whose age-specific fertility, mortality, and
migration rates would be frozen at the levels observed
at a given moment. In the long run, what would
become of its size, its age and sex structure, its crude
birth, death, and migration rates, and, ultimately, its
growth rate?

In Chapter 4, we discussed the interaction between
the population structure and the determinants of its
changes. At this stage, however, we have not examined
the instruments for measuring the phenomena
involved, which will be discussed in the following
chapters. For the moment, these instruments enable 
us to formalize the relationships, to understand how
they work, and to attempt an answer to our opening
question.

The first demographer to define the equation
linking a population’s age structure, fertility, and 
mortality was Alfred Lotka in 1939. In so doing, he
demonstrated that, whatever its initial age structure, 
a closed population subjected indefinitely to constant
age-specific fertility and mortality tends toward a 
constant age structure and a constant growth rate.
Lotka’s study gave rise to the concept of stable 
population.

To do this, however, Lotka doubly simplified the
problem by restricting his model to the female popu-
lation (the yardstick by which fertility is customarily
measured) and specifying a closed population (with

no migration). Other authors have since tried to extend
the model. Their generalization effort has led them to
analyze not only the changes in populations with con-
stant growth rates, but also the changes in populations
with variable growth rates.

In its generalized form, Lotka’s equation may 
also provide an answer to a new question. Instead 
of exploring possible changes in the age structure of a
population whose fertility, mortality, and migration
rates were frozen at their present levels, we will 
ask what factors in past fertility, mortality, and 
migrations have led to the age structure observed 
at a given moment. For this purpose, we will use 
the cohort measures of fertility, mortality, and 
migrations.

I. LOTKA’S THEORY

Provided that mortality and fertility at each age consistently
exhibit the same values whatever the initial age structure,
birth rate, and death rate, the growth rate will ultimately
approach the asymptotic value r—the intrinsic value—which
expresses the population’s fundamental capacity to multiply
when freed of the disruptive influence of an arbitrary age
structure.

This aspect of the intrinsic rate of natural increase r
deserves our very close attention. The rate is of interest to us
less as a forecasting instrument than because it expresses a
current property of a population, its fundamental capacity to
multiply. The crude rate of natural increase—i.e., the excess
of the birth rate over the recorded death rate—does not give
us the true measure of this capacity, as both the latter rates
are influenced by the population’s age structure, and this
structure itself depends on what we can describe as fortuitous
factors that have been at work in the past. There can be a
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sizable gap between the crude rate and the intrinsic rate.1

(Lotka, 1939)

When we take a closed population in any given
initial situation and arbitrarily make its mortality and
fertility functions constant, we commit the population
to a process of convergence toward a population
whose growth rate and age structure will also be 
constant. The growth rate and age structure will be
exclusively determined by the combination of fertility
and mortality functions—in other words, they will 
be totally independent of the initial situation. The 
theoretical population reached at the end of this 
convergence (stabilization) process is called a stable
population. In reality, according to the theory,

This limit is never reached, as the population oscillates indef-
initely around the stable state but the oscillations are increas-
ingly weaker. If we set a limit to the amplitude of the
oscillations, the limit is reached at the end of a period T that
depends on the [mortality and fertility functions] in t1 and the
age structure of the population in t1.2 (Bourgeois-Pichat, 1994).

1. The Concept of Stable Population

The concept of stable population is not new. The
Swiss mathematician Leonhard Euler defined its prin-
ciple as far back as 1760 (Lombardo, 1976; Smith and
Keyfitz, 1977).3 In fact, it is Euler’s studies that served
as a basis, 50 years later, for the entry on Population by
Thomas Malthus in the fourth edition of the Ency-

clopædia Britannica (Coale, 1979; Bourgeois-Pichat,
1994). From Euler, Malthus drew his conclusion that
human populations expand geometrically whereas the
production of food increases only arithmetically,
which is why Lotka describes a population whose
growth rate is constant as Malthusian.

But the international scientific community had for-
gotten the concept of stable population until Lotka’s
studies on the eve of World War II revived interest in
it.4 Lotka’s contribution, in turn, took time to receive
the full attention it deserved. Only Giorgio Mortara,
working in Brazil in the 1940s and 1950s, realized its
value for understanding population dynamics in the
developing countries (Mortara, 1949). Not until the
work of the Office of Population Research in Prince-
ton5 and the Population Division of the United
Nations6 in the early 1960s did stable-population
theory pave the way for a proliferation of theoretical
research and practical applications, which are now
central to the analysis of population dynamics.

2. The Fundamental Equations

As Lotka reminds us (1939), in a closed population
subject to a constant mortality regime defined by the
probabilities p(a)7 of survival between birth and age a,
and displaying a constant age structure c(a), the total
size and the number of births increase (or decrease),
according to Malthus’s law, at a constant rate r, and the
birth and death rates—known as intrinsic rates—are
themselves constant.

The intrinsic birth rate b is therefore equal to

and the proportion c(a) of the population at a given age
is equal to

Naturally, if B denotes births, the population N(a)
aged a is at all times equal to

N a Be p ara( ) = ( )-

c a be p ara( ) = ( )-

b

e p a dara

=
( )-Ú
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0

w
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1 Pourvu que la mortalité et la fécondité á chaque âge aient con-
stamment les valeurs données, quelle que soit la répartition initiale
par âge et les taux de natalité et de mortalité, en fin de compte le
taux d’accroissement s’approche de plus en plus à la valeur asymp-
totique r, valeur intrinsèque, qui exprime la capacité fondamentale
de multiplication de la population, libérée de l’influence perturba-
trice d’une répartition par âge arbitraire.

C’est là un aspect du taux intrinsèque d’accroissement r qui mérite
notre attention toute particulière. Ce taux nous intéresse moins comme
instrument de prévision que par le fait qu’il exprime une propriété actuelle
d’une population, sa capacité fondamentale de multiplication. Le taux brut
d’accroissement—excédent du taux de natalité sur le taux de mortalité
enregistré—ne nous donne pas la mesure véritable de cette capacité, car ces
taux sont tous les deux influencés par la répartition par âge de la popula-
tion, et cette répartition elle-même dépend de facteurs pour ainsi dire adven-
tices qui ont agi dans le passé. Entre le taux brut et le taux intrinsèque il
peut y avoir un écart importan.

2 Cette limite n’est jamais atteinte, la population oscille indéfiniment
autour de l’état stable mais les oscillations sont de plus en plus faibles. Si
l’on se fixe une limite pour la grandeur des oscillations, cette limite est
atteinte au bout d’un temps T qui dépend des [fonctions de mortalité et
de fécondité] au temps t1 et de la composition par âge de la population à
l’instant t1.

3 An English translation of Euler’s text by Nathan and Beatrice
Keyfitz was published in Theoretical Population Biology (1970; p.
307–314). In the year following its original publication, Euler’s study
was discussed by Johann Peter Süssmilch (1761): His commentaries,
as well, have been translated (Smith and Keyfitz, 1977).

4 Lotka’s 1939 publication, however, had been preceded by pre-
liminary studies (Lotka 1907, 1922; Sharpe and Lotka, 1911) that had
led him to this general statement.

5 Particularly at the behest of Ansley Coale, Paul Demeny, Alvaro
Lopez, and, later, Samuel Preston.

6 Particularly at the behest of Bourgeois-Pichat.
7 We adopt most of Lotka’s original symbols, now standard in

all the current literature on stable populations: We use a to denote
age, rather than the x used previously.



which is the fundamental function of the stable popu-
lation (or Malthusian population, as Lotka calls it).

However, as Lotka notes, the first two relationships
are not independent and are thus inadequate for com-
pletely determining the quantities b and r. The first
formula, which expresses a relationship between the
birth rate and the growth rate, does not suffice to set
their values once and for all. For this purpose, we need
a second relationship that is independent of the first
and incorporates fertility. This brings us to the difficult
problem of finding a complete expression of fertility
that allows for the sexuated mode of reproduction
inherent in the human species. Like Lotka, we will
have to restrict our analysis, at least initially, to a single
sex—for convenience, the female sex.

Girls born in year t (B(t)) are born to mothers who,
that year, have an age a falling within the reproductive
period (say, 15–49 years). These mothers, in turn, were
born in year (t - a), when the number of births of girls
was B(t - a). As a result, in an infinitesimal time inter-
val dt, there were B(t - a)dt births of girls, of whom 
B(t - a)p(a)dt survived in year t, at age (a + dt), equal
to (a + da). Let m(a) be the rate of girls per mother8

aged a. By definition, this function m(a) is, like the 
function p(a), independent of time. We can thus define 
the annual number of births of girls in t as a function
of the number of births of women in (t - a):

To find the growth rate of the stable population,
Lotka solved this equation with an exponential series:

He showed that each ri satisfies the relationship:

and that the ri coefficients are accordingly determined
as the roots of the equation:

independent of the initial conditions, whereas the Qi

coefficients depend on those conditions.

1
0

= ( ) ( )-Ú e p a m a dara
w

1
0

= ( ) ( )-Ú e p a m a dar ai

w

B t Q ei r t

i

i( ) =
=
Â

0

w

B t B t a p a m a da( ) = -( ) ( ) ( )Ú
0

w

The roots of Lotka’s fundamental equation are not
all real, but obviously the function p(a)m(a), product of
a probability and a rate, can assume only real, positive
values. In consequence, this equation can have only
one real root, r, which is positive if the net reproduc-
tion rate R0 is greater than 1:

negative for R0 < 1, and null for R0 = 1. In other words,
its sign depends on whether the number of births
increases, decreases, or stays constant from one gener-
ation to another.

Moreover, we can define the number of individuals
N(a) living in t as the sum of all those who, born in 
(t - a), survive at age a in t. In t, the size of the popu-
lation is therefore equal to

In the case of the real root r, the relationship B(t) =
Qrert makes it possible to transform the previous rela-
tionship as follows:

in other words:

N(t) = Kert

K is a constant. Thus r is, quite simply, the popula-
tion’s intrinsic rate of natural increase (or intrinsic
growth rate).

As a result, this single real root r of Lotka’s funda-
mental equation enables us to completely define the
characteristics of the stable population (Lotka, 1939):

3. From the Determination of r to the
Calculation of the Stable Population

To obtain a concrete estimate of these characteristics
from a given mortality function p(a) and a given fer-
tility function m(a), we need to resolve the last of these
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8 We use the expression rate of girls per mother to specify that we
are talking not about a female fertility rate in the sense we used
earlier (i.e., ratio of births of both sexes to females only) but about
fertility rates obtained by calculating the ratio of female births only
to females.



three relationships, which will give us a measure of the
intrinsic growth rate. Different methods have been
proposed for this purpose.

Lotka (1939) suggested a three-level approximation.
As a first approximation, he obtained

where R0, the 0-order moment of the net maternity
function p(a)m(a), and m1, the order 1 semi-invariant,
are in reality the net reproduction rate and the mean
age at childbirth. His second approximation relies on
the resolution of a quadratic equation, and his third on
the analysis of the complex roots of the equation. John
Pollard (1973) took Lotka’s complex approach and
expanded it on certain points.

Other authors have come up with more advanced
solutions (see Coale, 1957; Keyfitz, 1968, 1972).
However, matrix calculus offers an easier solution to
the problem by placing the overall question of the shift
to a stable state in another perspective: that of popu-
lation projections. William Feller understood this
advantage as far back as 1941.

II. MOVING TOWARD A STABLE
STATE VIA THE PROJECTION MATRIX

It is fairly easy to deduce the properties of the stable
population from a population’s projection matrix (i.e.,
the matrix whose rows reproduce the overall female
fertility rates9 and whose subdiagonals reproduce the
probabilities of survival in the course of each projec-
tion stage). This approach was introduced by Harro
Bernardelli in 1941 and extensively described by 
Paul H. Leslie (1945). Given the constancy of the fer-
tility and mortality rates of a stable population, the pro-
jection matrix remains identical over time. To make a
demographic projection,10 we simply multiply a vector
comprising the number of females by age by the pro-
jection matrix for each stage of the perspective. As we
are dealing with a stable population, the successive
multiplication of the projection matrices is equivalent
here to multiplying the matrix by itself and therefore
to raising it to successive powers. Because of the strong
convergence of stable populations, the projection
should yield the characteristics of the stable popula-
tion if we raise the projection matrix to a sufficiently
high power.

r
Re@

log 0

1m

Let us take an example provided by Nathan Keyfitz
many years ago (1964). It consists of a 3 ¥ 3 projection
matrix for U.S. females in the three 15-year age groups
of 0–14, 15–29, and 30–44 years for the period 1940 to
1955. If we consider that U.S. fertility is complete at age
45, this submatrix is the only one that matters in terms
of population dynamics, because women older than 45
years do not contribute to demographic reproduction.
We therefore define the initial matrix

The first row gives the female fertility rates and the
subdiagonal the probabilities of survival of the 0–14
age group to ages 15–29, and of the latter group to ages
30–44 years. Let us now raise matrix A to successive
powers. By A3 there are no null terms left. Let us now
compare the mij elements of matrices A32 and A33. The
respective values of these matrices are

and

Let us start by taking the ratios of elements mij/m1j

of one of the two matrices, say A33 (we would obtain
the same result with A32). We obtain for j = 1, 2, and 3,
respectively:

We see, therefore, that the columns (as well as the
rows, incidentally) of A32 and A33 are proportional and
identical. We also have the size of the U.S. female 
population projected to periods 32 and 33, using 
the constant projection matrix A. The projection shows
the following population sizes (to within a multiple of
10):

Age group Population size in Population size in 
period 32 period 33

0–14 96,131 101,845
15–29 89,476 94,795
30–44 82,093 86,973
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9 This is the net overall fertility rate taking into account sur-
vivals in the course of each projection stage (see Keyfitz, 1968).

10 The issue of demographic projections will be discussed as such
in several later chapters of this Treatise (see especially Chapter 72).



Dividing these numbers by the size of first age
groups, we obtain the relative structure of the popula-
tion in the stable state.

Age group Period 32 Period 33

0–14 1.00000 1.00000
15–29 0.93077 0.93078
30–44 0.85397 0.85397

The column-vectors of matrix An (large n) are there-
fore proportional to the relative structure in the stable
state, considering that the stable state is nearly reached
at the end of 33 ¥ 15 projection years.

Let us now calculate the ratio of the elements of A33

to those of matrix A32. We obtain the following results:

We obtain the same constant, 1.05944, nearly each
time. It is the factor by which all the population
numbers by age are multiplied to shift from one pro-
jection stage to the next in 15-year periods. The annual
growth rate of the stable population is therefore equal
to 1/15 ln 1.05944 since a constant growth rate leads to
an exponential increase in the population, here 3.8% a
year.

Let us now show that these results can be calculated
from the eigenvectors of the projection matrix A asso-
ciated with the main root (or eigenvalue) l (see
Keyfitz, 1968; Wattelar, 1971). Linear algebra shows us
how to calculate the vertical (u) and horizontal (v)
eigenvectors, respectively, so that:

Au = lu

vA = lv

associated with the main root l.
We must begin by estimating the main root l corre-

sponding to the ratio of the sizes of the stable popula-
tion at two different moments in time (Keyfitz, 1968).
This is obviously equivalent to the ratio of the elements
of matrix An+1 to those of the matrix An, for a large n.
Taking the previous A(3 ¥ 3) matrix as an example, the
ratio of the elements, as we have seen, yields the value
l = 1.05944 for n = 32. This value is unique, once sta-
bility is reached. It corresponds to the intrinsic growth
rate of the stable population.

We can also calculate the same result from the char-
acteristic equation of the projection matrix
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which gives

l3 + l2 g(0) + l g(1) p(0) + g(2) p(0) p(1) = 0

This equation has only one real positive root that
corresponds to the stable population’s intrinsic growth
rate. The uniqueness of the solution is easily demon-
strated (Goodman, 1968). Let us write the characteris-
tic equation in the general form:

where h(y) represents the products g(y)s(y), with

, for example, in the characteristic 

equation:

h(2) = g(2) p(0) p(1)

We can also write:

Dividing the two members by lk+1, we obtain:

As the left-hand term decreases from infinity 
to 0 when l increases from 0 to infinity, the character-
istic equation will admit only one real positive 
root l.

Returning to the projection matrix:

where g(k) are the fertility rates and p(k) the probabil-
ities of survival, and applying the theory of homoge-
neous linear equation systems with null determinant,
we obtain the solution:

u(0) = 1

u(1) = p(0)/l

u(2) = p(0)p(1)/l2

for the vertical eigenvector u. The horizontal eigen-
vector v will be equal to
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With the data of the U.S. projection matrix 
used earlier, we obtain the following for the vertical
eigenvector:

and for the horizontal eigenvector:

v = (1.05944 0.79264 0.12110). 

We see that the vertical eigenvector u provides the
relative stable structure, obtained earlier by raising A
to a sufficiently high power. As for the horizontal
eigenvector v, it is the discrete expression of the female
reproductive value, a concept developed by Ronald
Fisher (1958), which represents the present value of
future births for females at each age i; the present value
is obtained by applying the discount rate r, equal to
the intrinsic growth rate of the stable population.

Note that Andrei Rogers (1966) generalized this
approach to open populations. He divided the popu-
lation into subsets subject to internal migrations, in
addition to their specific fertility and mortality rates.
The principle of strong convergence (or ergodicity),
specific to the stable model, is also applicable here if
the interregional projection matrix remains constant
over time.

III. A SPECIAL CASE: THE 
STATIONARY POPULATION

There are as many stable populations as there are
possible combinations between the different fertility
and mortality functions imaginable. Depending on the
resulting equilibrium between the force of mortality
and the fertility rates, the intrinsic growth rate can
be—as we have seen—positive, null, or negative.

1. The Stationary Population

When r is null, not only is the structure constant, but
the population sizes, the number of births and the
number of deaths are as well. The population is said
to be stationary. It is entirely determined by its forces
of mortality. This stationary population is, therefore,
quite simply the Lx function of the life table (i.e., the
life-table population. As we know (Chapter 11) that life
expectancy is equal to
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and that the crude death rate is equal to

we see immediately that, in this particular case, life
expectancy at birth is equal to the inverse of the intrin-
sic death rate and, since the growth rate is null, it too
is equal to the inverse of the intrinsic birth rate

And, at any age x, life expectancy at this age is 
equal to the inverse of the crude death rate above 
age x:

Thomas Greville (1943; see also Chapter 14) uses
this property to close a life table.

2. Growth Potential of the Population

One of the possible applications of the stationary
model is to measure what Paul Vincent (1945) has
called the potential for increase and various English-
language authors have used the expression population
momentum, with a fuller, more general mathematical
elaboration (Keyfitz, 1971, 1985; Preston and Guillot,
1997). The idea is simple: By how much will the pop-
ulation vary between the moment when its fertility
and mortality functions freeze at the levels strictly
needed for cohort replacement (R0 = 1) and the
moment when it reaches the stationary state? The
question was first raised in connection with the decline
in fertility in the developing countries. Would a very
swift decline indicate the end of the population explo-
sion often denounced as an obstacle to development?
No, because the populations of those countries had
accumulated a high growth potential in their very
young age structures. We can also ask the same ques-
tion today in the developed countries, where the fall
in fertility and greater longevity have produced
increasingly older age structures: by how much would
the population decline if, by miracle, fertility were to
recover and settle at the 2.08 children per female
needed—in present mortality conditions—to attain the
stationary state?

Samuel Preston and Michel Guillot (1997), using
Vincent’s concept and the work of Keyfitz, have gen-
eralized the mathematical definition of the potential
and arrived at the following formula:
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where c(a) is the age structure of the initial population,
cs(a) that of the population in the stationary state, and
w(a) the ratio of net reproduction above age a to the
mean age at childbirth in a stationary regime.11

It is thus clear that a population’s potential for
increase is a function of the age-structure disparities
between the initial situation and the stationary state.
Table 20–1 shows the potentials calculated by Preston
and Guillot (1997) for the main regions of the world
and selected countries of interest. If the African popu-
lation had reached stationarity conditions by 1997, it
would nevertheless have continued to grow by 56%
before becoming stationary. Conversely, if Germany’s
fertility had returned by the same date to the level
needed for strict generation replacement, its popula-
tion would nevertheless have had to fall 12% before
stabilizing.

IV. SOME APPLICATIONS OF THE
STABLE POPULATION MODEL

The stable population model has been highly suc-
cessful and has been applied in many ways in a wide
range of fields, from correcting imperfect data.12 (Coale

M
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w a da
s
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( )

◊ ( )Ú
0

w

and Demeny, 1967) to modeling the acquired immuno-
deficiency syndrome (AIDS) epidemic (Brouard, 1987,
1994). We will limit ourselves to two very different
examples here.

1. The Coale–Demeny Models

The most popular tool based on the theory of stable
populations is unquestionably the network of
Coale–Demeny models (1966, 1983). Coale and
Demeny began with four families of model life tables13

built from real data,14 and a set of age-specific fertility
functions. They derived a vast set of stable populations
defined by different combinations of mortality and 
fertility levels and structures. This set comprises four
subsets designated as West model, East model, North
model, and South model, according to the origin of the
real data used, although this does not impart any 
geographic significance to the models. By way of illus-
tration, Table 20–2 lists some population-dynamics
indicators (crude birth and death rates, growth rate,
and mean age of the population) obtained for selected
combinations of mortality and fertility described by
the West model.

As expected, the higher the gross reproduction rate,
the higher the birth rate (Table 20–2 and Figure 20–1).
However, for an identical gross reproduction rate, as
the table shows, the birth rate varies according to life
expectancy at birth. This variation, in turn, depends on
the fertility level: It is near zero when the reproduction
rate is below 2, and gradually widens as fertility rises.
But the variation is not truly significant except at
implausible fertility levels, when the gross reproduc-
tion rate exceeds 4 or 5.

For an identical life expectancy, the crude death rate
depends, in turn, on fertility. Whatever the life
expectancy at the lowest fertility levels, the death rate
decreases when fertility increases (Figure 20–2). But
when the gross reproduction rate exceeds 2, the death
rate varies according to life expectancy. If the latter is
below 50 years, the crude death rate increases with fer-
tility, whereas if life expectancy exceeds 50 years, the
rate stagnates or actually keeps declining. The mean
age of a stable population depends very little on life
expectancy, even if some differences appear when the
gross reproduction rate exceeds 2 (Figure 20–3). For all
gross reproduction rates above 1, the mean age rises
with life expectancy. For a gross reproduction rate of
2.5, the mean age falls from 28.5 years with a 20-year
life expectancy to 24 years for an 80-year life
expectancy.
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TABLE 20–1 Growth Potential
Observed in 1997 in Main Regions of

World and Selected Countries

Region or country Growth potential

Africa 1.56
West Asia 1.56
Southeast Asia 1.48
Latin America 1.48
South Central Asia 1.47
East Asia 1.22
North America 1.10
Europe 0.98
Austria 0.96
Russia 0.94
Italy 0.91
Germany 0.88
World 1.35

Source: Preston and Guillot, 1997. Popula-
tion dynamics in an age of declining fertility syn-
thesis, Genus, vol. 53(3–4), p. 15–31.

11 Or 

12 On this point see also Chapter 127.

w a
p x m x dx

x
a( ) =

( ) ( )Ú
w

13 The concept will be discussed in greater detail in Chapter 128.
14 See Chapter 128.



256 Caselli, Vallin, and Wunsch

TABLE 20–2 Selected Indicators Characterizing the Stable Populations of the Coale–Demeny West Model: Females

Parametersa Gross reproduction rate

0.8 1.0 1.5 2.0 2.5 3.0 4.0 5.0 6.0

e0 = 20y

b 9.6 13.3 22.6 31.5 39.9 47.7 61.4 73.1 83.3
m 56.9 53.1 48.7 47.7 48.2 49.5 52.9 56.5 60.0
r -0.5 -0.4 -0.3 -0.2 -0.1 0.0 0.1 0.2 0.2
x̄ 44.5 41.5 35.7 31.6 28.5 26.2 22.7 20.3 18.5

e0 = 30y

b 9.7 13.4 22.5 31.0 38.8 45.9 58.1 68.5 77.4
m 43.7 39.8 35.0 33.5 33.3 33.9 35.7 37.8 39.9
r -0.3 -0.3 -0.1 0.0 0.1 0.1 0.2 0.3 0.3
x̄ 43.8 40.5 34.2 29.9 26.7 24.4 21.0 18.7 17.0

e0 = 40y

b 9.7 13.4 22.3 30.5 37.9 44.5 55.9 65.4 73.5
m 34.9 30.9 25.8 23.9 23.4 23.4 24.3 25.5 26.7
r -0.3 -0.2 0.0 0.1 0.1 0.2 0.3 0.4 0.5
x̄ 43.5 39.9 33.2 28.8 25.6 23.3 20.0 17.8 16.2

e0 = 50y

b 9.7 13.3 22.1 30.0 37.1 43.4 54.2 63.1 70.7
m 28.4 24.4 19.1 16.9 16.0 15.7 15.9 16.5 17.2
r -0.2 -0.1 0.0 0.1 0.2 0.3 0.4 0.5 0.5
x̄ 43.3 39.5 32.6 28.1 24.9 22.5 19.3 17.2 15.6

e0 = 60y

b 9.7 13.3 21.9 29.7 36.5 42.6 52.9 61.4 68.5
m 23.4 19.3 13.9 11.4 10.3 9.7 9.4 9.5 9.7
r -0.1 -0.1 0.1 0.2 0.3 0.3 0.4 0.5 0.6
x̄ 43.1 39.1 32.0 27.5 24.3 21.9 18.7 16.7 15.2

e0 = 70y

b 9.6 13.1 21.7 29.3 36.0 41.9 51.8 60.0 66.9
m 19.4 15.3 9.7 7.1 5.8 5.1 4.4 4.2 4.1
r -0.1 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.6
x̄ 43.3 39.2 31.9 27.2 24.0 21.6 18.4 16.4 14.9

e0 = 80y

b 8.9 12.4 20.9 28.5 35.2 41.1 51.0 59.1 65.9
m 16.8 12.6 7.0 4.4 3.0 2.3 1.5 1.2 1.1
r -0.1 0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.6
x̄ 45.6 41.1 33.0 27.9 24.4 21.9 18.6 16.4 14.9

a b, birth rate; m, death rate; r, natural growth rate; x̄, mean age of population.
Note: This table merely reproduces some of the combinations of mortality and fertility supplied by the Coale–Demeny models.
Source: Coale, Demeny, and Vaughan, 1983. Regional model life tables and stable populations, 2nd ed. New York, Academic Press, 496 p.



The mean age is much more sensitive to fertility.
Whatever the life expectancy, the mean age literally
collapses when the gross reproduction rate rises from
0.8 to 2.5 or 3 (Figure 20–3).

Figure 20–4 gives another perspective on the same
relationships by plotting birth and death rates as a
function of life expectancy at birth, for selected values
of the gross reproduction rate. As long as the gross

reproduction rate is below 2, the birth rate remains 
virtually identical regardless of life expectancy. Even
at higher fertility levels, the variation is modest. By
contrast, the death rate varies very sharply, as one
might expect, with life expectancy. However, this vari-
ation depends to a significant degree on fertility: the
decline in the crude death rate with the rise in life
expectancy is all the steeper as fertility is higher.

Stable-population models are a powerful tool for
analyzing real data, in many ways. First, they allow a
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test of the internal consistency of the data gathered.
Some combinations of results are perfectly impossible,
and the comparison with models is often the best way
to determine this. Better, the models and the underly-
ing theory serve as the basis for building special tools
to adjust imperfect data or fill gaps.15

Stable-population models are also a starting point
for examining the sequence of events that constitute the
real history of populations. We will give only one
example here, supplied by Gustavo De Santis (1997),
who compares (1) the nomograms of the population
growth rate for different fertility–mortality combina-
tions proposed by Ansley Coale and Susan Watkins
(1986) working from Coale–Demeny models and (2) the
values of that rate at the same levels of fertility in Italy
since 1861 and in the world since 1950 (Figure 20–5).

The chart shows that with a nearly constant fertility
rate of about five children per female from 1861 to
1911, and despite a major increase in life expectancy,
the Italian population experienced an initial destabi-
lization due to the progressive shift in the isogrowth
line to higher growth zones. Since 1911, the Italian
population has backtracked: In the early 1970s, it even
seemed to be settling around zero growth, despite con-
tinuous gains in life expectancy; it then changed course
abruptly in the mid 1980s, sinking into negative-
growth zones. Meanwhile, the pattern in the world
population, actually observed from 1950 to 1995 and
projected through 2050, effectively illustrates two 
phenomena: first, the growth-acceleration phase com-
bining high fertility and increased life expectancy
(1950–1970); second, the rapid deceleration that seems

to justify the United Nations projection based on the
hypothesis of a shift to zero growth toward the middle
of this century.

2. Example of Transition to 
Stationary State

One of the strengths of the stable-population theory
is that it provides a way to rapidly illustrate the longer
term evolution of a population whose current fertility
and mortality conditions are held constant indefinitely.
Its structure and growth rate in the stable state are
known in advance, but we still need to determine how
long it will take to reach that state, and with what 
fluctuations. This involves experimentation on con-
crete cases—a very standard exercise in population
projection. A later chapter (Chapter 78) discusses the
very–long-term projections of the world population,
where different types of transition to the stable state
will be examined. For the moment, we shall simply
borrow an older example from Jean Bourgeois-Pichat
and Si-Ahmed Taleb (1970), but reversing their
approach. In other words, we explore what fertility
and mortality conditions need to be specified for a
population to take it to a given stable state.

In the days when the third world population boom
was at its peak, the focus on the goal of stabilizing pop-
ulation size—in the everyday sense of the term—drew
special attention to the specific case of stationary 
populations. What was needed to bring a fast-growing
population to zero growth as soon as possible? The
stable-population models instantly provide the fertil-
ity target needed for a given mortality level. However,
the shift from the initial state to the stationary state
requires a certain period of time, whose length
depends on the difference between initial fertility and
the fertility leading to the stationary state. Can this
interval be shortened? Certainly not. But there is
nothing, at least in theory, to stop us from anticipating
the final result by immediately freezing the growth
rate at zero. We will not reach the stable state earlier.
On the contrary, the growth-rate freeze will trigger
massive swings in all the other parameters, and these
fluctuations will take time to absorb.

In 1970—following a call by General Draper, U.S.
Representative to the United Nations (UN) Population
Commission, for a shift to zero growth by the end of
the 20th century—Bourgeois-Pichat and Si-Ahmed
Taleb took the example of Mexico to illustrate the wide
gap between the fulfillment of General Draper’s wish
and a less unrealistic process that would lead Mexican
women to adopt, by the early 21st century, the fertility
rate needed to reach stationarity in the long run. For
simplicity’s sake, the authors confined their discus-
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sion—as in stable-population theory—to the female
population.

Figure 20–6 shows, as one might have expected, that
the first solution would stabilize the Mexican popula-
tion much sooner and at a much lower level than the
second. In the first scenario, the population would
level off, by definition, by 1995 to 1999, at twice its 1960
level; in the second scenario, the population would
keep rising until ca. 2045 to 2049, reaching four times
its initial size. For neo-Malthusians in a hurry, the
result is tempting—but at what price?

Figure 20–7 shows the swings to which the crude
birth and death rates would be subjected in an abrupt
transition to zero growth (Chart a). In fact, the chart
shows only the first of these swings—followed by a
long series until the stationary state is reached. If
instead, we assume that the fertility conditions obtain-
ing in that stationary state will be realized in the near
future, the birth rate and death rate will—on the con-
trary—gradually converge (Chart b). The equalization
of the rates requires more time but quickly produces
near-stability.

Figure 20–8 illustrates the violent swings in the size
of a special age group—the school-age population—
triggered by the realization of the first hypothesis. One
can imagine the headaches for planners! The second
hypothesis admittedly leaves room for an initial phase
of rapid expansion of the school-aged population, but
the population reaches a ceiling fairly quickly, after
which the swings are very mild.

This example has taken us some distance from the
pure theory of stable populations, but gives us a clear
picture of the gulf between the theoretical conditions
of stability and its practical fulfillment.

V. THE PROBLEM OF THE TWO SEXES

While highly useful for many applications, the
theory of stable populations unfortunately suffers
from a serious flaw: it is based on the simplifying
assumption that the population consists of a single sex
that reproduces itself, as it were, by parthenogenesis.
For the sake of convenience, of course, demographers
choose the female sex, since the general practice is to
compute age-specific fertility rates for females. This is
because the necessary information is easier to compile:

Chapter 20/Population Models 259

INED
26400

20 30 40 50 60 70 80 90

8

7

6

5

4

3

2

1

1995

2050

1950
World :

B

A

1861

Italy :
1991

TFR

Life expectancy

r = 2%

r = 1%
r = 0%
r = –1%

FIGURE 20–5 Long-term changes in growth rate of Italian female population since 1861 and of world
female population since 1950 as a function of life expectancy and fertility, compared with Coale–Watkins
growth-rate nomogram. (Source: De Santis, 1997. Demografia ed economia. Bologne, Il Mulino, 354 p. [Coll.
Stuci e Ricerche].)

INED
26500

Stationary level
(65.7 million)

Stationary level
(34.5 million)

H2

H1

400
Total female population (1960=100)

300

200

100

0
1960 1985 2010 2035 2060

Years

FIGURE 20–6 Century projection of total female population of
Mexico in scenarios of Bourgeois-Pichat and Taleb (1960 = 100 = 17.5
million). (Source: Bourgeois-Pichat and Taleb; 1970. Un taux d’ac-
croissement nul pour les pays en voie de développement en l’an
2000: rêve ou réalité? Population, vol. 25(5), p. 957–974.)



the reproductive period is shorter, and filial relation is
easier to identify for births out of wedlock.

If male fertility rates are available—and they are
seldom calculated even though it is often possible to
do so (Brouard, 1977)—one could obviously repeat the
process with an exclusively male population. On this
point, it is interesting to note that, in 1907, when F. R.
Sharpe and Alfred Lotka tried for the first time to
model the growth of a human population, they used a
male population and assumed that the growth of the
female population simply had to be compatible with
the hypothesis of constant male fertility and mortality.

In a very summary manner, demographers typically
skirt the issue by linking a male population to the
female population analyzed, on the assumption of a
constant sex ratio at birth h (Bourgeois-Pichat 1994).
This gives Bf(t) = bfNf(0)ert for female births and Bh(t) =
hbfNf(0)ert for male births. The associated male popu-
lation is therefore a Malthusian population with the
same rates as the female population.

Clearly this procedure does nothing to solve the
basic problem, which is that a population’s fertility
cannot be reduced to that of males or females only, but
depends on the joint action of both sexes in couples: if
we separate the sexes in the same initial population,
we will end up with two stable models characterized
by two different intrinsic growth rates. For example,
Keyfitz (1968), reporting results for several countries,
shows that, with the U.S. fertility and mortality of
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1964, the intrinsic rate would have been 15.7/1000
using the female population and 17.5/1000 using the
male population.

The problem is to determine whether we can refine
the model to obtain the true intrinsic rate of the total
population taking into account the behavior of each
sex.

David Kendall (1949) was probably the first to raise
the issue and attempt to solve it. He began by demon-
strating the absurdity of a population projection based
on an application to each sex of its own intrinsic rate.
This would necessarily cause a divergence between the
two fractions of the population, with a continuous shift
in the sex ratio. Starting, for example, with the U.S.
population of 1964, after 100 years, the number of
males would be 19% greater than that of females, and
after 200 years it would be 43% greater. Such a projec-
tion would ultimately eliminate one of the two sexes.
Admitting different growth rates for the two sexes not
only divorces us from the stable-population model
from the outset, but also ultimately yields absurd
results.

Leo Goodman (1953, 1967) has examined two
approximate solutions, one with female dominance,
the other with male dominance, depending on
whether one applies female or male fertility. In either
case, each sex is assigned its own mortality but, in the
first case, male and female births depend on the pro-
portion of females in the population; in the second,
they depend on the proportion of males. In either case,
the growth rates of the male and female populations
converge and the sex ratio stabilizes, but at signifi-
cantly different levels. The author then proposes a
compromise solution, where he adjusts each of the two
previous approaches by a factor that depends on the
square root of the products of the proportions of males
and females. In this case the difference between the
two approaches is eliminated but the intrinsic sex ratio
does not necessarily lie somewhere in between the two
preceding ones; indeed, it can even diverge from these
values sharply.

Another solution was proposed by Alfred Pollard 
(1948), in which the sons depend on the fathers and
girls on the mothers. The intrinsic growth rate is given
by:

where T¥ and T are the male and female intervals
between two successive generations and r¥ and r the
intrinsic male and female rates. This model, which is
very ingenious as it eliminates all internal conflict, was
expanded by Luitzen Yntema (1952).

r
T T

T T
=

+
* * +

*
r r

These different hypotheses have also been discussed
in the context of stochastic models (Goodman, 1967;
Keyfitz, 1977). However, a full description of the human
reproduction process would have to include the forma-
tion of couples and the measurement of their fertility. In
societies where marriage is the sole locus of expression
of fertility, one can imagine a model based on nuptial-
ity16 and marital fertility.17 Indeed, some authors have
tried to incorporate these two components into stable-
population models (Pollard, 1948; Karmel, 1949;
Keyfitz, 1977, 1985). But nuptiality poses two problems:
the first, which is analogous to the one discussed earlier
in this chapter, is that nuptiality is measured separately
for the two sexes; the second is the fundamental diffi-
culty of achieving consistency between the measure-
ment of male and female behavior (Henry, 1968).

VI. FROM SEMISTABLE AND QUASI-
STABLE POPULATIONS TO

GENERALIZED STABLE EQUATIONS

Lotka’s theory shows that if we apply constant 
fertility and mortality to any initial population, the
population converges toward the stable state and a
constant age structure independent of the initial age
structure.

In the late 1960s, Bourgeois-Pichat showed that the
stable-population equations could also apply, in some
cases, to variable-growth populations. In particular, 
he distinguished between what he called semistable
populations and quasi-stable populations (Bourgeois-
Pichat 1966, 1971; United Nations 1968, 1972).

Subsequently, Neil Bennett and Shiro Horiuchi
(1981), followed by Preston and Coale (1982), have
shown that Lotka’s model could be generalized to
cases in which an initial population is assigned time-
varying mortality and fertility functions: here as well,
the age structure—which varies over time in this
case—will nevertheless eventually be redefined inde-
pendently of the initial population’s age structure. This
generalized model, often called the r-variable model,
can also be defined with or without migrations.

1. Semistable and Quasi-stable
Populations

In a posthumous volume, INED published the man-
uscript chapters that Bourgeois-Pichat had drafted 
to summarize his work on stable populations in prepa-
ration for a book that he unfortunately did not live 
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to complete. The gathering notably includes several
chapters on semistable and quasi-stable populations
(Bourgeois-Pichat, 1994).

a. Semistable Populations

The semistable population is a mathematical
concept. It is a population whose age structure stays
constant despite the variation in its growth param-
eters. When its fertility and mortality freeze, it there-
fore reaches the stable state immediately, whereas an
ordinary population will only reach it—under the
identical hypothesis—after some time. Bourgeois-
Pichat (1994, p. 169) defines the semistable popula-
tion’s fundamental property as follows:

the age-specific survival function p(a,t), the age-specific 
fertility f(a,t) [m(a,t) in Lotka’s notation], and the rate of
change r(t) depend on time t, but are linked in a given instant
t by relationships that are those of the stable population in t.

After demonstrating the concept’s mathematical
validity, Bourgeois-Pichat identified its usefulness as
follows:

[i]n reality, we observe many populations that, over time, pre-
serve age structures subject to little if any variation. We may
therefore qualify these as semistable populations. In conse-
quence, we can apply to these real populations the formulas
defined for the stable populations18 (Bourgeois-Pichat, 1994,
p. 116).

b. Quasi-stable Populations

The quasi-stable population is, on the contrary, an
experimental concept that rests on the following obser-
vational fact: If we project a population with a constant
age-specific fertility function but a mortality whose
fluctuations are bounded by a network of model life
tables, its age structure will vary little. In the same way
as we can speak of a stationary population linked to a
life table, we can speak of a semistable population
linked to a network of model life tables. In fact, expe-
rience shows that a network of stable populations 
calculated on a universe of model tables can itself be
virtually equated with the different stages of the quasi-
stable population linked to this network (Bourgeois-
Pichat, 1994). This is, therefore, another concrete field
of application for stable-population equations.

2. Generalized Equation in a 
Closed Population

In a period approach (Preston and Coale, 1982;
Wunsch, 1989), with D(a,t) and N(a,t) as the deaths and
the population aged a in t, we can write that D(a,t) =
-dN(a,t). According to the theory of partial deriva-
tives, the total differential dN(a,t) is equal to:

which corresponds to the increases in age and time da
and dt. The growth rate r(a,t) of the population N(a,t)
as a function of time is therefore:

The instantaneous death rate in t, D(a,t)/N(a,t), is
equal to (Bennett and Horiuchi, 1981):

hence

and last,

Turning to the inverse functions and integrating
from a to x, we obtain:

It will be recalled (Chapter 11) that 

is the probability (x-a)pa(t) of surviving from a to x meas-
ured on a period basis for year t. Hence:

But, for a = 0, N(a,t) = N(0,t), in other words, births
B(t) in year t. As a result:

Within a birth cohort, we therefore have N(a,t) =
N(0,t - a)ap0(a), where ap0(a) is the probability of sur-
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18 La fonction de survie selon l’âge a, p(a,t), la fécondité par âge
f(a,t) [m(a,t) dans la notation de Lotka] et le taux de variation r(t)
dépendent du temps t, mais sont liés à un instant donné t des rela-
tions qui sont celles de la population stable à l’instant t.

dans la réalité, on observe beaucoup de populations qui conservent, au
cours du temps, des compositions par âge, sinon invariables, du moins peu
variables. On peut donc les assimiler à des populations semi-stables. On
peut alors appliquer à ces populations réelles les formules établies pour les
populations stables.



vival from birth to age a in the cohort aged a in t and
therefore born in t - a. In this case we must have the
equality:

and as

allowing for the variation in births between the instants
t and t - a (Arthur and Vaupel 1984), we obtain the gen-
eralized stable equation in the absence of migration:

The demographic characteristics of the populations
subject to this equation are

Crude birth rate:

Age structure:

and, introducing the age-specific fertility rates m(a,t) in
t, we obtain the characteristic equation that enables us to
determine the current crude rate of increase:

These three relationships are the generalization of
the properties prevailing in the stable state. It is easy
to find these properties if we remember that, in the
stable state, the growth rate r(x,t) is constant over time.
The characteristics of the stable population are thus
merely a special case of these general relationships that
apply to any closed population.

3. Extension to Migrations and
Generalization to all Attrition or

Accession Processes

We can take generalization one step further by
incorporating the effects of migration flows.
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a. General Formula

For this purpose, we must introduce a new 
function, the force of net emigration (Preston and
Coale, 1982). Let e(x,t) be this force at age x and in t.
We have

In fact, as Preston and Coale (1982; p. 221, 227) write

[N]othing limits us to recognizing only one form of migration
or even one form of mortality. Any form of attrition or acces-
sion can be introduced into [the last equation] simply by 
recognizing that it must act analogously to migration or mor-
tality from all combined causes. [The equation] is the basis of
a surprisingly general set of relations. In particular, one can
see that the age composition of any population at any
moment (assuming only that age composition and its change
through time are continuous) is completely determined by
the rate of increase in the number at each age at the given
moment, together with the rate of attrition (including nega-
tive attrition) at each age from each of a number of inde-
pendently operating factors. To be more specific, if the rate of
increase r(x) is known for each age x from 0 to the highest age
attained, and if the values of i different attrition factors i(x)
are also known, the age composition is completely deter-
mined and can readily be calculated; conversely, if the age
distribution and all but one of the attrition factors are known,
the rate of attrition for the omitted factor can readily be 
calculated.

This set of relations is known in demography for particu-
lar instances, and the basic equation in differential form is
familiar in mathematical biology and actuarial work, but the
full (though simple) generalization seems to have escaped
attention.

The general fundamental equation is:

Applying this formula to the Swedish population 
of 1976, Preston and Coale (1982) reconstructed the
population by year of age for 1976 from the 
year’s births, the growth rate of the population at each
age in 1976, the net age-specific emigration in 1976,
and the period life table. The comparison with the 
real population shows that the error committed never
exceeds 1 per thousand except at the oldest ages 
(over 95).

b. A Cohort Application to the Study of
Relationships Between Movement and Structure

Horiuchi (1991) proposed a cohort application of
the generalized equation to an open population to sep-
arate the effect on the change in the number of persons
at each age observed at two given dates from the
cohort-specific change in the number of births and in
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mortality and migration functions. The growth rate
r(a,t) of the population aged a in t may be expressed as
a function of the rate of increase in births from one
cohort to another, rB(t - a) and the effect of combined
changes in the forces of mortality and net emigration,
as follows:

where m(a,t) and e(a,t) are the forces of mortality and
net emigration at age a in year t and where the deriv-
atives must be established for u = t - a + x.

Using this formula, we can estimate the share of
each of the three components (births, force of mortal-
ity, and force of net emigration) in the growth rate of
the population at a given age, and we can therefore
measure the impact of their evolution on the observed
changes in population size.19 Since the model rests on
the age-specific forces of mortality and migration, it
also enables us—in theory—to break down the total
effects of the mortality and migration changes into the
age-specific or age-group-specific effects of the
changes in the two phenomena. As a rule, however, we
do not know the age-specific and cohort-specific force
of net emigration. But, if the age-specific population
growth is known, we need only calculate two elements
(here, the effect of births and the effect of mortality) in
order to obtain the third as the difference between
them. Here, of course, it is the third element that com-
bines the specific effect concerned (the effect of migra-
tions) and the interactions.

If we multiply each term of the equation by the pop-
ulation N(a,t) aged a in t, we can distribute the absolute
difference in population (between the two cohorts 
at age a) across the three factors. Consolidating the
results obtained from age a to age b, we obtain the dis-
tribution for the absolute difference observed for the
age group (a–b).

To assess the weight of each of the three factors on
the relative change in the population’s age structure
c(a,t), we must solve the following equation, given 
the formula for the age-specific composition in the 
r-variable model (Caselli and Vallin, 1990):

where N(t) is the total population, or, more simply:

∂ ( )
∂

=
( )

∂ ( )
∂

- ( ) ◊
( )È

ÎÍ
˘
˚̇

c a t
t N t

N a t
t

c a t
dN t

dt
, ,

,
1

∂ ( )
∂

=
∂ ( )

∂
◊

( )
-

( )
( )

◊
( )

( )
È
ÎÍ

˘
˚̇

c a t
t

N a t
t N t

N a t
N t

dN t
dt N t

, , ,1 1

r a t r t a
x u
u

dx
e x u

u
dxB

a a

,
, ,( ) = -( ) -

∂ ( )
∂

-
∂ ( )

∂Ú Ú
m

0 0

Since we have already used the equation yielding
r(a,t) to distribute the differences in population size at
each age between the three effects (births, mortality,
migrations), the last equation enables us to measure
the role of each of the three factors in the age-structure
variation.

We applied this model to French and Italian data to
determine the influence of the natural-increase and
migration components on the change in the proportion
of elderly persons between 1952 and 1986. In Italy, 
for a total increase of 8 percentage points in the 
proportion of women aged 60 and older, we estimate
that only 2 points were due to the steep fall in the
number of births, more than 5 points were due to the
decline in mortality, and a mere 0.7 to migration. In
France, the contrast is even sharper, since the change
in births has sharply slowed aging: this has almost
entirely offset the aging effect of the decline in 
mortality (Table 20–3).

CONCLUSION

The principles of stable-population theory and their
generalization have paved the way for a vast range of
applications in two areas: the reconstruction of incom-
plete or defective data and the analysis of past and
future population change. We will return to both issues
throughout this treatise.

The reconstruction of incomplete data may involve
compensating for the lack of detailed information on
populations of the past or even of certain countries or
regions today. Alternatively, we may want to assess the
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19 Except that the order in which the factors work is not taken
into account (net emigration, for example, could have produced
births and deaths). Only the direct effect is examined, not the inter-
actions.

TABLE 20–3 Respective Contributions of the 
Cohort-specific Changes in Births, Deaths, and 

Migrations to the Increase in the Proportion of Persons
Aged 60 and Over, France and Italy, 1952–1986

Factors France Italy

Male, Female, Male, Female,
% % % %

Proportions of persons aged 60 and over

1952 13.43 18.77 11.15 13.12
1986 15.34 21.14 16.15 21.14
1986–1952 difference 1.91 2.37 5.00 8.02

Contribution of change

Births -4.13 -5.04 1.48 1.99
Deaths 5.26 6.32 2.34 5.30
Migrations 0.78 1.09 1.17 0.73



quality or make up for the deficiencies of data collected
in insufficiently reliable conditions. In all these appli-
cations, population models have yielded many proce-
dures, often highly efficient. For demographers the
world over, the stable populations defined by Coale
and Demeny from their families of model life tables
now play a rather similar role to what the log table
used to represent for mathematicians. Many demogra-
phers have helped to develop methods based on pop-
ulation models for solving specific problems (Coale
and Trussell, 1996). The UN (1967, 1983), realizing the
value of these methods for improving our knowledge
of the international demographic situation, has devel-
oped an array of instruments for use by countries with
incomplete or deficient statistics.

Stable-population models have also powerfully
contributed to the analysis of the demographic past
and future. The theory of demographic transition—
which will be abundantly referred to in the subsequent
chapters of this treatise—rests on the following postu-
late: All populations undergo a crucial, historical
phase of modernization that takes them from a quasi-
stationary old regime characterized by high mortality
and fertility to a modern regime, also quasi-stationary,
in which these two natural-increase factors have fallen
to distinctly lower levels. There is obviously a special
link between the discussions on this theory and the 
use of population models. And both these discussions
and these models underlie most of the population-
projection studies that seek to forecast and explore 
the scenarios for future population change.
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APPENDIX 20–1 Key Functions in Stationary, Stable, and Ordinary Populations

Function Notation Formula

Stationary population Stable population Ordinary population

Age structure c(a) npa be-rap(a)

Ratio of populations npa e-rn
npa

at two ages

Birth rate b

Distribution of births v(a) p(a)m(a) p(a)m(a)e-ra

by mother’s age

Life expectancy at birth e0

Net reproduction rate R0 1

Life expectancy in a eG
0

state G1

No. persons aged a* N(a*)
in terms of deaths 
after age a*

No. persons aged a* N(a*)
in terms of deaths 
before age a*

Probability of survival npa

from a* to a* + 1, in
terms of deaths

a. g(a) is the incidence at age a of state G.
b. Notation a gives exact age; notation a* gives age in complete years.
Adapted from table in Preston and Coale, 1982. Age structure, growth, attrition, and accession: a new synthesis, Population Index, vol. 48(2),

p. 217–259.
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P A R T  

V

FROM HOMOGENEITY TO
HETEROGENEITY

New Ways Forward for 
Demographic Analysis

GRAZIELLA CASELLI AND JACQUES VALLIN

To illuminate the fundamental mechanisms of population dynamics, we were
obliged in the foregoing chapters, to oversimplify the realities by making two funda-

mental assumptions: (1) all the individuals in a population are, if not identical, at least
exposed to completely equal mortality, fertility, and migration risks (the continuity or
homogeneity hypothesis); (2) the probabilities of dying, procreating, and migrating are
completely independent (independent events hypothesis). This is obviously not the case
in real life. So the analysis needs to be fine-tuned to clarify how the heterogeneity of a

population can distort the measurement of changes in it, and how to go beyond the inde-
pendent events hypothesis.

One presumptive advantage of using the birth cohort as the unit of analysis, as we
have done, is specifically that it enables us to work on more homogeneous sets of indi-
viduals than those of a hypothetical cohort constructed from data from as many dif-
ferent cohorts, with their different life experiences, as of ages observed. There is not
even complete homogeneity within birth cohorts, in fact. As well as being genetically
and biologically diverse, the constituent individuals have a different cultural baggage—
either transmitted from their parents or self-acquired during life—belong to different
social classes, live in salubrious or unsanitary conditions, and so forth—that tend to
refute the argument that all are exposed to exactly the same risks of death, procreation
or migration. It is clear that internal heterogeneity (within the same birth cohort or
within a same-age population) can be at least partly offset by distinguishing subpopu-
lations by attributes or characteristics relevant to the purpose of analysis, like socio-
professional categories for mortality, educational levels for fertility, and so forth.
However, the data necessary to correlate all the attributes or characteristics capable of
influencing the phenomena studied are rarely available. Taking this to its logical



extreme would run the considerable risk of having to take each individual in isolation
from all others, which would completely negate any statistical approach. Identifying
homogeneous groups of individuals at a given time does not mean that these groups
will remain so throughout the period during which their demographic behaviors are
to be measured. The degree of heterogeneity may increase or decrease as the individ-
uals live their lives, constantly changing states for a particular attribute or characteris-
tic. Chapter 21 first takes a general look at the concealed population heterogeneity as
illustrated by the analysis of mortality. Chapter 22 goes beyond the limits of traditional
migration analysis to redefine the concepts of mobility associated with different levels
of spatial organization and addresses the linkages between internal mobility and the
spatial distribution of a population. Life history analysis methods (Chapter 23) will take
the process a step further by simultaneously countering the homogeneity and inde-
pendent event hypotheses. Finally, it will be seen that the life history analysis used to
account for interaction of phenomena leads to multiple possible levels of aggregation.
As a result, the final chapter of this volume (Chapter 24) will consider multilevel analy-

sis. Part V, therefore, marshals new approaches intended to overcome the problems of
traditional analysis in preparation for moving on from a descriptive analysis of demo-
graphic phenomena to explaining the determinants of change, which will be looked at
in Section II of Volume I and in Volume II of this treatise.
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I. POPULATION HETEROGENEITY

All populations are heterogeneous. In demographic
analyses, two dimensions of individual differences
(age and sex) generally are observed. Many other char-
acteristics may be observed, including date and place
of birth, urban versus rural residence, marital status,
nationality, religious affiliation, number of children,
number of siblings, age of mother and father at an indi-
vidual’s birth, household structure, socioeconomic
status, educational achievement, occupation, spouse’s
occupation, smoking behavior, diet, height, environ-
mental quality at current residence, health status, cog-
nitive and physical functioning, genotype, and so
forth. In even the most thorough study, however, most
attributes of individuals are not measured. Indeed,
most studies focus on only a handful or two of the
multitudinous dimensions of differences that distin-
guish one individual from another.

Observed heterogeneity creates various analytic
opportunities for demographers. Multiple regression
analysis, logit and probit analysis, survival analysis,
and other statistical methods have been developed to
estimate the impact of observed covariates. These
methods are treated in other chapters and in standard
textbooks, and will not be reviewed here.

Unobserved heterogeneity creates analytic 
problems rather than analytic opportunities: unob-
served heterogeneity is a nuisance, a headache, a 
bête noire. Unobserved heterogeneity creates difficul-
ties for demographers because demographers study
how population characteristics change over age and

time and place (and unobserved heterogeneity distorts
observed patterns of change).

II. COMPOSITIONAL CHANGE

The root of the problem is that the members of pop-
ulation cohorts gradually die off or drop out. Animals
and plants die, machines break down, bachelors
marry, the married divorce, the childless give birth,
those with one child have a second, children leave
parental homes, students complete their education, the
unemployed find jobs, the well get sick, and the ill
recover. Much of demographic analysis focuses on the
transition rates associated with such changes. In many
instances, demographers are interested in how transi-
tion rates vary with age: They study, for instance, age-
specific death rates and marriage rates. In other cases,
duration matters, as in studies of recovery rates from
an illness or divorce rates as a function of the duration
of a marriage. In analyses of first, second, and subse-
quent births, birth rates by parity and time since last
birth are of interest.

Hence, much of demographic analysis concerns the
estimation and comparison of drop-out rates in
cohorts that are changing because their members are
dropping out. The problem is that those who drop out
probably have a greater tendency to drop out than
those who do not. People who die at some age tend to
be frailer or more susceptible or at higher risk than
those who survive to an older age. Couples who con-
ceive after a month or two of trying may be more
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fecund than those who first conceive after many
months. Marriages that quickly end in divorce may
have been shaky marriages from the start. Thus, the
composition or structure of a heterogeneous cohort
changes as the cohort dies off. The frail or susceptible
tend to die first, leaving a more robust surviving
cohort.

III. THREE LEVELS OF EXPLANATION

Age- or duration-specific changes in birth, mar-
riage, death, and other transition rates can be inter-
preted in three alternative ways that might be called
level 0, level 1, and level 2 explanations. A level 
0 explanation is that the data are erroneous. A level 
1 explanation is that the observed change is produced
by a corresponding change at the individual level. A
level 2 explanation is that the observed change is an
artifact of a change in the structure of the population
(i.e., a change in the composition of a heterogeneous
cohort).

Consider the report that the increase in mortality
with age slows at the oldest ages (Vaupel et al. 1998;
Thatcher, Kannisto, and Vaupel 1998). A direct, level 1
explanation would be that for individuals at advanced
ages the probability of death increases relatively grad-
ually with age. A level 0 explanation (bad data) would
be that death rates at advanced ages are distorted by
age-misreporting problems and that the apparent
deceleration of mortality is a consequence of age exag-
geration. Finally, a level 2 explanation would be that
the leveling off of death rates after age 100 might be
“caused by decreases in the average frailty of a popu-
lation cohort at later ages as frailer members are
removed by mortality” (Vaupel et al., 1979).

Observed patterns of mortality deceleration in dif-
ferent populations are almost certainly due to a mix of
these three levels of explanation, with the importance
of the different explanations differing from population
to population. In almost all populations there are prob-
lems with age-misreporting at advanced ages and in
many populations such misreporting is very severe
(Jeune and Vaupel, 1999). All populations are hetero-
geneous, so level 2 explanations must have some
validity, although it is currently unclear how much of
the deceleration can be explained by compositional
change. The level 1 explanation that individuals age
more slowly at advanced ages may be partially right—
or completely wrong. There is some suggestive evi-
dence that for individuals the chance of death actually
rises faster than exponentially at advanced ages, even
though population death rates are increasing slower
than exponentially (Yashin and Iachine, 1997).

At least since Edmund Halley (1693), demographers
have recognized the importance of level 0 and level 2
explanations as alternatives to direct level 1 explana-
tions. All careful demographers are aware of the preva-
lence of bad data and all well-trained demographers
know that demographic rates can differ because of dif-
ferences in population composition. Nonetheless, level
1 explanations—that what is observed on the popula-
tion level also holds on the individual level—seem so
natural that even careful demographers often find
themselves naively and uncritically slipping into
direct interpretations of population changes and dif-
ferences (Vaupel and Carey, 1993).

IV. FRAILTY MODELS

Demographers try to distinguish between type 1
and type 2 explanations using frailty models (Vaupel
et al., 1979) and the statistical methods of survival
analysis (Cox and Oakes, 1984). In this approach, the
trajectory of a cohort’s rate of death or exit is usually
captured by either the survival function s(x) or the
hazard function m(x). Demographers call this hazard
function the force of mortality when they are studying
death rates and in some contexts the term intensity is
used instead of hazard. The survival function and the
hazard function are interrelated by the following two
formulas:

(Eq. 1a)

and

(Eq. 1b)

In the simplest case there is no information about
the characteristics of the individuals in the cohort
except age (and whatever characteristics describe the
cohort as a whole, such as “males born in France in
1948”).

Because all populations are heterogeneous, it 
makes sense to model the population as a mix of
homogeneous subpopulations (which might each
consist of a single individual). Let s(x,z) be the survival
function for the subpopulation with frailty z, where
frailty in this context simply refers to the susceptibil-
ity or liability of the subpopulation to the hazard. In
general, frailty models are designed such that the
greater an individual’s frailty, the greater the individ-
ual’s susceptibility or liability to the hazard of interest.

Let (x) be the survival function for the population
as a whole, such that

s
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(Eq. 2a)

in the continuous case, where g(z) is the probability
distribution of z at age zero and

(Eq. 2b)

in the discrete case, where p(z) is the proportion of the
cohort in subpopulation z at age zero. This general
frailty model can be more specifically formulated in
several ways.

1. Relative-Risk Models

One specification is the proportional-hazards or 
relative-risk model

m(x,z) = zm(x) (Eq. 3a)

or, equivalently,

s(x,z) = s(x)z (Eq. 3b)

which was suggested by Vaupel et al. (1979). In this
model, m(x) is the baseline, standard, underlying
hazard for individuals of frailty one and s(x) is the cor-
responding survival function. Vaupel et al. (1979) show
that

(x) = (x)m(x) (Eq. 4)

where (x) is the average frailty of those alive at age x.
Because z is fixed and does not vary with age, (x)
declines with age as the frail drop out of the cohort.
Hence, (x) increases more slowly than m(x) does.
Indeed, (x) can be declining even though m(x) is
rising.

For this model z is often taken to be gamma dis-
tributed with mean 1 and variance s2, because this
gamma distribution leads to convenient mathematic
relationships. In particular, for gamma-distributed
frailty

(Eq. 5)

where (x) is the survival function for the population
as a whole. It follows from Equation 5 that

(x) = (1 - s 2 ln s(x))-1/s2
(Eq. 6)

As a specific example of this kind of gamma-frailty
relative-risk model, suppose that mortality on the indi-
vidual level follows a Gompertz trajectory:

m(x) = aebx (Eq. 7)

It follows from Equations 4 and 5 that the popula-
tion trajectory of mortality will follow the logistic

s

s

z x t dt s x
x

( ) = + ( )( ) = ( )Ú
-

1 2

0

1 2

s m s

m
m

z
z

zm

s x z s x z
z

( ) = ( ) ( )Âp ,

s x s x z g z dz( ) = ( ) ( )Ú ,
0

w pattern

(Eq. 8)

leveling off at a value of b/s 2.

2. Accelerated-aging Models

Another specification is the accelerated-aging
model

m(x,z) = m(xz) (Eq. 9)

which is analogous to the accelerated-failure model
used in reliability engineering. In the special case
where m(x) follows the Weibull trajectory

m(x) = axb (Eq. 10)

where a and b are parameters, this model is equivalent
to the relative-risk model, because

a(zx)b = zbaxb = z¢m(x) (Eq. 11)

In the special case where m(x) follows the Gompertz
trajectory, given in Equation 7, the accelerated-aging
model is of the form aezbx whereas the relative-risk model
is of the form zaebx. Small changes in the slope parameter
b can have larger effects on mortality at older ages than
big changes in the level parameter a. Hence, much less
heterogeneity is needed in an accelerated-aging Gom-
pertz model than in a relative-risk Gompertz model to
produce substantial differences between m(x) aand (x)
at older ages. This is illustrated in Figure 21–1.

3. Discrete Frailty Models

The discrete frailty model is also a useful specifica-
tion of the general frailty approach, as discussed by
Vaupel and Yashin (1985). In this case,

m(x,z) = mz(x) (Eq. 12)

Thus, z is now an index for the different subpopu-
lations, each of which has a hazard function. Let pz be
the proportion of the population in subpopulation z at
age zero. Then

(Eq. 13)

and

(Eq. 14)

If it is assumed that z is a relative-risk factor, then
mz(x) = zm(x) and sz(x) = s(x)z. Heckman and Singer
(1984) suggested that this specification be used to
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control for the effects of hidden heterogeneity when
fitting models to data. More generally, however, mz(x)
can take on a different functional form for each value
of z.

A simple example of discrete frailty models is the
mover–stayer model (Blumen et al., 1955) in which one
group in the population is susceptible to emigration,
marriage, divorce, or some disease and the other group
is immune. Let p be the proportion of the population
that is susceptible. Thus it follows from Equation 14
that

(x) = ps(x)m(x)/(ps(x) + 1 - p) (Eq. 15)

Even if m(x) steadily increases, (x) will eventually
decline as s(x) approaches zero. Figure 21–2 shows an
illustrative example.

Divorce rates in some countries and periods follow
the kind of rising–falling pattern shown in Figure 21–2.
Does this imply that marriages are shakiest after a few
years of marriage? Not necessarily, as Figure 21–2 illus-
trates. The same general effect could be produced if the
second group were not immune but simply at low risk.
Indeed the rising–falling pattern could be produced if
the hazard steadily increases for the high-risk group
but steadily decreases for the low-risk group. For one
group marriages strengthen with duration, whereas

m

m
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for the other, marriages weaken (despite the appear-
ance of the curve for the entire cohort, there is no
divorce hump).

4. Changing Frailty Models

As Box (1979) asserted, all models are wrong, but
some models are useful. It is often useful to define an
individual’s frailty as fixed, at least after some age, and
to classify individuals into groups depending on their
frailty at that age. Alternatively, it may sometimes be
useful to develop models in which an individual’s
frailty can change with time or age.

In one simple model of this kind, all individuals
start out with frailty one. They suffer a hazard of death
of m1(x) at age x. They also are subject to the hazard
l(x) that their frailty will change from one to two, in
which case their hazard of death changes to m2(x). The
second state might be associated with some morbid
event, such as having a heart attack or losing the ability
to walk. Alternatively, the hazard of death could be the
hazard of divorce and the event could be having a
baby. Let s1(x) denote the proportion of the cohort that
is alive with frailty one at age x and let s2(x) similarly
denote the proportion of the cohort that is alive with
frailty two at age x. In the simplest case when the three
hazards functions are constant, it is not difficult to
show that

s1(x) = e-(m1+l)x (Eq. 16a)

and

(Eq. 16b)

The population hazard is given by

(Eq. 17)

At age zero, (0) = m1 and as x approaches infinity,
(x) = m2 if m2 £ m1 + l and (x) = m1 + l otherwise.
Hervé Le Bras (1976) and Leonid Gavrilov and

Nathalia Gavrilova (1991) proposed generalizations of
this model. Instead of two states of frailty, suppose that
frailty z can equal any nonnegative integer. Initially
everyone has frailty zero. People with frailty z face a
hazard of death of mo + zm as well as a hazard of lo + zl
that their frailty will change to z + 1. Although mo, m, lo

and l are constants and do not vary with age or time,
the population hazard (x) follows a logistic trajectory.
Anatoli Yashin, James Vaupel, and Ivan Iachine (1994)
show that this trajectory is identical to the trajectory
obtained if frailty is fixed and gamma distributed and
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the baseline hazard is of the Gompertz form m(x) = aebs

with m(x, z) = zm(x) + c, where c is the constant Makeham
term. Without ancillary information it is impossible to
tell whether frailty is fixed or frailty is changing.

Instead of only taking on discrete values, frailty can
be modeled to vary continuously. Vaupel, Yashin, and
Kenneth Manton (1988), for instance, develop a chang-
ing-frailty model based on a stochastic differential
equation. They apply the model to clarify the interac-
tion of debilitation, recuperation, selection, and aging.
The model yields various insights about lingering
mortality consequences of disasters such as wars,
famines, and epidemics that may weaken the sur-
vivors. A key result is that debilitation and selection
are interdependent: debilitation that increases popula-
tion heterogeneity will result in subsequent mortality
selection; selection, by altering the distribution of
frailty, will influence the impact of debilitating events.
The basic equation of the model is

m(x,z) = mo(x) + z(x)m * (x) (Eq. 18)

where mo(x) is the baseline hazard, m * (x) determines
the additional hazard, and z(x) is the frailty of the indi-
vidual at age x as given by

z(x) = Y2(x) (Eq. 19)

where Y(0) is normally distributed and

dY(x) = [ao(x) + (a1(x) -
a2(x))Y(x)]dx + b(x)dW(x)

(Eq. 20)

where W is a Wiener process with W(0) = 0. The func-
tions ao and a1 represent the effects of debilitation
whereas a2 represents homeostatic healing and recu-
peration; the function b determines the importance of
the Wiener process term.

5. Correlated-Frailty Models

Because of shared genes and a shared childhood
environment, two twins may have similar frailties.
More generally, relatives or people who live in the
same environment may have similar frailties. As dis-
cussed by Vaupel (1990 and 1991), shared-frailty
models can be used to analyze such situations, but a
more appropriate and powerful approach involves the
correlated-frailty models developed by Yashin and col-
leagues and explained in Yashin, Vaupel, and Iachine
(1995) and Yashin and Iachine (1997).

A simple variant of this kind of model involves
pairs of twins, with one twin having fixed frailty z1 and
the other twin having fixed frailty z2 and with the
hazard of mortality given by m(x, zi) = zimo(x), i = 1,2.
The correlation between the two frailties is modeled as
follows. Let
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z1 = yo + y1 (Eq. 21a)

and let

z2 = yo - y2 (Eq. 21b)

where the yi, i = 0,1,2, are three independent random
variables that are gamma distributed with the same
scale parameter. The gamma distributions of y1 and y2

have the same shape parameter, but this parameter
may differ for yo. The frailties z1 and z2 are constrained
to have a mean of one and they have the same vari-
ance s2. The values of s2 and r, the correlation coeffi-
cient between the two frailties, are simple functions of
the scale and shape parameters.

As shown by Yashin, Vaupel, and Iachine (1995), the
bivariate survival function for the population of twins
is given by

(x1,x2) = (x1)1-r (x2)1-r( (x1)-s 2 + (Eq. 22)
(x2)-s 2 - 1)-r/s2

Because the survival of adult twins is very similar
to the survival of adult singletons, in studies of adult
mortality the function (x) can be taken from demo-
graphic life tables for the general population. In this
case the bivariate survival function depends only on
s2 and r; no assumptions have to be made about the
shape of a baseline hazard function. Using Equation 22
values of s2 and r can be estimated using the kind of
maximum-likelihood estimation described below.
Then the baseline survival function can be calculated
by rearranging Equation 6 as follows:

s(x) = exp((1 - (x)-s 2
)/s2) (Eq. 23)

and m(x) can be calculated from Equation 1. Applying
this model to survival data on Danish twins born
between 1870 and 1900, Yashin and Iachine (1997)
found that the baseline hazard of mortality increases
faster than exponentially after age 30 even though the
population hazard of mortality decelerates at advanced
ages. That is, it is possible that the observed leveling off
of mortality may be entirely accounted for by a level 2
explanation (compositional change due to mortality
selection) and the actual trajectory of mortality for indi-
viduals may rise more rapidly than a Gompertz curve.

V. EMPIRICAL DATA

The survival or duration data used in fitting frailty
models is often of the following form. There are n indi-
viduals in some cohort, with observed ages at death
Xi, i = 1, . . . , n. More generally, Xi stands for age at
some event, such as marriage, or some duration, such
as time from marriage to divorce. For simplicity, we
will refer to Xi as age at death.
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Age at death may not be known for all individuals:
it may only be known that the individual survived at
least until some age. These are called right-censored
observations. They can arise if some individuals never
“die” (e.g., some women never give birth, some people
never marry, some married people never divorce).
They can also arise if some individuals are still alive at
the end of a study or if some individuals drop out of
the study and are lost to follow-up.

It may also be the case that it is only known that
individual i died between age x1 and age x2. And it may
be the case that an individual is not followed from age
zero but from some age xo, so that the individual is
only at risk of dying after age xo. These are called left-
censored or left-truncated observations.

Various covariates may be observed: We will let wij

denote the value of the j-th covariate for individual i.

VI. METHODS OF PARAMETER
ESTIMATION

Various methods may be used to fit frailty models
to empirical survival or duration data. In an important
article on deceleration in the age pattern of mortality
at older ages, Shiro Horiuchi and John Wilmoth (1998)
estimate the parameters of a Gompertz–Makeham
model with period effects and unobserved frailty by a
weighted-least-squares procedure. They carefully doc-
ument the method they use, so their article is of ped-
agogic value as well as being of substantive interest.

It is more common, however, to use maximum-like-
lihood methods in analyses of survival or duration data
in general and in fitting frailty models in particular. We
recommend a textbook such as that by David Cox and
David Oakes (1984) for discussion of this approach.
Here we adumbrate a few points of particular rele-
vance to the estimation of parameters of frailty models.

The likelihood of an observation Xi can be thought
of as the probability of observing this value given a
particular model with specific parameter values. More
generally, the likelihood can be proportional to the
probability instead of being equal to the probability,
because any parameter values that maximize the prob-
ability of the data will also maximize any quantity that
is proportional to the probability. Let si(x) be the prob-
ability of surviving from age 0 to age x, for some indi-
vidual with a vector of covariates wi and with some
unobserved frailty z. Then, if age at death Xi is
observed and if the individual is followed from age
zero, the likelihood of the observed age at death is
mi(Xi)si(Xi). If it is only known that the individual sur-
vived at least to age Xi, the likelihood of this observa-
tion is si(Xi). If it is known that the individual died
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between ages X1i and X2i, then the likelihood of this
datum is s(X1i) - s(X2i). If the individual is first
observed at age X1i and then dies at age X2i, then the
likelihood is m(X2i)s(X2i)/s(X1i).

It is customary in survival analysis to make calcula-
tions in terms of the logarithm of the likelihood, the
log-likelihood, because the likelihood of a data set is
often extremely small. Let L(Xi) denote the log-
likelihood of the observation. The log-likelihood of the
entire data set is given by the sum of all the L(Xi) ’s. The
maximum-likelihood estimate of the parameter values
in a model is the estimate that maximizes the likelihood
or, equivalently, the log-likelihood of the data.

The effect of observed covariates on survival can be
modeled in many ways. Because our focus here is on
hidden heterogeneity and not on general methods of
survival analysis, we restrict our attention to the
simple case in which the covariates are fixed (rather
than changing over time). Furthermore, we will
assume that the impact of the covariates on an indi-
vidual’s hazard is given by Wimi(x, z), where Wi is the
net relative-risk imposed by the vector of observed
covariates. Often in survival analyses, Wi is modeled

by , where the bj ’s are coefficients that are
estimated.

For ease and conciseness of exposition we will con-
sider only the relative-risk frailty model with gamma-
distributed frailty. For the relative-risk model
(Equation 3b),

si(x) = s(x)Wiz (Eq. 24)

where s(x) is the baseline or standard survival function
for individuals of frailty 1 and with an estimated 
relative-risk Wi of 1. In the special case of gamma-
distributed frailty, it follows from formula (6) that

i(x) = (1 - s2Wi ln s(x))-1/s2 (Eq. 25)

where i(x) is the probability that an individual with
estimated relative-risk Wi will survive to age x and
where s2 is the variance of frailty. The bar over the s
indicates that i is an average: unobserved frailty z is
removed from the formula by taking the expected
value of s with respect to z. The corresponding value
of i(x) can be calculated by Equation 1 and the log-
likelihood L(x) can then be calculated as indicated
above.

A remaining issue is how to estimate the baseline
survival function s(x). There are two approaches to
this. First, a parametric form can be assumed. For
instance, it might be assumed that s(x) [and m(x)] are
of the Gompertz or Weibull form. Kenneth Manton,
Eric Stallard, and James Vaupel (1986) provide an
example of this kind of analysis.
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Alternatively, s(x) can be estimated nonparametri-
cally. That is, values of s(x) can be estimated for a
sequence of ages over some age range without impos-
ing any assumptions on the shape of the trajectory of
s(x). Several different methods of nonparametric esti-
mation have recently been proposed and research in
this area is rapidly developing. Here we sketch one
method, to illustrate the general idea of nonparamet-
ric estimation.

Suppose that the survival data that are available for
analysis are based on a large random survey of some
population. Further suppose that survival in the pop-
ulation is known, perhaps from vital-statistics data. Let
s̄–(x) be the survival curve for the population. As above,
let i(x) be the survival function for the individual i in
the survey. For a large random survey, the following
equation might approximately hold:

(Eq. 26)

If so, the following method could be used. For the
relative-risk gamma-frailty specification, Equation 25
can be substituted in Equation 26, yielding

(Eq. 27)

For any specific set of estimated values for Wi and
s2, one and only one value of s(x) will satisfy this equa-
tion. Hence, s2 and the coefficients that determine Wi

can be determined by maximum-likelihood estimation
under the constraint that Equation 27 holds.

The theoretical and practical properties of this algo-
rithm still need to be investigated. Many other esti-
mation procedures that do not require parametric
estimation of s(x) are being developed and various
imputation methods, EM algorithms, and other con-
cepts might be used (see, e.g., Andersen, Borgan, Gill,
and Keiding, 1993). The statistical estimation of frailty
models is currently a hot topic of statistical research
and the coming decade is likely to produce major
advances in the development of powerful, practicable
procedures.

CONCLUSION

The frailty models and parameter-estimation
methods sketched above are not yet available as part
of easy-to-use computer software packages. Several
software packages, however, include convenient
options for fitting other kinds of models to survival
and duration data. In particular, David Cox (partial
likelihood) regression can be readily applied to empir-
ical observations. Why bother with frailty models
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when Cox regression can be used to estimate the coef-
ficients of covariates in hazards models? There are
three main reasons.

First, Cox regression yields coefficient estimates that
tend to be biased toward zero. As epidemiologists
have often observed, most risk factors that raise the
chance of death appear to become less important with
age or duration. The reason generally is that high-risk
individuals who survive often have unobserved
strengths or advantages, whereas many of the appar-
ently low-risk individuals who survive may be rela-
tively weak or unhealthy along unobserved
dimensions. Consequently, at older ages or longer
durations, the high-risk group differs in composition
from the low-risk group: the high-risk group has lower
unobserved frailty. If unobserved frailty is not
included in the model, this effect will result in a con-
vergence with age of the hazard functions for the two
groups, as discussed by Vaupel et al. (1979) and Vaupel
and Yashin (1985). The proportional-hazards assump-
tion used in Cox regression does not allow for such
convergence: The estimated relative risk is a measure
of the average relative risk over the entire age range.
The implication of this is that Cox regression tends to
result in underestimates of risk factors: The estimates
are biased toward zero. More generally, any method
that ignores hidden heterogeneity will tend 
to underestimate risk factors at older ages or longer
durations.

Second, frailty models permit estimation of under-
lying (or baseline) hazards (i.e., the hazards that
govern the trajectory of risks at the individual level).
It may be of interest, for instance, to know whether the
underlying hazard is monotonically increasing even
though the observed population hazard first rises and
then declines. More generally, demographers are con-
cerned about whether observed trajectories of demo-
graphic rates over age or duration can be explained by
level 1 accounts or level 2 accounts. Does the trajectory
observed for a population also hold for the individu-
als who comprise the population—or is the trajectory
attributable to compositional change? Frailty models
are designed to address this question.

Third, frailty models permit the use of ancillary
vital statistics data in the analysis. For example, as
briefly discussed above, it is possible to analyze
detailed data on some subset of a population (e.g.,
twins or those who participate in a survey) together
with the vital statistics data on the survival of the
general population. The combination of detailed data
on a subpopulation with survival data on the entire
population leads to more accurate statistical estimates.
This combination seems natural and highly appropri-
ate for demographers.
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Up to Chapter 20 of this treatise, discussion has
been concerned with the population of a country or
region whose individual members possess the same
patterns of behavior, with the same levels of mortality
and fertility and with equal propensities to exit or
enter the population. This assumption of population
homogeneity, taken with the condition of independ-
ence between demographic phenomena, forms the
basic premise of the traditional analytical approach to
demographic processes (Henry, 1959).

As was seen in Chapter 21, the assumption of 
individuals’ social and spatial homogeneity needs 
to be abandoned so that the heterogeneity of the 
populations under study can be included in the analy-
sis. Later it will be seen that the assumption of 
independence between phenomena must also be aban-
doned (Chapter 23). We begin, however, by introduc-
ing individuals whose demographic behavior is
dependent on their region of residence, and we
observe the changes in their spatial distribution over
time, produced by their mobility. Analysis needs to
consider behavior patterns with respect to fertility,
nuptiality and mortality for the territory under obser-
vation and the migration flows between its component
regions.

I. CONCEPTS OF MOBILITY

Demographers have traditionally treated the events
that make up their field of study as being located pri-
marily in time while completely ignoring their spatial

aspect.1 This oversight has long been a handicap to the
analysis of mobility, whose very definition is impossi-
ble without reference to space. Also, construe the space
in question not as an immutable entity that is external
to the population but as continuously produced and
transformed through individual and collective activity,
a contextual element being fundamental to human
groups and social institutions. Linking these different
social spaces is mobility—by the migrants exchanged
between them but also by all manner of spatial flows
that vary continuously over time (tourism, cross-
boundary commuting, professional traveling, and so
forth).

We can see from this why a definition of mobility
cannot be based on the multiplicity of flows that by
their nature are transient and ever changing. A clear
definition can, however, be based on the social space
in which this mobility occurs. In this case it can be said
that the study of spatial mobility involves identifying
the changes occurring over time in the relations
between an individual or social group, and space
(Courgeau, 1988). This space-focused definition
expresses the basic principle behind the approach—
individuals are constantly mobile, so the aim is to
describe and analyze this mobility and its changes
over time. This definition also avoids the search for a
definitive and universally valid typology of migra-
tions, which is nonexistent. Such a classification would
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in effect fix the phenomenon in a rigid framework that
would be unable to accommodate either the appear-
ance of new forms of mobility or the disappearance of
existing forms. The advantage of the approach as pro-
posed lies precisely in permitting analysis of these new
forms of mobility, which can take completely unex-
pected forms.2

However, the temporal dimension of mobility is
also an important element and must be incorporated
in analysis. It is particularly important for relating this
mobility to other demographic or economic phenom-
ena and for identifying the very close interdependen-
cies that exist between the events in the individual’s
life course (Courgeau, 1985). Event history analysis
(Chapter 23) is an effective tool for illustrating these
interactions.

A definition along the lines indicated also allows
integration of the various concepts of migration or
spatial mobility into a systematic analytic framework.
We will show how these concepts can be defined in
such a way that they combine to form a consistent and
nested conceptual structure.

1. Change of Residence

The notion of residence was introduced to provide
a relatively straightforward way of determining the
position of each individual in a particular country. As
used in demography, the term individual residence
means the place where the person lives, in the sense of
domicile, denoting the place where a person is legally
deemed to reside. The latter criterion must be suffi-
ciently unambiguous for us to be able to attribute a
single place of residence to each individual at a speci-
fied time. We will see later that definitional changes
can hamper comparability over time, while defini-
tional differences between countries are an obstacle to
comparability in space.

Assuming these problems to have been resolved, at
least for the members of a particular subpopulation,
we can say that migration

. . . involves a change in usual place of residence. The place
left by the migrant is the place of origin or place of departure;
the place to which the migrant goes is the place of destina-
tion or place of arrival.

If places of origin and places of destination are
equated with actual places of residence, all migratory
moves will be included: this concept enables interna-
tional comparisons to be made, on condition that place
of residence is defined in the same way in all countries.

Failing this, migration that occurs inside the regions
that define the places will not be enumerated as such,
thereby making comparison impossible, due to the dif-
ferences in geographical divisions between different
countries.

Also to be considered are the individuals and sub-
populations for whom the concept of residence is
either meaningless or problematic. A more detailed
examination is required for these particular cases.
Groups and individuals such as nomads and semino-
mads, sailors, and tramps, cannot be attributed a fixed
place of residence, and so for them the concept of
change of residence is irrelevant. These subpopula-
tions must be clearly identified from the outset and
alternative concepts employed.

In other cases it is defining a single place of resi-
dence that is problematic. For example, should soldiers
in garrisons, patients in hospitals, boarders in schools,
and so on, be treated as residing at these locations or
at their personal place of residence? Such cases call for
the adoption of classificatory criteria, which, although
usually arbitrary, should if possible be kept constant
over time so that comparisons can be made. This last
condition is not always respected, creating disconti-
nuities in statistical series. Thus in France until 1954
the usual place of residence of servicemen, school
boarders, and so forth was where they lived on a more
or less temporary basis. Since the 1962 census, for
those who also possess a personal residence, it is this
that is counted. By contrast, for prison inmates and
individuals in communal accommodation (i.e.,
members of religious communities), the place of com-
munal residence is used, whether or not they also have
a personal residence.

Thus we can see that although the concept of resi-
dence is useful in census-type operations to determine
the population of a particular place, it is less accurate
when applied to the study of spatial heterogeneity,
where movements of a more temporary nature are also
important for an understanding of societal change. In
these conditions new concepts have to be used.

2. Changes of Dwelling Unit

Given the impossibility of distinguishing clearly
between temporary mobility and migration, one solu-
tion is to consider both forms of mobility simultane-
ously. The concept of dwelling or dwelling unit,
defined as denoting housing accommodation appro-
priate for occupation by one household, appears
preferable to that of residence, since even when parts
of the population live in nonconventional housing—in
tents or on boats, for example—the term dwelling unit
is still comparable in meaning. This concept is much

280 Courgeau

2 See in particular the new forms of mobility identified by Hervé
Domenach and Michel Picouet (1987) and Ronald Skeldon (1990), in the
developing countries, and more generally by Wilbur Zelinsky (1971).



more flexible than that of residence and means that at
any given time an individual can be associated with a
specific dwelling. Nomadic or seminomadic popula-
tions can thus be tracked over time, because they are
associated with a dwelling unit.

With the details of this concept made clear, it is
straightforward to define migration as a change of
dwelling. Such a definition both extends and encom-
passes the concept of change of residence. Criteria can
be selected, which vary between countries and over
time, with which to decide whether a change of
dwelling is in fact also a change of residence. The pop-
ulation registers for Hungary, for example, record both
migratory and temporary moves and show the latter
to be twice as numerous as the former.

The dwelling unit concept is becoming essential for
a correct analysis of spatial mobility. The developing
countries, in particular, are witnessing a rapid growth
of temporary migratory movements with a preeminent
role in economic and other areas of national life. But
in the industrialized countries too, new spatial struc-
tures are now emerging in which temporary mobility
has an increasingly important role.

A further advantage of this concept is its formal
equivalence with the concept of migration. In both
cases an individual is tracked over his or her lifetime
and at each point in time is associated with a single
location, which may be a place of residence or a
dwelling unit. Both types of mobility can thus be
approached using similar methods of analysis.

3. Change of Life Space

If the identification of an individual with a specific
place at a specific time is to be satisfactory it must give
an effective summary of the spatial area within which
he or she interacts. Although this was certainly the
case in the past, notably for much of the rural popula-
tion, the space in which individuals nowadays lead
their lives is expanding greatly. Substituting the place
of residence or dwelling unit for this space is no longer
satisfactory and the definition must be enlarged to
include a new dimension.

This dimension is provided by the life space
concept, which encompasses all the places with which
individuals interact at any given time. Included in this
space, as well as the places they actually visit or stay
in, are those to which they are relationally linked. To
facilitate quantitative analysis, however, this space has
to be limited to a smaller number of places that can be
precisely defined.

In an initial simplified form, life space is the indi-
vidual’s spatial work-residence pattern. The commut-
ing journeys thus defined can be studied in relation to

the migratory moves made by individuals. It is inter-
esting to note that although at certain times in the life
course this may be two distinct places, as when people
are economically active and do not work at home, it is
the same place when people work at home or are
retired. This new concept thus corresponds to a space
whose dimensions can vary over time.

Other forms of life space could include holiday
homes or the places of residence of an individual’s
family and friends. On condition that these different
places and the individuals associated with them are
specified sufficiently carefully, the life space can be
made more complex yet remain quantifiable.

From a formal perspective, the life space concept
differs significantly from the two previous concepts. It
involves monitoring along spatial and temporal
dimensions not one but a varying number of locations.
A spread or extension may occur through the addition
of new points of spatial attachment. An example of this
is when individuals start employment yet retain all
their existing points of attachment. Conversely, elimi-
nation of some existing points causes the life space to
contract or shrink. This is frequently observed when a
person retires. When some existing points are lost but
new ones acquired, we could speak of a shift in the life
space, such as accompanies a change of workplace, for
example. Finally, this shift could become transplanta-
tion, in the case that contact is broken with all former
points. This results in a complete change in the
person’s spatial implantation and the occupation of a
new territory.

Collection and analysis of information on these life
space changes requires innovative survey designs and
new methods of measurement and investigation.
Though still in its early stages this work is rich in
potential for future research.

II. MEASUREMENT ISSUES

The concepts of mobility are thus much more
numerous and complex than those associated with
other demographic phenomena, and they also imply
use of sharply contrasted measurement procedures.
Each of these measurement procedures is in addition
associated with a specific type of data source that must
be reviewed at the same time.

III. MIGRATORY MOVES, REGISTERS,
AND SURVEYS

The first approach considers all the migratory
moves undertaken by an individual in the population
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being studied. Individuals are counted as many times
as they move. Working from this standpoint, therefore,
what is being counted is a number of events, whether
these are changes of residence or of dwelling. This is
the measure used in population registers or in prospec-
tive and retrospective surveys, already mentioned in
Chapters 13 and 14.

The most satisfactory method for completeness of
coverage is certainly that of population registers, when
they are well maintained. Migratory moves are then
recorded as and when they take place. Unfortunately,
only a few countries, mainly in northern and Eastern
Europe, operate and maintain correctly such a system
of continuous registration. Furthermore, they are not
especially reliable for measuring international migra-
tion, compared with migratory movements within
national boundaries. They record only a limited
amount of personal information, such as civil status,
nationality, and occupation, which is unsuitable as a
basis for very detailed analysis, compared with infor-
mation collected by surveys. As operated in some
countries, however, the registers record changes both
of residence and of dwelling (Hungary and Poland, for
example) and in some cases even changes in the life
space, as measured by residence, dwelling and work
place (Denmark), thus allowing a more detailed meas-
urement of population mobility.

Prospective surveys record moves as they occur and
yield high quality information when carried out in
good conditions. Unfortunately, almost insurmount-
able problems arise with data collection when follow-
ing up such a sample in the national territory and, to
an even greater extent, abroad, because the sample is
likely to become biased as a result of selective loss of
individuals. People who have been through a difficult
experience or who have made a migratory move
without leaving an address at their place of origin form
special subsamples of the population; they will either
refuse to be reinterviewed for the survey or will be
impossible to trace for the follow-up. Also, the long
interval between initiating a survey and analyzing the
results leads many investigators to prefer retrospective
surveys. It is true that a good-quality analysis requires
an observation period of at least 10 years and often
longer.

Thus, investigators usually opt for a retrospective
survey in which a sample of individuals are ques-
tioned on their past mobility. By selecting cohorts of a
fairly advanced age at the time of the survey, infor-
mation is obtained that relates to much of their life-
time. With this procedure the problem of sample
attrition does not arise since all individuals are ques-
tioned on a single occasion. In addition, the investiga-
tor conducting the survey is able to analyze the results

immediately, since the totality of retrospective 
information is collected. However, there can be 
serious memory recall problems given that individu-
als are required to remember events that may have
occurred long ago and to date them as accurately as
possible.

These recall problems were tested empirically with
a retrospective survey conducted in Belgium, a country
that also possesses a population register (Poulain et al.,
1991, 1992). Although the retrospectively collected
information is of significantly poorer quality for migra-
tion compared with other demographic phenomena
(marriage or birth of children), we were able to verify
that the material errors in the retrospective collection
did not generate large errors in the longitudinal analy-
sis (Chapter 13) or event history analysis (Chapter 23)
of these moves (Courgeau, 1991a, 1992). It seems that
the errors introduce a random noise in the exact dating
of events but do not create bias in the analysis results.
Memory would thus appear to be reliable on the points
that are crucial for the analysis.

Another source of bias in these surveys is the fact
that interviewing is restricted to individuals who have
survived up to the survey and who have not emigrated
abroad definitively. The assumption has to be made
that, for as long as they are in the territory being
studied, their migration behavior is the same as those
present at the time of the survey. The hypothesis is
made that the sample is noninformative (Hoem, 1985)
with respect to the behavior we wish to study. The
validity of this hypothesis can be tested for countries
that possess population registers. This verification has
been undertaken for the study of other demographic
phenomena (Lyberg, 1983), and the hypothesis does
seem to be supported, but we are not aware of 
any studies that have attempted it for migratory
movements.

Surveys, finally, provide information suitable for
the study of life spaces, ranging from the simplest to
the most complex. They allow us to show the changes
that occur over the lifetimes of individuals and to
relate these to their personal characteristics and to the
characteristics of the sociospatial environment in
which their lives are led.

1. Migrants, Latest Migration 
and Censuses

Exhaustive measurement of migration activity in
the census, even if limited to the intercensal period, is
impractical for reasons of cost. Consequently we have
to make do with less detailed information, derived
from just one or two questions, to provide a general
view of population mobility.
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If we compare the places of residence of individu-
als at the beginning and end of the period, we obtain
the number of migrants when these two places are dif-
ferent. The focus in this approach is the individual,
ignoring any intervening moves that may have
occurred in the period and comparing only the origin
and destination points. The period considered is
usually of 1 or 5 years, producing annual or 5-year
rates, respectively, for use in analysis. In some coun-
tries, such as France, the migration question in the
census concerns the intercensal period. The reason for
this is that knowing the populations of a region at two
successive censuses, its natural increase over the
period, number of internal and international immi-
grants, and number of internal emigrants, allows the
level of international emigration can be deduced.
Unfortunately, this estimation by comparison of two
successive censuses usually generates a very large
error term that makes the method unreliable (Baccaïni,
1999).

The place of birth question asked in most censuses
can be used to measure what are known as lifetime
migrants (i.e., whose place of birth was in a different
administrative unit to their current residence). Their
number is a useful general indicator of migration
activity in countries with very low levels of mobility
but is of limited interest for most modern countries
where individuals undertake a great many migratory
moves over their lifetime.

Another approach is to ask only about individuals’
last residential migration and previous place of resi-
dence. With this we measure the number of latest
migrations or more exactly the number of migrants by
latest migration. In contrast to the single question on
migrants, measurement of latest migrations precludes
two analytical possibilities. First, whereas the number
of migrants can be measured on any of a country’s 
territorial subdivisions, by asking for the previous
address in as much detail as possible the latest 
migrations in effect impose a particular migration-
defining division. Reconstituting the numbers of
migrants that would be observed using different sub-
divisions is thus impossible. Let us assume, for
example, the latest migrations are measured between
departments. If we wish to estimate the most recent
migrations between communes, those whose most
recent move was inside a department and who had
previously made an interregional migration, will not
be captured. Conversely, if we wish to estimate the
most recent interregional migrants, those whose pre-
vious move was between departments in the same
region will not be identified either. An additional
drawback is that the most recent migration, the date of
which will vary between individuals, cannot be used

to make population projections with migration, as this
requires the numbers to be measured over fixed 1- or
5-year periods.

For these reasons the questions on the latest migra-
tion, although often still included in censuses, should
not be used. Measurement of migrants avoids these
disadvantages and is strongly recommended.

IV. MOBILITY OVER TIME

In traditional longitudinal analysis of age-specific
all-orders migration, the rates are calculated in exactly
the same way as the age-specific emigration rates dis-
cussed in Chapters 13 and 14. These rates are seldom
used, because they are not amenable to a simple mod-
elling of migration flows. However, if mobility is ana-
lyzed by order of move and duration of residence, we
obtain rates and probabilities that are much less
volatile and easier to apply in modelling attempts.
Modelling with a small number of parameters is in fact
essential in the case of migration activity, given the
complexity of the phenomenon and the large number
of flows to be introduced, especially when working
with a division into regions.

Let us see first of all how these rates and probabili-
ties can be estimated, before applying them in the
modelling process and comparing the numbers of
migrants and migratory moves obtained with the
various measurement methods.

1. Mobility by Order of Move and 
Duration of Residence

We proceed for first migrations in the same way as
for first births. Data from retrospective surveys are
unlike data drawn from prospective surveys and pop-
ulation registers because they do not include deaths. If
we denote Mx

i,1 the number of first migratory moves
observed between ages x and (x + 1) in the birth cohort
i, and Px

i,0 the nonmover population of age x, the migra-
tion probability mg of rank order 1 is written, when
working with retrospective data:

When working with prospective data the mortality
of nonmovers between ages x and (x + 1), Dx

i,0, has to
be introduced, which gives the following migration
probability:
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For higher than first-order migrations, numerous
studies have established that it is much better to work
on the duration of residence between successive
moves rather than on the age of the individual. This is
because with the latter the populations at risk obtained
for the young ages are very small, resulting in rates or
probabilities with substantial variance that are liable to
lead to completely wrong estimations if used for dis-
tributions or survival functions. Such problems are
avoided if we work on duration of residence, and the
much more uniform curves that result can be used for
a simple modelling of successive migrations.

In the case of migration of order n, we denote Mt
i,n

the number of migrations of order n occurring in an
interval between t and (t + 1) of the previous migra-
tion in cohort i, Pt

i,n-1 the population of individuals who
have made (n - 1) migrations and not yet made the
next order migration, and Ot

i,n-1 the losses from obser-
vation affecting this population. The latter have to be
included because we are working on the duration of
residence since the last migration. The migration prob-
ability for rank order n is then written, if we have ret-
rospective data:

If we have prospective data, we need to introduce
the deaths in the population of individuals having
made a migratory move of rank order (n - 1) at time
t, Dt

i,n-1:

The analysis can be further developed by calculat-
ing the probabilities by duration of residence and age
at previous migration. To do this we obviously need to
be able to work on large numbers or combine ages to
form age groups.

For illustrative purposes let us examine migrations
by the Norwegian 1948 birth cohort, followed from age
15.3

Figure 22–1a shows that first-order migration is
clearly differentiated from higher order migrations.

The migration probabilities for rank order 1 rise to
a maximum at age 23 whereupon they fall rapidly. In
contrast, the migration probabilities for higher order
moves are all very similar and follow the same pattern
of a continuous sharp fall without reaching a
maximum. It can also be noted that, at least for dura-
tions up to 6 years, the probabilities are higher the
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lower the migration rank order, although the differ-
ences are never great. If the age group in which the
previous migration was made is also introduced, we
obtain for rank orders of move 2, 3, and 4 the results
in Figures 22–1b, c, and d. These show clearly that 
these probabilities depend on the age at the previous
migration—the younger the age at this migration the
higher the probabilities—but they are now almost
independent of the order of move being considered.
These results show that migrations of orders higher
than one can be modelled using a small number of
parameters.

2. Time-dependent Models

These sets of migration probabilities by order of
move and duration of residence can be conveniently
summarized by means of simple models. The various
migration models encountered in the literature cannot
be discussed in detail here and we will simply consider
the most commonly used.

The oldest and most widely used formal model is
certainly the so-called mover–stayer model (Blumen et
al., 1955). Its basic hypothesis is that only a fraction of
a population that has made a previous migration is at
risk of making a subsequent move. The first step in the
modelling procedure is to disaggregate the population
that has made a migration of order n - 1 into a sub-
population that will make no further move and, on the
other hand, a subpopulation that will move again. For
this second subpopulation the hypothesis is then made
that the probability of making a new move is inde-
pendent of the duration between the move of order n
and move of order n - 1. If we assume that the pro-
portion of potential migrants is K, the proportion of
stayers at time t may be written as

where m is the instantaneous migration hazard in the
population of potential migrants. We verify that when
t Æ • the proportion of stayers tends to (1 - K), as pre-
dicted by the model. The curve representing the
hazard rates of order higher than 1 does indeed have
the same form as the curves in Figure 22–1.

The relatively constant scale of these parameters can
be confirmed by working on the sample of women in
the INED Triple Biography (3B) survey from which
respondents under age 50 have been excluded. Table
22–1 gives the parameter estimate values of K for
migrations of successive orders and involving changes
of dwelling, commune, or department. The propor-
tions of potential migrants for any given type of migra-
tion are seen to be virtually independent of migration
rank order. However, this constant declines slightly as

S t K K t( ) = -( ) + -( )1 exp m
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we proceed from changes of dwelling to changes of
commune and to changes of department.

Let us now consider changes of dwelling and see
how parameters K and m vary as a function of age at
the previous migration and of the order of move. The
results appear in Table 22–2.

This shows a slight decline in parameters K and m
as mean age at the previous migration rises. On the
other hand, for a given age at the previous migration,
these two parameters are only slightly dependent on
order of move. This result is very similar to what we
determined by empirical observation for the Norwe-
gian migrations.

Modelling of successive migrations is also possible
using the Gompertz model. This model postulates that
the variation in the instantaneous hazard rate is pro-
portional to the population at risk at a particular point
in time. Under these conditions the proportion of
stayers is written:

where K again represents the proportion of individu-
als who will migrate, and m is a parameter expressing
this relationship between hazard rate change and pop-
ulation at risk (for more details see Courgeau and
Lelièvre, 1989, 1992, 2001). When t Æ •, we verify that
the proportion of stayers tends to 1 - K as predicted by
the model.

Ginsberg (1979) conducted a comparative assess-
ment of these two main models with several others
using data from the Population Register for Norway.
From this it emerged that the fit obtained with these
two types of model was on the whole equally good for
all the flows under consideration (by age, marital
status, income, region of origin, etc., representing 308
different flows) and considerably better than that
obtained with the other distributional models (expo-
nential, Weibull, log-normal, etc.). However, the Gom-
pertz model is more flexible, because it allows both

S t K
t( ) = -( ) - -( )

1
1 exp m
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FIGURE 22–1 Migrations in the Norwegian 1948 birth cohort. (Source: Population Register of Norway).

TABLE 22–1 Probability of a Subsequent Residential
Migration in France, for Successive Migrations and 

Different Types of Move

Change Individuals aged 50 or over, % No. observed

K2 K3 K4 K5 K6

Dwelling 0.89 0.86 0.87 0.91 0.84 1954
Commune 0.77 0.75 0.76 0.76 0.74 1610
Department 0.72 0.64 0.70 0.71 0.67 1028

Source: INED, “3B” survey.



increasing and decreasing hazards, and can thus
accommodate cases in which the flows follow distri-
butions that are nonmonotonic decreasing.

3. Migrants and Migrations

We are now in a position to model the differences
between measurements of migrations derived from
population registers or surveys and census-based
measurements of migratory flows. Such modelling is
necessary because census data are often only available
over periods of varying length, while for making com-
parisons across time and across countries it is prefer-
able to work with results relating to flows and to
annual migration rates.

The model we present here is in a simplified form,
and while it can be made more realistic by adopting
more complex hypotheses, this does not fundamen-
tally modify the theoretical argument or the results.

The first assumption made by the model is that the
instantaneous migration probability, p in the total pop-
ulation is time invariant. This hypothesis can be con-
sidered to be valid for a short period of time though it
may well not hold over longer periods. Thus for the
United States the probability remained at around 0.19
from the end of the World War II to the start of the
1970s, when it fell slightly to 0.17 in subsequent years.
This shows that the hypothesis is satisfied for this
country, and the same is true for many other countries
(Long and Boertlein, 1976). The second assumption is
that a mover–stayer model adequately describes the
migrations observed in the country. As noted, this
hypothesis is often verified correctly. In addition,
parameters K and m are assumed not to change as a
function of order of move or of age at previous migra-
tion. This hypothesis is not fully verified for migration
in France and Norway, but it can serve as a satisfac-
tory first approximation of behavior. For ease of cal-
culation the assumption is also made that the
population does not change during the interval under
consideration: It is equal to P.

Over a very short interval (q,q + dq) this population
will make Ppdq migrations. Under the mover–stayer

model, only a proportion of these movers will go on to
make a new migration: PpKdq. Let us consider the dis-
tribution over time of these additional moves. During
the time interval (t,t + dt) these new migrations will
satisfy the following formula:

where Mn(t) represents these new migrations occur-
ring between q and t. Integrating between q and t, we
obtain this number:

By varying q, between an initial time (q = 0) and a
final time (q = t) we will have counted all the new
migrations that occur in this period:

Lastly, if there are no return migrations, by calcu-
lating the difference between the total migrations that
will be recorded during the period (M(t) = Ppt) and
these multiple migrations, we obtain the number of
migrants that would be given by a census at time t in
the place of residence at the initial time:

Introduction of a geographical division into units
such as communes and departments, for example,
means that return migrations also have to be included.
If we assume that these return migrations r(t) form a
constant proportion of the migrations of order higher
than 1 that occur in a year, this hypothesis is written:

where mi(t) represents the migrations of order i that
occur during the year t. This hypothesis is verified for
France (Courgeau, 1973a, 1979) and allows us to write
the number of migrants as:
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TABLE 22–2 Parameters K and m for Changes of Dwelling of Successive Orders, Pre-1931 Birth Cohort, France

Mean age at move K2 m2 No. observed K3 m3 No. observed K4 m4 No. observed
of order (n - 1), x x

17.5 0.91 0.19 820 0.92 0.20 309 0.91 0.18 113
22.5 0.78 0.16 563 0.84 0.18 420 0.87 0.17 242
27.5 0.67 0.15 114 0.70 0.16 222 0.80 0.16 192

Source: INED, “3B” survey.



Applying this model to the data for the United
States and France produces the parameter estimates
reported in Table 22–3.

With these parameter estimates we can compare the
main characteristics of migrations in the two countries.
We note first that the instantaneous migration hazard
p in the United States is almost twice what it is in
France (0.183 compared with 0.104). This greater
mobility is not associated with a smaller proportion 
of nonmovers, since in both the United States and
France approximately 80% of individuals who have
made a residential migration subsequently make
another one. The essential difference, however, is the
time that elapses before these new migrations occur. In
the United States, nearly half the population at risk
makes this new migration in the year following the
previous migration, compared with less than one fifth
in France.

A comparison can also be made between changes of
dwelling and changes of county in the United States.
These are characterized primarily by a much lower
rate of intercounty mobility, whereas this time the pro-
portions of nonmovers and the interval between
moves are very similar in each case. It must be noted,
however, that the data do not enable us to distinguish
authentic nonmovers (1 - K) from return migrants l,
since we can only estimate a coefficient that measures
nonmovers corrected for returns, K(1 + l). For changes
of dwelling, the estimated parameter obviously relates
only to nonmovers, because moves back to a previous
dwelling are negligible. Figure 22–2 displays the
curves observed for migrants, compared with the
curves estimated by the model, for changes of
dwelling and of county in the United States.

m t Pp K l t
K l
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1 1
1

1
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mexp
We note first the near-perfect match between 

the curves showing observed and estimated data. The
corresponding migrations show the large size of the
differences between migrants and migrations, of
approximately 1 :2, after 5 years.

This model can of course be made more realistic by
introducing a variation over time in the probability of
moving and dependencies between parameters K or m
and age at the previous migration. This involves no
fundamental change to the formulas used.

V. MOBILITY, SPACE, AND 
SPATIAL MODELS

The next step in the analysis is to incorporate the
spatial context in which these migrations occur. We
define a territorial division into r regions between
which flows of migrations or of migrants are observed.
Let us begin by looking at the different rates and
indices that can be defined to describe these flows.

1. Interregional Mobility Rates

Let us consider the totality of inflows and outflows
affecting a particular region. The most favorable situa-
tion is when the analyst has data from population regis-
ter or survey sources. For region i, we have already
defined the annual age-specific emigration rates, x, ei

x,
and the rates for age groups of n years nei

x (see Chapter 13).
We also explained that age-specific immigration rates are
harder to define, since the population at risk is no longer
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TABLE 22–3 Parameter Estimates of the
Migrants–Migrations Model, United States and France

Coefficients Change of dwelling Change of county

United States France 
United States

(1960–1970) (1968–1970)
(1960–1970)

m 0.490 0.180 0.520
p 0.183 0.104 0.075
K(1 + l) 0.810 0.780 0.770

Source: Courgeau, Daniel, 1982. Comparaison des migrations
internes en France et aux États-Unis, Population, vol. 37(6), p.
1184–1188 and Long, John F. and Boertlein, Celia G. 1981. Using
migration measures having different intervals. Washington DC, US
Bureau of the Census, 39 p. (Population Division working paper).
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that of region i but of the rest of the world. In this case the
preferred solution is to use the same denominator as for
the emigration rate, though by so doing we no longer
have a conventional demographic rate.

The situation is more complex when census data are
available for migrant numbers over a duration of n
years. Calculation of a corresponding annual rate is
now made impossible by the multiple moves and
return migrations that occur during this period
(Courgeau, 1973a, 1979). Thus all we can calculate is a
probability of emigrating over n years, or proportion of
migrants, by dividing this age-specific number by the
population of individuals surviving at the census and
who resided there at the start of period Pi

x:

In this case, the proportion of immigrants will also
use the same denominator, even although this term no
longer represents the population at risk.

If we consider now the flows between two regions,
two types of rates can be calculated. The first relates
the number of migrations or migrants only to the
average population of the area of origin, considered to
be at risk. Thus the rate of emigration from i to j at age
x can be written

The second type of rate includes in addition the
population of the area of destination. Numerous
empirical studies have established that the flow
depends as much on the population of the destination
area as on that of the origin area (Courgeau, 1970;
Poulain, 1981). We are then able to define an index of
migration intensity between two regions, i and j, in the
period (t, t + n), for migrants of age x at the start of the
period, over n years:

This index can be interpreted as the probability that
two individuals alive at the end of the period and
selected at random, one from the population living in
i at the start of the period, the other from the popula-
tion living in j at the end of the period, will be identi-
cal (Courgeau, 1980). The effect on the migrants of the
origin and destination populations is thus eliminated.
It can be demonstrated that when two or more regions
are combined, as origins or destinations, the intensity
index is a mean, weighted by the products of the pop-
ulations, of the intensity indices for each pairing. It
follows that when the indices between each pairing are
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equal, the index for their combination will always take
this shared value.

2. Spatial Models

For a country divided into r regions and a population
containing y age groups, yr(r - 1) indices must be calcu-
lated in order to characterize all the flows affecting the
individuals. It is not hard to see the advantage of con-
densing this information into a smaller number of
summary indices with which to characterize mobility in
the country in question. This can be done by means of
explanatory models in which interregional distance—
in its spatial and more sociological conceptualization—
is introduced as a variable. This distance is known to be
a deterrent to migration, a phenomenon related to the
sharp reduction in relational networks that occurs as
the distance between individuals increases. In the dis-
cussion that follows, we present only the most com-
monly used model (for a more comprehensive review
of the other types of model in use see Courgeau, 1980).

Let us suppose that the distance between two
regions i and j is dij and that the index of migration
intensity between these two regions is mgij

x. A Pareto-
type distribution can then be fitted to the set of flows
observed:

where parameters k and n are estimated from the data.
These models give a generally good account of the
migration flows and yield coefficients of determina-
tion of between 0.8 and 0.9 (Poulain, 1981).

This kind of model can be used to describe the dis-
tribution of migrants across various divisions of the 
territory. Using different spatial units and running the
model with different exponents, we have given a theo-
retical demonstration (Courgeau, 1973b) that there is a
simple relation expressing the migration rate observed
as a function of the number of units in the division used,
r, which is equal to the ratio between the total popula-
tion of the country and that of an average unit:

Empirical verification of this law is straightforward
for countries for which migration rates by various ter-
ritorial divisions are available. Table 22–4 presents the
results observed in Holland and France.

The annual migration rates in France were esti-
mated using the migrants—migrations model pre-
sented above and are therefore fully comparable with
the rates observed using the Dutch Population Regis-
ter. The model is found to give a good fit for both
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ij
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Dutch and French data. The curves showing the per-
centages of migrants as a function of the logarithm of
the average population of a spatial unit form straight
lines almost parallel to each other (constant parameter
K). Consequently, if a measure of residential migration
was not available, good estimates could be made based
on the other types of migrations.

This means that in the countries for which we
possess no general measure of residential migration
but only measures of mobility between various types
of territorial units, a residential migration rate can be
estimated that is suitable for comparison with other
countries. The divisions for which data are available
can also be used to check the validity of the model to
ensure comparability. These models have been used to
compare population mobility in the European coun-
tries (Rees and Kupiszewski, 1999).

VI. MULTISTATE MODELS

We again consider a country divided into r regions.
The objective is to represent the probabilities of the
various demographic events in matrix form, which we
can use to project from the age-specific regional popu-
lation at time t to that at time (t + 1). This representa-
tion is much more complex than that considered in
Chapter 20, which allowed only for mortality and fer-
tility in a single population. Moreover, the matrices

depend heavily on the hypotheses made about the
migrations. In what follows we consider only the two
main hypotheses.

1. Priority to Emigration Rates

For ease of exposition we will limit ourselves to a
female population. Let us suppose that for each region
i(i = 1, . . . r) we know the survival probability between
the age groups x and x + 1, pi

x, and the number of girls
born between t and t + 1 to a woman of age x at t, f i

x.
For the migration, we determine the probability of
migrating from region i to region j, eij

x. This probability
will thus be calculated in relation to the population of
the area of origin, like the proportions of emigrants
presented earlier. To simplify the calculations we con-
sider the female population, by year of age up to the
limit age l and we assume that only one event can
occur in the course of a single year.4 Under these con-
ditions we can project the population of age x of region
i at t, Pi

x(t), to its population of age (x + 1) at (t + 1):

For the births in the course of the year we can write:

The set of probabilities can be represented in matrix
form, M, while the age-specific populations of the
regions are represented by a vector of r(l + 1) elements,
P(t) and P(t + 1), between which the following relation
is verified

This relation can be used to project the initial pop-
ulation, by making the assumption that matrix M
remains constant over time, for example, or changes
according to certain rules. We can show that when
matrix M does not change, the population will tend
towards a stable population structure. The first real
element in this matrix tells us if the overall population
will increase or decrease. The stable population struc-
ture will be reached in two stages: at the end of the first
the populations of each region become stable; at the
end of the second stability is reached in the regional
age structure (Rogers, 1995).

It remains to estimate the probabilities, based on the
annual emigration and mortality rates. At age x, for
example, we will write the following matrix of the
annual rates of emigration, ex

ij and mortality (qi
x)
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TABLE 22–4 Relation Between Migration Rate and
Average Population of a Spatial Unit, Holland and France

Territorial Annual No. spatial Parameter
division migration units K

rate, %

Holland (1982)

Dwelling 10.59 5,310,945 0.0159
Municipality 3.90 774 0.0156
Economic region 3.30 129 0.0165
Corop region 2.23 40 0.0151
Province 1.54 12 0.0160

France (1968–1975)

Dwelling 10.37 17,744,985 0.0143
Commune 6.44 36,394 0.0142
Department 3.09 95 0.0156
Region 1.90 22 0.0142

Source: Courgeau, Daniel, van der Erf, Rob F., and Poulain,
Michel, 1989. Mobilité et découpage géographique: comparaison
entre Belgique et Pays-Bas, L’Espace Géographique, no. 1, p. 39–53 and
Courgeau, Daniel, 1980. Analyse quantitative des migrations humaines.
Paris, Masson, 225 p. (Coll. Anthropologie physique, no. XII).

4 More realistic assumptions can easily be made, although pres-
entation of the results then becomes more complex (Rogers, 1995).



It can be shown that the matrix of survival and 
emigration probabilities can be written:

where I is the unity matrix, whose diagonal terms are
equal to 1, and all the others zero (Willekens and
Rogers, 1978; Rees, 1986). It is of course possible to
work on 5-year periods and age groups.

2. Priority to Migration Intensities

The previous solution is not very satisfactory
because it is based on emigration rates, whereas as was
seen earlier, many studies have confirmed that rela-
tions between two regions are better represented by
indices of intensity. Thus, if we now let mgx

ij be the
migration intensity between i and j, the previous 
relation between populations at t and t + 1, can be re-
written in the following form:

To identify the populations for estimation more
easily, this system of equations can be written in the
form:

We see in this case therefore that these equations can
still be represented in matrix form, but that this matrix
will depend on the populations at time t:

If matrix M[P(t)] possesses an inverse, we can write:

We still have a relation with which to project from
P(t) to P(t + 1), but it is no longer a linear relation. If
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for example this nonlinear relation is used to project
the initial populations under the assumption that 
the migration intensity values remain constant over
time, we no longer obtain a stable population
(Courgeau, 1991b; Keilman, 1993). Instead, some pop-
ulations may disappear, while others may follow a sus-
tained cyclical or even chaotic course, albeit one that is
fully specified because the model contains no random
variable.

CONCLUSION

We have seen that measurement and analysis of
population mobility is extremely complex. The phe-
nomenon must be considered in its temporal as well as
spatial dimensions if all its aspects are to be grasped.
The demographic analysis of migrations has devel-
oped new methods to improve our understanding of
these flows, while making use of techniques originat-
ing in economics and human geography (Courgeau,
1976).

As part of this, linear regression methods can be
used to explain the aggregated flows with respect to
the characteristics of the origin and destination areas.
This involves a generalization of spatial models, in
particular that of Pareto, by introducing physical and
social distance but also variables such as the effect of
unemployment, the percentage of old people, and
more generally the economic, social and political
attributes of the regions of origin and destination
(Puig, 1981).

An alternative approach to migration involves
working at the individual level and explaining migra-
tion behavior by means either of logistic models,
which do not introduce time, or event history models,
which do (Chapter 23). Differences in migration
behavior are explained here with reference to charac-
teristics related to the occupation, family, and so forth
of the individuals to identify the personal motivations
in these migrations and the effect of time on the
process (Courgeau, 1985).

Last, there is an approach that attempts a synthesis
of the two previous strategies by means of multilevel
models (Chapter 24). These seek to explain individual
characteristics by introducing personal but also aggre-
gated characteristics, and differentiate the behaviors
with regard to the regions under examination. These
models are a rich analytical tool for the study of migra-
tions, situating the individuals under consideration in
a multi-dimensional context that is both geographical
and social.
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As was seen in Chapter 10, traditional longitudinal
analysis examines the occurrence of a single 
demographic event, and that event alone, by eliminat-
ing the effect of all other phenomena that are treated
as interfering events. This form of analysis was 
developed before large amounts of individual-level
data became available through specific surveys 
and before major advances in probability theory and
statistical techniques. Longitudinal analysis studies
the phenomena of interest isolated in their pure 
state and uses primarily civil registration or population
register data to calculate series of probabilities or 
rates by age or by durations between two successive
transitions. Obviously, this approach is purely 
descriptive.

The growth of survey-taking in the 1980s (Groupe 
R. A. B., 1999) and developments in probability and
statistical techniques (Cox, 1972; Kalbfleish and 
Prentice, 1980; Courgeau and Lelièvre, 1989, 1992,
2001; Andersen et al., 1993; Lelièvre and Bringé, 1998)
equipped demographers to switch their attention from
aggregate-level data (the numbers of individuals expe-
riencing an event in a particular year) to individual-
level data (an individual with certain characteristics
experiences various events at different times and in
different contexts over the length of his or her life
course). The result is an explanatory approach that
attempts to disentangle the mass of factors to identify
the interdependencies between phenomena and assess
the influence on behavior over time of individual 
characteristics.

Studying these complex individual histories or tra-
jectories requires the elaboration of an analytical and

methodologic framework that generalizes the ideas
outlined in the previous paragraphs.

I. FROM LONGITUDINAL ANALYSIS
TO EVENT HISTORY ANALYSIS

Traditional longitudinal analysis is based on a
double postulate: The demographer studies the occur-
rence of a single event in a population that remains
homogeneous for as long as that phenomenon is present
and from which the effect of the interfering phenom-
ena, considered to be independent of the phenomenon
being studied is eliminated (Henry, 1959).

Satisfaction of these conditions is the prerequisite
for calculating the conventional demographic rates
and probabilities, which are taken to express the risk
of experiencing the event in question assuming no
losses from observation or interfering events. Chapter
9 showed that the results thus obtained need to be
treated with a degree of skepticism. We will now go
further and show that these postulates have to be
changed if the behaviors are to be analyzed in their
true complexity.

Let us begin by considering the condition of inde-
pendence. Empirical observation and simple reason-
ing tell us that there is not usually independence
between processes (Henry, 1959). It is, for example,
reasonable to expect migration to a metropolitan area
to alter the fertility behavior of a female migrant from
a rural region.

Accordingly, we need to discard this hypothesis 
and introduce the effects of the other phenomena into

C H A P T E R  

23

Demographic Event History Analysis

DANIEL COURGEAU AND EVA LELIÈVRE
Institut national d’études démographiques (INED), Paris, France

293DEMOGRAPHY: ANALYSIS AND SYNTHESIS
Copyright © 2006, Elsevier Inc. 

All rights of reproduction in any form reserved.



the analysis, not by excluding the individuals who
experience them as in the traditional analysis, but by
assessing their influence on the processes being
studied. Also note that when analysis is limited to a
single event, the restrictive assumption of independ-
ence makes it impossible to study losses from obser-
vation due to competing events, as with cause-specific
mortality, for example. Nor can we work on a sub-
group of the population that can be entered by several
different events (as in the case of direct entry to a pop-
ulation of manual workers at the end of schooling or
indirect entry after a series of previous experiences in
the workplace). It would be unfortunate to forgo these
analyses simply because they imply a heterogeneity of
the cohort under investigation.

Consider now the condition of homogeneity. It is
obvious from the sheer diversity of individuals that no
human group will be homogeneous (Henry, 1959). One
way of dealing with this heterogeneity is to break
down the population being studied into subgroups, so
that the population in each can be considered as homo-
geneous. The resulting multistate table will have an
ever-larger number of cells, each containing fewer
individuals. Large random errors result, as was seen
in Chapter 8, and we can never be certain that all the
factors of heterogeneity have been taken into account.
Decomposition into subgroups is therefore an unsatis-
factory solution and another way must be found to
incorporate heterogeneity.

A further restriction is that for a population to
remain homogeneous over time, the assumption must
be made that new members immediately acquire the
same characteristics and adopt the same behavior as
existing members. Concomitantly, the same applies to
those who move out of this subpopulation and join
another, whose behavior they are assumed to adopt,
while losing all recollection of their past conditions.
This amounts to making a Markovian assumption,
whereby experience of the present state is totally inde-
pendent of the individuals’ history. Also, the individ-
uals remaining in the subpopulation are assumed to
have a behavior that evolves in the same way over
time. This assumption again bears little relation to
what is actually observed, since real-life individuals
obviously do remember their past and this does influ-
ence their future behavior.

1. Changing Paradigm

These problems highlight the need for a new para-
digm that will enable us to analyze interdependent
processes affecting heterogeneous populations. This
requires using a different unit of analysis—instead of
the single isolated event that was considered previ-

ously, analysis now focuses on the entire individual
life course, which is treated as a complex stochastic
process. The following postulate can then be stated:
The trajectory an individual follows over his or her
lifetime moves through a succession of different states,
and the position occupied at any given moment
depends on the individual’s life course to date, all that
he or she has experienced or acquired, contextual con-
straints, and the working of personal choice (Courgeau
and Lelièvre, 1996). With this change in perspective,
the bases of event history analysis can be formulated
in terms of individual processes.

The first point to note is that losses from observation
(also known as censored information) are no longer prob-
lematic because the date of the survey or—if popula-
tion registers are being used—of the study, is not linked
in any way to the individual’s life. The condition of
independence between loss from observation and the
events being studied is thus satisfied. The sampling is
said to be noninformative, and these censored obser-
vations can be taken into account when estimating the
hazard rates (Courgeau and Lelièvre, 1989, 1992, 2001).
Selection bias can arise because only the individuals
who survive and who are present when a retrospective
survey is conducted can be questioned. Such bias can
be measured using data from prospective surveys or
population registers and varies depending on the 
population being studied. It should be adjusted for,
whenever possible (Hoem, 1985). However, it can be
assumed to be of limited importance if the event being
studied does not occur in an elderly population or one
subject to high levels of emigration.

This approach makes it possible to study the
dependence between the processes under study and
the other phenomena, which are now considered not
as interfering events but as interactive events. In the
next chapter we will see how this can be achieved by
developing multistate event history models. When
working on competing events, we can use cumulative
transition intensities (sum over time of the hazard
rates of experiencing the events being studied), which,
contrary to survival probabilities, are suitable for valid
comparison. They can be analyzed as approximately
independent processes when the actual risks are
dependent (Aalen, 1976).

Last, the heterogeneity of individuals must be intro-
duced to improve our understanding of their behavior.
Here we assume that behavior patterns are not innate
but change over the life course in response to all that
the person experiences and acquires with time. It is
clear that traditional longitudinal analysis, whereby
the initial population is broken down into more homo-
geneous subpopulations, offers no solution to this
problem because it fails to allow for continuous change
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in this accumulated knowledge and experience. By
contrast, the introduction of methods that generalize
regression techniques offers a more satisfactory way of
including these characteristics, which can then be con-
sidered in their time-dependent dimension.

Describing the full complexity of these behavior
patterns calls for detailed observation of the different
phenomena at work over the life of the individual.
Traditional observation using data from civil registra-
tion, census, and survey sources is not adequate for
this task; more sophisticated data-gathering tools 
are required to capture the multiple and interlinked
chronologies of the different processes. Of these instru-
ments, we prefer the life history survey, which assem-
bles data on the events or milestones in the family,
occupational, mobility histories that make up a
person’s life. These critical transitions enable us to
identify the dynamic of the interacting processes
through comparison of the various histories. Thus, a
simple birth history does not constitute a life history
account, because it does not include the other events
that are related to it. In the same manner, a record of
only the high points in an individual trajectory, even
when it extends over several life domains, cannot form
a basis for an event history analysis because it fails to
observe the temporal continuity of each process.

Although realistic in scope, a data-collection opera-
tion that enables the subject to situate his or her history
in the broader temporal context enhances reporting
quality as regards consistency between the different
calendars, by favoring a better general recall of events
in different domains relative to each other (see Groupe
R. A. B., 1999).

The event history techniques for handling the data
raise highly complex statistical problems that have
been overcome largely through advances in the theory
of martingales, stochastic integration and counting
processes (Anderson et al., 1993). A detailed exposition
of these methods is not possible here, but after outlin-
ing the basic principles and main results, we will show
examples illustrating their application in different
areas of demographic research.

II. STATISTICAL FORMALIZATION

An initial formalization, referred to as nonparamet-
ric, enables us to illustrate the interactions between
phenomena. Imagine a population comprising n
groups between which transitions occur over time. Let
Ti,j be the positive random variables corresponding to
the times of these transitions. If we have Pi(t) individ-
uals in state i just before state t and if Mi,j(t) transitions
are observed between states i and j at time t, the instan-

taneous transition rate between these states can be
defined in the following form (Johansen, 1983):

The corresponding cumulative transition intensity
is then written:

These transition intensities (or hazards) can be esti-
mated from observations and compared with each
other.

Consider the relationship between family formation
and urbanization (Courgeau 1987, 1989). The fertility
of French women born between 1911 and 1935 is 
compared according to their residential migrations
between metropolitan areas (Paris, Lyon, and Mar-
seille) and less urbanized nonmetropolitan areas. After
second births, migration to the metropolitan areas is
accompanied by a sharp reduction in fertility—
approximately one third—whereas out-migration
from the metropolitan areas increases it to the same
extent, multiplying the cumulative intensity by 1.4 or
even 2. However, migration to metropolitan areas is by
women whose fertility before the move was already as
low as that prevailing in the urban areas, resulting in
a selection process. Conversely, migration to the less
urbanized regions attracts women whose fertility
before moving was the same as that of other women
in the metropolitan areas who did not move. In this
instance the reduction of the migrants’ fertility leads
to a process of behavioral adaptation.

An additional finding is that the birth of successive
children influences women’s residential migration,
which combined with the previous results produces 
a reciprocal dependence. The propensity to move to a
metropolitan area is reduced after each successive
birth, whereas the same births have the opposite effect
on the migration risks of those leaving metropolitan
areas.

Complex dependencies can be identified using this
analysis. For example, one process may be observed to
influence another whereas there is no effect operating
in the other direction. In this case we speak of unilat-
eral dependence or local dependence. For instance, if we
observe the interactions between marriage and depar-
ture from farming of men originally employed in this
sector, leaving farming is seen to produce a sharp rise
in their chances of getting married, whereas marrying
while still in farming does not affect their chances of
changing employment. We might also observe a total
independence between these events, in the case that
neither has any influence on the other. However, this
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case is seldom encountered in practice, thus illustrat-
ing the need for an event history analysis.

Analysis of this type can be applied to more com-
plex situations, involving trivariate and multivariate
relationships, for example. Thus we could study the
interaction between fertility and separation in differ-
ent types of union (cohabitation or marriage) or the
interaction between two events with multiple occur-
rences (fertility and residential migrations).

To develop the analysis further and examine the
effect of multiple characteristics on more than one
process, we have to adopt more restrictive assump-
tions about the behavior being studied, by use of para-
metric or semiparametric proportional hazard models,
for example.

Consider an individual k who makes a transition
from state i to state j at time t. The instantaneous
hazard is expressed in the following general form,
which is a generalization of the Cox model (1972):

where the first term is the instantaneous transition rate
from state i to state j, at time t, under the standard con-
ditions, Zk(t) = 0. The second term of the equation incor-
porates the individual’s characteristics, which may be
time dependent, in the form of a column vector Zk(t)
and a vector of bi,j parameters. When the individual
characteristics are binary, this exponential expresses
their proportional effect on the baseline hazard.

When h0
i,j(t) is considered as a function whose form

is fully specified in advance, the model is described as
parametric. Many possible functions can be used for
this purpose (Pareto, Gompertz, Weibull, log-normal,
etc.) depending on the phenomenon being investi-
gated. Their parameters and the values of bi,j can be
estimated by the maximum likelihood method.
However, this formulation implies the selection of a
function, which is not always fully adapted to the phe-
nomenon being studied.

For this reason it is preferable to leave this baseline
hazard in a non parametric form. The result is a semi-
parametric model (Cox, 1972), whose parameters bi,j can
be estimated using partial likelihood methods, which
can then be used to estimate the baseline hazard rates
h0

i,j(t).
For example, looking again at third births and the

influence on them of residential migration to or from
metropolitan areas, the effect of many different char-
acteristics can be demonstrated. Thus the fact of
having a farming father influences this birth: before
migration the effect is to delay third births while after
migration the effect disappears. Other variables are not
affected by this migration. For example, the more sib-
lings a women has, the more likely she is to have a

h t Z t h t Z ti j k i j i j k, , ,( )( ) = ( ) ( )( )0 exp b

third child herself, irrespective of whether she lives in
a metropolitan area or not, or has moved or not. When
all these effects have been incorporated, moving to
metropolitan areas remains associated with a reduced
chance of having a third child, whereas moving out of
metropolitan areas continues to be associated with 
a raised fertility, thus confirming the persistence of
what was observed when the characteristics were not
introduced.

Because, as was seen in Chapter 21, we can never
be sure that all the variables with an effect on the phe-
nomena of interest have been introduced, it is impor-
tant to know how this unobserved heterogeneity
affects the estimated risks.

If this unobserved heterogeneity is independent of
the characteristics introduced, Bretagnole and Huber-
Carol (1988) have established that when a proportional
hazards model is used the result is to underestimate
the absolute value of the effect of these characteristics,
whereas in a linear regression it has no effect on these
parameters. This means that an effect that appeared
significant will remain so when the initially nonob-
served characteristics are introduced. Conversely, an
effect which initially appeared not significant, may
become significant when the previously unobserved
characteristics are introduced.

When the explanatory factors, observed or not, are
correlated with each other, the choice of characteristics
to introduce into the model is of crucial importance.
This can be illustrated by an example. When studying
duration of residence at a particular dwelling, age is
usually taken to be a characteristic strongly correlated
with the risk of moving. But it is reasonable to 
think that this characteristic is itself linked to other
characteristics with a more fundamental role in the
migration process, such as the stage of the individual’s
family life at the start of residence, the tenure status of
the present dwelling, and so on. Many such character-
istics can be introduced, after age, using data from the
Triple Biography survey conducted by INED (Courgeau,
1985). Not only does this greatly improve the per-
formance of the model for explaining these durations
of residence, but more important, the age effect
decreases sharply and, for some of the cohorts
observed, even disappears completely. Age thus
appears merely a proxy variable, attributable to the
fact that it is strongly correlated with the onset of crit-
ical transitions in the life course.

The proportional hazards model is merely one of
several alternative models that can be used. Others
include the linear and logistic models, models intro-
ducing time-varying estimated bi,j parameters and so
forth (Gill, 1992). Some of these models present the
advantage of dispensing with some of the earlier
restrictions relating to unobserved heterogeneity. 
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In the case of a proportional hazards model it is 
important to verify with a nonparametric model
whether the effect of the various risks considered 
separately does in fact have a multiplicative effect on
the hazard rates.

III. APPLICATIONS OF 
THESE METHODS IN VARIOUS

RESEARCH FIELDS

These techniques have been applied in many
research fields, ranging from econometrics to biosta-
tistics and epidemiology. In this section, we give an
overview of their demographic applications in several
demographic areas. The studies are categorized by
their primary field of application, although it should
be emphasized that their methodology addresses the
interaction between several fields. Attention will be
drawn to the originality of the results obtained with
these methods.

1. Mortality

Mortality analysis was an important field of appli-
cation in the early development of these methods,
hence the name survival analysis, by which they are
sometimes known. Since the original article by Cox
(1972), the spread of these techniques in medical re-
search has been reviewed (see, for example, Andersen,
1991). But their use outside of clinical trials and
medical epidemiology has not developed to the same
extent, particularly in demography. One reason for this
concerns the type of data needed for their implemen-
tation. But we begin by looking at two examples of
studies based on survey data.

Use of proportional hazards models to analyze the
effects of childbearing on the occurrence of Hodgkin’s
disease (Kravdal and Hansen, 1996) is a perfect 
illustration of the most important use of this method
for prognostic purposes. An earlier article by these
authors, using a more conventional methodology, con-
cluded that childbearing conferred a protective effect
against Hodgkin disease. However, that protective
effect is called into question in this article (Kravdal and
Hansen, 1996) by the more relevant results obtained
using survival models.

Guan Guo and Lawrence Grummer-Strawn (1993)
analyze twin survival using data on multiple births
from 26 Demographic and Health Surveys (DHS). This
identifies the factors of vulnerability for twins and
indicates a general increase in the effects of the vari-
ables measured for twins compared with those for
other children. The model used is derived from the
bivariate model and takes into account the depend-

ence between the survival chances of the two cate-
gories of children. This is a major advantage of these
models.

In contrast to traditional demographic mortality
analysis, the two previous studies do not use civil 
registration data. That source supplies too few indi-
vidual characteristics for it to be suitable for in-depth
event history analysis. A linkage is sometimes possible
with census data, which provide more detailed 
information. Thus several authors (Sahli et al., 1995;
Wunsch et al., 1996) have studied mortality in relation
to characteristics from three successive censuses 
linked with Norway’s register of deaths. These analy-
ses take the form of a series of logistic regressions on
time-ordered sequences, without introducing dura-
tion. This procedure, while entirely legitimate and
effective, differs from the event history family of
models by not including duration, which is a funda-
mental dimension of these models. However, it will be
seen shortly that duration can be introduced for the
analysis of interval-censored life history information
of this kind.

2. Fertility

Fertility analysis has produced numerous surveys
suitable for event history analysis. In a review article,
Adrian Raftery et al. (1996) give a critical appraisal of
the methods used to analyze the World Fertility
Survey (WFS) data. With the exception of descriptive
analyses, using conventional tabular presentations of
fertility rates and linear regression analyses in which
the explanatory variable is the number of live births,
the authors indicate that although these data give
detailed, reproductive histories combined with calen-
dars of contraceptive use they have seldom been
subject to event history analysis. After outlining the
practical difficulties involved in conducting such an
analysis and the innovative nature of the indicators
obtained, they present an analytical strategy for event
history modelling of WFS data, with a view to increase
the use of this strategy. Using the number of live births
as a regression variable encounters a certain number
of problems, which can only be resolved within the
much more appropriate framework of event history
analysis. The first problem concerns incomplete infor-
mation due to censoring at the time of the survey,
something that cannot be allowed for in a conventional
regression analysis. The second problem relates to the
impossibility of distinguishing cohort and period
effects. Finally, if the influence of explanatory variables
varies with parity, these effects are diluted in a con-
ventional regression because individual variables
cannot be modified according to exposure duration
(i.e., cannot be time-dependent). The authors then
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apply the proposed procedure to WFS survey data for
Iran, achieving results that could not be obtained with
the other procedures.

In an article on extramarital fertility, Eva Lelièvre
(1993) reviews the methodologic problems encoun-
tered in such a study and how they can be overcome
by means of event history analysis. Particular attention
is given to the question of the validity of analyses
where the results are conditioned by knowledge of the
future (i.e., by the outcome of the process being
studied). In the case of extramarital fertility, the pro-
cessing of the period of cohabitation is determinant. If,
for the evaluation of fertility differentials, unions are
distinguished by whether they lead to a marriage or
not, the rates are in effect conditioned relative to the
future. These difficulties are avoided with an event
history analysis that allows for past events and intro-
duces union transformations at the time they occur.

3. Union Formation and Dissolution

Many analysts have come to favor event history
analysis for the study of divorce, because the intro-
duction of time-dependent variables is necessary to
grasp the nature of the mechanisms at work. This also
makes it easier to distinguish between period, age, and
cohort effects.

Michael Bracher et al. (1993) have carried out a sys-
tematic examination of hypotheses advanced to
explain the risk of marriage dissolution in Australia,
using a Cox model. In constructing their model, they
consider successively the introduction of historic time
(characterized by period and cohort aspects) and bio-
graphic time (age at marriage, age and duration of
marital union), the relevant characteristics. It is clear
that only event history methods (and the data for
running them) are suitable for conducting such an
analysis, which is applied to empirical data.

Working on the plentiful and very precise data from
the Swedish Population Register, Hoem (1997) has
called into question the effects of educational attain-
ment on divorce and has shown (as is only possible
with event history models) that these effects are time-
variant. These findings run counter to the generally
accepted hypothesis (in the English-speaking and
Scandinavian countries) of a decrease in the risk of
divorce as educational attainment increases. This
hypothesis was already at odds with the opposite or
nonexistent effect of educational attainment observed
in other countries, and thus appears very questionable.

In his study on the place of children in the history
of couples, Laurent Toulemon (1994), responding to an
earlier critical comment by Adrian Raftery et al. (1996),
proposes simple indicators, drawn from event history

analysis, to present the variations in the risk of mar-
riage breakdown by number of children and age of last
child. This study concludes that increased risks of
marri-age breakdown are partly independent of fertil-
ity behavior.

4. Internal Migration

The French Echantillon Démographique Permanent
(Demographic Longitudinal Survey), which links civil
registration and census data since 1968, makes possi-
ble a new approach to interval-censored event histo-
ries. In this data file, the residence of individuals is
recorded only at the time of censuses and family
events. The dates observed are therefore those before
and after the migration event to be studied.

Two simplifying assumptions have to be made to
use these interval-censored data. The first is that only
one of the migrations being studied can occur between
two observation times. The second is that the obser-
vation scheme is non informative, i.e. that observation
of individual trajectories occurs independently of their
progression, at random points in time. The first of
these conditions determines the choice of observation,
using both census and civil registration data, to obtain
the optimum estimation. For the second condition, it
can be seen that while it is fully satisfied by census
observation, civil registration observation can be a
source of bias, since there is no reason to expect migra-
tions to be independent of family events.

The test conducted with data from the Triple Biog-
raphy survey, which were artificially censored for this
purpose (Courgeau and Najim, 1995, 1996), estab-
lished that bias was not large when working on
changes of residence. The estimates are similar with
census or civil registration data, or with both together,
although when civil registration data alone are used
significant overestimation of the hazards occurs
related to the interactions between migration and fer-
tility. On the other hand, when working on changes of
region, serious errors arise due to return migration. A
semiparametric analysis of residential migration after
marriage has been conducted using the EDP data
(Courgeau et al., 1998).

5. Occupational Histories

In the field of the study of individuals’ occupational
histories, Daniel Courgeau (1993) has shown how
event history analysis can answer a perennial research
question. The problem is that of how do we allow for
the interactions between occupational and migratory events,
by introducing a continuous time during which these events
occur? Whereas traditional methods cannot deal with
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this problem, the general framework of event history
analysis is effective for identifying the nature of the
interactions in question and the heterogeneity of the
population under consideration.

This general framework is also effective for han-
dling far more complex problems, such as the interac-
tion between the professional and migration behavior
of the members of a couple (Courgeau and Meron,
1995). These interactions can be modelled, taking into
account the effect of the couples’ characteristics, which
can be time-dependent, to obtain information about
the close links between its residential mobility, occu-
pation, and family life. In this way we are able to relate
the three main role domains in the life of a couple.

This brief review shows the scope of application of
event history analysis and indicated its value as an
explanatory tool in demography.

IV. FUTURE DEVELOPMENTS

The event history approach is now widely accepted
in the social sciences, including in demography
(Keilman, 1993). We must nonetheless resist the temp-
tation to explain a behavior by reference only to indi-
vidual-level characteristics. The danger then is of
committing the atomistic fallacy, because the analysis
ignores the broader context in which human behavior
occurs. Individuals actually operate in multiple
domains (family and occupational, for example) and
are linked to a geographic context (resident of a neigh-
borhood, originating from a region, etc.), all of which
influence their behavior.

On the other hand, when working at a given level
of aggregation, only the conventional demographic
rates can be related to the aggregate-level characteris-
tics of the regions being considered, such as the
regions’ emigration rates to their percentages of
farmers, labor force participation rates, and so forth.
The danger here is of committing what is known as the
ecological fallacy, which occurs when inferences about
individual-level behavior are drawn from aggregate-
level results.

Thus, we must find a way of integrating these dif-
ferent levels of aggregation in the same event history
analysis. An initial approach is to examine the effect of
both individual and aggregate characteristics on indi-
vidual behavior, with the possibility of introducing a
specific effect for each region at any given level of
aggregation. This leads to contextual and multilevel
event history models (see Chapter 24).

A second approach involves the analysis of more
complex groups, when it is no longer possible to con-
sider the group as forming a single entity but as com-

posed of interacting individuals. This means that
instead of studying the interactions between the
processes that affect an individual, we study the inter-
actions between individual processes affecting
members of a group (Lelièvre et al., 1997, 1998). This
shift from individuals to their entourage (or contact
circle), whether for the purpose of data gathering or
analysis, implies rethinking the units used for longitu-
dinal observation.

Whereas an individual can be tracked over his or
her entire lifetime, the practical impossibility of defin-
ing a household in longitudinal terms (Keilman and
Keyfitz, 1988) has led to development of the concept
of entourage or contact circle (Lelièvre and Bonvalet,
1994). It is still the individual who is tracked, but
linked with all the members of the various households
to which he or she has ever belonged, plus other close
but not necessarily co-resident family members.

One approach involves an event history analysis
that treats such groups as a composite individual who
can be described by both collective and individual
characteristics. But the events studied will be mainly
collective in nature (change of membership, place of
residence, etc.), whereas individual characteristics and
the interactions between members are considered only
implicitly. In these conditions, the techniques of event
history analysis of the group considered as an indi-
vidual can indeed be applied, on condition the defini-
tion of the group and the events it experiences are
carefully specified.

Modelling on these lines is not perfect, however,
because it overlooks the fact that the process being
studied is multivariate, with each of the group trajec-
tories resulting from the interacting trajectories of its
members. Since the life histories of the individual
members of the group will no longer be independent,
a specific modelling strategy has to be developed. This
problem has been explored from a statistical angle and
these models are currently being adapted for applica-
tion to demographic processes (Lelièvre et al., 1997,
1998).

From the standpoint of data collection strategies, all
the events of union and reproductive histories are
already included in an individual life history survey,
and if the varying position of the individual within his
or her contact circle is defined using these dimensions,
no additional information is required. If data collec-
tion also includes the residential histories of chil-
dren/parents (direct descent) when the respondent
does not live with them, information on the role of
kinship in individual decisions becomes available. By
working on factual data, such as the location or occu-
pation of a certain number of close friends and rela-
tives, the existence of an influence can be established
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when there is residential or social proximity. Last, the
structure of the individual’s network, that is, the
nature of his or her contact circle will be known for 
the entire life course of the individual. A survey along
those lines, the Biographies et entourage (Event Histories
and Contact Circle) survey, was conducted by the Insti-
tut national d’études démographiques at the end of
2000. Analysis of the results from this survey will rep-
resent a major advance for event history analysis.
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Analysis of multistate data aggregated by socio-
occupational group, geographic area, administrative
unit, and so on, is based on the assumption that the
behavior of individuals is homogeneous in each of
these subpopulations. If these conditions hold, it is suf-
ficient simply to use the conventional demographic
measures and rates and identify the relations that exist
between them. For example, a study might relate the
emigration rates for the various regions of a country to
the unemployment rates, percentages of farmers, and
so forth observed in each region. But we must be careful
not to infer that these relationships between aggregate-
level values are also valid for the corresponding indi-
vidual-level characteristics. That would be making the
error of reasoning known as the ecological fallacy—a pos-
itive association between a region’s emigration rate and
the proportion of farmers in its population in fact tells
us nothing about the migration probability of farmers,
for whom the correlation may be negative. Aggregate-
level models can also be constructed in which fertility,
mortality and interregional migrations are introduced
simultaneously (see Chapter 20 on r-level population
models), under the additional assumption of independ-
ence between the phenomena being studied.

The hypothesis of homogeneity of behavior within
each group becomes unnecessary if we work on indi-
vidual-level data, because an individual’s behavior
can then be related to his or her personal characteris-
tics (see the previous chapter on event history analy-
sis, and Chapter 131 on causal models in the final

volume of this treatise). In this case, the fact that an
individual has moved out of a particular region will be
related to factors such as being unemployed, being a
farmer, and so on. However, the danger here is com-
mitting the atomistic fallacy, because the analysis
ignores the context in which human behavior occurs.
In the real world, this context influences individual
behavior and it is a mistake to consider individuals in
isolation from the constraints imposed by the groups
and settings in which they belong.

What is needed, therefore, is an analysis that works
at different levels of aggregation simultaneously but
whose objective remains that of explaining individual
behavior. The pitfall of the ecologic fallacy is thus
avoided, because the aggregated characteristic is used
to measure a construction that is different from its
equivalent at the individual level. It is introduced not
as a proxy variable but as a characteristic of the sub-
population that influences the behavior of an individ-
ual member of that group. At the same time, the
atomistic fallacy ceases to be a problem once the 
analysis accounts properly for the context in which 
the individual lives.

I. INDIVIDUAL AND AGGREGATE
MEASURES: CONTEXTUAL ANALYSIS

The behavior to be analyzed here is still individual
but the explanatory variables can be both individual
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and aggregate. Let us begin by looking at the different
types of aggregation that can be employed.

1. Types of Measures

For any aggregation level, we can simply add
together the individual characteristics and estimate the
percentages and averages. Examples are the percent-
age of farmers, the average starting salary in an occu-
pation, and so on. More complex analytical procedures
can also be applied. Thus, as well as average income,
the product of this and the binary variable for whether
the individual is a farmer could be introduced, which,
as will be seen shortly, gives a better characterization
of the interaction between individual- and aggregate-
level characteristics, or the correlation between this
income and household size.

Other characteristics for a given level of aggregation
are more general by nature and do not apply at the
individual level. Examples are the number of hospital
beds in a particular region, or the number of classes in
a school. But although these do not correspond to any
individual characteristic, they can nonetheless be
aggregated at other levels. Thus the number of hospi-
tal beds in a region is the sum of the number of beds
in each department of the region.

Another class of characteristic is defined for a 
single level of aggregation and cannot be aggregated
at higher levels. The political orientation of a
commune, as defined by the party affiliation of its
mayor, for example, cannot be aggregated with 
those of neighboring communes, which may cover a
broad spectrum. This characteristic therefore cannot
exist at the individual level, because the individual
may have voted for another candidate, nor does it exist
at the level of the department, because the different
communes of the department are not usually all of the
same political orientation. Nonetheless, it may influ-
ence the behavior of the individuals who live in the
commune.

2. A Regression Model

Having specified the characteristics to be evaluated,
we will now consider the analytic models that can be
used to measure their impact. We begin with an exten-
sion of conventional estimation procedures, such as
multiple linear regression or logistic regression. This
extension is usually termed contextual analysis.

This model explains individual behavior by refer-
ence to both individual and aggregate characteristics.
Let us first of all see how it is formulated in the case of a
regression that introduces variables considered at dif-
ferent levels. The example used here is taken from the

1992 Demographic and Health Survey (DHS) of
Morocco (Enquête Nationale sur la Population et la
Santé, or ENPS-II), for the analysis of fertility determi-
nants in a rural environment (Schoumaker and Tabutin,
1999). Individual fertility is measured by the DRAT
(duration ratio), obtained by dividing the number of
children each married woman has had by the theoreti-
cal number of children she would have had (adjusted
for her age and length of union) in a regime of natural
fertility. These data are organized in the 72 sampling
clusters, which are treated as separate groups.

We write as yi,j the DRAT at the time of the survey
of a woman i living in group j. This fertility will first
be related to the fact of her husband being a farmer or
not (xi,j):

yi,j = a0 + a1xi,j + ei,j (Eq. 1)

where ei,j is an individual random term.
The estimated parameter values are reported in the

first column of Table 24–1, with their standard error in
brackets. According to this conventional regression
model, women married to a farmer have a higher fer-
tility than the others. But these parameters may differ
depending on the groups and we can estimate them
separately for each group j, with the following regres-
sion models:

yi,j = a0j + a1jxi,j + ei,j (Eq. 2)

where ei,j is a group random term.
Figure 24–1A displays the results of this estimation.

The great diversity in the parameters is clearly appar-
ent, but no conclusion is possible, because most of the
parameters a1j are not significantly different from zero.
The numbers observed in each group are too small on
which to base a conclusion: The differences between
the slopes may be the result of purely random error.
The solution is to work on the entire population and
introduce new characteristics: the percentage of
women married to a farmer in cluster j(x.,j) and its
interaction with the fact of the husband being a farmer,
thereby introducing an interaction between an indi-
vidual and aggregate characteristic. The new model is
written

yi,j = a0 + a1xi,j + a2x.,j + a3xi,jx.,j + ei,j (Eq. 3)

where ei,j is an error term representing the effects of all
the implicit or unobserved variables. This model can
of course readily be extended to include additional
explanatory variables that are considered to act simul-
taneously on the female fertility index. Parameter esti-
mation is by the least squares method, with the usual
assumptions made for the residuals (i.e., a normal dis-
tribution of expectation zero and a constant variance
s 2 for all values of the explanatory variables). Let us
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examine the interpretation of the parameter estimates
in more detail.

Calculating the mean of all the observations of
group j, gives the following relation, which is valid for
each group considered separately:

y.,j = a0 + (a1 + a2)x.,j + a3x2
.,j + ej (Eq. 4)

where ej is the mean error term for each group. We then
see that the estimations of the mean values are not dis-
tributed randomly but lie along a parabola or a line, if
a3 is zero, when they are plotted as a function of x.,j.
Again for group j, we can now observe the position of
the individuals in this group relative to the mean
values that have just been calculated. By subtract-
ing relations (3) and (4), we obtain the following
expression:

yi,j - y.,j = (a1 + a3x.,j)(xi,j - x.,j) + ei,j - ej (Eq. 5)

which shows that in each group the estimations lie
broadly on lines of slope a1 + a3x.,j. We can easily verify
that these lines pass through a fixed point if a3 is not
zero or that they are parallel to each other in the 
opposite case.

For the case examined here, the various parameter
estimations are given in the second column of Table
24–1. We see first of all that the lines corresponding to
each group are parallel to each other because parame-
ter a3 is not significantly different from zero: There is
no interaction effect between individual fertility and
that of the group. On the other hand, fertility is no
longer identical regardless of group but is strongly 
differentiated: As the percentage of farmers among
men in the group rises, so fertility increases. However,
when this increase is allowed for, the relationship

between fertility and the fact of the husband being a
farmer is reduced by a quarter (coefficient of 0.047
instead of 0.060). Figure 24–1B displays these lines,
which can be compared with the regressions calculated
on each group separately (Figure 24–1A). From this we
can see that while contextual analysis does take into
account the different levels at which the groups are sit-
uated, it is less effective at explaining the variation in
the slopes corresponding to the various groups.

As it stands, Equation 3 introduces only a single
error term at the individual level, which means that
the results for individuals in a group are analyzed as
if they are independent. In addition, the effects of the
aggregate characteristics have a predetermined form—
quadratic or linear for the mean, and convergent or
parallel lines for the group effect. To dispense with
these restrictions, the next step is thus to introduce the
random variables specific to each level of aggregation.

II. INTRODUCING GROUP EFFECTS:
MULTILEVEL MODELS

It is reasonable to think that the result for an 
individual in a group may depend on the results
obtained by the other individuals in the same group.
Because they overlook this intragroup dependence,
contextual models produce biased variance estimates
for the contextual and individual effects, resulting in
confidence intervals that are too narrow. This problem
of intragroup dependence can be handled by intro-
ducing random effects into the previous contextual
models. Let us examine this for the regression dis-
cussed in Equation 2.
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TABLE 24–1 Comparison of results from contextual and multilevel models (rural Morocco, 1992)

Characteristics Contextual models Multilevel models
Estimation (standard error) Estimation (standard error)

Fixed
Constant 0.786 (0.009) 0.749 (0.016) 0.800 (0.014) 0.751 (0.027)
Husband farmer 0.060 (0.013) 0.047 (0.033) 0.040 (0.014) 0.067 (0.036)
% husbands farmer 0.112 (0.040) 0.122 (0.059)
Interaction husband farmer -0.028 (0.061) -0.072 (0.067)
* % husbands farmer

Random at group level
s2

u0 (Constant) 0.0084 (0.0024) 0.0076 (0.0024)
su01 (Covariance) -0.0017 (0.0020) -0.0014 (0.0019)
s2

u1 (Husband farmer) 0.0003 (0.0024) 0.0001 (0.0023)

Random at individual level
s2

e0 0.1090 (0.0031) 0.1085 (0.0031) 0.1022 (0.0030) 0.1022 (0.0030)
-2 (log-likelihood) 1,530.20 1,519.04 1,455.49 1,451.23

Sources: ENPS-II survey, Morocco, 1992; Schoumaker and Tabutin, 1999.
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FIGURE 24–1 Fertility estimations by whether the husband is a farmer. A: Separate regression on each
context. B: Contextual regression. 

1. Reworking the Previous 
Regression Model

Because of the small number of individuals
observed in each group, the regression parameters
estimated earlier will be treated as a random sample
from a larger set of parameters. This results in the
parameters of Equation 2, a0j and a1j, becoming random
variables at the level of the groups, for which we want
to estimate the mean a0 and a1 and the variation around
this mean. We can then write:

a0j = a0 + u0j, a1j = a1 + u1j (Eq. 6)

where u0j, u1j and ei,j are random variables of 
expectation zero and with the following variances and
covariances:

var(u0j) = s 2
u0, var(u1j) = s2

u1, 
cov(u0j,u1j) = su01

(Eq. 7)

these three terms corresponding to the level of the
groups, and ei,j (Equation 1) to the individual level.
This model is fully multilevel. The parameters of such
a model can be estimated using generalizations of the
least squares method (Goldstein, 1995, Courgeau,
2004).



Applying this model to the previous data gives the
results set out in the third column of Table 24–1. The
multilevel model, which introduces only the constant
and the fact of the husband being a farmer, gives an
effect for the latter characteristic very similar to that
obtained with the contextual model that introduces all
the other characteristics (0.040 compared with 0.047).
This is because the introduction of the constant term
in the random variables at the level of the groups con-
firms the effect of these groups on fertility, without 
the additional terms having to be introduced. Figure

24–1C shows the fertility predicted by this model,
depending on whether or not the husband is a farmer.
Although the results for the random variable corre-
sponding to having a farmer husband are not signifi-
cant, the strong negative correlation, close to -1,
between the constant and the fact of having a farmer
husband, is now reflected in the fanning-in configura-
tion of the lines corresponding to each group—The
higher the fertility of the nonfarmers, the greater the
reduction in the slope of these lines. This result is 
not obtained with the contextual model, due to its
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overrestrictive specification—it is closer this time to
the regression lines of Figure 24–1A. Also observed, as
expected, is an increase in the standard errors of the
fixed parameters, compared with the estimations from
Equation 1.

The last column of Table 24–1 introduces the per-
centage of men who are farmers and the product from
multiplying this with the fact that the individual is
himself a farmer, again in a multilevel model. The vari-
ances of all the random terms are seen to decrease. This
confirms that these aggregate characteristics account
for part of the random terms at the group level as well
as reducing the effect of the farmer husband. However,
a significant effect is still associated with the random
term corresponding to the constant. Figure 24–1D dis-
plays the results predicted by this model, which are
very similar to what was obtained in Figure 1A,
although some significant parameters from the multi-
level model used are now also given.

We have discussed these results at length to demon-
strate the utility of multilevel regression. This analysis
must be continued with other characteristics, such as
educational attainment, standard of living, and so
forth of the wife or of her household to see whether
this random effect persists and to show the effect of
these variables on the fertility level being studied.

2. Analysis for Binary or 
Polytomous Data

Now let us look at how to construct, for example, a
multilevel logistic model. For this purpose we use a prac-
tical example, drawn this time from the Norwegian
population register.1 We examine interregional migra-
tions over a 2-year period (1980–1981) by women born
in 1958 and resident in Norway in 1991.

Let us assume that we are working with the probabil-
ity that a characteristic to be estimated, yi,j, in this case,
the fact of having migrated, is 1. Individual i is present in
region j before migrating. We want to examine the rela-
tionship between this probability and an explanatory
variable, xi,j, which is assumed here to be binary. This
probability, conditioned by the fact of the individual
having the characteristic xi,j, is written as follows:

P(yi,j = 1|xi,j) = pi,j = [1 +
exp(-[a0 + u0j + (a1 + u1j)xi,j])]-1 (Eq. 8)

It follows that the answers yi,j, are distributed
according to a binomial distribution:

yi,j ~ B(pi,j,1) (Eq. 9)

In this case we have the following conditional 
variance:

var(yi,j|pi,j) = pi,j(1 - pi,j) (Eq. 10)

The model then becomes a nonlinear model:

(Eq. 11)

The individual level variance in this case is equal to
unity, and we will work principally on the regional
level variances and covariances.

In Table 24–2 we have estimated the parameters of
the contextual logit and multilevel models, for study-
ing the migration probabilities of the 19 Norwegian
regions according to whether the women have at least
one child before this migration.

The first contextual model yields a lower migration
probability for women with at least one child (first
column), close to that obtained for the fixed part of the
multilevel model (column 3), although with a smaller
variance for the first model. The random part of the
multilevel model shows a variation by region and by
whether or not the woman has at least one child. We
show the joint influence of the fixed and random
parameters at the regional level by calculating the logit
functions for the probabilities of emigrating from
region j, according to whether the woman is childless
or not. The logit function of women without children,
P0j, is simply the sum a0 + u0j; its between-region vari-
ance is equal to s 2

u0. The logit function of women with
children, P1j, is given by the sum a0 + a1 + u0j + u1j; so
its between-region variance is equal to s2

u0 + 2su01 + s 2
u1.

The data in Table 24–2 can be used to calculate the
between-region variance of women with at least one
child (0.205), which is four times higher than that of
women with no children (0.051). Figure 24–2 displays
the values of P0j and P1j, corresponding to women with
and without children, linked by a line for each region.
These lines are characterized by a fan-shaped form,
which is explained by the differences between the vari-
ances and by the positive correlation between the
random variables, corresponding to women with and
without children, close to unity (0.93).

When the aggregate characteristics are introduced,
these are highly significant in the contextual model
(column 2). Figure 24–3 presents the logits of the prob-
ability of migrating according to the regional percent-
age of women with children. This shows that the
migration probabilities depend both on whether
women have children and on the proportion of women
with children living in the different regions. The higher
this proportion, the more these probabilities are
reduced by the fact of having children. A region’s high

y p e z

z p p

i j i j i j i j

i j i j i j e

, , , ,

, , ,

where

and

= +

= -( ) =

,

,1 12s

308 Courgeau

1 We would like to thank the Norwegian statistical services for
allowing us to use the data files produced from the Norwegian pop-
ulation registers and censuses.



aggregate fertility is associated with a greater capacity
to retain women with children.

These conclusions are completed by the multilevel
model. Only the interaction effect between the indi-
vidual and aggregate characteristic is significant on the
fixed parameters, indicating as before that the higher
the proportion of women with children in a region, 
the less likely these women are to migrate. At the 
same time, a reduction in variance is observed at the
regional level for women with children (0.151 com-
pared with 0.205), which confirms the effect of the
aggregate variable. However, the regional effect for the
constant is still significant and at the same level (0.05):
this was not properly accounted for in the contextual
model. Figure 24–3, which also displays the logits of

the probability of migrating for each region as a func-
tion of the percentage of women with children, reveals
a more complex situation than that obtained with the
contextual logit regression: the points corresponding
to the different regions are highly dispersed in relation
to the regression lines plotted on the same diagram.

Various characteristics (marital status, labor market
status, educational attainment, etc.) can of course be
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TABLE 24–2 Migrations in Norway, whether or not women have children

Characteristics Contextual models Multilevel models
Estimation (standard error) Estimation (standard error)

Fixed
Constant -1.464 (0.018) -0.962 (0.062) -1.503 (0.056) -1.235 (0.027)
With children -0.973 (0.048) -0.125 (0.185) -0.992 (0.080) -0.222 (0.349)
Proportion with children -0.020 (0.002) -0.009 (0.009)
With children *proportion with children -0.029 (0.002) -0.027 (0.013)

Random at regional level
s2

u0 (constant) 0.051 (0.029) 0.049 (0.022)
su01 (covariance) 0.042 (0.027) 0.032 (0.015)
s2

u1 (with children) 0.070 (0.068) 0.038 (0.029)
-2 (log-likelihood) 22,934 22,808 19,237 19,237

Source: Norwegian population register, Central Bureau of Statistics, Oslo.
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introduced, separately or simultaneously, to examine
their impact on the probability of interregional migra-
tion. Their effects may differ from those we have iden-
tified by introducing the presence of children. Thus for
men the fact of working in farming greatly reduces the
probability of emigrating (Courgeau and Baccaïni,
1997). Conversely, it has no effect on the random vari-
ables at the regional level: In this case the lines, corre-
sponding to those shown on Figure 24–2, will be
parallel to each other. Introducing the percentage of
farmers present in each region now produces two par-
allel lines that rise with this percentage: farmers have
a much lower probability of migrating than other cat-
egories, but the higher the percentage of farmers in a
particular region, the higher the probability of migrat-
ing for all categories. This result clearly illustrates the
danger of inferring results for individuals from results
obtained at a more aggregated level. Having a large
number of farmers in a region results in a higher prob-
ability of migrating for all population categories,
doubtless due to the increased scarcity of nonagricul-
tural employment in such regions. However, this does
not mean that farmers have a higher probability of
emigrating than the other categories. Indeed, the
opposite is observed.

Finally, such analyses can be extended to competing
risk models in which individuals experience several
types of events, such as death from a specific cause,
emigration to different regions, and so forth. These
models are a relatively straightforward generalization
of the binomial model presented above and we will not
discuss them in detail here.

3. Multilevel Event History Analysis

We now come to the most comprehensive analysis
of behavior, which combines an event history
approach (see Chapter 23 on event history analysis) and
a multilevel analysis. Because individuals are followed
throughout their occupancy of a given state, some of
their own characteristics may change at certain points
in time (they marry, change occupation, etc.) and the
characteristics of the regions in which they live will be
subject to continuous change over time (increase in the
percentage of married people, changes in the percent-
ages of occupational groups, etc.).

Conducting such an analysis calls for finely detailed
survey data, of the kind obtained from retrospective
designs, that record all the events in the life course of
individuals. Population register data, even when
linked to census data as in the Norwegian source used
in the prior section, can be used to monitor only a
small number of events. It is inadequate to sustain a
full multilevel event history analysis. Also, for event

history surveys to be usable they must be on large
numbers. The data must be capable of revealing the
differences between a large number of groups, geo-
graphic regions, and so forth.

To illustrate an analysis on these lines we will use
data from the Youth and Careers survey conducted by
INSEE on a sample of nearly 20,000 individuals. The
event we examine is leaving home for the first time by
young girls (9043). France has been divided into 19
regions.

The exposition uses a semiparametric model, also
known as the Cox model. The objective of this model
is to estimate an instantaneous hazard rate (in this case
for leaving the parental home), at ti,j, as a function of
the column vector of the different characteristics Zi,j

and the regions j in which the individual i lives. This
hazard rate, h(ti,j;Zi,j), can be written:

h(ti,j;Zi,j) = h0(ti,j)exp(bjZi,j) (Eq. 12)

In this case, some of the parameters for estimation
of the row vector, bj, will have a random part.

Let us suppose that the times at which a young
woman leaves the parental home, or is lost to obser-
vation without yet having left, are time-ordered and
that at each point in time we can determine the popu-
lation exposed to the risk. At time ti,j = l, the probabil-
ity that a young woman i will leave her parents,
conditioned by the population exposed to the risk and
by a departure from the parental home occurring at
this date, is equal to:

(13)

where Ri is the complete population of individuals
exposed to the risk at ti,j - 0 in any group.

Cancelling out h0(l), which is in both numerator and
denominator, we obtain a partial likelihood that 
no longer depends on this baseline hazard by multi-
plying these conditional probabilities at all the dates.
What we have written here is a multilevel event history
model.

So far we have assumed that a single event is
observed at each point in time. In practice data tend to
be more grouped and we observe ni,j departures from
the parental home at date l. The parameters bj can still
be estimated by the maximum likelihood method. The
values of h0(l) are then estimated using these values of
b̂j. Estimation of the latter function can be simplified
by fitting a polynomial distribution (Goldstein, 1995),
thus giving in effect a parametric model. A third-
degree function is used here.

The explanatory variables can be defined at any
level of aggregation and can be considered time

h l Z

h l Z
j i j

j k j
k Ri

0

0

( ) ( )
( ) ( )

Œ
Â

exp

exp

b
b

,

,

310 Courgeau



dependent. Those introduced here are the individual’s
birth cohort, whose effect is represented by a second-
degree function; the number of brothers and sisters, up
to a maximum of four; and the fact of the young
woman being in employment before leaving the
parental home, which is a time-dependent variable.

Table 24–3 presents the estimated parameter values
depending on whether a simple or multilevel event
history model is used. The fixed parameters are very
similar in both cases. They indicate a slight fall in age
at leaving the parental home, up to the cohorts born at
the end of the 1950s, followed by a sharp increase, in
parabolic form, of this age for subsequent cohorts. The
more brothers and sisters there are, the earlier leaving
the parental home occurs. Last, for the woman in
employment, the probability of leaving the parental
home is multiplied by 1.9 (exp [0.64]). The multilevel
model shows that depending on the individual’s
region of residence there is substantial variation in the
probabilities. Figure 24–4 shows how this multiplica-
tive effect varies from region to region. The highly
urbanized regions are those where leaving the parental
home occurs latest (regions around Bordeaux, Mar-
seille, Paris), whereas the opposite is observed in the
rural regions (such as Brittany and Normandy). The
cohort effect at the level of the random variables is not
significant: The curves on Figure 24–4 are nearly all
parallel to each other, even though they were esti-
mated with this random effect.

The example given above is of course merely the
initial stage of such an analysis. Many other charac-
teristics will have an influence on the behavior of

young people, including family and parental back-
ground, the economic, political and social conditions
at the time of taking the decision, and a range of indi-
vidual characteristics.

III. GENERALIZATION OF THE
ANALYSIS

In the present exposition, we have deliberately
restricted attention to relatively simple models, with
the aim of illustrating the contribution that contextual
and multilevel approaches can make to an exclusively
individual approach. We will now indicate the exten-
sions that can be given to these models.

So far we have considered hierarchical aggregation
at a maximum of two levels: the individual and rural
clusters; the individual and geographic regions. If we
retain this hierarchical classification we can begin by
considering a greater number of levels of aggregation.
Thus the individual is a member of a household, which
is resident in a neighborhood, which in turn is located
in a town, and so forth. However, any other structure
of classification can also be used. For example, pupils
are grouped by classes, the classes are in schools, the
schools may be public or private, and so forth. The
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TABLE 24–3 Leaving parental home, France, by various
characteristics

Characteristics Simple event Multilevel event
history model history model

Estimation Estimation 
(standard error) (standard error)

Fixed
Cohort* -0.109 (0.018) -0.121 (0.022)
Cohort2 -0.222 (0.028) -0.234 (0.017)
Number of brothers 0.039 (0.008) 0.037 (0.007)

and sisters
Working prior to 0.641 (0.026) 0.635 (0.039)

departure

Random
s2

u0 (Constant) 0.012 (0.005)
su01 (Covariance) 0.006 (0.004)
s2

u1 (Cohort) 0.005 (0.004)
-2 (log-likelihood) 42,797 22,684

* Cohort centred on 1964 and divided by 10.
Source: Youth and Careers survey, INSEE.
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explanatory characteristics, individual or aggregate,
will operate at these different levels, with the random
variables specific to each. In each case, careful thought
is required about how to interpret the action of a 
characteristic that operates at different levels of 
aggregation.

More complicated structures of classification can be
realized, such as individuals resident in towns that are
grouped by ascending size order but also by their role
as centres of government, manufacturing, tourism, etc.
The result here is a cross-classification in which towns
are classified both by their size and by their function.
The models presented earlier can be generalized to
classifications like these (Goldstein, 1995; Courgeau,
2003).

It is of course possible to have data structures that
are in part hierarchical and in part cross classified. For
example, individuals can be classified by type of resi-
dential area (town centre, suburb, etc.) and type of
workplace (industrial, commercial, etc.), which are
themselves units in a hierarchical classification of
departments and regions.

We can also try to dispense with the hypothesis that
underlies the previous analyses, namely, that the
groups have no structure. This hypothesis is untenable
when working on small groups such as the family and
the household. In this case we need to introduce a
social structure for these groups, by distinguishing the
behavior of parents from that of children and of other
people living in the group, for example (Lelièvre et al.,
1997).

Looking still further ahead, there is also a need to
advance beyond the individual approach used here,
which explains behavior by characteristics measured
at different levels of aggregation. The analysis must be
extended to examine the elaboration and modes of
operation of the various levels. How are these levels
organized, and how is their action modified? For
example, actions by isolated individuals in a given
community may produce an awareness of problems
and action to resolve them by those with influence at
the community-wide level (new laws, acceptance of
new forms of behavior, and so on). This could create
new problems at both the societal and individual
levels, for example.

In summary, multilevel analysis offers a solution to
many problems encountered when demographic
analysis is conducted at either the individual or a more
aggregated level. It combines the different levels of
aggregation in an entity that is more informative than
when each level is considered separately. As such it
enables us to assess the conjoint influences of individ-
ual and aggregated characteristics on demographic
behavior. Further advances require its generalization

to the study of the operation of the different levels 
of aggregation, thereby offering new insights into 
the nature of change in human societies in their full
complexity.
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S E C T I O N  

II

DETERMINANTS OF FERTILITY
Introduction

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

After population dynamics, considered in the first section of this treatise, the next
three sections address a composite topic that we have split among two volumes purely
to avoid ending up with a tome too voluminous and difficult to handle. Logically, the
determinants of the three components of population dynamics—fertility, mortality, and
migration—could have been considered together in a single section. This is because
these three factors of population change and their trends depend on processes which
may be very different but have the same rationale: Based on biologic preconditions spe-
cific to humankind, the propensities to procreate, migrate, and die are conditioned by
an extremely complex set of variables, proximate or not, ecologic, geographic, eco-
nomic, sociologic, political, cultural, philosophical, metaphysical, and so forth, which
are time and space dependent. Through them, all populations at every moment of their
history develop individual or collective faculties and behaviors that determine their
dynamics. So, where Section I analyzed the internal mechanisms of these dynamics;
measured fertility, mortality, and migration; and discussed the linkages between these
three factors and the age–sex structure of population before taking them all into account
in models that help us gain insight of the demographic impacts of a given process, the
following three sections will attempt to show how the elements of these dynamics are
shaped and change.

Because the task had to be divided between three sections, each section will be given
over to one component of population change: fertility, mortality, and migration. This
section considers fertility determinants.

Although recent developments in bioscience mean that human reproduction by
cloning no longer lies entirely in the realms of science fiction, humans essentially remain
sexual beings whose reproduction is possible only through the combination of male
and female gametes. And what is a biologic necessity is also broadly true in sociologic
terms: In most cases, gamete combination is preceded by the formation of a union,



notwithstanding the rapid changes in the typology, and even the very nature, of unions
in the past few decades.

One of the primary factors in human fertility therefore is union formation. In almost
all societies, couples’ union formation, lifestyle, and relations have been governed by
social, ethical and religious rules that are often so strict that marriage was in many cases
for long a precondition of fertility, nonmarital fertility being completely forbidden. That
being so, the study of marriage should precede that of fertility, the latter being mainly
composed of marital fertility in many societies. It is, admittedly, a foregone conclusion
that rules are never applied to the letter, and nonmarital fertility may exist alongside
marital fertility. But that is by definition illegitimate, since legitimate fertility can only
take place within marriage. Demography, born in a highly puritanical Europe, for long
had only these opprobrium-filled expressions to distinguish not only marital from non-
marital fertility, but also the issue of these two forms of fertility: legitimate births and
illegitimate births. No longer so. Not only have demographers had to account for popu-
lation dynamics where the distinction is more complex, less rigid, and less discrimina-
tory, as in some African societies for example, but, in Europe itself, the picture has
changed radically with the spread of nonmarital cohabitation and new patterns of 
union. The fact still remains that, whatever the form, the union of two individuals of
opposite sexes is still in most cases a precondition of fertility. On a purely technical
level, admittedly, nonsexual reproduction is now possible for a woman. But the over-
whelming majority of such cases are couples seeking to overcome infecundity. A study
of union formation, and an analysis of nuptiality, is therefore the necessary first step
toward explaining fertility factors. That will be the focus of part one of this section.

But union formation is not the only precondition of fertility. The union so formed
must be fecund and fertile. It must be biologically fecund (i.e., physiologically capable
of conception). This means not only must neither the woman nor the man be infecund
but also that the union they form must itself be fecund. Then, too, the ability to con-
ceive must be transformable into a capability to give birth. That means the mother being
able to carry her pregnancy to term and produce a live birth. Here again, biology plays
an overriding role through the process of fetal development exposed to the risk of all
causes of intrauterine mortality. Finally, it entails the woman—the union—being fertile
(i.e., able to effectively manifest its fertility). Here, of course, far more than in other
respects, individual and social behaviors also come into play. Sexual behaviors, con-
traception, and induced abortion are all proximate determinants of fertility. These inter-
connected proximate determinants of fecundity and fertility are examined in Part II.

However, before these proximate factors, sometimes called intervening variables, come
into play there is a set of fundamental or nonproximate fertility determinants that stem
from the economic, social, cultural, or ideologic context in which individuals and
couples live. The complexity of these relations has led to the development of a constant
flow of new explanatory models and theories of fertility trends. These will be 
considered in the third and final part of this section.
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P A R T  

I

A PRECONDITION TO FERTILITY
Union Formation

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Any self-respecting textbook on demographic analysis will deal with nuptiality on
equal terms with fertility, mortality or migration. Rightly so, since marriage, like con-
ception, childbirth, migration, or death is a major life event whose impact in a popu-
lation merits the same demographic analysis as any other vital event. Rightly also on
the grounds that, educationally speaking, nuptiality probably lends itself best to the
most comprehensive explanation of the principles of analysis.

And yet, marriage was deliberately not considered in Section I of this treatise. It is
true, as stated in the introduction to Section II that union formation is in most cases a
precondition to fertility. However, it is only of several. Marriage per se has no direct
influence on population size and development: Many marriages are celebrated in a
given year, no new members will be added to the population if the newly formed
unions are infecund or permanently infertile. The only difference is the exposure to the
risk of conception and childbirth, assuming that out-of-wedlock fertility is lower than
in-wedlock fertility. Consequently, marriage or, more generally, union formation had
no place within the analysis of population dynamics as such, but should more appro-
priately be considered in connection with the factors of that element of the dynamic
that it helps to determine: fertility.

The traditional approach focuses on the fertility differentiation that union formation
creates between the individuals (especially women, since fertility is most often mea-
sured in relation to women). The first thing therefore is to measure nuptiality itself,
which entails a breakdown between married and nonmarried couples, before measur-
ing the fertility of married and nonmarried couples. This will give a breakdown of fer-
tility into marital and nonmarital fertility, usable to gauge the influence of nuptiality
patterns on fertility trends.

But no union is never-ending: Inherent within union formation is union dissolution.
This means considering widowhood and, where relevant, divorce in the same way as



nuptiality, which clearly complicates the model, especially as a dissolved union may be
followed by a second, third, and other unions. Almost the first step, therefore, is to look
at nuptiality by order of marriage. However, even that is not enough, for not only are
there other forms of marriage beside monogamous marriage—not least polygamy, still
very common in some societies—but the types of unions themselves, monogamous or
otherwise, are increasingly varied, both in legal and social terms, and in terms of the
effective commitment to a permanent union.

For that reason, no less than three chapters are given over to the measurement of
nuptiality. Chapter 25, authored by Patrick Festy, gives an overview of the traditional
analytical approach to union formation and dissolution, informed essentially by data
from European countries. In Chapter 26, Philippe Antoine then explains how the 
biographic approach can inform that analysis, at the risk of somewhat begging the 
question of factors. Finally, in Chapter 27 the same author reviews the many forms 
that unions can take, referring to a case study of Africa.

Union formation and dissolution may be fertility factors, but also have their own
determinants as the biographic analysis will have shown. Thérèse Locoh takes a more
detailed look at these in Chapter 28.

Finally, in Chapter 29, Silvana Salvini and Antonio Santini look at measurements of
marital and nonmarital fertility.
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Strictly speaking, marriage is not a demographic
event, for it does not contribute—as do births and
deaths—to population replacement. Indeed, in several
ways, it stands apart from the other topics of demo-
graphic study.

Marriage is an essential step in family formation
and in childbearing. In technical terms, it is the first of
the intermediate fertility variables (i.e., an essential
factor in the exposure to the risk of birth). In other
words, the likelihood of a couple having a child in the
year ahead is usually very different depending on
whether the partners are married or not. To treat
married persons as a distinct category thus involves
defining a group whose fertility behavior is more con-
sistent than that of the total population.

However, married status is only an approximation
of the intermediate variable that the demographer
would like to define. It is a social status in which
people are more likely to want children, or to agree to
having children, than in the unmarried status. In
Western societies, there has long been a desire for fer-
tilizing intercourse to take place in marriage; fertility
out of wedlock was stigmatized. But the frontier
between the desirable and the nondesirable can shift.
Today, in France, the married and the unmarried are
not separated as sharply as before given society’s
ready acceptance that unmarried persons in stable
partnerships should have children. The frontier now
lies between (stable) couples and noncouples; the
defining factor that marks the entry into family life—
because it signifies an abrupt change in the risk of

birth—is the formation of the couple, whether legal-
ized by marriage or not.

The same pattern has long been observed in many
non-Western societies as well. For example, in Latin
America or in the Caribbean, marriage is only a formal
and optional stage in a partner relationship, without
significant impact on fertility. It has never been a major
object of study for demographers. In such societies, as
in Western countries today, the difficulty is to deter-
mine a marriage-equivalent event marking the entry
into family life, whose frequency and other character-
istics can be measured.

The privileged attention given to marriage is partly
due to the existence of an easily available source that
enables it to be identified and enumerated: the civil
registration records. As this source is also the one that
enables demographers to compile birth and death sta-
tistics, the study of marriage is typically linked to that
of fertility and mortality. The source is, however, much
older than civil registration and demographic studies,
since the Catholic Church has long required baptisms,
marriages, and burials to be recorded in parish regis-
ters. Better yet, marriage played a central role in the
recording process, because the purpose was to make
sure that the marriage was possible: The spouses had
to be free—through widowhood—of any earlier
marital ties, and had to prove they were not too closely
related to marry.

As a result, France has a source dating back to the
17th century that captures the basic characteristics of
marriages. By contrast, it is often hard to construct a
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life table spanning all ages of life for so remote a
period. In the 19th century, France added a question
on marital status to the census: The question—almost
as old as modern censuses themselves—provides
information that supplements the classic statistics and
is based on principles discussed later.

However, marriage is not only a major element for
understanding fertility that is well covered in current
statistics. It is also a convenient educational tool for
setting out the essential principles of classic analysis of
demographic phenomena and addressing most of the
difficulties encountered in the study of the main 
phenomena.

Marriage, like childbirth, is a repeatable event—or,
as demographers say, a renewable event. However,
unlike births, the repetition cannot occur unless
another event has taken place: divorce or widowhood.
Nuptiality is defined by all or part of the marriage-
termination–remarriage sequence, which, as it unfolds,
may become first marriage–divorce (or widow-
hood)–second marriage, and so forth.

Moreover, the stable union that is the relevant object
of study in certain societies can take the legal form of
marriage or be merely consensual. This option, offered
to the partners when they begin to cohabit, is formally
comparable to competing risks, which exposes an indi-
vidual to death from cancer, cardiovascular disease,
and so on.

Last, more than any other analysis, the study of
marriage provides a tangible illustration of a funda-
mental difficulty in demographic measurement: How
does one evaluate the sensitivity of the number of mar-
riages to the number of males and females old enough
to form partnerships? The same difficulty occurs in fer-
tility studies and in all instances where the encounter
of two persons is a prerequisite to the occurrence of an
event.

I. PRINCIPLES OF COHORT ANALYSIS

As we have seen, nuptiality encompasses various
events that can form a sequence. However, these 
successive events are governed by three common 
principles of analysis:

1. The breakdown into successive events makes each of
them unique or, more precisely, nonrenewable in
the life of a group: there is only one first marriage;
a person can lose his or her partner only once, and
so forth. To assess the importance of a
phenomenon associated with these events, we
must begin by measuring its frequency: What
proportion of persons marries, at least a first time;

what proportion of couples divorce; how many
divorced women remarry; and so on.

For each stage (first marriage, divorce,
remarriage of divorcees, etc.) there is a frequency,
and for each frequency there is a group in which
we can measure it. Everyone can marry (a first
time) but only married persons can divorce, and
only divorced or widowed persons can remarry.
The frequency of marriage will therefore be
measured in the total population, that of divorce
or widowhood in the group of married persons,
and that of remarriage in the group of divorced or
widowed persons.

2. In each of these groups, a period of time must elapse
before we can determine the number of persons
who have experienced a given event. The starting
point of the period is identical to the date of
formation of the group studied: the frequency of
divorce will be measured 25 or 30 years after the
marriage date, that of remarriage some 15 years
after the divorce or widowhood, and so on. First
marriage has no specific origin-event other than
birth and no other specific duration than age.

To characterize a nuptiality-related event—such
as first marriage, divorce, or remarriage of
divorcees—we determine not only its frequency
but also its distribution in time. This distribution
is often summed up by a baseline value such as
mean duration. In the sequence of married-life
events, each specific duration originates in the
immediately preceding event. We therefore
measure the mean duration of marriage at the
time of divorce, the mean time since divorce at the
remarriage of the divorcees, and so on. As the
duration specific to first-marriage analysis is
identical with age, we likewise compute a mean
age at first marriage.

Louis Henry (1966) summarizes these first two
principles of analysis as follows: When event B
cannot occur unless A has taken place, we define a
cohort of persons having experienced event A in a
given year and we measure, within this cohort,
the proportion of persons who have subsequently
experienced event B and the distribution of
durations elapsed between A and B. The
proportion is the quantum of phenomenon B,
while the distribution is its tempo.

3. Because time elapses between A and B, persons in
group A may have left the group at the time when they
would have liked to experience B. In a birth cohort,
persons who would have married at 25 are
prevented from doing so by premature death or
departure (emigration). The number of marriages
taking place is inversely related to the number of
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deaths and migrations occurring in the cohort
studied. It is not, therefore, a very satisfactory
basis for measuring nuptiality per se. To arrive at
that figure, we must determine how many
marriages would have occurred at each age if
there had been no mortality or migration until
that age, that is in a pure state by analogy with the
principles of chemical analysis that allow simple
and pure elements to be isolated from mixtures.

The estimation of the number of marriages at a given
age x absent earlier mortality or migration rests on the
following hypothesis: Persons deceased or emigrated
before age x would have had the same risk of marry-
ing at age x as survivors present at that age. This
hypothesis—known as the independence hypothesis—
underlies the determination of quantum and tempo of
demographic phenomena. In the area of nuptiality, it
is applied to the measurement of first-marriage 
frequency as well as to the calculation of the mean
duration of marriage at the time of divorce, and so on.
We will examine its relevance and validity.

II. THE NUPTIALITY TABLE

Using the model of the probability of dying by sex
and age, we can calculate a first-marriage probability
by sex and age x, which measures the risk of contract-
ing a first marriage in the interval x, x + Dx for persons
who have not yet been married at age x. If marriage is
understood in the narrow sense of a legal marriage,
these persons still have never-married status (if we are
dealing with a first union, in a broader sense, the
persons thus defined have always been free of any con-
jugal tie; we shall return to this issue). Let:

Dx
nx = Mc(x,x + Dx)/Cx.

At older ages, the number of single or never-
marrieds Cx (C representing celibacy) is reduced not
only by the number of first marriages Mc, but by the
deaths and migrations of never-marrieds. If we
compare the number of never-marrieds at age 50, C50,
with the number of never-marrieds at age 15, an age
before which marriage is very rare in present western
societies, the difference C15 - C50 or the ratio C50/C15

depends not only on nuptiality but also on the mor-
tality and migration of never-marrieds.

To express the sole effect of nuptiality,1 we compute
a series cx by combining, through multiplication, the
probabilities of not marrying (1 - Dx

nx) at successive
ages from C15 onward. For example, if the first-

marriage probabilities have been calculated on annual
intervals,2 we have

c50 = C15(1 - 1n15)(1 - 1n16) . . . (1 - 1n49).

More generally, we can write:

cx =C15(1 - 1n15) . . . (1 - 1nx-1).

cx+1 = C15(1 - 1n15) . . . (1 - 1nx-1) (1 - 1nx).

and therefore:

cx+1/cx= 1 - 1nx.

1nx = 1 - cx+1/cx = (cx - cx+1)/cx.

As the series cx is reduced, from one age to the next,
by the sole effect of nuptiality, the difference between
cx and cx+1 is due only to marriages of never-marrieds
mc (x,x + 1). Hence:

1nx = mc(x,x + 1)/cx = Mc(x,x + 1)/Cx.

The probability calculated on observation data (in a
reality where the number of never-marrieds is deter-
mined by marriages, deaths, and migrations) is then
incorporated into a nuptiality table, where only mar-
riages reduce the number of never-marrieds. If, of
10,000 never-marrieds at age 15, there are 4000 remain-
ing at age 30 who are still never-married, survivors,
and present, there will be, perhaps, about 5000 persons
of the same age in the nuptiality table—absent mor-
tality and migration. The transition from age 30 to age
31, measured in reality on the 4000 survivors present,
will then be applied to the 5000 never-marrieds in the
table, under the implicit hypothesis that mortality and
migration have not altered the representativeness of
the 4000. This is known as the hypothesis of inde-
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1 Block capitals indicate real data, whereas lower-case letters 
represent data in the table.

2 Marriages are not the only events occurring in the interval Dy:
There are also deaths and migrations of never-marrieds. These last
two events can prevent never-marrieds from marrying in the same
interval. The number of never-marrieds exposed to the risk of mar-
rying will be modified as a result. For example, if a never-married
person dies during the interval, he or she is excluded from the risk
for the remainder. The effect is negligible if the interval Dx is very
short, and increases with the duration of the interval. If it becomes
significant, we factor it in by making two simplifying hypotheses
(see Chapter 8): (1) the deceased are excluded from the risk of mar-
riage for the remaining half of the interval; (2) their risk of marriage
is the same as that of the other never-marrieds.

The number of marriages is consequently reduced by Dc(x,x +
Dx) ¥ 1/2 ¥ Dxnx.

Hence:

Mc(x,x + Dx) = Cx Dxnx - (Dc(x + Dx)Dxnx)/2

and

Dxnx = Mc(x,x + Dx)/(Cx - Dc(x + Dx)/2)

Migrations of never-marrieds are similarly accounted for. The
effects of emigration are comparable to those of mortality.



cx+1 = cx(1 - 1nx).

cx - cx+1 = mc(x,x + 1).

1nx = mc(x,x + 1)/cx.

As the number of marriages mc generally becomes
negligible after age 50, we admit that the ratio c50/c15

measures the total proportion never-married. The
mean age at first marriage is written:

x̄ = (15,5 mc(15,16) + . . . + (x + 0,5)mc

(x,x + 1) + . . . + 49, 5mc(49, 50))/(c15 - c50).

III. PROXY MEASURES OF THE
NUPTIALITY TABLE

Let us take, for simplicity’s sake, a closed popula-
tion (i.e., without migration). Its nuptiality table sets
up a virtual universe that also lacks mortality. The
number of never-marrieds accordingly moves from c15

to c50 as age rises, and the ratio c50/c15 measures the
resistance to nuptiality; it is equal to 1 - N50 with 

1 - N50 = (1 - 1nx). In these same conditions of no 

mortality, the population, regardless of marital status,
remains fixed: p15 = p50. As the entire population is still
never-married at age 15, c50/c15 is equal to c50/p50.

In reality, never-marrieds aged 50 have resisted 
both nuptiality, and never-married mortality; and the
population, regardless of marital status, has resisted
mortality. Hence:

C50 = C15 (1 - N50) lc50.

P50 = P15l50.

where lc50 denotes the probability of survival of never-
marrieds between ages 15 and 50, and l50 the probabil-
ity of survival of the total population between the
same ages. This gives:

C50/P50 = (C15/P15)(1 - N50) (lc50/l50).

As the entire population is still never-married at age
15, C15 = P15 and we can write:

C50/P50 = (c50/p50) ¥ (lc50/l50).

The ratio C50/P50, easily calculable in a population
census, is equal to the proportion never married in the
nuptiality table—to within one factor that measures
the difference in survival rates between never-mar-
rieds and the total population. This factor is generally
below unity, because never-marrieds have a lower sur-
vival rate than the total population.

In an open population, differential migration has a
comparable effect. In some cases, its influence can
greatly exceed that of the comparative survival of the
two groups. Let us bear in mind, however, that the cal-
culation of the proportion of never-marrieds in the
total population of the same age in the censuses gives
a proxy measure of the proportion never married. The
proxy value is smaller than the actual value because of
the excess mortality of never-marrieds. The absence of
mortality, which characterizes nuptiality tables, also
enables us to write:

mc(x,x + 1)/px = c15(1 - Nx)1nx/p15 = (1 - Nx)1nx.

In reality, the equivalent computation on observed
data gives:

Mc(x,x + 1)/Px = C15(1 - Nx) 
lcx1nx/P15lx = (1 - Nx)1nx(lcx/lx).

Thus, the ratio of observed marriages of never-mar-
rieds to the total population of the same age (i.e., first-
marriage frequency; see Chapter 8) is equal to the
marriages in the nuptiality table [(1 - Nx)1nx], to within
one factor. The latter expresses, as before, the differ-
ence in the survival rates of never-marrieds and of the

15

49

’
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3 In most cases, the independence hypothesis has little effect on
the validity of nuptiality tables, given the modest numerical impact
of mortality and migration among the never-married. In studying
events other than the marriages of never-marrieds, we shall
encounter situations where the outcome is different, and we shall
examine the possible ways of dispensing with this simplistic but
convenient hypothesis.

pendence between (1) the mortality and migration 
of never-marrieds and (2) the nuptiality of 
never-marrieds.3

We can thus construct a nuptiality table of never-
marrieds, whose elements are comparable to those 
of a life table (i.e., at successive ages), three series,
respectively, describing first-marriage probabilities,
never-marrieds (taking c15 = C15), and first marriages.
With 1-year intervals between successive ages, we
obtain:

Age Probabilities Never-marrieds Marriages

15 y 1n15 c15 mc(15,16)
16 y 1n16 c16 mc(16,17)
17 y 1n17 c17 mc(17,18)
— — — —
x 1nx cx mc(x,x + 1)
x + 1 1nx+1 cx+1 mc(x + 1,x + 2)
— — — —
49 y 1n49 c49 mc(49,50)
50 y 1n50 c50 mc(50,51)



total population. The cumulated first-marriage fre-
quencies, which are easy to compute from current
civil-registration statistics and from estimates of the
population by sex and age, therefore give a proxy
measure of marriages in the nuptiality table. The
measure is proxied by default in the frequent case
where never-marrieds have a lower survival rate than
the total population.

Some components of the nuptiality table—in par-
ticular the factors directly involved in the determina-
tion of the total proportion remaining single and of 
the mean age at first marriage—can be calculated 
on widely disseminated statistics. This gives consider-
able relevance to the construction of all or part of 
nuptiality tables.

IV. PERIOD MEASURES

The cohort measurements we have just made
capture the age-by-age transition of a male or female
cohort from never-married to married status. In
Chapter 14, we saw that this type of process could also
be described in a hypothetical (or synthetic) cohort on
the basis of statistical information pertaining to a given
year rather than to a birth cohort. The aim here is to
construct a period nuptiality table. We begin by com-
puting the first-marriage probabilities of never-
marrieds 1nx. Next, we combine them at successive
ages to produce a series of never-marrieds cx and a
series of marriages mc(x,x + 1). In this combination, we
act as if the populations at successive ages were linked
as closely as in the cohort analysis, whereas in fact they
necessarily belong to distinct cohorts in a given year
rather than to a single cohort.

The summary indices such as the proportion never
married c50 or the mean age at first marriage, calculated
from the marriages in table mc, are generally inter-
preted as the quantum or the tempo of the nuptiality
that would be recorded in a cohort if the period con-
ditions persisted long into the future. The implicit
hypothesis that makes the computation meaningful is
not very different from the independence hypothesis
on which cohort construction is based. For example,
the probability at age 30 in 1995 is a fragment of the
history of the generation born in 1965; its inclusion in
the pseudo-history of the hypothetical cohort associ-
ated with the year 1995 supposes that the operation
has a meaning, despite the fact that this pseudo-history
before age 30 differs from the cohort’s true history. We
thus postulate that the fraction of never-marrieds who
marry at a given age is independent of the number of
never-marrieds who married before that age: each
probability is cut off from its past.

The separation between the events or the risks of a
year and the past of each cohort is so sharp that it is
almost impossible to formalize the links between the
period tables and the cohort tables or between the
summary period indices and cohort indices derived
from them (see Chapter 17). These links are easier to
identify using other summary indices such as cumu-
lated first-marriage frequencies.

We have seen that the first-marriage frequency is
very nearly identical to the marriages in the nuptiality
table of a cohort of never-marrieds. Their longitudinal
combination enables us to construct a table. But we can
also combine them at different ages in the same year,
in which case we can compute total period indices:
sum or mean age.

The ratio of the number of first marriages to the total
population of the same sex and the same age—which
defines first-marriage frequency—is of the same
nature as the computation of the total fertility rate. The
period sum of these values has the same relationship
to the cohort sums as the sums of total period and
cohort fertility rates studied by Nico Keilman (see
Chapter 17). In particular, a fall in the age at first mar-
riage in successive cohorts drives up the combined
first-marriage frequency, whereas an increase in that
age drags the frequency down. When the age at first
marriage declines sharply, the upward pressure may
actually drive the total period index over the 100%
ceiling on cohort indices. The implausibility of such
values is a reminder that period measures are only 
fictions, when it comes to expressing the frequency of
behaviors. The lesson also deserves to be heeded in
cases where the period index is low: Weak values do
not necessarily signal a high never-married rate in
cohorts measured in that period, but may be due to
ever-later marriages in successive cohorts.4

1. Selected Illustrations

In Sweden, the number of marriages started declin-
ing before the late 1960s. The annual nuptiality index
of never-married women, which was close to 100%, fell
by one third in 4 years and has remained stable for
more than 20 years at around 50% (Figure 25–1). What
was once perceived as a reaction to the economic crisis
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4 Henri Leridon and Laurent Toulemon (1997) show, using the
French example, that there are substantial discrepancies between
series of total period indices based, respectively, on period nuptial-
ity tables and cumulated first-marriage frequencies. They also
measure the gaps between period indices and cohort indices, and
show that they are narrower when one uses period tables than when
one uses cumulated first-marriage frequencies. They conclude that
period tables are a “better” approximation of cohort measures (but
is that a sound validation criterion?).



or as a fashion has now become a long-term phenom-
enon. A sharply higher proportion of men and women
will never marry—a rare occurrence in the past. The
proportion of men and women born in the mid 1960s
(i.e., still in their 30s at time of writing) who will not
marry is estimated at about 40%, compared with less
than 10% for men and women about 20 years older
(Table 25–1 in Appendix).

There has been a parallel shift toward later mar-
riage. Women born in the 1960s who marry do so on
average at age 27.5 years, which is 4 years 
later than women born in the 1940s (Table 25–2 in
Appendix).

One would have to go back more than 100 years to
find such late ages at marriage in Swedish cohorts,
when trans-Atlantic migration sharply disrupted the

nuptiality of men and women who stayed behind.
However, the proportions of never-married men and
women have never been so high.

Marriage has declined across Western Europe. The
pattern in the Nordic countries and France has been
almost as spectacular as in Sweden. In France, the pro-
portion of men and women who never marry has
climbed to 30% in recent cohorts, and the age at mar-
riage has risen to 26.5 years for women and 28.5 years
for men. The trends in Finland and Norway are com-
parable. By contrast, the changes under way in south-
ern Europe are distinctly mild: In Italy, for example,
the proportion of never-married women born in the
1960s is still below 20%, and the rise in the age at mar-
riage is modest; the extreme case—in total contrast to
Sweden—is Portugal, where the very recent increase
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in age at first marriage has barely affected the cohorts
already in their thirties (ODE, 1998).

In a shaded pattern running from the north of
Europe to the south, the center (Germany, Austria, and
Switzerland) holds a median position. Only France
stands apart with a resolutely northern profile, which
does not tally well with geography, but underscores
the singularity of the marriage model developed in the
past two decades.

V. DIVORCE TABLE

Like marriage formation, marriage termination can
be analyzed by constructing a table. This enables
demographers to identify—absent any other phenom-
enon that could conceal the risk of termination—the
ultimate frequency of divorce and a summary index of
its tempo. Some formal adjustments are required,
however, before compiling a divorce table.

The impact of divorce is not so much on individuals
as on couples. The unit taken into account is therefore
the marriage, of which we monitor the duration or ter-
mination. The terminating events are of two types: sep-
aration of spouses or death of a spouse. The second
event, in turn, can take two forms: widowhood of the
husband or wife. For our purposes, we will use only the
first distinction, without discriminating between ter-
minations due to the death of the husband or wife.

Divorce is analyzed in terms of time elapsed since
marriage. This method is consistent with a principle
stated in prior sections: Divorce cannot occur except
after marriage. Marriage is thus the origin-event that
creates the population at risk.

The probability of divorce ry is the ratio, at the dura-
tion (y,y + Dy), of the number of divorces (D) D(y,y +
Dy) to the number of still-married couples Uy. Apply-
ing the same principle defined for nuptiality, we use
the table to construct something that observation
cannot measure—the pattern of extinction of a group
of marriages, under the sole effect of divorce—whereas
reality describes the combined effect of divorce (D) and
widowhood (W). We thus replace the series Uy with
the series uy such that, with annual intervals between
successive durations:

uy+1 = uy(1 - 1ry)

with:

1ry = D(y,y + 1)/Uy

and:

Uy+1 = Uy - D(y,y + 1) - W(y,y + 1).

The hypothesis implicit in the combination of suc-
cessive probabilities of not divorcing is that couples

terminated early by widowhood would subsequently
have been exposed to the same risks of divorce as the
couples that have been preserved from mortality. It is
the hypothesis of independence between the risks of
widowhood and of divorce.

Using the table, we can determine a divorce
quantum and measure it at 25 or 30 years of marriage:
Beyond that duration, the number of new divorces
becomes negligible. The table also enables us to
measure the distribution of marriage durations up 
to divorce and to summarize them with a mean 
duration.

However, let us return to the initial choices that led
us to group together newly formed couples and study
the extinction of this group as it moves along the mar-
riage-duration timeline. Why have we abandoned age
as a time clock? First, we should discard the (genuine)
objection that the marriage duration is common to
both spouses, whereas age is not. Age is defined as that
of the wife. As a result, we will refer to divorces of
married women aged 20, 21, 22, and so forth. But
between 20 and 21 years, for example, the group at risk
is not only reduced by divorce and widowhood, it is
also enlarged by newly married persons, who, at age
21 years, will not have the same behavior as the
married persons who formed the initial group. This is
known as the marriage-duration effect (i.e., same-aged
women in marriages of different duration are not
exposed to an identical risk of divorce). This violates
the independence hypothesis, as an external event
(marriage) modifies the change over time of the risk
studied (divorce rate). The problem does not arise with
a marriage cohort monitored from one duration to
another, as the duration sequence does not introduce
new unions.

Yet, the age issue is not eliminated. First, it would
be wrong to pretend that age has no effect on the risk
of divorce: At the same marriage durations, early-
married women are more likely to divorce than later-
married women. But the opposite is also true of the
other risks of disunion, as these are linked to the death
of one of the spouses (i.e., to mortality): At the same
marriage durations, early-married women are less
likely to die or lose their husbands than later-married
women. Age at marriage therefore introduces a double
heterogeneity: Between the risks of divorce and
between the risks of other forms of termination. It also
introduces a negative correlation between the two
risks: when the divorce risk is high, the other risk is
low, and vice versa. The combination of the hetero-
geneity and the correlation creates a dependence
between the event studied (divorce) and the event that
may prevent its occurrence (widowhood).

Let us assume, in an extreme simplification, that
there are two ages at marriage of equal numeric impor-
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tance; the divorce risk is high in the first and zero in
the second, whereas the opposite is true for the wid-
owhood risk. For all ages at marriage combined, we
find medium-level risks of divorce and widowhood,
and the death of a spouse seems to mask the divorce
risk. In reality, widowhood does not prevent divorce
at all because it occurs in a group where the probabi-
lity of divorce is zero. The amalgamation of two dif-
ferent subpopulations creates a heterogeneity that 
contradicts the hypotheses needed for the analysis.
Conversely, a good analysis requires a division 
into homogeneous groups, where the independence
hypothesis is justified. For divorce and widowhood,
the interaction is unlikely to be as strong as to bias con-
ventional measurements, but we shall encounter a dif-
ferent situation later on.

Between divorce and widowhood, the interferences
are so weak that we can often ignore them. As most
marriages occur before age 35, and divorces are con-
centrated in the first 15 years of marriage, mortality is
low at the time when divorces are most frequent. We
can therefore safely omit widowhoods and simply cal-
culate the ratio of divorces to initial marriages, at each
marriage duration, in order to obtain a good estimate
of divorces for the table and to deduce the table’s other
components.5

The statistics used to construct Table 3 in the Appen-
dix have been analyzed using these methods. We have
computed the ratio of divorces to the initial number of
marriages in France at each marriage duration in the
marriage cohort examined. Disregarding the widowhood
factor, which we should have withdrawn from the
denominator, the ratios are equal to the divorces of the
divorce table. Their aggregation therefore measures
the proportion of marriages terminated by divorce at
the end of a marriage duration of over 40 years; the
distribution of marriage durations at the time of
divorce is summarized by a mean duration.

In 25 marriage cohorts (1946–1970), the increase in
the ultimate proportion of terminated marriages has
been spectacular, from 10% to almost 28%. The rise
was moderate in the first 10 cohorts, then quickened:
in the last 15, the ultimate proportion doubled. This
trend is not confined to France, but is observed
throughout Western Europe. It has been accompanied

by changes in legislation. On January 1, 1976, France
introduced a law liberalizing access to divorce by facil-
itating consensual procedures; it is doubtful, however,
whether legislative reform is responsible for the rise in
divorces.

In the cohorts studied, divorce remains a phenom-
enon very widely spread over time. The mean dura-
tion initially rose in cohorts affected later in life by the
general change in behavior; it peaked at nearly 17
years in marriages contracted in around 1960, and then
declined. The latter downtrend should gather speed in
the post-1970 cohorts, in which there have been so
many divorces in the first years of marriage that one
can hardly believe they will be some day be as frequent
as they used to be at the longer durations.

VI. WIDOWHOOD TABLE

The construction of a widowhood table obeys prin-
ciples comparable to those used for divorce. Let us
choose, as before, to study only terminations due to the
death of either spouse. Divorce is the interfering event
and marriage the origin-event that creates the popula-
tion at risk. There are, however, some specific aspects
of widowhood that prompt us to depart from the
approach used for divorce when compiling the tables:

• The statistics by marriage duration of couples
terminated by death are rarely produced. Yet they
could be obtained simply by adding up the
deceased married men and women at each
duration. Moreover, it is surely easy to establish
the marriage dates of the deceased, since one of
the spouses almost always survives and is
presumably the person who reports the death.

• Divorce prevents widowhood far more often than
the opposite, as it occurs relatively early in
marriage, whereas widowhood tends to occur late.
We can therefore omit widowhood in a rough
measure of divorce frequency, but the opposite is
hardly possible.

• These constraints enhance the attractiveness of a
classic, indirect, and convenient method of
computation, which is to combine male and
female life tables in order to produce a life table
for couples. This is done by linking a cross-table of
male and female ages at marriage x and y with the
probabilities of survival of couples at successive
marriage durations a:

(lM
x+a ¥ lF

y+a ∏ lM
x ¥ lF

y)

• But this substitution method does have many
imperfections:
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5 One must also consider the interfering role of migration, as it
can be high at the ages when the risk of divorce is high as well. Emi-
gration exerts an influence in the same direction as mortality and
widowhood; immigration exerts an opposite influence. It should be
noted, however, that the migration concerned is that of married
persons, often far more modest than that of never-marrieds. We
should also examine, on a case-by-case basis, whether divorces of
migrant couples are pronounced in the couples’ country of origin or
in the country of destination.



• For a cohort computation, we need cohort life
tables by sex, year of age, and year of birth. The
available statistics are often far from offering such
detail.

• We also need a measurement of the specific
mortality of married men and women for each
cohort—plus, of course, measurements
differentiated by age at marriage, given the links
between age at marriage and social group, which
can influence mortality.

• Proxy measurements postulate a form of
independence different from the hypothesis used
until now in this chapter: the independence
between the mortality of husbands and the
mortality of wives. But, given the social
homogamy of spouses, this independence is far
from certain.

To these caveats we should add that widowhood
plays a modest role in contemporary western societies,
if nuptiality is viewed merely as an intermediate ferti-
lity variable, as it occurs in couples at ages and marriage
durations where fertility has already been completed.
But the situation is different if we take into account the
sociological dimension of marriage. For example, it is
commonly argued that the rise in divorces for mar-
riages contracted after 1950 is linked to the extension of
the potential duration of married life, consecutive to the
increase in age at widowhood—although the latter
trend cannot be adequately measured.

VII. REMARRIAGE

The principles of the remarriage analysis are
modeled on those developed for divorce analysis. The
duration to be measured is the time since marriage ter-
mination. However, we return to the individual—man
or woman—as the unit of account. Death can prevent
remarriage from occurring, and is thus a competing
event. It is also very likely not be independent of
remarriage, as early-widowed or early-divorced
persons have a high probability of remarrying and a
low probability of dying, while the opposite is true of
their elders. But we simply need to introduce a dis-
tinction between widowers (or widows) and divorcees
(of either sex) to restore the independence between
death and remarriage, as the first group is, on average,
far older than the second.

Moreover, the influence of mortality is all the more
modest as remarriage generally occurs very soon after
the termination of the earlier marriage, without
leaving time for death to conceal the formation of new
couples. Thus the ratio of the number of remarriages

to the initial number of divorces or widowhoods at
each marriage duration usually suffices to provide a
good estimate of remarriages in a nuptiality table. This
observation is even more valid if the data are gathered
retrospectively through surveys of survivors. The
figures obtained resemble the census proportions of
never-marrieds mentioned earlier in our discussion of
first marriages.

Thérèse Locoh and Marie-Paul Thiriat (1995) have
used data of this type, compiled from surveys of
women under 50 in Togo in 1988. The authors study
the respondents’ second marriages by introducing, as
a time measure, the duration since divorce or the first
husband’s death. The 50-year age limit impairs the vis-
ibility of a phenomenon that occurs inevitably late,
because it follows a first marriage and a termination.
However, the age at first marriage is sufficiently young
in Togo to give time for the termination to occur and
to generate a population at risk of remarriage. It
should be noted, however, that this population
excludes terminations at older ages, whose number is
surely not insignificant, especially for widowhood.

In Togo, second marriages are very frequent: 87% of
divorced women and 76% of widows remarry. The dif-
ference between these two figures is probably due to
the fact that divorces concern younger women than
widowhood: the propensity to remarry generally
declines with the age at marriage termination. In 
European societies, the frequencies are generally
lower, most notably for widows, but the latter tend to
be substantially older. New unions occur very soon in
Togo, on average 1.8 years after divorce and 1.6 years
after widowhood, which is much quicker that in
France or its neighbors.

VIII. UNIONS AND MARRIAGE

For some years now in Western countries and for far
longer in other societies, marriage has ceased to be the
almost exclusive form of partner relationship. Differ-
ent types of union are socially accepted and are just as
likely to be adopted by couples who want to start
living together. We shall not discuss here the potential
diversity of these unions (with or without cohabita-
tion, substitute for or prelude to marriage, etc.). We
will simply examine the problems inherent in analyz-
ing a situation in which marriage exists alongside
other types of union. Solutions for these problems may
be sought in two directions: aggregating all unions
(marriages and other forms) and computing the 
total frequency of their formation or distinguishing
between marriage and alternative forms and calculat-
ing the respective frequencies of either.
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In the first case, as all forms of union are analyzed
in the aggregate, their quantum is measured under the
principles already developed for measuring the
quantum of marriage alone. Accordingly, we classify
unions by their rank in the life of male or female
cohorts and we compile a first-union table similar to
the first-marriage table, using probabilities by age
(ratio of the number of first unions to the number of
persons who have never lived in a partner relation-
ship). To obtain a rough measure, we can calculate the
following: (1) first-union frequencies (i.e., the ratio) at
each age, of the number of first unions to the number
of persons in the cohort, regardless of whether its
members have already lived in a partner relationship
or not (this is an equivalent of the unions in the first-
union table); or (2) proportions of persons who have
never lived in a partner relationship, (i.e., the ratio), at
each age, of the number of these persons to the total
size of the cohort, regardless of whether its members
have already lived in a partner relationship or not (this
is an equivalent of the frequency of life without spouse
or companion in the first-union table).

The core difficulty lies not in the theoretical defini-
tion of these aggregates, but in collecting the statistics
required to calculate them. By nature, unions without
marriage go unrecorded in the administrative system
and are not enumerated in the same way as events
included in civil registration. Demographers usually
resort to surveys of individuals to determine their
marital life course and determine first-union formation
retrospectively. The number of first unions at different
ages and the population at risk are therefore calculated
by aggregating individual data on survivors present at
the time of the survey. As is always the case with ret-
rospective observations, the statistics obtained are ini-
tially cleansed of the disruptive effects of mortality and
migration; but we also need to make sure that the
resulting selection in the composition of the respon-
dent sample has not altered the representativeness of
the sample relative to the population profile at the time
the unions were formed.

A 1986 French survey was used to prepare a table
of first-union formation for female cohorts born in
1938 and subsequent years. Table 25–4 in the Appen-
dix shows the universality of partner relationships,
whose frequency consistently approaches or exceeds
94%. By subtraction, the proportion of women never
having lived with a husband or companion is thus
under 6%. There is no perceptible change in the pattern
over time. The first union occurs early, on average at
age 22; the mean age declines slightly from one cohort
to the next. These results deserve comparison with the
frequency and tempo of first marriages in the same
cohorts. In the oldest age group, the differences are
modest: More than 92% of women born in 1938 to 1942

have married and more than 94% have lived in a
partner relationship; the mean ages at first marriage
and first union were 22.6 and 22.3 years, respectively.
In an overwhelming majority of cases, therefore, first
union and first marriage coincide. Fifteen cohorts later,
the picture is different: Only 85% of women born in
1953 to 1957 have married and 97% have lived in a
partner relationship; the mean age at first marriage is
22.7 years versus 21.5 years for the mean age at first
union. Not all women who have lived in a partner rela-
tionship have married; first marriage does not coincide
with first union, and often comes later. It is therefore
well worth determining the form of the first union; we
can always investigate later on the extent to which
unions initially formed outside marriage were subse-
quently legalized.

We have already encountered a comparable
problem in the analysis of terminations, where we 
distinguished between their two forms: divorce or
death of a spouse. However, we eluded the issue, for
example by stressing that divorce was rarely prevented
by early death, as widowhood generally occurs at
longer marriage durations, when the risk of divorce is
low. We cannot apply this reasoning to the study of
union forms, as the two alternative events (starting
one’s life in partnership with a marriage or a consen-
sual union) can occur at the same ages. The difficulty is
similar to the one encountered in measuring mortality
by cause of death. Let us look at the options available:

1. We can always calculate the probabilities of a first
partner relationship in marriage and the
probabilities of a first consensual-union
partnership for different ages. In a sufficiently
short time interval, the probabilities will consist of
the ratio of the number of events to the number of
persons who have never yet lived in a partner
relationship at the start of the interval. At the
same age, the two probabilities are additive, given
their common denominator. Their sum is a
probability of first partner relationship, identical
to the one computed earlier, for example in
preparing Table 25–4 in the Appendix. We
therefore obtain two series of probabilities and a
sum-series; the difficulty is to combine the
probabilities at successive ages.

2. The first solution consists in leaving the two series
of probabilities together, preserving their
additivity. We thus construct a double decrement
table. From one age to the next, the number of
persons never yet having lived in a partner
relationship falls at the pace shown by the sum
probability; in the interval, the number of new
unions is distributed between marriage and
consensual union in proportion to the
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corresponding probabilities. The table therefore
contains two branches—marriage and consensual
union—and the size of each branch partly
depends on the size of the other. For example, in
the French female cohorts reported in Table 25–4
(Appendix), the distribution of first unions before
age 36 between marriage and consensual union
went from 87% to 13% for women born in 1938 to
1942 to 56.5% to 43.5% for women born in 1953 to
1957 (Thierry, 1993).

3. Can we move beyond that stage and supply a
summary measure of the frequency of each form
of union that is independent of the frequency of
the other form? The answer is presumably
negative, as it does not seem reasonable to
postulate, for example, that the probability of a
first consensual-union partnership, at age x, is not
influenced by the number of marriages before age
x. Absent independence, the combination at
successive ages of the probabilities of a single
series (first partner relationship in marriage or
first partner relationship in consensual union)
does not have the same significance as an 
intrinsic measure of the frequency of either type of
union. It is preferable either to abandon this
operation, or to try to comply with the
independence condition.

Indeed, we saw that dependence resulted from the
combination of two circumstances: in the group
studied, the risk of either form of union differs
between subgroups, and this heterogeneity is concur-
rent with a correlation between the two types of risk
(either in subgroups where one is high and the other
is low, and reciprocally; in subgroups where both are
high; and in subgroups where both are low). We must
therefore find a segmentation of the population into
groups such that the heterogeneity or the correlation
is eliminated in each. The same requirement exists
when the aim is to obtain an intrinsic measure of sur-
viving a given cause of death, absent the other causes
(see Chapter 44). Such investigations are the focus of
differential demography.

The same principles are at stake in the next step of
the analysis when, once the union is formed, we
examine its outcome. If the first union is not a mar-
riage, it can be ended by two events: termination (gen-
erally through the partners’ separation; far more rarely,
under present circumstances in Europe, by the death
of one of the partners) or legalization [i.e., the trans-
formation of the consensual union into marriage]). The
two outcomes are radically different. We cannot rea-
sonably postulate, for example, that the probability of
legalization computed for couples still united y years
after their formation could have been equally valid for

couples prematurely terminated through separation,
absent such separations. This nonindependence leads
us to calculate a double-decrement table for consen-
sual-union terminations or seek to break up the cohort
into more homogeneous subcohorts in an effort to
create the statistical conditions for the independence of
the separation and legalization risks.6

IX. NUPTIALITY AND FERTILITY

Nuptiality—in the broad sense, encompassing
unions and marriage, formation and termination—has
complex links with fertility. The simple notion that fer-
tility is curbed by an abundance of never-marrieds and
by late marriage applies only to populations with
weak fertility control and strong social control over sex
outside marriage. No Western country is in this situa-
tion any more. If the women who married earliest still
have an above-average total number of children, it is
no longer because of a greater duration of exposure to
risk but because early marriage is associated with 
differences in sociocultural level, attitudes to the
family, and contraceptive practices. Admittedly, some 
quasi-mechanical link may persist between age at mar-
riage and age at childbearing. This is attested by the
correlations between the two variables, measured
between countries (early nuptiality and fertility in
Central/Eastern Europe, late nuptiality and fertility in
Western Europe) or across time (concomitant decrease
in ages at marriage and at childbearing in Western
Europe from 1950 to 1975, then reversal of the trend in
the final quarter century). But the direction of the
causalities is not established: Do people marry young
to have children early or is childbearing delayed because
marriage was postponed first?

This complexity is illustrated here with a few con-
temporary examples of the connections between
unions, marriage, and fertility (Figure 25–2) and
between divorce and the number of children.

1. The Place of Children in Marriage

In France, in the late 1960s, more than 60 of 100 chil-
dren conceived by unmarried parents were born legit-
imate as a result of the fathers marrying the pregnant
mothers. In addition, the other children, born illegiti-
mate, did not all remain so: More than half of them
were later legitimated by their parents’ marriage. In
all, more than 60% of the children conceived outside
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marriage were directly legitimated and 20% acquired
legitimacy some time after birth through their parents’
marriage—making a total of over 80%.

In the quarter century between the late 1960s and
the mid 1990s, the number of children conceived
outside marriage doubled, in France, from more than
150,000 to nearly 300,000 per year. But, in the same
period, the number of unmarried women of child-
bearing age doubled as well, from 3.8 million to 6.9
million. In other words, fertility outside marriage
(measured at conception and not at childbirth) hardly
varied in the interval. The increase in these births
seems directly due to the fall in nuptiality, which
swelled the never-married population without altering
its fertility behavior.

By contrast, the fate of children conceived outside
marriage has changed profoundly. Twenty-five years

ago, nearly two thirds of them were legitimated by their
parents’ marriage even before childbirth; today, the
proportion is less than one in 10. The desire to provide a
robust legal framework to the birth of a child—a most
eloquent indication of the importance assigned to mar-
riage—has almost completely disappeared.

The future of children conceived and born outside
marriage confirms this disaffection. Formerly, more
than half of them would attend their parents’ marriage
and thus be legitimated (with a slight delay); today, the
proportion has fallen to one third. In all, four in 10 chil-
dren conceived outside marriage are raised in a mar-
riage, one in 10 at childbirth and the three others a
short while later (on average at 2 or 3 years old). The
proportion in the late 1960s was more than eight in 10,
of whom more than six at childbirth. The strong link
that used to exist between the announcement of the
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birth of a child and the likelihood of the parents’ mar-
riage has been sharply weakened (Munoz-Pérez and
Prioux, 2000).

This shift is, of course, largely due to the wide-
spread acceptance of consensual union as an alterna-
tive partner relationship to marriage. An increasing
number of children are conceived in these stable but
nonformalized unions and, more and more often, the
parents never marry. However,

In unions of equal duration, unmarried couples are less fertile
than married ones. From one cohort to the next, the relative
fertility of cohabitants (in terms of conceptions) is [even]
steadily declining, compared with married couples: if we set
the conception rate for married couples to unity, the relative
fertility of cohabitants, for a union of equal duration, is 0.75,
0.63, 0.50 and 0.39 for unions formed in ca. 1970, 1975, 1980,
and 1985 respectively (Toulemon, 1994).

The proportion of couples who legitimate their
pregnancies by marrying before the outcome has
varied very widely from one country to another since
the late 1960s, when it was high in almost every
country, at around 60% or above. In northern Europe,
including the United Kingdom, the proportion has
fallen steeply—at least as much as in France—to 10%
or even less; in Sweden, for example, only 4% of preg-
nancies outside marriage are legitimated by the
parents before childbirth. In southern Europe, by 
contrast, the proportions have remained comparable
to those of the 1960s; one example is Italy, where mar-
riage still takes place in six pregnancies of 10. Between
these two extremes, but close to the latter group, the
countries of central Europe have recorded only a mod-
erate decline in the nuptiality of pregnant women: in
Germany (Western Länder) and Austria, more than half
of all conceptions outside marriage are still legitimated
before the completion of pregnancy. The case of
Germany is all the more remarkable as, at the same
time, the frequency of legitimations of born children
has increased to well over 40%, versus barely 30% in the
late 1970s. Today, three fourths of children conceived
outside marriage in Germany are born in marriage or
are legitimated shortly after birth. This has dramati-
cally widened the gap with France in 25 years.

The dividing line in Europe separates the northwest
from the southern and central parts, whereas the 
nuptiality trend isolated the south from the other
countries. In fact, the differences in behavior toward
children’s status bear a greater resemblance to those
that emerged during the decline in fertility in the past
three decades than to the gaps that widened during the
increase in age at marriage. Central Europe (in partic-
ular, Germany) and southern Europe (in particular,
Italy) have recorded the sharpest falls in fertility, even
as the decline in nuptiality was still moderate. In these

countries, the attachment to marriage as the preferred
framework for starting a family has blocked the rise in
fertility outside of its traditional legitimate form. It has
prevented the partial compensation of the decline in
legitimate births by the rise in illegitimate ones—
which has taken place more easily elsewhere, most
notably in France.

2. On Divorce and Children

The relations between the presence of children in a
couple and the risk of divorce are extremely complex
and hard to unravel. The number of children is not the
only determinant: the age of each, in particular the age
of the youngest, also plays a role. Moreover, couples
need time to have children and further time for the risk
of divorce to show its effects. For France, the most 
eloquent results are the following (Toulemon, 1994):

• If we set the childless-couple divorce risk at unity
for couples married in 1960 to 1979, the risk for a
couple with child equals unity when the child
reaches the age of four. From that age onward, the
child’s presence no longer makes a difference.

• Before the age of 4 years, the younger the child,
the lesser the chances of divorce. The risk is 0.35
when the mother is still pregnant or when the
child is in its first year, 0.55 when it is in its second
year, and 0.75 thereafter.

• When there are several children, the risk remains
below unity even when the youngest child reaches
age 6, but the value is nearly 0.9 and the gap with
childless couples is narrow. By contrast, the risk
stays well below that level while the latest-born
child is very young.

• After the birth of a child, the divorce risk therefore
remains low, or even minimal, for a time. This
honeymoon period is repeated with each pregnancy,
but the number of children is not, in itself, a
barrier to divorce: Once the youngest starts school,
the difference with childless couples is very small.
However, the childbearing period overlaps with
the period of high separation risk consisting of the
first years of marriage. The protection provided by
the presence of very young children coincides with
the period of highest divorce risk.

For all child ages combined, the presence of children
lessens the risk of divorce in the first ten years of mar-
riage by about 30%. The dissolution risk for unmarried
couples with children is the same or slightly higher. By
contrast, there is a large gap between the dissolution
risks for the two types of union: it is five time as high
for unmarried partners as for married couples, regard-
less of whether the couples in either category have
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children or not. The couple’s status therefore seems to
be a far more powerful differentiation factor than the
presence and number of children.

We lack comparable studies for older periods that
would confirm what more summary indicators suggest:
the number of children no doubt provided more effec-
tive protection when the frequency of divorce was
lower, i.e., in marriages contracted before 1960.

X. MALE AND FEMALE NUPTIALITY

We have measured first marriage and remarriage
with reference to the male or female population. For
example, we defined the proportion of men or women
contracting a first marriage; the basic measure is a ratio
between a number of marriages and a population at risk
of marrying. But although the availability of men plays
an essential role in the number of marriages of men of a
given age, the availability of women is also an impor-
tant factor. The marriage market is a convenient image to
remind us that marriage results from an adjustment
between male expectations and female expectations.

Initially, however, demographers’ attention in this
area focused not on nuptiality but on fertility. Births—
like marriages—can be studied in relation to the male
or female population (fathers or mothers): this yields
a definition of male or female fertility (see Chapter 19).
Now, it can be something of a shock to find that an
identical number of births produces different rates,
depending on whether it is measured against the male
or female population of reproductive age. More specif-
ically, it is astonishing to find population projections
yielding different results depending on whether they
are based on male fertility or female fertility rates, if
both fertilities have been calculated from the same
number of births. The initial priority is therefore to
obtain fertility indices that avoid this inconsistency by
taking both the male and female populations into
account.

Transposed to nuptiality, the problem takes on a dif-
ferent form. It is not surprising that the male popula-
tion marries more or less completely than the female
population, as we can intuitively grasp that male nup-
tiality will be more intense than female nuptiality if
there is a relative shortage of marriageable men, and
less intense if there is a surplus. Nor is the frequency
of these numeric imbalances surprising, given that
men, on average, marry women from other cohorts—
most likely of a different size than their own. In a
population of, say, 100 men and 110 women, we expect
that 90 first marriages between the two will leave 10
of 100 = 10% of never-married men and 20 of 110 = 18%
of never-married women.

The surprise, therefore, lies not in the unequal 
frequency of female and male nuptiality, but in the size
and nature of the inequality. Let us illustrate this with
a concrete example borrowed from Louis Henry
(1966). Human losses due to World War I created a
deficit in a well-defined set of French male cohorts.
This shortage predictably led to an intensification of
male nuptiality in those cohorts and a decline in
female nuptiality in the slightly more recent cohorts,
given that men, on average, marry women who are
younger than themselves. But:

1. In the cohorts most directly affected, the
modulations in total marriage frequency remained
well below what one would have expected using a
simple computation as described above.

2. These modulations spread beyond the depleted
cohorts (i.e., the phenomenon regained in scope
part of what it lost in magnitude).

3. The repercussions are perceptible not only on the
frequency of nuptiality, but also on age at
marriage. In the depleted male cohorts, men
married younger; in the female cohorts showing a
surplus, women married later. The difference in
age at marriage between men and women was
therefore affected.

These three phenomena are closely linked. Men do not
find their wives in a single, specific cohort, but in a
range of cohorts. The range also varies with men’s age
at marriage. The reciprocal pattern applies to women.
As a result, the deficit of one sex or the surplus of the
other does not impact one cohort of the opposite sex,
but a range of cohorts—hence a dilution of quantum
effects. In addition, numeric imbalances initially alter
the position and openness of the cohort range before
causing an intensification or weakening of nuptiality:
The excess women will wait longer to marry, and they
will accept husbands with greater age differences.

From these observations, demographers have made
various attempts to identify the male and female
cohorts whose nuptiality would be influenced by
numeric imbalances. The basic principle is to compare
male and female cohort sizes allowing for the normal
age gap between male and female marriage. The sim-
plest measure is the ratio of the size of a male cohort
to the size of a more recent female cohort, generally 2
to 5 years younger. This rough index is then improved
in two ways. The first is to make allowance for the fact
that matches occur not between two cohorts, but
between two ranges of cohorts, whose definition may
vary with successive ages at marriage. The second
improvement reflects the fact that marriage is not only
an adjustment between populations of marriageable
males and females, but also a quest for a partner who
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displays (or does not display) certain characteristics (in
particular, age characteristics); this may take time, as a
fruitless search may lead an individual to stay in or
leave the marriage market.7

These various attempts at measurement have one
point in common. They seek to identify the cohorts
whose nuptiality is liable to change because of the
numeric inequality between men and women at risk of
marriage. In the present state of research, demogra-
phers seem to have abandoned the notion of a single
index that would take the male and female popula-
tions into account simultaneously and would therefore
measure pure two-sex nuptiality (i.e., independent of
any imbalances between men and women). We are not
dealing here any longer (or we are not yet dealing)
with the measurement of nuptiality; we are already
involved in determining the factors that influence the
quantum and tempo of marriage.

CONCLUSION

Demographers’ interest in nuptiality, in all its forms,
is due to the role played by the partner relationship in
exposure to the risk of fertility. However, the measures
described in this chapter do not aim to assess the quan-
titative incidence of a particular characteristic of mar-
riage on childbearing. We have seen how to determine
the quantum and tempo of nuptiality at its different
stages (marriage or union formation; divorce, widow-
hood, or dissolution; remarriage or formation of a new
union) without asking ourselves if the couples formed
or dissolved were likely to have children.

Indeed, marriages and partner relationships are a
major social phenomenon that deserves to be meas-
ured in itself—and is thus governed by the same prin-
ciples of quantitative analysis as many other social
phenomena. These principles are borrowed from the
demographic methods for measuring mortality, fertil-
ity, and migration. The notion of risk (probabilities)
and that of a table are shared with mortality; the break-
down of the marital sequence into stages has its equiv-
alent, for fertility, in the succession of births in the
same sibling group; the convergence between two
populations at risk—which defines the marriage
market—is closely related to the double influence of a
population of origin and of a population of destination
in the migration process. In fact, rather than an adap-
tation of tools specific to classic demographic phe-
nomena, one should speak of mutual exchanges: the
measurement of nuptiality has often produced inno-

vations that have subsequently been taken up in the
analysis of mortality, fertility, and migration.

This is because nuptiality, in fact, is not so much a
marginal topic in a narrow demography concerned
with the replacement of localized populations through
natural and migration flows; rather, it lies at the heart
of a broader demography, attentive to the characteris-
tics of, and changes in, any population. The exchanges
(transitions) between married and nonmarried popu-
lations are actually just a first example of this general-
ized approach, which also applies to transitions
between economic activity and inactivity, employment
and unemployment, good health and bad health, and
so forth. This extension not only has the virtue of offer-
ing demography an infinite field of measurement and
application. It also gives greater visibility to demogra-
phy’s ties with a diverse set of disciplines such as soci-
ology, economics, and epidemiology.
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APPENDICES

TABLE 25–1 Proportion of First Marriages Contracted Before Age 50 In Female Cohorts

Cohort Albania Bulgaria Hungary Poland East Romania Czechoslovakia Yugoslavia Italy Spain France
Germany

1930 — — 0.959 0.964 0.929 — 0.939 — 0.883 — 0.931
1931 0.928 — 0.962 0.953 0.933 — 0.951 — 0.892 — 0.920
1932 0.926 — 0.943 0.949 0.935 — 0.959 — 0.895 — 0.927
1933 0.918 — 0.948 0.954 0.939 — 0.961 — 0.903 — 0.923
1934 0.895 — 0.964 0.952 0.943 — 0.968 — 0.911 — 0.924
1935 0.868 — 0.950 0.946 0.944 — 0.965 — 0.912 — 0.920
1936 0.855 — 0.951 0.941 0.947 — 0.957 — 0.910 — 0.921
1937 0.849 — 0.954 0.937 0.946 — 0.958 0.884 0.912 — 0.924
1938 0.857 — 0.945 0.947 0.952 — 0.954 0.896 0.916 — 0.924
1939 0.874 — 0.946 0.966 0.934 — 0.955 0.913 0.913 — 0.923
1940 0.881 — 0.939 0.970 0.923 0.986 0.949 0.923 0.915 — 0.928
1941 0.901 — 0.938 0.953 0.928 0.979 0.942 0.921 0.913 — 0.924
1942 0.919 0.977 0.943 0.929 0.946 0.974 0.943 0.926 0.911 — 0.919
1943 0.883 0.964 0.955 0.912 0.957 0.976 0.949 0.925 0.920 — 0.926
1944 0.847 0.965 0.950 0.897 0.954 0.975 0.943 0.898 0.923 — 0.922
1945 0.845 0.971 0.944 0.895 0.891 0.964 0.941 0.882 0.934 — 0.920
1946 0.852 0.971 0.950 0.913 0.941 0.957 0.953 0.893 0.936 — 0.929
1947 0.857 0.975 0.949 0.931 0.971 0.959 0.945 0.901 0.923 — 0.916
1948 0.858 0.986 0.945 0.930 0.932 0.962 0.940 0.902 0.919 — 0.908
1949 0.854 0.987 0.947 0.925 0.953 0.962 0.945 0.901 0.917 — 0.907
1950 0.845 0.976 0.941 0.927 0.948 0.957 0.944 0.902 0.918 0.915 0.902
1951 0.841 0.965 0.952 0.928 0.930 0.953 0.945 0.899 0.910 0.898 0.892
1952 0.841 0.956 0.938 0.926 0.941 0.956 0.949 0.896 0.907 0.892 0.885
1953 0.852 0.952 0.938 0.922 0.939 0.965 0.947 0.893 0.935 0.867 0.877
1954 0.871 0.962 0.941 0.922 0.934 — 0.947 0.891 0.971 0.842 0.866
1955 0.900 0.972 0.943 0.928 0.936 — 0.944 0.883 0.933 0.831 0.854
1956 0.900 0.972 0.941 0.938 0.931 — 0.942 0.888 0.865 0.825 0.845
1957 0.867 0.968 0.943 0.944 0.929 — 0.940 0.900 0.853 0.827 0.833
1958 0.852 0.971 0.937 0.942 0.925 — 0.938 0.904 0.843 0.815 0.818
1959 0.855 0.958 0.934 0.934 0.927 — 0.937 0.903 0.824 0.798 0.800
1960 0.866 0.938 0.927 0.920 0.915 — 0.934 0.889 0.821 0.798 0.782
1961 0.872 0.934 0.927 0.904 0.910 — 0.934 0.883 — — 0.757
1962 0.862 0.929 0.918 0.896 0.898 — 0.932 0.865 — — 0.734
1963 0.855 0.924 0.898 0.892 0.885 — 0.928 0.840 — — —
1964 0.853 0.914 0.887 — 0.869 — 0.924 — — — —
1965 — 0.898 0.872 — — — 0.922 — — — —
1966 — 0.885 — — — — — — — — —

(continues)
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TABLE 25–1 (continued) Proportion of First Marriages Contracted Before Age 50 In Female Cohorts

Cohort Switzerland The Belgium West Austria England- Finland Sweden Denmark Norway
Netherlands Germany Wales

1930 0.861 0.942 — 0.930 0.893 0.958 — 0.919 0.942 0.905
1931 0.857 0.943 — 0.941 0.898 0.954 — 0.925 0.946 0.914
1932 0.855 0.943 — 0.935 0.897 0.961 — 0.919 0.946 0.915
1933 0.853 0.946 — 0.944 0.897 0.971 — 0.918 0.948 0.915
1934 0.847 0.955 0.945 0.942 0.893 0.974 — 0.913 0.950 0.918
1935 0.856 0.946 0.941 0.948 0.893 0.972 0.898 0.915 0.950 0.921
1936 0.861 0.950 0.934 0.945 0.890 0.970 0.891 0.911 0.950 0.919
1937 0.857 0.951 0.945 0.950 0.895 0.971 0.890 0.915 0.949 0.929
1938 0.854 0.952 0.942 0.945 0.894 0.972 0.903 0.909 0.955 0.934
1939 0.845 0.952 0.942 0.948 0.894 0.972 0.900 0.909 0.946 0.931
1940 0.838 0.950 0.949 0.942 0.877 0.970 0.907 0.906 0.950 0.905
1941 0.834 0.954 0.944 0.944 0.875 0.965 0.878 0.902 0.963 0.935
1942 0.825 0.947 0.939 0.936 0.871 0.973 0.894 0.899 0.941 0.909
1943 0.816 0.947 0.938 0.930 0.877 0.979 0.909 0.891 0.947 0917
1944 0.814 0.943 0.936 0.918 0.876 0.981 0.898 0.886 0.941 0.907
1945 0.811 0.943 0.933 0.929 0.871 0.971 0.908 0.874 0.938 0.911
1946 0.804 0.943 0.932 0.911 0.879 0.983 0.918 0.862 0.930 0.913
1947 0.805 0.940 0.925 0.914 0.884 0.980 0.904 0.850 0.924 0.920
1948 0.805 0.932 0.919 0.904 0.879 0.959 0.888 0.834 0.905 0.922
1949 0.803 0.926 0.918 0.902 0.868 0.954 0.880 0.820 0.906 0.919
1950 0.802 0.920 0.917 0.882 0.843 0.952 0.868 0.803 0.860 0.911
1951 0.794 0.911 0.915 0.879 0.837 0.953 0.848 0.791 0.852 0.907
1952 0.789 0.902 0.899 0.854 0.825 0.948 0.822 0.782 0.832 0.901
1953 0.786 0.894 0.898 0.850 0.826 0.936 0.813 0.774 0.824 0.884
1954 0.780 0.884 0.890 0.829 0.827 0.927 0.801 0.757 0.807 0.872
1955 0.776 0.873 0.880 0.838 0.824 0.922 0.801 0.746 0.789 0.862
1956 0.776 0.865 0.878 0.833 0.825 0.910 0.787 0.734 0.775 0.845
1957 0.771 0.850 0.869 0.826 0.820 0.895 0.794 0.721 0.756 0.824
1958 — 0.834 0.859 0.814 0.804 0.880 0.787 0.709 0.730 0.812
1959 — 0.820 0.852 0.802 0.798 0.857 0.772 — 0.710 0.796
1960 — 0.806 0.841 0.781 0.785 0.831 0.755 — — 0.777
1961 — 0.795 0.823 — 0.773 0.812 — — — 0.748
1962 — 0.775 0.809 — 0.765 0.790 — — — —
1963 — — 0.782 — 0.746 — — — — —

Source: Sardon, Jean-Paul, 1992. La primo-nuptialité féminine en Europe: éléments pour une typologie, Population, vol. 47(4), 855–892.
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TABLE 25–2 Mean Age at First Marriage in Female Cohorts, in Years

Cohort Albania Bulgaria Hungary Poland East Romania Czechoslovakia Yugoslavia Italy Spain France
Germany

1930 — — — 23.25 — — 21.99 — — — —
1931 20.62 — — 23.16 — — 21.82 — 25.07 — 23.01
1932 20.65 — 21.73 23.06 — — 21.72 — 24.98 — 22.99
1933 20.66 — 21.59 22.92 — — 21.63 — 24.89 — 22.98
1934 20.70 — 21.47 22.80 22.70 — 21.56 — 24.76 — 22.94
1935 20.80 — 21.42 22.70 22.61 — 21.58 — 24.62 — 22.93
1936 20.93 — 21.38 22.60 22.48 — 21.60 — 24.53 — 22.89
1937 21.04 — 21.29 22.52 22.43 — 21.55 22.93 24.43 — 22.83
1938 21.10 — 21.25 22.41 22.39 — 21.50 22.84 24.31 — 22.78
1939 21.09 — 21.22 22.26 22.20 — 21.43 22.73 24.24 — 22.71
1940 21.06 — 21.20 22.17 22.02 21.55 21.37 22.61 24.17 — 22.60
1941 21.00 — 21.26 22.17 21.95 21.51 21.41 22.53 24.09 — 22.53
1942 20.93 21.10 21.26 22.26 21.82 21.50 21.42 22.44 23.96 — 22.44
1943 21.00 21.17 21.29 22.42 21.70 21.50 21.44 22.38 23.83 — 22.37
1944 21.15 21.23 21.27 22.59 21.62 21.54 21.47 22.47 23.72 — 22.33
1945 21.19 21.27 21.27 22.70 21.65 21.62 21.55 22.55 23.63 — 22.32
1946 21.25 21.29 21.34 22.70 21.57 21.72 21.63 22.49 23.49 — 22.33
1947 21.31 21.30 21.25 22.65 21.48 21.82 21.69 22.44 23.45 — 22.41
1948 21.38 21.27 21.23 22.63 21.56 21.90 21.71 22.41 23.45 — 22.47
1949 21.46 21.23 21.16 22.64 21.59 21.99 21.73 22.40 23.44 — 22.49
1950 21.60 21.22 21.20 22.63 21.64 22.09 21.74 22.42 23.37 23.74 22.53
1951 21.74 21.25 21.24 22.64 21.77 22.16 21.78 22.43 23.34 23.66 22.54
1952 21.88 21.28 21.29 22.66 21.71 22.20 21.77 22.44 23.33 23.63 22.56
1953 21.97 21.28 21.33 22.67 21.76 22.19 21.75 22.47 23.33 23.58 22.59
1954 22.03 21.26 21.27 22.68 21.82 — 21.71 22.51 23.30 23.52 22.63
1955 22.07 21.23 21.24 22.66 21.84 — 21.67 22.58 23.31 23.48 22.68
1956 22.12 21.18 21.20 22.63 21.92 — 21.63 22.59 23.46 23.44 22.77
1957 22.26 21.15 21.07 22.59 21.98 — 21.61 22.53 23.55 23.38 22.90
1958 22.38 21.13 21.04 22.56 22.10 — 21.62 22.52 23.71 23.52 23.08
1959 22.42 21.11 21.01 22.55 22.22 — 21.63 22.56 23.92 23.61 23.26
1960 22.41 21.11 21.03 22.55 22.37 — 21.66 22.64 24.05 23.70 23.48
1961 22.40 21.13 21.09 22.56 22.54 — 21.68 22.69 — — 23.69
1962 22.42 21.13 21.11 22.54 22.73 — 21.69 22.78 — — 23.93
1963 22.45 21.12 21.16 22.51 22.88 — 21.71 22.94 — — —
1964 22.46 21.14 21.24 — 22.99 — 21.72 — — — —
1965 — 21.18 21.29 — — — 21.73 — — — —
1966 — 21.22 — — — — — — — — —
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TABLE 25–2 (continued) Mean Age at First Marriage in Female Cohorts, in Years

Cohort Switzerland The Belgium West Austria England- Finland Sweden Denmark Norway
Netherlands Germany Wales

1930 25.11 24.61 — 23.97 24.26 23.19 — 23.77 — 23.88
1931 25.05 24.52 — 23.90 24.10 23.09 — 23.67 — 23.71
1932 24.95 24.33 — 23.82 24.02 23.01 — 23.58 — 23.49
1933 24.81 24.23 — 23.74 23.89 22.92 — 23.51 — 23.32
1934 24.65 24.09 22.82 23.65 23.78 22.82 — 23.45 — 23.14
1935 24.55 23.94 22.76 23.56 23.68 22.73 23.35 23.39 22.52 22.98
1936 24.43 23.88 22.68 23.47 23.54 22.63 23.30 23.38 22.52 22.92
1937 24.32 23.77 22.58 23.38 23.39 22.53 23.30 23.30 22.44 22.81
1938 24.23 23.69 22.51 23.29 23.26 22.45 23.31 23.26 22.47 22.78
1939 24.15 23.59 22.43 23.14 23.10 22.35 23.24 23.30 24.40 22.72
1940 24.06 23.43 22.36 22.97 23.00 22.29 23.20 23.42 22.46 22.63
1941 24.04 23.24 22.23 22.87 22.95 22.29 23.15 23.40 22.39 22.58
1942 24.03 23.11 22.20 22.78 22.84 22.28 23.15 23.51 22.46 22.66
1943 24.01 23.01 22.11 22.62 22.69 22.26 23.04 23.51 22.43 22.67
1944 23.99 22.88 22.12 22.38 22.52 22.23 23.00 23.58 22.41 22.75
1945 23.98 22.71 22.06 22.25 22.37 22.23 22.95 23.77 22.45 22.69
1946 23.94 22.72 22.06 22.14 22.36 22.23 22.96 23.92 22.52 22.75
1947 23.96 22.63 22.02 22.08 22.17 22.23 22.95 24.31 22.60 22.61
1948 24.01 22.61 22.03 22.13 22.18 22.28 23.03 24.70 22.79 22.61
1949 24.07 22.59 22.02 22.18 22.24 22.28 23.07 25.20 23.01 22.65
1950 24.16 22.60 22.03 22.27 22.31 22.26 23.20 25.64 23.39 22.66
1951 24.36 22.57 22.00 22.34 22.38 22.23 23.29 25.99 23.70 22.74
1952 24.56 22.62 22.04 22.50 22.57 22.25 23.47 26.29 24.10 22.87
1953 24.76 22.72 22.03 22.68 22.62 22.33 23.72 26.53 24.35 23.02
1954 24.98 22.84 22.07 22.90 22.75 22.43 23.88 26.76 24.66 23.12
1955 25.17 23.00 22.11 23.09 22.86 22.54 24.02 26.96 24.89 23.35
1956 25.32 23.30 22.19 23.28 23.02 22.68 24.17 27.11 25.10 23.52
1957 25.49 23.55 22.27 23.49 23.20 22.89 24.21 27.23 25.41 23.80
1958 — 23.83 22.41 23.72 23.36 23.10 24.27 27.36 25.70 24.03
1959 — 24.14 22.51 23.92 23.47 23.27 24.37 — 25.91 24.25
1960 — 24.40 22.64 24.12 23.58 23.42 24.51 — — 24.50
1961 — 24.62 22.81 — 23.69 23.57 — — — 24.75
1962 — 24.83 22.96 — 23.76 23.75 — — — —
1963 — — 23.11 — 23.87 — — — — —

Source: Sardon, Jean-Paul, 1992. La primo-nuptialité féminine en Europe: éléments pour une typologie, Population, vol. 47(4), 855–892.
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TABLE 25–3 Divorces per 10,000 Marriages by Duration in Marriage Cohorts (France)

Marriage Marriage cohort
duration, x

1946 1947 1948 1949 1950 1951 1952 1953 1954 1955 1956 1957 1958

0 2.0 2.0 2.0 2.0 2.0 2.0 2.1 2.0 1.9 2.7 2.9 2.0 2.2
1 16.5 16.5 16.0 15.5 15.1 15.1 14.2 13.5 14.1 13.7 15.2 15.4 14.4
2 34.0 33.0 32.5 32.0 31.7 32.5 31.4 30.9 29.2 31.0 35.1 34.0 34.1
3 49.0 48.0 47.5 47.0 44.6 44.3 46.8 45.1 43.8 46.3 44.6 44.5 45.4
4 58.0 57.0 56.2 51.8 50.4 53.3 52.5 49.1 50.7 47.8 53.9 52.3 51.9
5 59.0 58.5 55.1 53.4 56.4 57.3 54.2 54.7 52.3 52.2 55.8 56.0 52.6

6 54.7 55.8 55.2 56.1 59.3 56.0 58.0 53.3 52.3 55.2 53.2 54.1 59.3
7 50.0 52.9 57.4 56.4 56.8 54.3 54.0 50.9 51.3 51.6 52.2 56.1 57.7
8 48.6 54.0 54.7 55.5 55.9 52.2 51.5 52.0 50.2 49.0 56.3 55.4 55.2
9 47.5 51.1 51.7 52.4 48.0 48.7 49.9 47.4 48.5 51.8 53.8 52.6 54.4
10 44.9 48.2 50.4 48.3 47.0 50.0 47.5 46.3 47.6 52.0 52.7 51.4 48.6

11 40.8 44.0 45.7 47.2 44.0 45.0 44.9 47.3 48.2 50.2 51.4 44.2 46.9
12 37.9 39.2 42.6 41.8 40.0 40.9 45.8 44.7 45.8 46.4 42.0 45.4 45.4
13 33.4 37.2 39.4 38.2 39.3 40.8 42.5 44.3 42.9 41.9 40.3 42.3 53.4
14 32.1 35.1 37.9 35.3 38.5 40.9 41.5 39.6 38.4 38.7 41.4 45.3 48.2
15 30.0 31.5 30.9 35.8 35.0 38.2 40.1 36.3 35.5 37.2 46.4 43.3 43.0

16 27.5 28.5 34.3 34.9 38.0 34.3 34.3 34.8 35.6 40.0 41.6 41.0 49.0
17 27.4 28.7 32.8 34.3 35.4 31.9 31.4 35.3 39.3 37.7 41.0 43.0 44.0
18 25.3 27.4 30.1 31.5 28.8 28.6 30.9 34.4 34.3 35.0 42.0 39.0 41.0
19 25.6 28.5 30.9 28.7 28.1 30.2 33.1 32.1 34.0 39.0 41.0 39.0 42.0
20 22.7 25.5 25.2 26.5 28.5 31.1 29.6 31.0 34.0 37.0 37.0 42.0 46.0

21 21.4 21.5 24.1 25.8 28.3 26.9 30.0 33.0 34.0 33.0 38.0 40.0 42.5
22 19.1 20.9 23.6 27.0 25.2 25.0 29.0 31.0 30.0 35.0 37.0 38.2 39.3
23 17.9 19.3 22.9 23.0 23.0 26.0 27.0 27.0 31.0 33.0 33.9 34.8 35.7
24 15.8 19.4 21.2 19.0 25.0 25.0 24.0 27.0 30.0 30.9 31.8 32.7 36.6
25 17.4 17.5 18.0 21.0 22.0 19.0 27.0 26.0 27.4 28.8 30.2 33.2 35.4

26 13.9 14.0 16.0 18.0 19.0 22.0 25.0 26.0 27.1 28.1 30.5 33.2 34.2
27 12.0 14.0 15.0 16.0 21.0 20.0 21.3 22.7 24.0 25.5 28.0 29.7 31.5
28 12.0 13.0 14.0 17.0 20.0 20.3 20.5 20.8 22.4 25.7 26.0 28.2 29.2
29 9.0 11.0 15.0 16.0 17.0 18.0 19.0 19.7 21.2 23.2 24.3 24.0 24.5
30 10.0 12.0 14.0 14.4 14.8 15.2 17.2 19.3 20.4 20.7 22.9 22.3 22.3

31 11.0 12.0 12.4 12.8 13.3 15.0 15.8 17.2 16.8 18.2 19.3 20.2 21.1
32 9.0 9.7 10.5 11.2 12.7 12.9 14.6 15.6 15.9 17.2 17.6 17.2 17.4
33 9.1 9.3 9.4 10.7 12.6 12.1 13.5 14.4 13.3 14.3 14.2 16.8 16.4
34 8.2 7.8 8.8 9.1 10.4 11.1 12.0 11.7 13.0 13.6 14.1 14.7 15.5
35 7.2 7.7 8.0 7.4 8.7 9.1 9.9 11.0 11.7 12.4 12.1 13.7 13.7

36 6.5 6.7 6.2 7.3 7.6 8.4 9.2 9.8 10.4 9.8 11.0 11.0 11.0
37 6.2 5.7 6.7 7.0 7.6 8.4 9.0 9.5 9.5 9.3 9.3 9.3 9.3
38 4.7 5.4 5.7 6.2 6.9 7.4 7.8 7.7 8.1 8.1 8.1 8.1 8.1
39 4.8 5.1 5.5 6.1 6.5 6.9 6.0 7.5 7.5 7.5 7.5 7.5 7.5
40+ 23.9 26.5 21.6 22.4 26.1 32.3 36.0 36.0 36.0 36.0 36.0 36.0 36.0

Total (per 1005.9 1061.2 1107.2 1122.1 1150.5 1168.6 1210.2 1218.1 1239.5 1286.6 1351.6 1369.0 1422.0
10,000)

Mean duration, x 14.08 14.33 14.53 14.84 15.27 15.51 15.87 16.21 16.40 16.49 16.47 16.65 16.70

(continues)
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TABLE 25–3 (continued) Divorces per 10,000 Marriages by Duration in Marriage Cohorts (France)

Marriage Marriage cohort
duration, x

1959 1960 1961 1962 1963 1964 1965 1966 1967 1968 1969 1970

0 2.4 3.2 2.2 2.4 3.1 2.3 2.2 2.1 1.9 2.4 2.1 2.0
1 16.2 15.8 17.0 16.1 15.7 20.2 20.2 20.2 19.7 18.3 19.5 21.8
2 32.4 35.2 35.2 37.6 42.2 44.6 49.1 49.0 49.3 48.7 57.1 58.5
3 44.9 47.8 53.0 54.6 59.9 63.0 62.7 66.2 70.7 81.5 80.9 88.0
4 51.6 58.4 58.6 61.9 66.5 68.3 75.5 80.2 95.2 90.7 99.0 111.0
5 56.4 60.0 65.2 63.7 64.9 72.9 79.3 98.3 96.2 101.0 108.0 116.0

6 58.2 63.2 61.5 64.4 68.7 74.2 91.0 94.3 100.0 113.0 114.0 118.0
7 56.3 58.3 58.5 60.7 69.4 84.1 91.0 93.0 105.0 107.0 111.0 128.0
8 55.9 54.8 57.2 64.3 78.5 83.7 90.0 100.0 102.0 103.0 125.0 143.0
9 50.7 50.3 55.4 71.1 75.3 80.0 93.0 94.0 92.0 112.0 122.0 122.5

10 49.8 50.9 61.1 65.9 71.0 82.0 89.0 89.0 98.0 112.0 113.9 115.9

11 47.7 59.6 58.3 59.0 75.0 80.0 81.0 93.0 102.0 104.9 107.8 110.6
12 55.3 55.7 60.0 65.0 70.0 75.0 82.0 96.0 98.4 100.8 103.1 111.2
13 50.6 52.0 61.0 61.0 66.0 74.0 89.0 91.6 94.2 96.8 105.5 112.9
14 48.0 57.0 56.0 57.0 68.0 74.0 77.4 80.8 84.2 98.8 103.9 111.6
15 48.0 52.0 53.0 62.0 72.0 74.8 77.6 80.4 90.5 98.2 105.2 109.8

16 49.0 49.0 54.0 64.0 68.2 72.3 76.5 82.1 90.2 95.7 100.1 104.9
17 42.0 51.0 58.0 61.5 65.0 68.5 76.5 81.6 91.1 90.8 96.1 104.7
18 47.0 55.0 57.2 59.5 61.7 72.9 76.8 83.6 88.1 93.9 89.5 93.6
19 46.0 48.5 51.0 53.4 63.9 69.6 77.8 80.1 83.6 84.0 85.4 90.0
20 47.6 49.2 50.7 55.9 64.6 70.7 74.8 75.5 77.6 78.2 81.3 85.6

21 45.0 47.5 51.3 57.2 61.3 67.0 70.9 70.6 72.5 75.7 73.6 82.0
22 40.5 48.2 49.7 56.2 59.3 62.6 66.1 65.4 65.2 68.5 76.1 76.6
23 41.5 46.0 49.0 53.5 55.7 66.8 61.1 59.5 60.6 63.5 69.4 69.4
24 40.9 43.7 47.3 52.4 49.5 54.7 56.0 57.5 59.6 62.5 62.5 62.5
25 37.5 42.7 43.3 49.0 47.1 49.0 52.0 52.0 54.7 54.7 54.7 54.7

26 36.5 37.9 40.6 45.4 42.5 46.0 48.4 48.4 48.4 48.4 48.4 48.4
27 33.7 34.4 35.0 37.8 41.5 47.9 42.6 42.6 42.6 42.6 42.6 42.6
28 28.4 32.0 33.0 32.6 36.7 38.0 38.0 38.0 38.0 38.0 38.0 38.0
29 27.3 29.4 29.7 30.1 34.1 34.1 34.1 34.1 34.1 34.1 34.1 34.1
30 23.5 26.5 28.0 28.2 28.2 28.2 28.2 28.2 28.2 28.2 28.2 28.2

31 20.8 32.6 25.3 25.3 25.3 25.3 25.3 25.3 25.3 25.3 25.3 25.3
32 20.9 20.8 20.8 20.8 20.8 20.8 20.8 20.8 20.8 20.8 20.8 20.8
33 17.4 17.4 17.4 17.4 17.4 17.4 17.4 17.4 17.4 17.4 17.4 17.4
34 15.5 15.5 15.5 15.5 15.5 15.5 15.5 15.5 15.5 15.5 15.5 15.5
35 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7 13.7

36 11.0 11.0 11.0 11.0 11.0 11.0 11.0 11.0 11.0 11.0 11.0 11.0
37 9.3 9.3 9.3 9.3 9.3 9.3 9.3 9.3 9.3 9.3 9.3 9.3
38 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1 8.1
39 7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5 7.5
40+ 36.0 36.0 36.0 36.0 36.0 36.0 36.0 36.0 36.0 36.0 36.0 36.0

Total (per 10,000) 1470.9 1587.2 1655.7 1767.9 1910.3 2066.2 2194.6 2292.0 2398.5 2512.6 2622.7 2760.7
Mean duration, x 16.85 16.89 16.73 16.67 16.38 16.22 15.91 15.67 15.51 15.35 15.15 14.93

Note: Italics indicate estimates.
Source: Sardon, Jean-Paul, 1996. L’évolution du divorce en France, Population, vol. 51(3), p. 717–750.
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TABLE 25–4 Proportion (%) of Women Having Lived in at Least One Partner Relationship

Exact age, x Cohort groups

1938–1942 1943–1947 1948–1952 1953–1957 1958–1962 1963–1967

18 4.7 6.9 4.8 11.0 9.3 6.3
20 23.3 25.4 26.8 36.2 33.4 27.0
22 47.9 57.0 55.8 61.7 57.5 —
24 73.0 75.9 74.2 80.2 75.7 —
26 85.3 85.0 83.0 85.8 — —
28 89.6 90.8 86.8 88.8 — —
30 90.7 93.8 89.7 91.9 — —
32 92.1 94.4 92.0 — — —
34 93.3 95.4 92.4 — — —
36 94.4 96.3 93.6 97.0a — —
Mean age 22.3 22.0 22.1 21.5b — —
N 329 409 587 590 550 530

a Estimated by extrapolation.
b Mean value computed on assumption that tempo of first unions after age 30 years was identical to that of 1948–1952 cohorts.
Source: Thierry, Xavier, 1993. La nuptialité à l’épreuve de la cohabitation, Population, vol. 48(4), p. 939–974.



The study of nuptiality is relatively complex, as it
concerns renewable events and events not always
recorded statistically. Demographic studies on nup-
tiality rely either on cohort data, often from civil 
registration records (Chapter 25), or on cross-sectional
observations, which allow only a partial and limited
description of the phenomenon. Neither data source
conveys the complexity of the marriage life cycle, a
process that fits into an individual life course, itself
shaped by the broad trends in the society to which the
person belongs. The approach to nuptiality based on
event-history methods (questionnaires and analytical
procedures) yields an abundant harvest of results.
Thanks to these methods, we can not only describe the
evolution of a phenomenon, but also attempt to
explain the change and isolate the demographic, eco-
nomic, social, and even legislative factors involved
(see Chapter 23). After addressing the inherent diffi-
culties of tracking the marriage life cycle, we will
discuss the collection and analysis of event-history
data on nuptiality with the aid of African examples—
in particular, a study carried out in Dakar (Senegal).

I. COMPLEXITY OF MARITAL
STATUSES: FROM CONSENSUAL

UNIONS TO POLYGAMY

The concepts and definitions of marriage used in 
the classical analyses of nuptiality focus on marriage
recorded by administrative authorities (civil registra-

tion) or religious authorities (parish registers).1

However, the data collected from these sources prove
inadequate to describe the social reality of unions.
Couple formation goes through several distinct
phases: In Western countries, for example, an increas-
ing number of couples begin with a consensual union;
a proportion of them later officialize their partner-
ships, especially after the birth of children or for tax
reasons. In France, prenuptial cohabitation rose
sharply in a quarter century. Between 1960 and 1985,
the proportion of unions starting with prenuptial
cohabitation climbed from 10% to 43% for marriages
before age 25 and from approximately 10% to 59% for
those celebrated at age 25 or thereabouts2 (Léridon and
Villeneuve-Gokalp, 1994). These couples may eventu-
ally separate; later on, either spouse may enter into a
new union, official or consensual, with another partner
or remain single. Among the young, the variety of 
statuses is increasing—for example, cohabitation in
one’s parents’ home, or intermittent cohabitation
(Battagliola et al., 1991). Only a survey of partner-
relationship histories can describe the transitions
between statuses. To illustrate the complexity of the
marital life cycle, I will draw on African examples,
which—in addition to the patterns mentioned above—
frequently involve polygamy.
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1 In most European countries, religious marriage is on a steep
downtrend (Dittgen, 1995); by contrast, consensual union is increas-
ing sharply, and civil registration records now provide only a very
incomplete picture of changes in nuptiality.

2 These results were obtained from a specific cohort survey.



1. Stages in a Union

In Africa, marital life courses are made more
complex by the fact that most marriages are not
marked by a single event; they often require several
compulsory stages before the spouses actually cohabit
(van de Walle, 1968). In Bamako (Mali), for example,
the first stage is typically engagement, which signifies
that the parents of the wife-to-be accept the suitor as
their daughter’s future husband. We then need to dis-
tinguish between three types of marriage: religious,
civil, and traditional. The three ceremonies are distinct
and can be celebrated the same day or on different
days, provided the religious marriage always precedes
the traditional ceremony. Although the code stipulates
that the civil marriage must be celebrated before the
religious marriage, in practice the sequence matters
little. The three marriages are rarely celebrated
together, and one therefore observes lags between the
ceremonies.3 Cohabitation is sometimes allowed by the
bride’s family, which is empowered to lend its daugh-
ter as soon as the religious marriage has taken place.
For a couple completing these stages at different dates,
which will be regarded as the date of the marriage?
Clearly, for the most religious, the most traditionalist
or the most emancipated persons, the three celebra-
tions will have different meanings (Djiré, 1993).
Improvements in the distinction between legal, tradi-
tional, and religious marriage and in dating the start
of cohabitation have been provided in some countries
by the surveys executed under the World Fertility
Survey (WFS) program. One example is the Côte
d’Ivoire survey, in which the flexibility of questions on
the type of union has made it possible to distinguish
between the different forms of cohabitation (Brandon,
1991). In a recent survey on urban integration in
Bamako, the authors have sought to pinpoint the mar-
riage stages as precisely as possible (Ouédraogo and
Piché, 1995).

The need to distinguish between union forms is, in
itself, an indicator of the changes in marital behavior
driven by the emergence of new practices that depart
from traditional rules. These changes also require a
better definition of the concept of divorce (formal dis-
solution of a formal marriage) or separation (informal
dissolution of a formal or informal marriage). In
Africa, the dissolution of unions is just as hard to track
as their formation. Separation is not always final: In a
customary marriage, families often attempt a reconcil-
iation (Pison, 1986). Families may also intervene while
divorce proceedings are under way. Typically, there is
a rather long period between the end of cohabitation

and the divorce ruling.4 The question then arises: What
should be regarded as the date of the divorce (Smith
et al., 1984)?

2. Changing Types of Union

A union changes over time: A consensual union
may subsequently be confirmed by a civil or religious
ceremony. In a recent study in Antananarivo, the
capital of Madagascar, we have tabulated—with
precise dates—the spectrum of union celebrations all
the way from the absence of ceremony (consensual
union) to marriage marked by a near-concomitant cel-
ebration of civil, customary, and religious marriage
(Antoine et al., 2000). Among women, we found a
sharp increase in the proportion of nonformalized
marriages (consensual union or tokantrano maso) or
weakly formalized marriages (customary marriage or
vodiondry) from one cohort to the next (Table 26–1).
Purely religious marriage does not exist, and the 
proportion of unions starting with a religious cere-
mony has been falling steadily. In the aggregate,
unions formalized at the town hall or (and) in a reli-
gious ceremony have fallen from 67.5% for the oldest
cohort of our survey to 41.4% for the youngest. Thanks
to event-history analysis, we can determine the
outcome of unions at the end of a set period. We 
have specified an interval of ten years: by the end of
the period about half of the informal unions had 
been formalized, while just under 20% had ended in
separation (Table 26–2).

Marital mobility, in particular of men, poses another
classification problem among ever-marrieds (Pison,
1986; Donadjé, 1991). In nuptiality studies, individuals
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3 In fact, the three celebrations are not always performed.

4 In some cases, the separation is even harder to document
because the spouses did not cohabit.

TABLE 26–1 Distribution (%) of Women by Type of
Union and Cohort at Start of First Union in Antananarivo

Type of union 1943–1952 1953–1962 1963–1972
Cohort Cohort Cohort

Consensual union 10.9 14.3 22.5
Customary 21.6 27.1 36.1
Civil 4.4 3.3 3.2
Customary and civil 24.9 28.3 20.0
Civil and religious 3.5 2.8 0.0
Customary, civil, 34.7 24.3 18.2

and religious

Source: Antoine Philippe, Bocquier Philippe, Razafindratsima
Nicolas and Roubaud François (eds.), 2000. Biographies de trois généra-
tions dans l’agglomération d’Antananarivo. Premiers résultats de l’enquête
BIOMAD-98. Paris, CEPED, 140 p. (Documents et manuels, no.11).



are usually classified as never married, married
(monogamous or polygamous), divorced, and
widowed. In fact, however, many changes can occur in
the individual’s life cycle after a first marriage: A
widower or divorcee at a given date may formerly have
been polygamous. Polygamy is largely measured from
cross-sectional indices such as the proportion of polyg-
amous men among married men, the proportion of
women in polygamous union, the mean number of
wives per married man, or the mean number of women
per polygamous man (Donadjé, 1992; Klissou, 1995).

However, the ever-marrieds in each of the standard
categories display different past nuptial characteristics
and have not necessarily contracted the same number
of marriages before ending up in the same marital cat-
egory: Some bigamists, for example, are in their second
marriage, whereas others have celebrated more than
two marriages but have kept only two wives at the
study date. One should take greater account of the dis-
tinction between marital events and period marital
status. Different kinds of events can lead to the same
marital status. Donadjé (1992), who has collected
marital event histories, distinguishes between stable
monogamous men who have been in a single union,
unstable monogamous men who have been in more
than one union, stable polygamous men who, after the
second wife, have never returned to monogamy, and
unstable polygamous men who have become monog-
amous again at least once in their lives. However, this

typology is far from exhausting all the possible com-
binations if we include divorcee status. A few simple
cross-classifications (Tables 26–3A through 26–3C)
based on the Dakar survey (see subsequent sections)
reveal this complexity. For example, we can see that a
large share of divorcees (43%) are men who have
several wives and are therefore still married after
divorcing (Table 26–3A). Likewise, 30% of marriages
entail a transition to polygamy. Although the shift to
monogamy is the only marital transition for a bache-
lor, monogamous men move to polygamous status
more often than to divorced status, whereas polyga-
mous men may return to monogamy (Table 26–3B). On
average, monogamous men experienced 1.32 mar-
riages, 0.25 divorces, and an infinitesimal proportion
of widowhoods at the time of the survey. Logically
enough, polygamous men experienced more mar-
riages (2.5 on average) and relatively fewer divorces
(0.2) (Table 26–3C).

Most demographic studies make no allowance for
the complexity of the sequence of these marital events.5
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TABLE 26–2 Distribution (%) of Women by type of Union and Cohort at Start of First Union and Outcome of Union 
10 Years Later for Two Cohorts in Antananarivo

Type of union 1943–1952 Cohort 1953–1962 Cohort

Same type Other type Separation Same type Other type Separation

Consensual union 31 51 18 34 47 19
Customary 29 53 18 42 40 18
Customary and civil 64 26 10 62 21 17
Civil and religious 80 7 13 100 — —
Customary, civil, and religious 92 — 8 94 — 6

Source: Antoine Philippe, Bocquier Philippe, Razafindratsima Nicolas and Roubaud François (eds.), 2000. Biographies de trois générations
dans l’agglomération d’Antananarivo. Premiers résultats de l’enquête BIOMAD-98. Paris, CEPED, 140 p. (Documents et manuels, no.11).

TABLE 26–3A Period Marital Status by Previous Event (Men, Dakar)

Period marital status

Previous event Monogamous Polygamous Divorced Widower

Marriage 517 222 0 0
Divorce 50 7 76 0
Widowhood 7 4 0 8

Source: IFAN-ORSTOM 1989 survey.

5 Demographic and Health Surveys (DHSs), in particular in
Togo, occasionally fill part of the gap by gathering information on
birth history and marriage history—without, however, the possibil-
ity of linking these to the person’s occupational or residential histo-
ries. Some event-history analyses have been conducted on this type
of data. Thiriat (1998) shows, in Togo, that urbanization and school-
ing are the main factors in the increase in age at marriage and that
there is a widening dissociation between sexuality and nuptiality.



Changes in marital life captured in a dynamic
approach must be integrated into the complete life
cycle to assess the interaction between marital events
and the change in the individual’s economic and social
status. Event-history surveys yield new information
on the marital life cycles of men and women and on
their socio-occupational histories. These data can
provide a better understanding of the evolution and
determinants of nuptiality, in connection with other
events in the individual’s life.

II. NUPTIALITY ANALYSIS AND 
EVENT-HISTORY ANALYSIS

The principle of the retrospective event history is to
record the main events known to an individual from
birth concerning his or her activity (including educa-
tion), marital life (formation and dissolution of house-
holds), and residential life (mobility, decohabitation,
access to home ownership). This information, known
as tri-biographical (Courgeau and Lelièvre, 1989), can
also be supplemented by birth history or any other
information that can offer additional insights for the
analysis of individual histories. The complete event
history sheds greater light on the interrelationships
between working career and marital life or between
family life and dwelling changes. As a result, demog-
raphers no longer separate the analysis of marital
events from the changes in an individual’s living con-

ditions. Several studies have been performed using 
this approach with the aid of event-history methods.
For example, some recent work in North America has
focused on the interference between women’s working
careers and their marriage outcomes (Hiedemann et al.,
1998; Neill and Le Bourdais, 1998; Le Bourdais, Neill,
and Vachon, 2000). The aim is a better understanding of
the demographic, economic, and social determinants of
the formation and dissolution of unions, by viewing
marital events against other dimensions of personal
life. The purpose is less to measure the scale of a phe-
nomenon than to identify the main factors that can
promote it or not. Three concrete examples from a
study carried out in Dakar will be used to describe the
collection and analysis methods and highlight the
value of measuring the influence of male working
careers on marital dynamics.

1. Description of Dakar Survey

The main purpose of the Dakar study is to show the
impact of worsening living conditions on demo-
graphic and social behavior. The IFAN-ORSTOM team
in Dakar selected three dimensions: access to work,
access to housing, and the formation of the household
(through marital history and children’s life courses).
How do city dwellers manage to satisfy various
needs—particularly jobs and housing—when they
may not possess the same strengths and do not have
the same demands?
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TABLE 26–3C Mean Number of Marital Events by Period Marital Status

Marital status at Mean no. of marriages Mean no. of divorces Mean no. of widowhoods Number of individuals
time of survey

Monogamous 1.32 0.25 0.05 310
Polygamous 2.50 0.20 0.07 123
Divorced 1.22 1.22 — 18

Source: IFAN-ORSTOM 1989 survey.

TABLE 26–3B Period Marital Status by Previous Marital Status 
(Married Men Older than 35 Years, Dakar)

Previous marital status Period marital status

Monogamous Polygamous Divorced Widower

Bachelor 451 0 0 0
Monogamous 0 180 76 8
Polygamous 57 53 0 0
Divorced 58 0 0 0
Widower 8 0 0 0

Source: IFAN-ORSTOM 1989 survey.



The collection of quantitative event histories relies on
the respondent’s supply of an accurate time line of
events experienced (GRAB, 1999). The problem is that
few people memorize the dates of all the events they
have experienced; by contrast, the sequence of family
events is easily stored in memory. The Dakar survey
(Antoine and Bocquier, 1999) used the AGEVEN (age-
event) form to help respondents date the main events
of their lives. Before starting to fill out the question-
naire, the interviewer asks the respondent to locate in
time the main events of his or her family life, migra-
tion and residential life, and working career. The data
are not collected in a preset order. As the interview
progresses, events are recorded on a form showing a
time scale (in calendar years) and the time lapsed since
the event. This allows the events to be classified
without too much difficulty.

From a representative sample of Dakar and its
suburbs comprising more than 2100 households and
17,900 individuals,6 we drew a subsample for the
event-history survey. The individuals were selected
according to a stratification by sex and age group
(25–34 years, 35–44 years, and 45–59 years), so that we
were able to interview an equal number of persons in
each cohort. This was needed to minimize problems
due to inadequate numbers that could arise when
comparing cohorts. In the end, we collected 1557 event
histories in Dakar in the last quarter of 1989.

2. From Questionnaire to 
Statistical Processing

Event-history collection requires a fairly long and
complex questionnaire. The most practical solution
seemed to be to gather the information by broad topic:
activities, nuptiality, migrations, and so forth. For
example, interviewers posed an identical series of
questions on each union. At the end of the operation,
we had series of event-history information on specific
individuals. The transition from the questionnaire to
computer files was a delicate process. In the Dakar
survey, we had parallel series of migration histories,
occupational histories in Dakar, urban residential his-
tories, marital histories, and descent histories. For each
topic we created a file in which the events concerning
a single individual were dated and classified on a time
line. For marital data, the main information was the
date of entry into union, characteristics of the union
and of the spouse, and the date of the end of the union,
either by separation or death of the spouse. We there-
fore needed to prepare the marital file in such a way

as to identify the date of each marital event (union for-
mation or break up), and the successive marital sta-
tuses that each individual may have experienced. We
then had to merge the marital file with the other files
containing the other histories to obtain a single file
with all the events experienced by the individual, in
chronologic order. This computer task required spe-
cific procedures for data merger in time. They were
tested in the Dakar survey and developed by Bocquier
(1996) with the aid of the Stata software program,
which seems particularly well suited to this type of
study.

For a single individual, the file contains as many
lines of information as status changes. We can there-
fore determine, at each point of the individual’s life,
his or her occupation, place of residence, marital
status, children born—along with information on each
event—and establish connections between the items.
The events are dated and, for each period of the indi-
vidual’s life, we know the time spent in a given status,
as shown in our example (Table 26–4A and 3B). Indeed,
it is essential to arrive at a consistent collection of dates
of transitions between life stages. The novel feature of
event-history analysis is the possibility of determining
time relationships between life events. It is therefore
indispensable, when collecting the data, to locate the
events in each dimension relative to the others (for
example, marriage relative to employment, employ-
ment relative to access to housing, etc.). For this
purpose, the accurate recording of the event sequence
matters more than the precise dating of the events 
(to the day or to the month). In particular, the date-
recording system should be capable of locating the rel-
ative positions of same-year events, even when the
exact months are not known (Bocquier, 1996; GRAB,
1999).7

Table 26–4A summarizes the history of a man who
has experienced four unions. The date of each marital
event (marriage or divorce) is converted into a number
of months elapsed since January 1, 1900. The man was
first married in January 1968 (817 months after January
1, 1900). Thirty-eight months later (855 - 817), he
divorced his first wife. He remarried shortly after
(November, 1971) and a year later took another wife
and became polygamous (December, 1972). In July of
1973, he divorced his first wife (first wife in his house-
hold at that date, but second union in his life). He
remained monogamous for nearly 8 years until
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6 Random two-stage sample drawn from districts in the 1988
census covering the entire Dakar conurbation.

7 For example, in Dakar, we have used a coding system for
events occurring in the same year, but in months that have not been
precisely determined. If three events occur in the same year, the first
is coded 33, the second 66, and the third 88. Later, during computer
processing, a fictitious month will be assigned to each event to pre-
serve the order of occurrence.



October 1981. He then remained without wife for 10
months, and at the time of the survey (1080 = Decem-
ber 1989) he had been married again (for the fourth
time) for more than 7 years (since August, 1982). The
dating system is therefore very flexible and allows
multiple analyses. For example, we can obtain the indi-
vidual’s age at each event. This man was born in 1947
(we arbitrarily assign him the month of July, or 571
months since 1900) and we can thus determine that he
was 20 years old at his first marriage, 24 years old at
his second, 25 years at his third, and 35 years at his
fourth (ages in complete years).

But the example above does not exhaust the possi-
bilities of this type of data file, which comprises a
number of rows equal to the number of events. The
principle is the same for each history and, in the case
of the man we have just discussed, the file contains 21

rows for the 21 status changes since his first marriage.
Table 26–4B recapitulates his marital status, neighbor-
hoods of residence in Dakar, occupations, and number
of children, as well as the mother’s reference number.
As we can see, a new row is created in the file with
each status change. It includes the information from
the previous row that has not changed and the
updated information on the new event. The variables
used in our example represent only a tiny fraction of
the ones available in the file. Such a file makes it very
easy to conduct complete event-history analyses cov-
ering an individual’s entire life. Data and analysis of
this kind make it possible to transcend cross-sectional
analysis and take into account an individual’s succes-
sive statuses. We can thus study marital history and
occupational history, and factor in their reciprocal
influences. Does marriage quicken women’s entry
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TABLE 26–4B Marital, Residential, and Occupational Careers of a Specific Male Individual Since His First Union

Marital status Place of residence Occupation Children Date of start of period

Monogamous Plateau Higher-level technician 817
Monogamous Medina Higher-level technician 835
Monogamous Medina Higher-level technician 1 with wife 1 840
Divorced Medina Higher-level technician 855
Monogamous Medina Higher-level technician 863
Monogamous Medina Higher-level technician 869
Monogamous Medina Higher-level technician 1 with wife 2 875
Polygamous Medina Higher-level technician 876
Monogamous Medina Higher-level technician 883
Monogamous Medina Higher-level technician 1 with wife 3 901
Monogamous Medina Higher-level technician 2 with wife 3 925
Monogamous Medina Large retailer 936
Monogamous Sicap Large retailer 938
Monogamous Sicap Large retailer 960
Monogamous Grand Dakar Large retailer 974
Divorced Grand Dakar Large retailer 982
Monogamous Grand Dakar Large retailer 992
Monogamous Grand Dakar Large retailer 1020
Monogamous Grand Dakar Sales representative 1022
Monogamous Medina Sales representative 1024
Monogamous Plateau Sales representative 1054

Source: IFAN-ORSTOM survey, individual 803.

TABLE 26–4A Marital Statuses Experienced by a Specific Male Individual Since His First Union

Spouse rank Number of spouses Marital event Marital status Date of start of period Date of end of period

1 1 Marriage Monogamous 817 855
1 0 Divorce Divorced 855 863
2 1 Marriage Monogamous 863 876
3 2 Marriage Polygamous 876 883
2 1 Divorce Monogamous 883 982
3 0 Divorce Divorced 982 992
4 1 Marriage Monogamous 992 1080

Source: IFAN-ORSTOM survey, individual 803.



into—or exit from—the labor market? Does divorce
lead to new occupational statuses? These are just two
of the many questions that can now be answered.

Preparing the data in this way may be fastidious,
but it is a prerequisite for analysis. In particular, all the
event histories must end on the same date (i.e., the
survey date [1080]). Thanks to the time sequencing of
events, we can move on to analyze the event histories
themselves.

3. Fundamentals of Event-History
Analysis: the Concepts of Population at

Risk and Censoring

Once we have created the complete file, we can
perform a number of analyses. Each specific analysis
(entry into first union, end of union through divorce,
remarriage after divorce, etc.) consists of measuring
the time between a reference moment common to all
the individuals and the date of the observed event or
the date of exit from observation. This method chiefly
demands a rigorous conceptualization of the issue
studied. The population at risk, the event studied (the

risk), and the competing risks that will cause the indi-
vidual to exit from the observation must all be pre-
cisely defined. For example, if we study the transition
from never-married status to first marriage for males
in Dakar, the population at risk will comprise never-
married men living in Dakar at age 18; the time inter-
val will be measured from the 18-year anniversary
date to the marriage date. A man arriving in Dakar
after age 18 will not be included; a man leaving Dakar
before his marriage will be included up to his depar-
ture date. This method of handling censoring makes it
possible to take all event histories into account, even
those of young cohorts observed up to the survey date
(this is known as right-censoring). The procedure helps
us to compute the regression coefficients. The diagram
below shows a population at risk and the possible cen-
soring events (Figure 26–1).

Using a similar approach, we can study male
divorce (breakup of first union) or entry into
polygamy. In both cases the population at risk is the
same—men in first union—and the time examined
runs from the date of the first union up to the date of
the event defined as the risk. When the event studied
is divorce, the censoring events are departure from

Chapter 26/Event-History Analysis of Nuptiality 345

CASE ANALYSED

Present in Dakar at age 18, and married before survey date or exit from observation

18 years

Censoring
 a) Exit from observation (emigration from Dakar) before first union

 b) Classic censoring at survey date

Individuals not included in analysis
 a) Individual arrived in Dakar after age 18

 b) Individual married before his arrival in Dakar at age 18

26 years
First union

18 years 27 years
First union

22 years
Leaves Dakar

18 years 25 years
Survey date

18 years 19 years
Arrival in Dakar

25 years
First union

Marriage
18 years

U

U

D

U

U

A

S

A

A

A

Bachelor

Bachelor Married 1

1989

FIGURE 26–1 Population at risk: male bachelors living in Dakar at age 18. Risk: first union in Dakar.



Dakar and widowhood. By contrast, entry into polyg-
amous union is a variable that evolves over time and
not a competing risk. Likewise, we can study entry
into a polygamous union—but, in this case, divorce
from the first wife constitutes censoring. The popula-
tion at risk is that of men in first union, who may later
be married to a second wife, either after divorcing the
first or by becoming polygamous and later divorcing
the first wife. The flowchart for this case is shown in
Figure 26–2. Once the concepts used have been well
defined, the causal analysis becomes easier.

4. The Semiparametric Cox Model:
Introducing the Time Dimension into 

the Regression

Although event-history analysis emphasizes the
time dimension, regression models omit it. We must
therefore use methods that allow a combination of the
time effect and the characteristics capable of explain-
ing an event’s occurrence. For example, we can study
not only the time that elapses between the start of a
union and its breakup in divorce, but also identify the
factors that hasten the process.

Several methods and models are available
(Courgeau and Lelièvre, 1989; Blossfeld, Hamerle, and
Mayer, 1989; Trussell, Hankinson, and Tilton, 1992;
Bocquier, 1996). Rather than give a catalogue of
methods, it is more useful here to describe in detail
some of the studies conducted with the aid of an event-
history analysis method based on David Cox’s semi-
parametric, proportional-hazards regression. Cox was
the first to suggest combining regression analysis and
the life-table principle (Cox, 1972; Cox, 1984).

The Cox model may be described as (1) taking
account, by means of the regression, of the effect of
explanatory variables in the life-table analysis or (2)
the introduction of the time dimension into the regres-

sion. The advantages of one technique fill the gaps 
in the other. To solve the problem of duration and
explanatory factors, the regression is performed not on
the characteristic acquired by the individual at the end
of his or her life, but on the characteristic acquired in
each year of life up to the survey date. The reference
status—required in the regression model—is not 
identical for the entire sample, but specific to each
observation period. This series of probabilities makes
it possible to define a baseline survival curve (for
example, survival of never-married status if the analy-
sis concerns first marriage), also called baseline hazard
function: This is the model’s nonparametric compo-
nent. The regression model then computes the effect of
explanatory variables on the annual risk of occurrence
of the event. This is the model’s parametric compo-
nent, which is added to the nonparametric component
to form a model known as semiparametric. A regres-
sion coefficient, measuring the variable’s mean influ-
ence on the annual risk, is associated with each
variable.

In a model of exit from never-married status, a vari-
able that increases the risk of ending that status mul-
tiplies the basic risk by a quantity greater than unity;
the converse is true of a variable that lessens the risk.
For example, if the fact of being born between 1955 and
1964 rather than between 1930 and 1944 lowers the risk
of marrying, the coefficient associated with the vari-
able will be a number smaller than unity. If the value
is 0.64, we will say that, all other things being equal,
the modality concerned decreases the risk of marrying
by 36% (or by just over one third). Alternatively, we
can say that the modality divides the risk by 1.56, the
reciprocal of the coefficient 0.64.

Time-dependent variables can be introduced into
proportional-hazards models; in fact, that is one of the
models’ original features. The effect of independent
variables whose value may vary during the observa-
tion is interpreted in the same manner as the effect of
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Man in polygamous unionMan in first union

Monogamous man married
to second wife

Man divorced
from first wife

Marriage to second wife

Divorces from
 first wife

Divorces
first wife

FIGURE 26–2 Diagram of possible statuses: transition from union with first wife to union with second
wife (with or without divorce).



an independent variable with a constant value. A man
who is successively an apprentice, a payroll employee
in the informal sector, and unemployed contributes
successively to the estimation of the risk of appren-
tices, of payroll employees in the informal sector, and
of the unemployed. For interpretative purposes, this is
the same as saying that the man is successively
exposed to the risk change characteristic of appren-
tices, of informal-sector payroll employees, and of the
unemployed.

III. FIRST MARRIAGE, DIVORCE, AND
POLYGAMY IN DAKAR

The analyses presented in the following paragraphs
are restricted to men aged 25 to 59 years (at the time
of the survey) for the analysis of first marriage and to
men aged 35 to 59 years for the analyses of divorce and
polygamy. We have confined our sample to men as one
of the problems in analyzing polygamy among women
is the need for a complete record of husbands’ marital
histories. For each woman, we have information on all
her unions and on the marital status of the husband at
the time of the union, but we do not know the later
changes in her husband’s marital status (Does he have
an additional wife? Has he divorced his previous
wife?). This means we cannot monitor the dynamics of
polygamy from data exclusively concerning women.
With the latter data we can only study women’s entry
into union and try to establish, according to the
husband’s characteristic, if he was already in a union
or not. We can also construct some simple indicators
such as the proportion by age of women who begin
their marital life in a polygamous union. In a more
recent survey of the same type conducted by IFORD,
some questions were introduced with the purpose of
gathering the marital history of husband(s) from the
wives (Kouamé et al., 1999), but the results were not
conclusive. Many women refused to give information
on their co-wives (or rivals).

1. Explanatory Factors

Different explanatory factors, materialized by vari-
ables, are tested for each analysis. For the analysis of
exit from never-married status, the following variables
were selected.

• Birth cohorts are determined from dates of birth
and reproduce the boundaries used in the sample
stratification. The study focuses on the histories of
three cohorts: men born between 1930 and 1944
(aged 45–59 years at the time of the survey),

between 1945 and 1954 (aged 35–44 years at the
time of the survey), and between 1955 and 1964
(aged 25–34 years at the time of the survey). The
three cohorts experienced different economic
conditions at the time of their entry into union,
extending from Senegal’s early independence
years (1960s) to the slowdown of the 1970s and 
the crisis of the 1980s.

• The age at arrival in Dakar gives an idea of the
migration history and allows a distinction between
persons born in Dakar (the reference group) and
the different types of migrants by age at arrival.

• The individual’s ethnic group is that of the father,
recorded by the survey. The largest and most
urbanized ethnic group, the Wolof, is used as the
reference.

• Islam is the dominant religion (95% of the
population). We distinguish between the members
of Muslim brotherhoods (reference), Muslims
outside the brotherhoods, and Christians.

• The last grade attended serves as the indicator of
education attainment. Five categories are used: no
schooling; study at Koranic school for at least 7
years (without attending official school system);
attendance in first grade (cours préparatoire) or
second and third grades (cours élémentaire) (four
years of schooling or less); fourth and fifth grades
(cours moyen) or middle school (collège) (5–10 years
of schooling); high school (lycée), technical
education, or higher education. The reference
group consists of men who have never attended
school.

• Economic activity, residence status, and type of
dwelling are independent variables that vary over
time (i.e., the same person can experience different
statuses during his or her lifetime).

• For activity periods, we distinguish between the
following statuses: public-sector employee;
private-sector employee; informal-sector employee;
informal-sector self-employed; apprentice; student;
unemployed.

• The dwelling occupancy status acts as an indicator 
of a certain degree of economic autonomy for
individuals who are tenants or owners as against
being housed by their parents or another relative.

• The dwelling type is an indicator of social
differentiation, as a proxy for the social category of
the household where the individual has lived in
different stages of his life (Antoine et al., 1995).

For the analysis of polygamy and divorce, we use
only the two oldest cohorts. Some variables are iden-
tical to those used for the analysis of entry into first
union: age of arrival in Dakar, ethnic group (of husband
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and first wife), religion, activity period, and dwelling
occupancy status with slightly different categories. A
variable reflects the timing of the first union: the man’s
age at first marriage. These variables enable us to 
modulate cohort analysis by taking into account the
variation in age at marriage, and to check whether
polygamy or divorce vary as a function of later 
marriage.

Was the father polygamous (in the study on
polygamy) or was the father divorced (in the study on
divorce)? These two items tell us if family antecedents
influence marital behavior. For polygamy, we can
venture the hypothesis that the young man reproduces
his father’s marital behavior. Kinship between spouses at
first marriage is also an indicator of marriages often
arranged by the family. With this variable, we can test
whether such unions are stabler. The questionnaire
should have been more specific and should have been
designed to establish whether the spouse was chosen
or if the union was arranged. We can also advance the
hypothesis that these unions, where the freedom of
choice is low, can promote polygamy.

The last grade attended is used as a measure of edu-
cational attainment. Three levels are distinguished for
the husband and for the first wife respectively: no
schooling (reference category); elementary school; 
secondary school and higher. A hypothesis often put
forward is that high educational attainment is the main
inhibitor of polygamy.

In the analysis of divorce, the arrival of the second wife
is taken into account from the date of the second mar-
riage. The variable enables us to measure the effect of
polygamy on a dissolution of the first union. In the
case of divorce, we factor in the number of children from
the first marriage.

2. First Marriage of Men in Dakar

In Dakar, we observe a sharp slowdown in the pace
of entry into first union between the oldest and the
youngest cohort (Antoine et al., 1995). Between the
oldest cohort (1930–1944), with a median age at first
marriage of 26 years, and the intermediate cohort
(1945–1954), the gap in the median age at first union is
two years. The gap widens further between the two
youngest cohorts. The timing of first marriage has
moved up five years to a foreseeable median age of 33
years for the 1955 to 1964 cohort. Despite such timing
differences, marriage is by no means in jeopardy.

Table 26–5 reports the results of four analyses
(Antoine et al., 1995; Antoine and Djiré, 1998). The first
concerns all three cohorts combined; the other three
analyses each concern one cohort, from the oldest to
the youngest. The relative risk of entry into first mar-

riage declines with cohort youth, but is not statistically
significant (at the 5% limit) except for the youngest
cohort. These youths are almost one half as likely as
their elders to have entered into first union (0.64).
Some individual characteristics promote a quicker
entry into union, such as the fact of arriving in Dakar
before the age of 12, or belonging to the Diola ethnic
group. By contrast, males who stay in school beyond
fifth grade, Muslims who do not belong to brother-
hoods, and Christians marry later. But the strongest
influence on the marriage rate is exerted by time-
varying characteristics. For example, the fact of being
in unemployment, in school, or in apprenticeship
sharply slows the entry into first union, as is the fact
of still living with one’s parents or relatives. Crisis
effects and cohort effect combine to make young
cohorts marry later. But an analysis by cohort will
provide a more detailed view.

The traditional marriage model still dominates the
1930 to 1944 cohort. Characteristics such as age of
arrival in Dakar, ethnic group, religion or even educa-
tional attainment, activity status or residence status,
and the dwelling category do not seem to influence
first marriage (Table 26–5). Only apprenticeship seems
to have some effect in reducing entry into first union.
Marriage of men in this cohort seems virtually unaf-
fected by economic factors. The marriages occurred
between the end of French colonial rule and the late
1960s, which may be described as a period of relative
expansion. There were fewer economic constraints,
and household formation was a stage of the life cycle
that did not depend significantly on economic 
well-being.

Some factors turn out to have a more discriminating
effect on first marriage for the 1945–54 cohort. We
observe sizable differences by religion. Muslims
belonging to a brotherhood are the most prone to early
marriage. They entered into first union twice as fast as
Muslims outside the brotherhoods and eight times as
fast as Christians. Those who have attended elemen-
tary or middle school are not significantly distinct from
those with no schooling; only the young men with a
high-school education or better marry at an older age.
The latter display a rate of entry into union almost
twice as slow as the members of their cohort who have
never been to school. We find no meaningful difference
between activity periods except for unemployment
spells: The unemployed exhibit a marriage rate about
five times as slow as that of the reference category (self-
employed)—unlike their elders, who have almost
never been out of work. It should be noted that unem-
ployment has been a more powerful brake on marriage
for this cohort than apprenticeship was for the preced-
ing one. In the 1945 to 1954 cohort, employment and
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housing constraints appear to emerge, already influ-
encing entry into union.

More than for their elders, first marriage in the
youngest cohort (1955–1964) has been more visibly
subject to the effects of most of the characteristics spec-
ified, except for religion, which does not have the same
hold as on the 1945 to 1954 cohort. Although the
behavior of Christians does not differ significantly
from that of Muslims belonging to brotherhoods,
Muslims outside the brotherhoods have entered into
union 2.5 times as slowly. Educational attainment is
linked to lower entry into first union except for the
men who have not gone beyond first grade or ele-
mentary school. The behavior of the latter category is
largely explained by the activity period, and it is
perhaps these young people who are most affected by
unemployment.

Men in payroll employment show no perceptible
difference in their rate of entry compared with self-
employed men in the informal sector. For the
1955–1964 cohort, reaching majority and maturity in
the 1980s was concomitant with greater tensions in the
job market; as most of the men were seeking a first job,
unemployment spells (as in the intermediate cohort
group) and apprenticeship spells (as in the oldest
cohorts) were the least conducive to early marriage.
Apprentices were 2.5 times as slow to marry as self-
employed men in the informal sector. But the differ-
ential was even wider in unemployment periods,
where the risk of marrying was six times as small.
Periods of residence in higher-quality dwellings (and
hence of membership in better-off social categories)
were not more propitious to an early first marriage,
contrary to periods of residence in shanties, where the
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TABLE 26–5 Coefficients of Cox Semiparametric Proportional-Hazards Model for Male Entry into First Union

Variablea Category Total cohorts 1930–1944 1945–1954 1955–1964
Cohort Cohort Cohort

Cohort (1930–1944) 1945–1954 1.06 — — —
1955–1964 0.64c — — —

Age on arrival in Dakar Under 12 years 1.39d 1.20 1.43 1.21

Born in Dakar Over 12 years 1.06 1.42 1.82 1.38

Father’s ethnic group (Wolof) Fulani 0.92 0.64 1.15 0.90
Manding 0.98 1.13 0.71 0.51
Sereer 0.88 1.53 0.52 0.82
Diola 1.99d 3.13 3.39 1.41
Other 1.41 1.60 1.71 1.60

Religion (Muslim brotherhood) Muslim outside brotherhood 0.58b 1.12 0.46b 0.46d

Christian 0.34c 0.39 0.12c 0.52

Educational attainment Koranic school 0.98 1.81 1.10 0.40d

(no schooling) Elementary school 0.99 1.49 1.58 0.62
Middle school 0.64c 1.05 0.69 0.37b

High school—higher education 0.64d 1.26 0.54d 0.45d

Activity status (self-employed Payroll employee in informal 1.26 1.51 1.09 1.10
in informal sector) sector

Public-sector employee 1.32 1.33 1.66 0.52
Modern formal private sector 1.31 1.85 1.05 1.61
Unemployed 0.31b 1.02 0.18b 0.17b

Student 0.50c 0.25 0.78 0.46
Apprentice 0.39b 0.27c 0.53 0.40d

Residence status (owner or Housed by father/mother 0.66c 0.68 0.73 0.74
tenant) Housed by other relative 0.65b 0.61 0.74 0.87

Dwelling category (corrugated High- and medium-level quality 0.57c 0.45 0.76 0.24c

roof) Permanent roofing 1.18 1.57 1.17 1.05
Shanty 0.94 1.14 0.47c 2.59b

a Reference category in parentheses.
b Significant at 1% limit.
c Significant at 5% limit.
d Significant at 10% limit.



rate was 2.6 times the baseline. Middle-class marital
behavior therefore seems to have been more affected
by the economic crisis. The 1955 to 1964 cohort—for
whom adolescence began with the 1970s recession that
worsened in the 1980s—was the hardest hit in terms
of family solidarity as well as on the individual level.
Unemployment, the main consequence of the crisis,
was a powerful brake to rapid entry into union.

3. Becoming Polygamous

In Dakar, the fact of having had a polygamous
father quickens the entry into polygamous union, as if
a section of Dakar society perpetuated a more tradi-
tional behavior (Table 26–6). Kinship with the first wife
(synonymous with a family-arranged marriage) also
fostered an earlier marriage to a second wife, confirm-
ing the hypothesis that when the husband has not

chosen his wife himself, he will be quicker to marry
another woman whom he may have met outside the
family. By contrast, late marriage helps slow the entry
into polygamous union. When the first wife’s educa-
tional attainment reaches secondary school (or higher),
the pace of entry into polygamy is halved: this cor-
roborates the reluctance of educated women to accept
the arrival of a second wife, or even their outright
resistance to the idea. Christianity inhibits polygamy
in Dakar. By contrast, the rate of entry into polyga-
mous union seems unaffected by the age of arrival in
the city, the husband’s ethnic group, the first wife’s
ethnic group, the husband’s educational attainment, 
or the husband’s activity. As paradoxical as this 
may sound, Dakar is witnessing a diversification of
polygamy patterns.

Urbanization does not spell the end of polygamy. It
persists in Dakar, where it is vested with official, reli-
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TABLE 26–6 Coefficients of Cox Semiparametric Proportional-Hazards Model for Male Entry into 
Polygamy and Divorce

Variablea Category Polygamy Divorce

Cohort (1930–1944) 1945–1954 0.76 1.07
Age at first marriage (husband) (25–29 years) Under 25 years 1.04 1.06

30–34 years 0.72 1.07
35 years and over 0.54 1.04

Age on arrival in Dakar (born in Dakar) Under 12 years 1.40 0.94
Between 12 and 17 years 1.29 0.87
Between 18 and 24 years 0.88 1.27
Over 25 years 0.88 0.43

Divorced father (no) Yes NC 0.98
Polygamous father (no) Yes 1.45c NC
Related to first wife (no) Yes 1.56d 0.52b

Religion (Muslim) Christian 0.31c 0.45
Husband’s ethnic group (Wolof) Fulani 0.76 1.31

Sereer 0.97 1.48
Other 1.49 0.85

First wife’s ethnic group (Wolof) Fulani 0.96 0.49d

Sereer 1.72 0.52
Other 0.88 0.77

Spouses’ educational attainment (husband and first wife Husband: elementary 1.16 1.19
never went to school) Husband: secondary 1.29 2.16c

Wife: elementary 1.16 0.75
Wife: secondary 0.59d 0.43c

Activity status (skilled worker) Informal sector 0.74 1.09
Unemployed 0.45 3.26b

Not in labor force 0.0003 0.0003
Residence status (owner or tenant) Housed by father/mother 0.92 1.22

Housed by other person 1.21 1.13
Number of children from first union — NC 0.67b

Entry into polygamous union (no) Yes NC 3.73b

NC, not concerned by this model.
a Reference category in parentheses.
b Significant at 1% limit.
c Significant at 5% limit.
d Significant at 10% limit.



gious, and social legitimacy, and acts as a social and
demographic regulator. It enjoys a popularity and a
normality status that causes it to be perceived as com-
monplace—most notably by men, for whom it remains
a privilege that they can claim, an ambition enabling
them to flaunt their social success, a means of con-
trolling and dominating women (Antoine and 
Nanitelamio, 1995; Antoine et al., 1998).

4. Joblessness and Polygamy: the Main
Causes of Divorce

The statistical analysis of event histories concerning
divorce yields more contrasting results (Table 26–6).
Several factors determine the pace of divorce. Kinship
and the number of children slow a separation from the
first wife; a preferential marriage is harder to break up,
whereas it promotes polygamy. In contrast, economic
precariousness favors divorce. Unemployment accel-
erates the risk of divorcing by a factor of more than
three. The husband is supposed to meet household
expenses; when his economic status deteriorates, the
union is undermined. Failure to provide for one’s wife
is often cited as one of the main causes of divorce. The
issue of economic precariousness and activity is,
however, complex. In a study using a similar method-
ology on female nuptiality in Dakar, Bocquier and
Nanitelamio (1991) have shown a higher risk of
divorce among the youngest cohorts by comparison
with the periods before the 1980s. They note that
women’s economic activity after marriage is the chief
factor that increases the risk of divorce. Work means
potential financial independence for the wife, giving
her the capability of supporting herself and her chil-
dren in the event of a divorce (McDonald, 1985;
Burnham, 1987). For women who have worked before
marriage and have left their jobs after marriage, the
risk of divorce is smaller, corroborating the hypothesis
of economic precariousness as a deterrent to divorce
for women in that situation.

Men with a secondary-school education divorce
twice as fast as men with no schooling. By contrast,
better-educated women divorce more slowly than
lesser-educated ones. A separate analysis (Antoine and
Nanitelamio, 1996), cross-classifying the education
attainments of the husband and his first wife, shows
that too wide an education gap between spouses
increases the risk of divorce. A husband with a sec-
ondary-school education or higher and an illiterate
wife are three times as likely to divorce as a couple in
which both spouses are illiterate. In contrast, the study
finds no differences between the other education-
attainment inequalities.

Gage-Brandon (1992), using an identical method
(but without time-varying characteristics), shows that
polygamy is an important factor in the instability of
unions in Nigeria. For the study of divorce in Dakar,
the polygamy episodes recorded in the marital event
history have been factored in to test the hypothesis that
the arrival of a second wife quickens the departure of
the first. Entry into polygamous union indeed sharply
accelerates the risk of the man’s divorcing his first
wife. The model incorporates only the sequence of
events declared by respondents. However, our analytic
template is close to true-life situations, as in many
cases the first wife is placed before a fait accompli.
Sometimes, she is not informed until the second mar-
riage has already been celebrated. After this transition
to polygamy, divorce may occur after a phase of obser-
vation and conflict. But the size of the coefficient (the
risk of divorce is accelerated 3.7 times) shows that the
situation often leads to divorce. Women are increas-
ingly initiating divorce.

CONCLUSION

Event-history analysis makes it possible to evaluate
interactions between events. For example, in Dakar,
the cohort effect persists for the first marriage. Sec-
ondary schooling (and higher) slows marriage and
accelerates divorce. But the main lesson of the analy-
ses performed in Dakar is the major role of the job-
market crisis on union formation or dissolution.
Although the type of activity does not, in itself, influ-
ence the pace of marriage or that of divorce or eman-
cipation, unemployment spells have a decisive effect.
Unemployment sharply slows entry into union and
hastens divorce. Educated men divorce more quickly
than illiterate men, but residence in a high- or
medium-level dwelling halves the probability of
divorcing. Job insecurity hastens divorce, but material
well-being slows it (Antoine and Djiré, 1998). When his
economic position worsens, the husband can no longer
meet the household’s economic and financial liabilities
for which he is responsible, and the union is in many
cases at risk. In sum, the crisis-induced economic pre-
cariousness promotes divorce. Our analysis identifies
few socioeconomic factors capable of explaining a dif-
ferentiated behavior of males in regard to polygamy.
Only a limited number of demographic mechanisms
influence the phenomenon. The analysis of divorce
shows a high risk of break-up of the first union after
the arrival of a second wife.

Another valuable aspect of event-history analysis is
the opportunities it offers for studying reciprocity. For
example, we can analyze young people’s residential
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autonomy as a function of access to employment or of
marriage events. Tokindang (1995) has shown that, for
Dakar’s young generations, marriage and having a
child are no longer—paradoxically—an incentive for
couples to find dwellings of their own. Lack of work
and lack of housing combine to slow marriage for
young men, but marriage does not hasten access to an
independent dwelling. A distinction is drawn between
the formation of the couple and the formation of a new
household.
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Apart from its being less ostensible, in demographic
terms, than mortality or fertility, nuptiality is a more
delicate subject of study for two major reasons. The
first is the ambiguity of the definition of marriage,
which blends the legal and cultural concepts of the
demographic event. The second is the renewability of
marriage and especially the fact that it involves at least
two statistical units (Tapinos, 1985) or even more in the
case of polygamy. Despite its universality, demogra-
phers show little interest in the study of marriage and
regard nuptiality as merely an intermediate fertility
variable (Davis and Blake, 1956). However, nuptiality
deserves more attention and is worthy of study in
itself. The evolution of marital behavior reveals deep
changes in society. The observation of marital change
also sheds light on a society’s preferred gender rela-
tionships (Hertrich and Locoh, 1999). A multifaceted
phenomenon, nuptiality poses interesting analytical
problems.

Sub-Saharan Africa offers a good example. Admit-
tedly, in that part of the world, nuptiality-related
issues have been partly masked by the need to produce
relevant data for the study of trends in fertility, mor-
tality, and spatial distribution of the population.
However, experience demonstrates the necessity of
paying special attention to marital change in order to
understand the current transformations in African
societies. In African cities, the present nuptiality tran-
sition is largely due to the enrollment of young girls 
in school but also to growing economic difficulties
reflected in employment, housing, education, and

other problem areas. The result is a weakening of the
traditional social-management system in an urban
setting.

The nuptiality transition concerns not just the age
of entry into union, but the entire marital dynamics,
including such factors as the change in the inter-
spousal age gap, union terminations, and so on. A
change in a single marriage-market parameter affects
all behaviors. As we shall see, one of the preconditions
for polygamy is a significant gap between men and
women in the age at marriage. Later marriage among
women, for example, will impact the overall marital
dynamics that make polygamy possible.

I. NUPTIALITY IN AFRICA: DIVERSITY
AND CHANGE

Marriage systems in Africa differ from one society
to another. But some common features are found in
these lineage-based societies: As a rule, unions concern
lineage groups more than individuals. The asymmetry
caused by the loss of a woman must be offset by what is
known as bridewealth.1 This compensation is usually
more modest in matrilinear societies than in patrilin-
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1 Bertrand Lemennicier (1988) draws a bold parallel between
bride wealth and pensions and alimony paid to wives in divorces in
contemporary western societies. The author describes both kinds of
payment as the price to pay for regaining freedom. “Paradoxically,
it is the new wife who should indemnify the old one for the loss she
causes by marrying the latter’s ex-husband.”



ear societies, where a larger set of belongings circulates
between lineages (Dozon, 1986). Marriage is therefore
treated primarily as a family concern and a social concern
in which individuals play a passive role (Hertrich,
1996). Even if the system is relaxed, the marital
processes are broadly complied with, both in the sub-
Saharan rural area (Hertrich, 1996) and in cities with
seemingly more liberal practices such as Douala,
where marriage is still difficult without parental
consent (Séraphin, 2000). Marriage thus leaves little
room for the expression of feelings, which may even
be viewed as a hindrance to family bargaining (Lalle-
mand, 1985, quoted in Faizang and Journet, 1988). In
Mali, for example, relations between men and women
are built around two opposing and complementary
poles: furu (marriage) and kanu (the love relationship)
(Dumestre and Touré, 1998). Reconciling the two with
the same spouse is often difficult: Studies show the
development of strategies involving escape to avoid an
imposed marriage, adulterous relationships, divorce
followed by remarriage, and so on. Moreover, in an
arranged marriage, incomprehension between spouses
can be aggravated by their sometimes wide age gap
(Tiemoko, 1999).

1. Marriage, Union, or Cohabitation? The
Limits of Observation and Analysis

Before addressing nuptiality trends—and princi-
pally age at marriage—we should spell out the concept
of union and give details of the measurement difficul-
ties encountered. Most data-collection operations in
Africa use marital categories that are identical to those
of developed countries and are therefore barely rele-
vant to African realities. Most African censuses include
only a simple question on the marital status of respon-
dents and, in some cases, a question on the number of
wives (van de Walle, 1968). Absent specific data, the
study of nuptiality is therefore dominated by 
the period approach. The task of defining the start of
the union is often left to the respondent. Now, as seen
earlier (Chapter 26), marriage or entry into union often
involves several stages, and if we want to compare
nuptiality data from different sources, we need to
know how marriage is defined in each of the collection
operations.

Thiriat (1999) clearly shows the difficulty of defin-
ing consensual unions and distinguishing them from
premarital relationships. Changes in the type of union
may accompany the rise in age at marriage. For
example, in Antananarivo (Madagascar), the age of
male exit from bachelorhood varies little from one gen-
eration to the next (approximately 25 years), but the
first union increasingly begins as a consensual union:

the percentage has risen from 32% of unions to 44%.
Among women in the same city, not only has age at
marriage risen from 20.8 years to 23.3 years in two
decades, but the proportion of consensual unions has
grown from 32% to 59%. The prevalence of consensual
unions varies massively from one country to another.
They comprise over half of total unions in Botswana
(57%) and about 10% in Ghana, Nigeria, and Zambia.
Their share is insignificant in Senegal (0.7%), and 
negligible in Kenya and Tanzania. There are sizable
disparities even between countries that are geograph-
ically and culturally close such as Ghana (10%) and
Togo (29%) (Thiriat, 1999). However, Étienne van de
Walle (1996) observes that, apart from Togo, the
surveys carried out in French-speaking countries mask
the existence of consensual unions.

Beyond these definition problems there is also the
issue of surveying practices in the field and the 
non-comparability of particular sources such as 
the Demographic and Health Surveys (DHSs) and 
censuses. Étienne van de Walle (1996) clearly demon-
strates the limits of each of these sources: Censuses
focus on formal unions, regardless of the type of
cohabitation, whereas DHSs emphasize cohabitation
regardless of the type of union.2 Lastly, computation
methods often differ from one operation to another.
One of the methods most commonly used to calculate
mean age at first union consists of determining a
period index from a series of proportions of never-
marrieds in different age groups, whether the data are
derived from a census or a survey (Hajnal, 1953;
Tabutin and Vallin, 1977). Another method relies on a
direct computation from respondents’ statements on
their age at first marriage. The two methods yield sig-
nificantly different results, owing to the calculation
method, the memory effect, and the definitions used.
Hajnal’s method seems to overestimate age at first
marriage, but some authors also believe the direct col-
lection of age at first union encourages respondents to
report a younger age at first marriage (Table 27–1).
There is a wide discrepancy between the results of cal-
culations based on the current status and those based
on retrospective declarations.

Increasingly, demographers use as a nuptiality indi-
cator the median age at first marriage, which gives the
age at which half the women in a given cohort are
married. This median age may or may not include
women who will never marry. The difference is far
from negligible in countries, such as Botswana, where
a high proportion of women never marry (van de
Walle, 1996). If we include all women, the median age
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2 DHSs are primarily concerned with the conception risk, rather
than the form of the union.



at first marriage is 26.2 years; if we include only ever-
married women, the median age falls to 24.5 years. In
countries where nearly all women marry, like Kenya,
the two indicators converge (20.6 years and 20.5 years,
respectively; van de Walle, 1996).

These methodologic issues call for prudence in
drawing conclusions and commenting on changes in
marital practices in Africa.

2. Increase in Age at First Marriage

In most parts of Africa, marriage is characterized by
early first union among women and the near absence
of never-marrieds among both men and women. The
United Nations (1988) estimates that the proportion of
never-married women at age 50 in Africa never
exceeds 6%. In the early 1980s, the mean age at first
marriage for women ranged between 17.7 years
(Ethiopia) and 26.4 years (Botswana); only in a few
countries did it exceed 21 years. If the proportion of
never-married men never exceeded 10%, men’s mean
age at first marriage is far older than women’s: It
ranges from 25.5 years (Ethiopia, 1981) to 30.8 years
(Botswana, 1981). Georgia Kaufmann et al. (1988) also
find an increase in age at first marriage in most coun-
tries and for both sexes. First marriages occur at older
ages in urban areas than in rural areas, and urban
dwellers are entering into union increasingly late 
(Hertrich and Pilon, 1997).

The compilation of results of several recent DHSs
confirms this pattern. We can compare the change in
median age of entry into first union for two different
cohorts: women aged 40 to 44 years and women aged
25 to 29 years at the time of the surveys (Figure 27–1).
In most surveyed countries, the median age at first
marriage in rural areas changes minimally from one

cohort to the other (about half a year in 15 years, from
approximately 17 years to 17.5 years), except in coun-
tries such as Liberia, Kenya, and Sudan, where the age
at first union rises more sharply. In urban areas, the
variation is greater (about 1.6 years): The age at mar-
riage rises from just under 18 years to over 19.5 years.
However, in some countries, the difference between
cohorts remains minimal. This is the case in Burkina
Faso, Togo, and Côte d’Ivoire. By contrast, the increase
exceeds two years in Cameroon, and reaches almost 4
years in Rwanda, 5.6 years in Senegal, and 7.4 years in
Sudan. In urban areas, the gap between countries is
still modest for the 40- to 44-year-old cohort. The
median age ranges from as low as 15.5 years in Niger
(and similar values in neighboring sub-Saharan coun-
tries such as Chad) to 20.2 years in Kenya and 20.4
years in Madagascar. For the younger cohort aged 25
to 29 years, the gap is wider between countries like
Chad (16.2 years) or neighboring sub-Saharan coun-
tries (Niger: 16.6 years) and countries such as Sudan
(23.2 years), Senegal (23.3 years), and Rwanda (23.9
years). The shift in marital behavior is more pro-
nounced in certain countries and the disparities
between countries are growing.

This increase in the age at marriage in urban areas
is confirmed in the countries for which multiple
surveys are available (Figure 27–2). The comparison
concerns the cohort of women aged 25 to 29 years at
the time of the survey. In most countries, the median
age at first marriage increases: This is the case in
Cameroon between 1988 and 1994, in Mali between
1986 and 1996, in Niger between 1992 and 1998, and
above all in Senegal between 1986 and 1997. Some
countries (for example, Ghana) display virtually no
measurable change; occasionally, as in Madagascar, the
age of entry into first union decreases. Elsewhere, as in
Senegal, the figures corroborate the sharp increase in
age at first marriage of urban women3 (from 18.8 years
to 23.3 years in an 11-year period), in contrast with a
minimal variation in rural areas (from 16.5 years to
17.7 in the same period). Young women’s early entry
into union—often presented as a major characteristic
of nuptiality in Africa—seems to persist in rural areas,
but is heavily challenged in urban ones.

Later first marriage of women is often attributed to
a set of factors directly linked to urbanization: higher
school enrollment for girls, participation of women in
the labor force, particularly in the modern sector of the
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TABLE 27–1 Mean Age at First Union According to 
Two Calculation Methods

Country Mean age, years Reported mean age, 
(Hajnal method) years

Benin (1989), men 28.0 25.5 (Men aged 35–44)
Togo (1988), 20.3 18.4 (Women aged 30–39)

women

Sources: Donadjé, Florentin and Tabutin, Dominique, 1991.
Nuptialité et fécondité des hommes au Sud-Bénin, in: IUSSP
Committee on Comparative Analysis of Fertility and University of
Zimbabwe (eds), Seminar on the course of fertility transition in 
Sub-Saharan Africa, p. 1–32. Liège, IUSSP, multiple p. numbers (pro-
ceedings of Seminar in Harare, Zimbabwe, November 19–22, 1991);

Thiriat, Marie-Paule, 1998. Faire et défaire les liens du mariage. Évo-
lution des pratiques matrimoniales au Togo. Paris, CEPED, 295 p. (Les
Études du CEPED, no. 16).

3 Interestingly, in a context of urbanization, increased school
enrollment, and rising payroll employment, the age at marriage has
moved in the opposite direction in France. Between 1821 and 1945,
the mean age at marriage fell from 28.7 years to 25.2 years for men
and from 26.1 years to 22.8 years for women (Segalen, 1981).



economy (Isiugo-Abanihe et al., 1991), and the atten-
dant difficulty of reconciling school or work outside
the home with running a household. The adoption of
new behaviors, new attitudes to intimate relationships
before marriage, and new urban lifestyles are also
major factors in women’s postponement of first mar-
riage (Lesthaeghe et al., 1989). Nor should we overlook
the existence of new legal rules on marriage and the
family (in particular, the adoption of a family code),
which offer women new rights.

There are very few similar results on the determi-
nants of first marriage among men. The material diffi-
culties facing most African urban males (i.e., problems
of employment, housing, and bride wealth formation)
are among the factors most often invoked to explain
the increase in age at marriage among men (United
Nations, 1988; Antoine and Nanitelamio, 1991;
Donadjé, 1992; Djiré, 1993). This change in male nup-
tiality timing certainly accentuates the increase in age
at first marriage among women.

The United Nations (1988) has developed a concep-
tual framework linking the timing and intensity of first
marriage to socioeconomic and cultural factors via

demographic factors, marriage standards, and indi-
vidual factors. To perform their comparative analyses
of nuptiality regimes in African ethnic groups, Ron
Lesthaeghe et al. (1989) have used a theoretical anthro-
pologic framework in which the main explanatory
variables are degree of dependence of livelihood on
agriculture and female labor, lineage organization,
transfer of inheritance to women and endogamy,
sociopolitical organization, castes and social stratifica-
tion, and female education.

In the aggregate, the increase in age at first marriage
is not confined to women. It also concerns men, and
the wide age gap between spouses at first marriage—
far from narrowing—tends to remain stable.4 The age
gap is particularly well correlated with the practice of
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4 One of the main social consequences of the age gap between
spouses concerns widowhood. The age gap at marriage combined
with a slightly longer life expectancy increases the duration of wid-
owhood. The mean duration of widowhood estimated by Tiemoko
(1999) varies from 7 years in Tunisia and Burundi to over 15 years
in Côte d’Ivoire and Guinea, 17 years in Senegal, and 18.4 years in
Mali.



polygamy and remarriage of women (Barbieri and
Hertrich, 1999). The regions where women marry early
and the age difference between spouses is greatest
(over 9 years) coincide with those of high polygamy
(chiefly West Africa). In Dakar, for example, women
aged 20 to 24 years are on average 12 years younger
than their spouses; the gap widens with the husband’s
age, particularly in the case of polygamy. Other studies
confirm a progressive increase in age at first marriage
and different marital behaviors in different neighbor-
hoods of the same city (Antoine and Nanitelamio,
1991). In sub-Saharan urban areas, marriage, although
delayed, remains the main concern of women in plan-
ning their future. Will women’s later marriages alter
the marriage market and undermine other marital
practices such as polygamy? Is the African nuptiality
transition driven by a tempo effect, with maximization
of marriage by women still the rule? Thérèse Locoh
(1988) notes that many factors combine to maximize
marriage.

Its frequency may or may not be rising, it may be inhibited
for fairly long periods by the need to accumulate bride 
wealth (dowry), it may sometimes be hastened by the 
onset of pregnancy—but entry into union is a near-
certain prospect for Africans. Never-married status is unac-
ceptable and widow(er)hood or divorce without remarriage

before a given age is condemned just as strongly in most
countries.

The coexistence of these values with a divorce risk
can surely point to favorable conditions for polygamy
but doubtless cannot confirm the theory of a transition
to monogamy.

II. DOES POLYGAMY STILL MATTER?

The term polygamy is often used as a synonym of
polygyny. Polygyny is a form of marriage where the
man has more than one wife at a time; the other form
of polygamy, polyandry5 (i.e., a woman with several
husbands), is far rarer. Practiced in different periods in
many societies, polygyny has never been the sole form
of marriage in a society. As a rule, only rich and pow-
erful men were or are able to support polygynous 
families; the majority of the population practiced
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surveys. Source: Based on data from Demographic and Health Survey.

5 Séraphin Ngondo A Pitshandenge (1996) describes an example
of vanishing polyandry among the Bashilele of Zaire. Among
Kotokoli (Togo) the practice of clan exogamy promotes relationships
with official lovers in wives’ native villages, all the more tolerated
as the first husband is from another village and therefore resides
elsewhere (Tchak, 1999).



monogamy.6 This is not the case in several African
countries where a large percentage of the population
lives under a polygamous marital system. Although
most married women may live in polygamous unions,
polygamy invariably concerns only a minority of men
in all the societies studied. Remember, however, that
even in a polygamous society, a certain proportion of
men and women will never enter into a polygamous
union in their entire lives, but all members (more par-
ticularly, women) are exposed to the risk of living in
this type of union.7 In response to this threat, many
women do not share their incomes with their husbands
or may even incite their husbands to spend to thwart
a new marriage. In a polygamous union, wariness
toward husbands is compounded by wariness toward
co-wives: The dependence and submissiveness of co-
wives are aggravated by the rivalry and inequalities
instituted between them (Hertrich and Locoh, 1999;
Yana, 1997). The wife knows nothing about what goes
on between her husband and his co-wife (or wives).
Polygamy could be defined as a double (or even triple)
monogamy: a serial monogamy for each wife (a few
days a week) and concurrent monogamies for 
husbands (Fainzang and Journet, 1988).

Most attempts to explain polygamy are based on a
ruralist perception of African societies, in the frame-
work of a specific mode of production: a weakly mech-
anized subsistence economy, in which women play an
important role as food producers. Polygamy in this
context is viewed as cheap and profitable for the man
(Boserup, 1970). This economic rationale is challenged
by Jack Goody (1973), who points out that the highest
polygamy rates are in West Africa whereas the highest
proportion of women who farm is in East Africa. For
Goody, the causes of polygamy are chiefly sexual and
reproduction-related rather than economic and pro-
duction-related. Polygamy allows the man to maximize
his offspring. Polygamous union is a means of reconcil-
ing male sexuality with prohibitions such as postpartum
abstinence. Polygamy is also a way to reconcile the
group marital preferences and individual (and senti-
mental) preferences (Fainzang and Journet, 1988).

Other authors offer more political explanations;
they emphasize the internal consistency of a marital

system and a social organization in which power lies
in the hands of elders (Meillassoux, 1975). Here,
polygamy is regarded as a means of preserving the
power of elders over juniors in societies where the
access to women is controlled by elders. Abdoulaye
Bara Diop (1985) sees several incentives to polygamy:
It enables individuals to forge ties with several groups
and confers a sociopolitical advantage. It provides an
economic contribution, as the wife, by working or
farming her personal fields, contributes to the upkeep
of the household. Women sometimes seek this task-
sharing, especially in rural areas: They may even
propose a second wife to their husbands. Having 
children increases the household workforce and the
prospects of being looked after by one’s offspring in
old age. Polygamy is also a factor of ostentation and
prestige for privileged social categories.

Although Islam has consecrated polygamy in many
African countries, it has never instituted it there. On
the contrary, whereas traditional polygamy does not
restrict the number of wives, Islam limits it to four. The
Koran does not advocate polygamy, but restrains its
practice: for example, the principle of strict equality
between wives is a very difficult condition to meet.8

Contrary to a widely held belief, polygamy is very rare
in North African and Arab countries.9 In Algeria, the
proportion of polygamists among married men fell
from 15% in 1886 to 1.5% in 1986 (Tabutin, 1974;
Ajbilou, 1998). The percentage was about 3% in Egypt
in the 1980s (Fargues, 1987), and 3.4% in Morocco in
1992 (Ajbilou, 1998). In these regions, the phenomenon
is becoming less common if not disappearing alto-
gether—for example in Tunisia, where polygamy has
been abolished. When we look at the rather low
polygamy rates in other Muslim countries such as
Mauritania (where 18% of women live in polygynous
unions10), and the high polygamy rates in some weakly
Islamized countries such as Benin or Togo, one may
question the true influence of Islam on polygamous
behavior. In sub-Saharan Africa, Islam seems, if any-
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6 According to Jack Goody (1985), the Catholic Church had taken
a stance on cohabitation as early as the fourth century, but he credits
Pope Gregory VII (1073–1085) with the explicit condemnation of
cohabitation and polygyny in Europe. The concubine was a member
of the household and her children were entitled to the father’s inher-
itance. The Church gradually abolished the traditional privileges of
the concubine and her offspring.

7 In many monogamous households the husband does not hes-
itate to threaten polygamy to ensure his wife’s docility (Fainzang and
Journet, 1988; Hertrich and Locoh, 1999).

8 According to Ayatollah Mortadhâ Motahhary (n.d.), both
Shiite and Sunni sources quote this hadith (narrative, utterance) of
the prophet, “Whoever has a two wives and does not treat them equally,
by displaying an inclination [or preference] for one of them, will be treated
on the Day of the Resurrection in such a manner that one side of his body
will be dragged along the ground when he is taken to Hell.”

9 As various authors point out (Fargues, 1986; Goody, 1985),
polygamy in the Arab world seems to have primarily struck Western
observers. In reality, however, polygamy was and still is practiced
by only a small minority of the population in Middle Eastern 
countries.

10 Fargues (1986) notes that polygamy in Mauritania concerns
only a small proportion of Arab women: About 3% of married
women there live in polygamous unions.



thing, to have channeled older traditional practices by
legitimizing them.

Whatever its justifications, polygamy often enjoys
legal status and recognition as a marital regime on a
par with monogamy. Legislation in several countries
allows spouses to choose between different marital
regimes (Mali, Senegal, Togo). The abolition of
polygamy elsewhere—as in Guinea (1962) or Côte
d’Ivoire (1964)—has not eliminated it: 24% of married
men in Côte d’Ivoire were polygamous in 1988
(Klissou 1995).

1. Demographic Conditions of Polygamy

The demographic mechanisms that make polygamy
possible are relatively well identified (Pison, 1986;
Pilon, 1991). Polygamy implies more married women
than married men. But, contrary to a view still widely
held—especially in Africa—polygamy is not due to a
natural excess of women in the population, nor to an
intake of women from neighboring societies, nor to a
high percentage of never-married men. In fact the
excess of women is the consequence of marital practices
fostered by a specific demographic context: the two
prerequisites for massive polygamy are a wide age gap
at first marriage (with women marrying far earlier
than men) and a young population pyramid. As men
marry women 5 to 15 years younger than themselves,
they have the impression of being in an unbalanced
marriage market where women are more numerous.
The age gap between spouses is far wider in a polyg-
amous union than in a monogamous union (respec-
tively, 14.5 years and 10.4 years in Mali and 11 and 7.6
years in Benin, for example) (Barbieri and Hertrich,
1999). Other factors abet the system: rapid and fre-
quent remarriage of divorced or widowed women; a
near-zero percentage of never-married women; a male
mortality rate at older ages inducing widowhood for
several women at once11; and a demographic growth
that accentuates the imbalances between successive
cohorts (Pison, 1986; Goldman and Pebley, 1989; Pilon,
1991).

Combined with specific kinship and marriage
systems, these causes and demographic conditions of
polygamy make it a key institution in the societies 
concerned—with multiple psychological, social, and
economic implications. In societies where marriage
remains urgent, competition between women is inten-
sified by their relative excess in the marriage market.
Some women who delay marriage too long run the risk

of spinsterhood or of having to accept a first mar-
riage with an already married man (Antoine and
Nanitelamio, 1996). However, polygamy also implies
marital competition between men of different cohorts
(Clignet, 1997), as elders will lure women away from
their juniors.

2. From East Africa to West Africa:
Increasing Number of Polygamous Men

The practice of polygamy in sub-Saharan Africa 
displays major variations from one region or lineage
system to another. The phenomenon is most prevalent
in West Africa (the ratio M of married women to
married men, adjusted for numeric imbalances due to
migrations, generally exceeds 1.3), except among the
nomadic populations of the Sahel (sub-Saharan
savanna) and the Sahara (Lesthaeghe et al., 1989). The
ratio is lower in Central and East Africa—where M
exceeds 1.3 in few regions—and especially in Southern
Africa, where M barely reaches 1.2. Moreover,
polygamy is most widespread in patrilinear or 
bilinear societies.

For the preindependence period, van de Walle
(1968) finds an incidence of polygamy among married
men ranging from 17% in Congo (1956–1957) to 38%
in Guinea (1954–1955). For the following period,
according to Georgia Kaufmann et al. (1988), the pro-
portion of married women living in polygamous union
varied between 16.1% in Zaire12 in 1975 and 51.8% in
Senegal in 1976. Where data for different periods are
available, the trend indicates a relative stability (Kauf-
mann et al., 1988). The high-polygamy zone is centered
on West Africa, both in the coastal areas and the Sahel,
where nearly one woman married in two lives in a
polygamous union, even in urban areas. Polygamy is
most frequent in Togo, Benin, and Burkina Faso, ahead
of Senegal and Mali. In the countries bordering the
Gulf of Guinea, in the same cultural area, polygamy is
distinctly less common in the two English-speaking
countries (Ghana and Nigeria) than in the neighboring
French-speaking countries (Côte d’Ivoire, Togo, and
Benin).

3. Polygamy Persists in Urban Areas

The DHS results show a disparity in polygamy
levels between urban areas and rural areas (Figure
27–3). The low-polygamy zones lie in East and South-
ern Africa, where 11% to 31% of married women in
rural areas live in polygamous unions, versus 7% to
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11 Levirate deserves special mention: This practice calls for a
married man’s widow(s) to be married by a younger brother or
another relative of the deceased, who may already be married. 12 Since renamed Democratic Republic of the Congo.



20% in cities and towns. Throughout sub-Saharan
Africa, polygamy is far more prevalent in rural areas,
most notably in southern Africa. The higher the fre-
quency of polygamy in a country, the narrower the
gaps between urban and rural areas. Only Niger
exhibits a different profile: There, polygamy is more
common in urban areas, where it is practiced in 
affluent social categories.

This overall analysis must, however, be comple-
mented by examining the behavior of the younger gen-
erations, who—in principle—are the vectors of current
change. Let us focus on the proportions of women in
polygamous union among married women aged 20 to
24 years at the time of the DHS. In rural areas, we find
the same evolution as described earlier for all women
aged 15 to 49 in the aggregate. Polygamy increases
from East to West, peaking at 45% of young women
married to polygamous men in rural Burkina Faso and
comparable proportions in rural Togo and Benin. By
and large, the proportion of polygamous women is
25% lower in urban areas than in the countryside. A
few countries, such as Burkina Faso and Zimbabwe,
form an exception to the rule: There, the proportion of
young rural women in polygamous union is one half
that of the corresponding percentage in urban areas.
Elsewhere—in Kenya, Togo, Ghana, Sudan, and
Uganda—the proportions of young women living in

polygamy in urban areas and rural areas are similar;
in Niger and Burundi, the proportion in urban areas is
actually higher.

In some countries, we have several observations
from successive DHSs (Figure 27–4). These series show
changes over time in a few cases only. The proportion
of young women in polygamy decreases in Kenya, in
rural Ghana, Mali, and to a substantial degree in
Uganda, but the situation is unchanged (or displays a
mild upward trend in urban polygamy) in Cameroon
and Senegal.

Because of its structure and economic production
system, the urban area—as well as the new ideals and
lifestyles prevailing in it—should have had a con-
straining effect on polygamy (Gendreau and Gubry,
1988; Chojnaka, 1980). The media-propagated aspira-
tion to Western lifestyles and family values could have
entailed the gradual disappearance of polygamy in
urban areas (Burnham, 1987; Clignet, 1987; Lesthaeghe
et al., 1989). As we have just seen, however, that has
not happened: Urbanization does not appear to be an
obstacle to polygamy. Polygamy can actually promote
new distributions of activities in urban households. In
Mali, for example, according to Marcoux (1997),
women in polygamous households are more likely to
engage in gainful activities, as they are freed from
some domestic chores.
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Back in the 1950s, Paul Mercier (1960) had observed
the same phenomenon in Senegalese urban centers
such as Dakar and Thiès: Urban life did not entail a
rapid decrease in the polygamy rate. Mercier identified
two phases in the urban evolution of the phenomenon:

In a first phase, the influence of the rural tradition favorable
to polygamy apparently remains intact, and would seem to
be fully effective once individuals reach a certain income
level.

In a second phase, aspirations to another lifestyle
would appear to flourish and promote monogamy. The
phases conducive or unfavorable to polygamy in an
urban area overlap (Mercier, 1960). Luc Thore (1964),
who is also very nuanced in his analyses of polygamy,
stresses the complexity of the phenomenon, noting the
coexistence of ambivalent attitudes: an opposition to
polygamy on grounds of principle and an endorse-
ment of the practice in actual behavior. Examining
Zaire, Séraphin Ngondo A Pitshandenge (1992) notes
that polygamy, hitherto characteristic of rural areas,
has spread to several major cities, “The intrusion of
polygamy in the urban area may be regarded as a rev-
olutionary development” as it has occurred in spite of
the structural hostility of the urban area (housing
shortage, legal discrimination, respectability of
monogamy, ban on polygamy by Judeo-Christian reli-

gions, etc.). The author suggests Zaire may be experi-
encing a ruralization of urban behaviors. He also ven-
tures the hypothesis that (at least in central Africa)
polygamy is more widespread among young genera-
tions less influenced by the colonial model.

At the individual level, research has found few 
discriminant socioeconomic characteristics of urban
males in regard to polygamy. All social categories are
concerned (Clignet, 1975 and 1987; Timæus and
Reynar, 1998). Neither the husband’s educational
attainment, nor the fact of working in the modern
sector of the economy, nor even ethnic-group identity
seems to determine the practice of polygamy in
African cities. In Dakar and Bamako, for example,
most men are potentially polygamous (Antoine and
Nanitelamio, 1996). Not all men become polyga-
mous—about one in two will at some point in their
lives—but no socioeconomic factor can enable us to
predict who will become polygamous. However, the
spells of nonemployment and economic precarious-
ness sharply reduce entry into polygamous union in
Dakar: The odds of becoming polygamous are divided
by three (Antoine et al., 1998). In Bamako, two socio-
occupational categories are more likely to practice
polygamy: small-business owners and self-employed
men employing payroll workers, for example, “Two
groups whose methods of accumulation and wealth
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creation are informed by the principles of a family-
based economy” (Marcoux and Piché, 1998).

In sum, polygamy persists both in the countryside
and in towns, and its dynamics deserve explanation.

4. The Demographic Perception 
of Polygamy

Most measures of polygamy are flawed to a certain
extent as they basically rely on period data and there-
fore provide only a static, frozen image of the prac-
tice.13 The demographic perception of polygamy is 
still strongly influenced by the male perspective. The
intensity of the phenomenon, measured by the average
number of wives per polygamous husband, generally
varies between 2.0 and 2.5. The most prevalent form is
bigamy, which concerns over 80% of polygamous men.
The average number of wives per married man,
usually ranging between 1.02 and 1.50, increases with
age (Gendreau and Gubry, 1988). The polygamy rate
commonly used gives the proportion of married men
in polygamous union. This index is most often below
30%. On the women’s side, however, the numbers tell
a very different story: For example, whereas slightly
over one third (35%) of married men in the Moba-
Gurma ethnic group of northern Togo were polyga-
mous in 1985, more than half (57%) of married women
were living in polygamous unions (Pilon, 1991). An
age breakdown of the data on the same population
shows that, by age 25, more than half the women were
living in polygamous unions; by age 50, the propor-
tion had reached about 70%. Among men, the propor-
tion of polygamists does not rise above half until age
50, reaching 60% or so. Obviously these figures may
vary from one population to another, but without
invalidating these gender differences, which reflect
very different dynamics and life experiences.

Three indicators summarize the intensity of
polygamy: the proportions of married women and
men in polygamous union and the mean number of
wives per polygamist. As an example, Table 27–2
reports these indicators for two cities: Bamako and
Dakar.

These indicators vary over time, as illustrated in
selected data on Dakar. Women aged 50 to 54 years had
experienced, on average, 1.71 unions in 1955 (Service
de la Statistique, 1962) and slightly under 1.63 in 1989

(Antoine, Djiré, and Nanitelamio, 1998). In 1989, 47%
of Dakar women aged 50 to 54 were living in polyga-
mous union. The proportion is highest in that age
group, decreasing thereafter because of widowhood.
Among men aged 55 to 59 years, the proportion of
polygamists rose from about 30% in the 1955 census to
40% in the 1976 census and 45% in 1989. In 1955, men
aged 60 years had experienced an average 2.6 mar-
riages; by 1989, the number had fallen to 2.2; by con-
trast, at the same age, men in 1955 had an average of
1.45 wives, whereas in 1989 they had 1.70. This varia-
tion denotes a lesser marital mobility and perhaps a
greater prevalence of polygamy in Dakar in recent
years.

Another way to assess polygamy dynamics is to
compare the mean number of marriages and the mean
number of spouses for men and women. Within the
same male and female cohorts aged over 45 at the time
of the survey (i.e., the 1930–44 birth cohorts), we have
examined two subpopulations: persons who have
experienced at least one period of polygamous union
in their lives and those who have stayed monogamous.
The curves in Figure 27–5 show the mean number of
marriages and the mean number of spouses at differ-
ent ages. At age 15, no male is married whereas
females have already experienced an average 0.34 
marriages (about one young woman in three is 
already married). Through divorces and remarriages
the number-of-marriages curve diverges from the
number-of-spouses curve: At each age, individuals
have experienced more marriages than they have had
spouses. The gap is particularly wide for men who
have been polygamous at some point in their lives. At
age 50, they have experienced an average of 2.44 
marriages, but have had an average of 1.96 wives—the
reason being that some of these polygamists have
reverted to monogamy. As the chart shows, male
polygamy comes late (after 40) and is most often 
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13 For example, Pilon (1991) has determined that period indica-
tors understate the intensity of polygamy by nearly 25% for the Lobi-
Dagara of Burkina Faso and the Moba-Gourma of northern Togo—at
all ages. Donadjé (1992) makes the same observation about Benin.
According to him, the underestimation varies from 18% for men
aged 20 to 54% for men aged 55, especially owing to the greater 
frequency of changes in marital status at older ages.

TABLE 27–2 Polygamy Indicators for Dakar 
and Bamako

Indicators Dakar Bamako

Proportion of married women in 66.3 64.2
polygamous union (%)

Proportion of polygamists among 28.1 25.1
married men (%)

Mean number of women per polygamist 2.2 2.4
(at age 50)

Source: Antoine, Philippe, Djiré, Mamadou, and Nanitelamio,
Jeanne, 1998. Au cœur des relations hommes-femmes: polygamie 
et divorce, in Philippe Antoine, Dieudonné Ouédraogo, and Victor
Piché (eds), Trois générations de citadins au Sahel, p. 147–180. Paris,
L’Harmattan, 281 p.



confined to bigamy. In the end, owing to divorce, men
who are polygamous in the course of their lives fail to
maximize the number of their wives. Polygamists, on
average, have only 1.96 wives. Polygamy mainly accel-
erates the turnover of spouses. Among monogamists,
the gap between the number of marriages and the
number of spouses is smaller, suggesting a greater 
stability in monogamous unions than in polygamous
ones.

We find a similar pattern on the female side. Women
who have lived in a polygamous union at some time
or other in their lives have had far more spouses than
women who have remained monogamous (at 50 years,
the number of marriages is 1.73 and 1.08, respectively).
Monogamous women divorce far less often than
women in polygamous unions.14 By contrast, the
number of spouses between ages 25 and 40 holds
steady at around 0.9, indicating that at no age are all
women married.

Marital status thus evolves throughout individual
life courses; it is most notably subject to the random
factor of mortality and dependent on the relationships
between spouses. There is a considerable difference in
the individual marital life courses of men and women:

Although every polygamist was initially monoga-
mous, a woman may shift directly from never-married
status to polygamy by marrying an already married
man. A man (or woman) in a monogamous union,
widowed or divorced at time t, may have lived in a
polygamous union beforehand. A fairer measure of
polygamy should take this time dimension into
account. Whereas a married, widowed, or divorced
man will easily be able to remarry a never-married
woman, the likelihood of a widowed or divorced
woman entering into a new marriage with an already
married man increases with her age. It is not uncom-
mon for a woman to divorce her husband who has
become polygamous and subsequently marry an
already married man. These examples suggest the
great complexity of these marital event histories and
their specificity depending on whether we view them
from the male or female perspective.

Figure 27–6 illustrates the example of two cohorts—
one female, one male—of Dakar residents aged 45 to
59 years. The marital dilemmas, as Rémi Clignet (1997)
puts it, differ for men and women. However, the situ-
ation seems more complex than he describes. Accord-
ing to him, the alternative for men is restricted to an
additional spouse or divorce, whereas women have more
options. Men, as well, have several possible choices,
but men have greater control over the outcome than
women, especially in the case of polygamy.
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14 Polygamy fosters divorce (see below); also, however, 
a divorced woman has hardly any choice other than to marry a
polygamist.



In Dakar, for men and women alike, divorce status
is often only transitional. Among the 331 married men
in the study (who are therefore monogamous at the
start of their marital life courses), 165 have been polyg-
amous at one time or other in their lives, and 166 have
never been. Among the 165 women, at least 107 have
been in a polygamous union at some point in their

lives. However, that figure is understated: 35 divorcees
and 27 widows began their marital life courses with
monogamous unions, but we do not know if these 
subsequently became polygamous.15 Women—partic-
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15 It is difficult to reconstruct the marital life courses of women’s
spouses from women’s own accounts (see Chapter 26).



ularly divorcees—frequently remarry. Of the 46
divorcees in our sample, only four remained so; 42
remarried, of whom 32 joined a polygamous house-
hold. Divorce seems to be a form of resistance to forced
polygamy, whereas remarriage leads to freely chosen
polygamy.

5. Polygamy and Divorce

Regions with high polygamy are also characterized
by more frequent dissolutions of unions, followed by
rapid remarriages. However, the variations in union
instability are still fairly underdocumented in Africa.
The proportion of women who stay divorced is low in
most countries. For example, in Burkina Faso—a
country with a high polygamy rate—it varies between
1.8% at 20 to 24 years and 1% at 45 to 49 years. But
despite this tiny proportion of women who stay
divorced, nearly one in four women older than 35
years has already experienced several unions (DHS,
Burkina Faso), a sign of rapid remarriage. As
polygamy allows more frequent remarriage, it proba-
bly leads to a lower proportion of divorced women. In
Ghana, by contrast, the proportion of female divorcees
rises with age, from 5.2% at 20 to 24 years to 12.8% at
45 to 49 years (DHS, Ghana). The situation thus varies
according to country, culture, legislation, and women’s
status.

We know nearly nothing about the changes in the
frequency of divorce or about its determinants (Kauf-
mann et al., 1988). It is estimated that about 40% of
women who marry before age 20 become widowed or
divorced before age 50 (Lesthaeghe et al., 1989).
Among women, the frequency of divorce and separa-
tion is higher in the first 10 years of marriage and espe-
cially at the youngest ages (Smith et al., 1984).16 Union
terminations are often concealed by rapid remarriages.
As divorce undermines the alliances between families
formed by the marriage, it is perceived as disruptive
and hence treated as an event not to be talked about
(Locoh and Thiriat, 1995). Remarriage becomes more
difficult among women past childbearing age. Gainful
employment is an important factor in divorce. It
creates an opportunity for the woman to be financially
independent. She can thus ensure her own livelihood
and that of her children in the event of divorce
(McDonald, 1985; Burnham, 1987). For women who
have held a job before marriage and have ceased to do
so after marriage, the risk of divorce is lower: Eco-
nomic insecurity probably deters these women from
divorcing. Divorce is sometimes a social-promotion
strategy for women thanks to remarriage with a more

affluent man. Independent of these material consider-
ations, a woman who remarries gains more autonomy
vis-à-vis her new husband (Dial, 1999).

The arrival of a second wife emerges as the main
cause of divorce by the first wife in Dakar (see Chapter
26). Yet, according to some anthropologic studies,
several factors may keep the first wife from divorcing.
The first marriage often seals an alliance between fam-
ilies (Fainzang and Journet, 1988). Even if the arrival
of a second wife is not a legitimate cause of divorce,
first wives do seem to divorce more than second wives
in urban polygamous unions. The first marriage is
often a prescriptive marriage, which the woman some-
times experiences as an obligation from which she tries
to free herself through divorce (Locoh and Thiriat,
1995).

A risk of divorcing or separating from the first or
second wife may be deemed to exist from the very
outset of polygamous union. There is a suitable
method of analysis for measuring competing risks of
this type: the Aalen estimator17 (Trussell et al., 1992;
Courgeau and Lelièvre, 1989). In the three cities
studied (Bamako, Dakar, and Yaoundé) where event-
history data is available for such analysis, the trend is
always the same: divorce from a first wife occurs
sooner than a divorce from a second wife (Figure
27–7). The survey does not make it possible to deter-
mine who initiates the divorce, but it is highly likely
to be the wife: Faced with the fait accompli of the arrival
of a second wife, the first will decide to leave her
husband. Polygamy is not necessarily the main cause.
Rather, divorce is triggered by unequal treatment or
rivalry with the second wife.

6. Trends in the Phenomenon

The theory of modernization called for a fertility
transition and a convergence toward the nuclear-
family model. Within this rationale, many authors pre-
dicted a gradual disappearance of polygamy by the
1960s—in particular owing to urbanization, higher
school enrollment, an opening to Western values, and
so on. But the data available show that, overall, the
institution continues to thrive. The links with urban-
ization, educational attainment, and socioeconomic
status sometimes prove ambivalent—an ambivalence
that would surely be accentuated by the inclusion of
informal unions (mistresses, deuxièmes bureaux,18 and
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16 In Senegal, the percentage of unions terminated in the five first
years of marriage is as high as 17% (Smith et al. 1984).

17 The interpretation chart for this estimator is constructed by
comparing the slopes of the curves of instantaneous cumulative
probabilities, which gives an idea of the intensity of each risk
involved at any given moment.

18 Literally, second offices, a euphemism for outside wives in
French-speaking Africa.



other arrangements) (Lacombe, 1983; Wa Karanja,
1987).

The World Fertility Survey (WFS) and DHSs give us
several fairly reliable statistics for a number of coun-
tries. Figure 27–8 illustrates five countries where we can
track the changing proportion of married women in
polygamous unions. The sharpest fall is recorded in
Kenya, the country with the lowest proportion of
polygamists in the 1970s. The rate there fell by more
than a third, from 29.5% in 1977 to 19.5% in 1993. In
Ghana as well, polygamous unions have declined,
albeit more slowly. In Côte d’Ivoire during the same
period (1975–1994), the rate decreased by only 5 points,
from 41.4% to 36.6%. In Mali and Senegal, no significant
variation was measured (Antoine and Pilon, 1998).

The English-speaking countries are thus the ones
where polygamy seems to be falling most steeply.
However, this measure of polygamy masks certain
changes. The indicator chosen concerns only married
women. If we take into account all women aged 15 to
49 years regardless of their marital status (married or
not) and if we calculate the proportion of polygamous
women in that aggregate, the changes are more con-
spicuous. In Kenya, between 1977 and 1993, the ratio
of women in polygamous unions to the total number
of women aged 15 to 49 years fell from 21% to 11%.
Even in a country such as Benin, where the ratio of
women married to polygamists to all married women
has varied very little since the 1960s (52% in 1961, 51%

in 1992, and 49.6% in 1996), the proportion of women
in polygamous unions fell from 43% to 34% of all
women aged 15 to 49. Later marriage and divorce
explain this decline in the frequency of polygamy
when the ratio denominator consists of all women
regardless of their marital status.

Polygamy plays an important role in the family
strategies for controlling the married couple. When the
spouses choose monogamy, they are subject to pres-
sure from their family circle. Women—who have more
reservations toward polygamy—often exhibit ambigu-
ous attitudes and behaviors that reinforce this institu-
tion, particularly in the sub-Saharan countries. The
deep change in population structure that will soon
result from the decline in fertility will constitute the
first major inhibitor of polygamy by curbing the
present imbalance in the marriage market.

CONCLUSION

The decline in polygamy has been predicted by
several anthropologic theories. By increasing the
female age at marriage, education was supposed to
contribute to the increase in the male population in the
marriage market, entailing a shift in the numerical
balance with adverse effects on polygamy.

In recent years, a number of changes have been
taking place in African societies. In particular, worsen-
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ing economic conditions have led to a sizable increase
in age at first marriage and have made unions more
vulnerable. The age gap between men and women at
first marriage is shrinking in nearly all countries. The
aspiration to large families has waned, and there are
growing signs of a fertility transition in countries such
as Kenya, Botswana, Senegal, and Côte d’Ivoire.

These significant changes in the levels of several
nuptiality determinants may therefore entail either a
shift in the prevalence of polygamy or a modification
of other factors. If the age gap at marriage narrows,
polygamy can survive only through an offsetting
increase in the male never-married rate. On the other
hand, an abandonment of polygamy would have
tremendous implications for the organization and
functioning of the societies concerned—starting with a
challenge to the power of men over women, of elders
over their juniors. As we can see, the present changes
are bound to affect polygamy, but we still know little
about the ways in which they will do so, in what time
frame, and through what mechanisms.
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In demographic terms, couple formation could 
be a very simple process. Barring accidental circum-
stances, all human populations comprise roughly the
same number of males and females. Young boys and
girls reach sexual maturity within few years of one
another and—even if attraction to individuals of 
the same sex is a phenomenon encountered every-
where—most sexually mature young people are
strongly attracted to their contemporaries of the oppo-
site sex. Biology and demography combined could
lead to the formation of couples most of whom would
be fertile and would ensure the reproduction of the
population. But this plain tale does not exist in any
society. Quite to the contrary, couple formation is a
process particularly subject to the formulation of
social, religious, and customary norms that multiply
the varieties of union to infinity. Bans and obligations
restrict individual choices, creating distances between
candidates to union and—depending on the circum-
stances—shortages and excesses of marriageable
persons.

The central concern of all cultures is to control the
formation of unions with the aim of demographic
reproduction. Marriage is never treated as a straight-
forward sexual pact; it includes other major dimen-
sions of social reality, most notably economic and
religious. It establishes alliances between groups and
defines the integration of the individual into the group
by the recognition of his or her descent.

Whom can one marry? When can one marry? How
can one marry? Who decides the answers to these
questions? By the solutions it offers for them, each
social group defines the marriage market, determines

the stock of marriageable individuals (i.e., of those
who have the most direct access to reproduction). The
rules that will be adopted, valued, and handed down
across the generations or challenged serve to control
individual behavior and the attraction between the
sexes—in sum, to manage alliances between groups
and the formation of descents, the two basic activities
of the social factory.

The conditions for access to marriage are defined by
each society’s culture, consensually accepted rules,
and the degree of individual compliance with 
these rules. Religious beliefs, sex and marital educa-
tion, the designation of the persons vested with
authority over individuals‘ marriage choices, and the
conditions defined for accessing a partner (sex, age,
previous marital status, social or economic character-
istics) are all ways of structuring the marriage market,
which, in turn, will shape each society’s specific 
marriage behavior.

I. NUPTIALITY, ALLIANCE, AND
REPRODUCTION

In demography, the study of nuptiality is often
essentially regarded as a facet of the study of fertility,
because the conditions of couple formation in a society
have obvious consequences on reproduction. Women’s
delayed entry into union, or even the exclusion of a
portion of the adult population from the marriage
market, may constitute the first form of birth control.
This has been termed the Malthusian transition in a ref-
erence to Malthus, who invoked the moral constraint as
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a means of curbing population growth (Coale, 1974;
Chesnais, 1986).

In Africa, where almost everyone marries, and
where women marry extremely young, the increase in
the age at marriage is beginning to have a tangible
effect on the decline in urban fertility (Lesthaeghe,
1989; Pison et al., 1995). The same pattern is found to
some extent in Asia, where the increase in the age at
marriage is playing a part in the fertility downtrend
(Casterline, 1994; Smith, 1980). In Latin America, 
the recent fall in fertility appears to have little con-
nection to a change in patterns of entry into union
(Rosero-Brixby, 1990).

In all societies, however, the issue of couple forma-
tion goes beyond the concern over making sure that its
members reproduce. In societies bearing witness to the
oldest types of social organization, anthropologists
have found that unions—whatever the form in which
they are promoted—are not guided solely by the
concern to ensure demographic reproduction; they are
also designed to provide a group with opportunities
for expansion through alliances with other groups, by
exchanging women (Lévi-Strauss, 1958).

In postmodern societies, in a totally different
context, ensuring offspring is now only one of several
goals of partner relationships, whether involving mar-
riage or not. There is no longer any need for the rigid
set of rules formerly designed to ensure numerous off-
spring, and the freedom of each individual to enter
into a union or not is considerable. The main priorities
are personal attraction and satisfaction of the partners.
In these societies, families have lost most of their
control over unions, and social norms themselves may
be ignored without incurring punishment. Tolerance
grows as the stakes become more narrowly confined to
the choices of individuals themselves. The sphere of
social control tends to be limited to protecting the
interests of children and to settling conflicts in this
area. New modes of couple formation emerge, deter-
mining ever more diversified individual statuses and
residential and family arrangements. Changes in 
nuptiality may therefore be determined by cultural
changes more than by demographic rationales con-
cerning reproduction.

Will the analysis of nuptiality become obsolete as
nuptiality becomes distinct from fertility behavior?
Demographic and Health Surveys (DHSs), for
example, which are one of the major sources of demo-
graphic data for the developing countries, devote little
attention to unions, except for current marital status.
Yet the study of unions is a crucial area of demogra-
phy, for at least three reasons. The first is that marriage
arrangements are a decisive factor in fertility in many
societies. The second is that unions play an important

role in structuring exchanges of goods and services in
a society, and therefore have unquestionable implica-
tions for adult residential arrangements, the care of
children and dependent old people, and even the
transmission of property. The third concerns the meas-
urement of social change. The age of entry into union
and the new forms of couples (consensual unions,
unions without co-residence, homosexual unions, etc.)
are a highly sensitive indicator of that change. In par-
ticular, the age of entry into union is strongly corre-
lated with educational attainment, female autonomy,
and access to payroll employment. The study of 
nuptiality is therefore a valuable means of assessing
social change.1

1. Alliance by Marriage: a Principle at the
Core of Social Life

In many societies, couple formation depends very
little on individual decisions: The sexual and emo-
tional attraction that draws young people to one
another is strictly regulated and controlled by those
who hold power in a society. Couple formation has
always been under tight social control.

At the root of all social life lies the ban on incest,
which, as Lévi-Strauss (1958) demonstrated, expresses
the transition from the natural fact of consanguinity to
the cultural fact of alliance: “The incest ban is not so
much a rule that forbids marrying a mother, sister or
daughter as a rule that obliges a mother, sister or
daughter to be given to someone else.”

It is merely the correlative of the obligation to
exchange. As the archetype of exchange, marriage is
central to kinship and social life.

Lévi-Strauss explains this starting from a simple
observation: the contingencies of birth are such that
each individual was very unlikely to find a suitable
sexual partner in the small groups that initially con-
stituted human societies. People therefore had to seek
partners in another group. There were only two ways
of doing this: war or exchange.

People had to choose between isolated biological families jux-
taposed like self-perpetuating closed units, overwhelmed by
their fears, hatreds, and ignorance or—thanks to the incest
ban—the systematic establishment of intermarriage chains,
allowing the construction of an authentic human society 
on the artificial basis of affinity links, despite the isolating
influence of consanguinity and even in opposition to that
influence. (Lévi-Strauss, 1971b).
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1 For example, it is by analyzing the change in ages at first mar-
riage, age gaps between spouses, and births out of wedlock that
David Shorter has charted the emergence of the modern family in
Europe in the 18th century (Shorter, 1975).



This explanation is perfectly illustrated by the reply
of an Arapesh to Margaret Mead (1935), who asked
him if men could marry their sisters:

What, you would like to marry your sister? What is the matter
with you anyway? Don’t you want a brother-in-law? Don’t
you realize that if you marry another man’s sister and another
man marries your sister, you will have at least two brothers-
in-law, while if you marry your own sister you will have
none? With whom will you hunt, with whom will you
garden, whom will you go to visit? M. Mead (1950, p. 68). 

2. Prescribed Marriages and 
Forbidden Marriages

In the marriage legislation of industrial societies,
the only bans concern parents and brothers and sisters.
Marriages between cousins are legally possible. But,
while Western societies have laid down only negative
rules, others, on the contrary, in addition to banning
marriage with certain groups, set positive rules for
prescribing spouses. The most remarkable example is
that of preferential marriage with cross cousins (an
individual cannot marry parallel cousins—the chil-
dren of the father’s brothers or the mother’s sisters—
and must therefore marry, insofar as possible, a cross
cousin, i.e., the children of the mother’s brothers or the
father’s sisters).

In these societies with elementary structures
studied by Lévi-Strauss (1971a), the principles of
exchanging women apply between easily identified
groups. The same is not the case in societies with
complex structures. The length of reciprocity cycles is
unassignable. A person renounces a close relative and
thus acquires the right to take someone else’s close rel-
atives, but nothing guarantees that this right will be
followed by effects. Reciprocity becomes a general
principle here, not an immediately enforceable rule
(Cuisenier, 1985). Many societies accordingly promote
an endogamy that can be based on family (marriage
between crossed or parallel cousins, depending on the
society), lineage, or ethnicity. This approach is justified
by the notion that a certain closeness between spouses
makes it easier for the young bride to adapt to her new
environment and facilitates the preservation of land
and other possessions in the family group. At the
opposite end, other societies, like those of northern
India, prefer strict exogamy rules. Endogamy and
exogamy create different statuses for the wife in 
the family she has married into. In societies practicing
strict exogamy, the wife is more isolated in a family
that is unrelated to her and treats her as an outsider.
In a society where marriages are managed on endog-
amous principles, young wives remain in familiar 
territory.

In Africa, even absent strict endogamy or exogamy
rules, marriages are typically determined by a complex
game of gifts and counter-gifts; the elder kin know
which families are likely to give one of their daughters
and can be approached for the purpose. Preferential
marriages between cousins are still common in Africa
and the Arab countries. In Murdock’s census (1969),2

slightly over one third of the societies studied practice
preferential marriage between cousins, 34% forbid it
only between first cousins, and 28%, on the contrary,
strictly forbid it between any cousins. The first type of
marriage is more common in the societies of the
Mediterranean rim, East Asia, and South America
(Table 28–1).

3. Couples, Unions, Marriages: a Reality
Hard to Measure Statistically

Unions are formed in a very complex range of ways
that resist statistical observation and require localized
anthropological studies: The mechanisms include pre-
scriptions and bans, provisions and counter-provisions
under rules recognized by a social group, alliances
between families or decisions of two individuals. The
demographic study of nuptiality has long relied 
on marriage statistics of the kind that exist in the 
developed countries, which is why statistical studies
on couple formation have concentrated on formal mar-
riage, registered by a religious or civil authority.
However, the latter is only one of many partnership
arrangements. Where the recording of vital statistics is
not the rule, most unions, although fully recognized by
society, are not registered. In such cases, the statistical
analysis of marriages will draw on surveys where all
unions described as marriages by the interviewees will
be regarded as such.

Moreover, in industrial societies, a growing number
of couples that do not formalize their living arrange-
ments define their unions—on the contrary—as infor-
mal or de facto. These are sometimes called unregistered
unions: They can be long-lasting and lead to the found-
ing of a family. Civil marriage statistics cover only a
portion of couples actually formed; new survey
methods are also needed to track consensual unions,
which are increasingly subsumed under the 
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2 Murdock’s atlas is a standardized compilation of information
on 863 societies studied by anthropologists and ethnologists. The
census offers a statistical picture of the diversity of cultural choices
in regard to marriage arrangements. Of course the distributions
shown apply to the populations of societies surveyed, not to the
populations exhibiting each characteristic described. It is not a rep-
resentative sample of current living arrangements but rather a
description of the diversity of life rules conceived by human societies.



confidential domain of private life without undergo-
ing social approval or a legal registration, except in
order to qualify for social benefits hitherto reserved for
married couples. So great is the diversity of partner
relationships that it is becoming ever more difficult to
define a union.

The multilingual dictionary of demography (van de
Walle and Henry, 1982) defines marriages as “unions
between persons of opposite sexes which involve
rights and obligations fixed by law or custom.”

This definition is broad enough to include 
unions that are not recorded in writing, as still occur
in many developing countries where unions are 
guaranteed solely through custom, but it excludes
homosexual unions, for which some activist move-
ments demand and sometimes obtain quasi-marriage
ceremonies. Lastly, the definition does not include de
facto unions, increasingly common in the developed
countries, whose rights and obligations are not in any
way set by law or custom; it does not even include
unions assigned an intermediate status such as
France’s civil solidarity pact (pacte civil de solidarité
[PACS]).

Nevertheless, all societies seek to control couple for-
mation and promulgate norms for entry into union—
even the societies that accept the fact that an ever
greater number of individuals do not comply with the
norms. The latter concern the conditions required for
entering into marriage or a partner relationship, the
partners that an individual may (or must) marry, their
characteristics (age, earlier marital status), and their
number (in polygamous societies). Marriages also
differ according to the authorities through which they
are recognized (religious bodies, families, representa-
tive of a community authority, the state, etc.).

4. Legal, Religious, Customary, and
Consensual Unions

Control over sexuality and the formation of fami-
lies, and obligations toward children, have always
been major areas of expression of rules, often based on
religious beliefs. In nearly all societies, unions—
whether determined by families or individuals—are
marked by ceremonies that attest to their recognition
by the community. The recognizing entity varies from
one group to another. It may require religious rites
whose symbolism reflects the principles that must
govern the spouses’ behavior; these rites are intended
to signal the union’s recognition by a designated 
representative of a religious community. In Muslim
countries, marriage is pronounced by an imam except
when the prevailing legislation also allows the civil
authority to pronounce marriages (in Tunisia, for
example). With the secularization of social life, civil
authorities are increasingly in charge of registering
and recognizing unions. But in many African societies,
recognition may simply consist in an agreement
between the representatives of two lineage groups
with or without the presence of the traditional chief.
The union is no less recognized, however, if the
groom’s family has presented the required bride
wealth to the bride’s family.

In Europe, some countries recognize only civil mar-
riage; religious marriage, being a matter of private
choice, can be celebrated only after a civil marriage
(France, Belgium). Other countries, such as those of
Northern Europe and Italy, recognize either civil mar-
riages or religious marriages. The choice of ceremony
will depend on the beliefs of each or the desired 
resonance of the ceremony (Dittgen 1994). With the

376 Locoh

TABLE 28–1 Preferential Marriage between Cousins

Forms of marriage Ethnographic regionsa

HAS C E I N S Total

Preferential between cousins 34.3 58.9 64.4 29.3 17.3 63.0 37.5
Banned between all cousins 24.5 20.5 8.0 27.6 53.0 5.5 28.5
Banned between first cousins 41.2 20.5 27.6 43.1 29.7 31.5 34.0
TOTALb 100 100 100 100 100 100 100

(204) (73) (87) (123) (202) (73) (762)

HAS, Sub-Saharan Africa (except Madagascar); C, Mediterranean rim (Europe, North Africa, Turkey, Caucasus, Near East); E, East Asia
(except Formosa, Philippines, Indonesia, and including Madagascar and other Indian Ocean islands); I, Pacific islands (Oceania, Australia,
Indonesia, Formosa, Philippines); N, North America (including native societies, and extending south to Tehuantepec isthmus); S, South America
(including West Indies and Yucatan).

a As defined by George P. Murdock.
b Data unavailable for 101 of the 863 societies listed by the author.
Source: Murdock George Peter, 1969. Ethnographic atlas. Pittsburg, University of Pittsburg Press, 128 p.



secularization of societies, the civil authorities have
gradually taken over from religious authorities as mar-
riage registrars. Religious precepts nevertheless
remain crucial determinants of marriage behavior, and
sometimes the religious ceremonies are socially more
significant than the civil marriages.

Civil marriage includes the registration of the 
marriage decision by an official of the State (as a rule,
spousal consent is the mandatory expression of the
decision) and a public reminder of the principles
accepted by the community, principles that the
spouses undertake to respect in their life together. Civil
marriage assumes certain prior conditions have been
met, most notably the minimum age requirement and
the earlier marital status of candidates to marriage (not
already married, except in the event of a polygynous
union). The minimum age for young girls is almost
always lower than the one required for young men.
These principles mostly apply to the couple’s residen-
tial arrangements and to child-raising, but they can
also define other issues. In African civil marriages, the
groom commonly states whether he intends to live in
monogamy or polygamy.

The registration of a union in the civil records makes
it a marriage recognized by society and gives access to
potential family entitlements such as State allowances
and tax benefits. It defines certain rights and duties of
spouses in the marriage. Noncompliance with the
norms of married life may constitute a motive for 
dissolution of the union; this too will be recorded,
enabling either spouse to remarry.

Religious marriages are governed by specific norms
that can strengthen or dilute the norms spelled out by
civil society.3 They are based on a set of prescriptions
concerning not only residence and child-raising but
also sex before and in marriage, as well as the proper
attitudes of the spouses toward each other. They thus
play an important role in determining the prescribed
gender roles in married life.

Catholicism, for example, defines a strict frame-
work for sexual activity and starting a family. Inter-
course is allowed only in marriage. Marriage is based
on the principle of indissolubility, except through the
death of one of the spouses. As a result, divorced
persons cannot remarry. Marriage is regarded as the
bond of a stable and autonomous family. Spouses must
consent freely to marriage; “this is why a man leaves
his father and mother,” as stated in the Bible (Matthew
19-5). Marriage transmits values of strict control over

sexuality and is predicated on a stable union in a
family cell built around the conjugal core. Last, a high
value is attached to celibacy vows (priests still cannot
marry). This set of rules significantly narrows the pop-
ulation on the marriage market at a given moment.
The Catholic model of marriage has been of major
importance throughout Europe. It strongly influenced
the behavior of candidates to marriage in all countries
of Catholic tradition until the late 1950s. However,
current trends show the lessening sway of the Church.
In France, 90% of marriages registered in the civil
records were also celebrated in church in 1950; today,
formal marriages are declining and disaffection
toward religious marriage is gaining, since only 65%
of civil marriages4 are now also celebrated in church
(Dittgen, 1991).

In parts of the developing world, most marriages
are customary (or common-law) marriages since formal
registration is not widely practiced and the use of civil
records is very limited. Customary marriages differ
from one social, religious, and ethnic group to another.
They can be validated by the presence of an authority
recognized by the community but are often simply a
family matter. When two families have struck an
agreement and the exchanges of goods and services
(symbolic or not) have taken place, the marriage is cel-
ebrated with varying degrees of publicity and recog-
nized by the community. The payment of bride wealth
or a dowry is often a key step in the process leading
to the union. In the event of a separation, a customary
village authority may be asked to determine the 
compensations due to the family that deems to have
suffered from the breach of what the community
regards as a contract.

In the transition countries, where the practice of
civil marriage is gradually spreading, common-law
marriage nevertheless endures, and family consent is
sought if the initiative for the union comes from the
future spouses themselves.

When no civil, religious, or customary marriage is
involved, the unions are known as consensual or visit-
ing unions. They are very common in Latin America,
accounting for nearly 50% of unions in certain coun-
tries of Central America and the Caribbean. They are
also fairly unstable, which suggests that many of them
may be trial marriages (Rosero-Bixby, 1990). They
differ from the noncohabiting unions found in Africa,
which are unions recognized by society under the rules
of polygyny (Locoh, 1994; Oppong, 1992).

The recent spread of consensual unions in Europe
has been very rapid. In the early 1970s, when the 
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3 Christian marriage has, for example, insisted since the Middle
Ages on the need for the free consent of spouses. This represents a
break with the patriarchal principle, then prevailing, that required
children to obey parental decisions (Leridon, 1991).

4 Estimated percentage of marriages of never-divorced individ-
uals, the only marriages allowed by the Catholic Church.



phenomenon emerged, it was described as juvenile
cohabitation. We now know that it was not a temporary
living arrangement for young couples but a radical
change of behavior that leads a growing number of
adults to form partner relationships without necessar-
ily marrying (Leridon and Gokalp, 1994) (Figure 28–1).

5. Marriages between Women

Anthropologists have noted marriages between
women in several societies, for example in northern
Benin and among the Nuer of Sudan. These marriages
are entered into by infertile women to ensure that they
will have descendants notwithstanding. A woman can
marry a young woman and pay the bride wealth that
seals the union. The children fathered by the husband
with his young wife will be recognized as the descen-
dants of the woman who has paid the bride wealth,
not of the husband.

6. Homosexual Unions

Reported in several cultures as episodes of the
youth life cycle (Badinter, 1992), homosexual relations
are an abiding category of human behavior. In a recent
survey on sexual behavior in France, for example, 4%
of men reported having had a homosexual relationship
at least once in their life. Similar figures (between 5%
and 7%) are advanced for England and the United
States (Messiah and Mouret-Fourme, 1993). With the
concern over reproduction having given way to the

satisfaction of partners as the main goal of couple for-
mation, homosexual couples have acquired legitimacy,
and the ideal of respect for individual rights has
inevitably led to the recognition of their rights. The
dramatic experience of the AIDS epidemic in homo-
sexual communities has focused attention on the spe-
cific problems of gay couples and on the possibility of
institutionalizing solidarity bonds comparable to those
that exist for heterosexual couples in which a partner
is mourned. In some countries, homosexual couples
are entitled to official certificates of cohabiting part-
nership, which give them reciprocal rights. Religious
ceremonies are also organized by some churches that
recognize these unions (in the United States, for
example; Collins, 1988). However, this recent tolerance
must not hide the fact that, in many countries, homo-
sexual unions are punished by harsh legislation, 
sometimes extending to deprivation of freedom.

Whatever the authority that sets the rules of mar-
riage, or more generally of union, the rules mainly
concern the age of access to sex and marriage, the
control over spousal choice, the choice between
monogamy and polygamy, partnership arrange-
ments, and access to divorce. These five areas are of 
direct interest to the demographer as they determine
at any given point in time the number of marriageable
persons, and therefore whether the marriage market
will function in harmony or in conflict. More broadly,
they also define the balance of power between men
and women, between young and old, and hence the
decision-making capabilities of each player in regard
to fertility.

II. AGE OF ACCESS TO SEX AND 
AGE AT MARRIAGE

1. Age at Puberty and Age at Marriage

The conditions of access to sex, to couple formation,
and to parental responsibility shape an individual’s
entire adult life. Young girls in particular, when they
enter this area before reaching physiologic maturity,
run risks that can compromise their health, or even
their later fertility. The same is true of their psycho-
logical maturity, which, if inadequate, will make the
young woman dependent on her spouse or family-by-
marriage. Indeed, most societies endorse the notion
that men should demonstrate some maturity before
marrying, even though the same societies extol early
marriage for young girls.

When unions are subject to legal requirements, one
of the conditions is a legal minimum age for marriage.
As a rule, it reflects a concern of a physiological nature
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FIGURE 28–1 Proportions of men and women whose unions
have begun outside marriage. Source: Leridon Henri and Vil-
leneuve-Gokalp Catherine, 1994. Constance et inconstances de la
famille: biographies familiales des couples et des enfants. Paris, INED,
PUF, 341 p. (Travaux et documents, Cahier no. 134).



regarding the future spouses’ capacity to engage in
sexual activity; in principle, it is higher than the age at
puberty. A United Nations survey (United Nations,
1988) showed that the statutory minimum age ranges
from 14 years in some Latin American countries to 22
years in China for men and from 12 to 20 years for
women in the same countries. The minimum ages are
highest in Europe and lowest in Latin America. In the
developing countries, the setting of a legal minimum
age is a fairly recent concern. For girls, in particular,
puberty was often the criterion that determined mar-
riageable status. For young men, initiation rites were
and still are arranged. They endow young males with
the status of adult, a prerequisite for marrying. The
notion that a young person needs to reach sexual or
psychological maturity is a fairly widespread but 
not universal rule. In India, where child marriages are
practiced, a little girl may be socially married very
young but she does not go to live with her husband
until she reaches puberty, after a new ceremony
(United Nations, 1988). In Africa, customary marriage
still prevails, and the legislation newly promulgated
by central governments is not always enforced. Some
social groups allow pre-pubescent girls to marry
because, it is argued, they will thus adjust to their
family-by-marriage as early as childhood, or because
they have been promised as a consequence of matri-
monial reciprocity relationships between two lineage
or clan groups. The marriage is not consummated until
puberty. This was also the case in China before Mao,
where marriages arranged in childhood were a means
of ensuring a low-cost marriage for a son.

Since males often needed to pay a bride price and most of the
wedding expenses, a son often needed for his family to accu-
mulate enough resources for him to get married. The waiting
period tended to be especially long for males in poor families
and ones with many brothers. The widely documented prac-
tice of “little sister-in-law” (i.e., adopting and raising a future

daughter-in-law to avoid the high costs of a son’s marriage)
is just one of the social practices arising from these economic
realities. (Feng and Tuma, 1993)

Access to marital life is undeniably far more
dependent on social factors than on physiological-
maturity factors, as shown in Table 28–2, which reports
the results available on the link between young girls’
age at puberty and age at marriage (Udry and Cliquet,
1982). The link is obvious in some social environments
and very weak in others. The connection is fairly
strong among U.S. African Americans, in Pakistan, and
in the Malaysian population; by contrast, in the
Belgian sample and among young girls of Chinese
descent living in Malaysia, it is weak or even nonex-
istent. Even more interestingly, the variations in the
age at marriage are wider, for a given age at puberty,
between the societies sampled than they are by age at
puberty in the same cultural group. Among young
girls who have had their first period at age 12, the age
at marriage varies from 15.2 in Pakistan to 21.1 among
Malaysian Chinese; in contrast, the maximum differ-
ence in age at marriage by age at puberty observed in
Pakistan is smaller (from 15.2 to 19.7 on average). In
individual terms, early puberty is correlated with early
marriage. But the relationship is reversed at the col-
lective level. The developed societies are the ones with
the youngest mean age at puberty and the oldest mean
age at marriage. The influence of age at sexual matu-
rity on the age at first marriage or the age at first inter-
course differs according to whether the society
encourages early marriage or not. If early marriage is
encouraged, the age at puberty is an important deter-
minant of age at marriage. In the opposite case, social
control over sexuality and reproduction is exercised
and plays the leading role.

Some developing countries are in a transition phase
where the improvement in living conditions leads to
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TABLE 28–2 Mean Age at Puberty and Age at Marriage for Selected Populations

Age at United States Belgium Pakistan Malaysia Chinese
puberty, (African (Malaysia)
years Americans)

m N m N m N m N m N

£11 17.9 269 21.30 452 — 1 16.19 47 20.04 21
12 18.85 385 21.54 713 15.24 17 15.60 129 21.06 65
13 18.82 395 21.91 831 16.92 52 16.57 110 20.38 81
14 18.69 189 22.15 650 18.14 72 17.15 124 20.86 88

≥15 19.55 196 22.19 502 19.65 43 18.10 139 20.59 212

m, mean age at marriage; N, number of observations.
Source: Udry Richard J. and Cliquet Robert L., 1982. A cross-cultural examination of the relationship between ages at menarche, marriage

and first birth, Demography, vol. 19(1), p. 53–64.



earlier puberty and to an increase in the age at mar-
riage—to allow schooling or work experience before
entry into union. In Thailand, for example, a survey
has shown that 60% of urban-dwelling young girls
enrolled in school have had their periods before age 13
versus only 11% among those living in a rural area
(Muangman, 1979, cited in Udry and Cliquet, 1982).
For the first group, there follows a length of time—not
experienced by earlier generations—in which they
have reached sexual maturity but are not in a partner
relationship. If they have not had access to contra-
ception information and resources, they will be at
increased risk of unwanted pregnancy, births out of
wedlock, and possibly abortions. This is often the case
in Africa and in many disadvantaged communities in
the developing countries.

2. Tolerance of Premarital and 
Extramarital Sex

Some societies are fairly permissive about sex for
unmarried young people others are repressive and
strictly control access to sexuality. In China, marriage
is the ceremony that gives access to sexual relations.
The same is true in Christian populations, for which
the religious ceremony of marriage is normally a 
prerequisite to intercourse and designates the only
authorized sexual partner. In some societies, marriage
ceremonies include the exposure of blood-stained bed
linen as proof of the bride’s virginity. In India, family
honor is at stake in the preservation of the virginity of
marriageable daughters. For this purpose, the inhabi-
tants resort to purdah (reclusion of young girls) and a
high segregation of female and male activities.

In African societies, family and social controls are
totally focused on marriage. Young people marry part-
ners designated by the elders, not chosen by them-
selves. This rigid control of marriage can go hand in
hand with a moderate degree of sexual freedom for
youth. Many African societies regard prenuptial births
as normal, proving the young woman’s fertility. In
Kenya in 1989, for example, 41% of females aged 15–49
had had a child or been pregnant before marriage. In
a rural Islamized population of Senegal, thought to
disapprove of births outside marriage, these accounted
for 20% of registered births between 1983 and 1991
(Delaunay, 1994).

Judging from Murdock’s atlas (Table 28–3), the pre-
marital-sex ban is not the most widespread norm. Pre-
marital sex is heavily punished in one-fourth of the
societies observed; 10% of the societies punish it when
it results in pregnancy; 21% ban it in theory but punish
it lightly; 7% of societies have adopted the practice of
early marriage for women to avoid their having sex
outside marriage, whereas one third of the societies are
permissive in this respect. The greatest tolerance
toward premarital sex is found in Africa (45%) and 
the Pacific Islands (49%); the heaviest disapproval 
is shown in the societies of the Europe and 
Mediterranean rim group (50%).

The most recent observations from the DHSs show
that African societies remain the most tolerant of 
premarital sex. The highest frequency of premarital sex
is found in sub-Saharan Africa (except Mali and
Burundi). By contrast, the two Asian countries for
which data are available, Indonesia and Thailand,
show a broad coincidence between first intercourse
and marriage. Latin America and the Caribbean are
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TABLE 28–3 Permissiveness in regard to premarital sex

Premarital sex Ethnographic regionsa Total

HAS C E I N S

Not allowed 44.7 17.3 41.3 49.3 22.2 39.6 35.2
Strongly punished 21.3 50.0 27.0 18.7 24.6 14.6 25.1
Forbidden, but lightly punished 12.8 21.2 17.5 13.3 35.7 20.8 21.6
Punished if pregnancy occurs 12.8 3.8 7.9 12.0 12.7 10.4 10.7
Early marriage for women 8.5 7.7 6.3 6.7 4.8 14.6 7.4

TOTALb 100.0 (94) 100.0 (52) 100.0 (63) 100.0 (75) 100.0 (126) 100.0 (48) 100.0 (458)

HAS, Sub-Saharan Africa (except Madagascar); C, Mediterranean rim (Europe, North Africa, Turkey, Caucasus, Near East); E, East Asia
(except Formosa, Philippines, Indonesia, and including Madagascar and other Indian Ocean islands); I, Pacific islands (Oceania, Australia,
Indonesia, Formosa, Philippines); N, North America (including native societies, and extending south to Tehuantepec isthmus); S, South America
(including West Indies and Yucatan).

a As defined by G. P. Murdock (see Table 28–1).
b Data unavailable for 101 of the societies enumerated by the author.
Source: Murdock George Peter, 1969. Ethnographic atlas. Pittsburg, University of Pittsburg Press, 128 p.



also relatively permissive societies, most notably Peru
and Colombia (Table 28–4).

Shorter (1977) has shown that, in post-Renaissance
Europe, premarital births have signaled the decline 
in social control of sexual activity and the emergence
of more independent behavior among youth. In 
Africa, where the concept of marriage is very different,
the tolerance of premarital sex must be interpreted 
otherwise.

3. Access to Sex and Access to
Contraception

When the gap widens between age at puberty and
age at first childbirth, one generally finds greater social
control over access of young people to sex by means
of bans and moral or religious rules. The population
policies adopted in high-fertility countries typically
add the increase in age at marriage to the arsenal of
fertility-curbing measures. However, in the first stages
of the fertility transition, one often observes both 
the increase in the age at marriage and a rise in 

extramarital births. For young people, the access to
contraception—seldom facilitated in these societies—
and the easing of social control on sex that usually 
goes with schooling, urban life, and access to nonfam-
ily jobs initially translates into a greater number of 
out-of-marriage pregnancies.

By contrast, in the developed countries, such control
is gradually replaced by access to contraception—but
this does not mean that young people do not begin
their sexual activity as soon as they reach sexual matu-
rity. Along with greater sexual freedom, there has been
a downward trend in the age at first intercourse and a
higher frequency of its occurrence outside marriage.

The 1991 to 1992 survey on the analysis of French
sexual behavior, for example, indicated a fall in the age
at first intercourse—in moderate proportions for men,
far more sharply for women, in the previous forty
years. The age fell from 18.4 years for men born
between 1922 and 1941 to 17.2 years for males born in
1972 to 1973. For women, the age fell from 21.3 to 18.1
years. Increasingly early sexual experience has coin-
cided with a convergence between female and male
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TABLE 28–4 Distribution per 100 women by Interval between Age at First Intercourse and Age at First Marriage
(Demographic and Health Survey, 1986–1989)

Countries Relative to first union, first sexual intercourse took place: Total

More than a year earlier At the same time More than a year later Data unavailable

Sub-Saharan Africa
Botswana 67.2 14.6 11.7 7.6 100.0
Burundi 19.4 60.3 19.1 1.1 100.0
Ghana 59.2 26.1 12.8 1.9 100.0
Liberia 58.1 28.3 10.3 3.4 100.0
Mali 12.0 66.0 11.5 10.5 100.0
Uganda 53.1 32.8 13.9 0.2 100.0
Togo 64.2 24.2 9.5 2.1 100.0
Zimbabwe 46.9 40.3 10.4 2.4 100.0

Asia

Indonesia 2.7 88.6 7.7 1.0 100.0
Thailand 3.7 86.7 9.0 0.5 100.0

Latin America/Caribbean

Brazil 30.6 57.8 5.2 6.6 100.0
Colombia 40.4 49.9 9.7 0.1 100.0
Dominican Republic 18.1 77.1 4.7 0.1 100.0
Ecuador 28.4 68.9 1.3 1.3 100.0
Guatemala 25.1 57.4 11.4 6.1 100.0
Mexico 20.2 54.6 24.0 1.2 100.0
Peru 44.8 52.1 3.0 0.2 100.0
Trinidad and Tobago 24.1 57.5 16.3 1.9 100.0

Source: IRD, 1990. DHS, Methodological reports 1, An assessment of DHS-1 data quality. Washington, Institute for Resource Development 
Inc., 143 p.



ages at first intercourse. The gap has narrowed from 3
years in the older generations to less than 1 year today.
General access to contraception is one of the important
factors behind this change, but so is the changing
status of women, in particular their growing auto-
nomy in the workplace (Bozon, 1993).

4. Factors in Age at Marriage

While parental or social-group control of access to
sex is exercised differently from one culture to another,
the difference is even greater as regards access to mar-
riage—a quintessential social act—and especially as
regards age at marriage. Control often has divergent
effects for the two sexes. Many societies encourage
early marriage for girls so they can have children as
soon as they are physically capable of doing so. By con-
trast, it is not uncommon for young men’s access to
marriage to be delayed, either to make them undergo
initiation rites, or to accumulate bride wealth. This is
the case in Africa, where gaps in the age at marriage
are, as a result, particularly wide. Appendix 28–1
reports a set of data on age at marriage5 by sex in dif-
ferent regions of the world and for two successive
dates. The figures reveal three basic phenomena:

1. All over the world, men enter into union on average
later than women. Their mean age at first marriage
varies between about 24 years (Guatemala, China,
Iran, and Turkey, for example) and 30 years
(Sweden, Norway, and Switzerland). The earliest
marriages take place in West Asia, China, and
South Asia; the latest, in Europe and in West
Africa. For women, the mean age at first marriage
exhibits a wider spread of values, from about 18
years (Burkina Faso, in particular) to 30 years
(Sweden). By and large, women marry earliest in
sub-Saharan Africa, where the mean age rarely
exceeds 20 years. Next comes West Asia (the Near
Eastern countries) where women marry at a mean
age of 21. Women marry latest in Northern and
Western Europe. Very recently, however, the age at
first marriage has risen steeply in North Africa.6

2. The smallest age gaps are found in Europe and
North America (one year in Ireland, two years in
several European countries, Canada, and the
United States) but also in some Asian countries,
notably China (1.9 years in 1987) and Thailand.

The other countries of Asia, Latin America, North
Africa, and Eastern Europe display differences in
mean age at marriage ranging between 2.5 and 5
years. The widest gaps are in West Africa—for
example, 10 years in Mali and Senegal. Their role
in polygyny is well known. In societies where
individual choice ranks second to family choice,
the age gap between spouses is often wide,
increasing women’s dependence.

3. Age at marriage is trending up in most countries.
The spread of education and nonfamily
employment are the essential factors in the easing
of controls on unions. When the young partners
have personal sources of income, they are freer to
take the decision to marry, but as a rule they will
take it later.

In Europe, the loosening of the family grip formerly
translated into a fall in the age at first marriage (Shorter,
1975): for women, it used to be about 25 years, but in
developing countries where people marry far earlier,
youth emancipation through schooling or access to
nonfamily jobs almost invariably drives up the age at
marriage. The decrease in male age at first marriage in
China—owing to laws banning arranged marriages
and dowries—is an exception in the contemporary
world. But this trend has gone with a decline in early
marriage. The percentage of men married before age 20
has fallen from 35% in the 1900 to 1925 cohorts to 6%
in the cohorts born in 1960 to 1964. For women, the pro-
portions have shrunk from 70% to 20%, respectively.

Most of today’s industrial societies no longer
encourage early marriage. Advances in female educa-
tion, the very high integration of women into the labor
market, and the widespread use of contraception have
all combined to delay first marriage. Moreover, pres-
sures on the young to marry legally are now weak in
some societies where the custom of consensual unions
is deep-rooted or in those where the free decision of
individuals is such a strong value that parents no
longer feel they have a right to control their children’s
choices.

At the individual level, all the developing countries
exhibit a rise in the age at marriage (or at union, in
countries where marriages are not officially recorded)
as a function of the number of years of education.
Delayed entry into union for educated women is 
particularly in evidence among the most highly 
educated women of sub-Saharan Africa. Between 
illiterate women and those who have at least 
10 years of schooling, the difference in median age at
first marriage is 4 years in Kenya, Togo, Liberia and
Zimbabwe, and 6 years in Senegal and Uganda
(United Nations, 1995).
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5 The data have been calculated using Hajnal’s method (1953)
from the proportions of single persons observed in censuses or
surveys. In some societies, consensual unions may be reported as
marriages in surveys.

6 It now stands at 27 years in Tunisia (Bensalem and Locoh, 2001)
and 28 years in Algeria (Ouadah and Vallin, 2000a and 2000b).



Figure 28–2 plots the correlation at the collective
level. Here, the link is less obvious, as countries with
comparable educational levels may have fairly differ-
ent median ages at marriage due to the influence of
other cultural factors concerning marriage behavior.

Some countries have made the increase in age at
marriage one of the components of their fertility-
control policy. In particular, China introduced coercive
measures in the 1960s. Coale (1989) estimates at 60
million the number of births avoided in the 1970s by
the increase in age at marriage. Since 1980, controls on
that age have eased again, and the age at marriage for
both sexes has fallen by about two years. This reflects
young people’s desire to marry earlier than would
have been allowed during the harshest period of
enforcement of the late-marriage policy (Feng and
Tuma, 1993). One of the most visible trends in the
change in marriage patterns in China is the conver-
gence of male and female behavior. As men have
married younger and women later, the age gaps have
narrowed. The age gap between spouses or partners
tends to fall with the autonomization of women and
their growing access to education and employment—
and, more generally, when they attain the same
empowerment over their own lives as men.

5. Can One Escape Marriage?

The proportions of men and women married 
(or in union) at age 50 reported in Appendix 28–1 show

that marriage is the common lot of the overwhelming
majority of adults. In a great many societies, only
physical incapacities are an obstacle to marriage.
However, some religions attach value to consecrated
celibacy—for example, Catholicism, which makes
celibacy mandatory for priests and nuns.

There are also situations of imbalance between 
the number of marriageable men and women that 
can entail unwanted adult celibacy. This has occurred
in the French countryside, where the excess of 
female migration flows over male migration flows
toward urban communities has sharply driven up
male celibacy rates in the past thirty years (Courgeau
and Lelièvre, 1986). More generally, the phenomenon
arises in all social environments where sex-differenti-
ated migrations create imbalances in the marriageable
population. Such imbalances are also observed after
devastating wars in which most casualties are male.
This can lead the excess female population to adjust its
behavior in order to escape celibacy (Henry, 1966).
Last, economic crises can exclude certain population
categories from access to marriage owing to a lack of
resources for starting a household. Farm laborers of the
Crofting Counties in Scotland between 1850 and 1900
had never-married rates of up to 30% (Anderson and
Morse, 1993).

The probability of never marrying depends on cul-
tural factors—social pressure in favor of marriage,
values respectively assigned to celibacy and marriage,
financial requirements for the future spouses, and so
forth—but also demographic factors that determine
the size of the marriageable male and female popula-
tions. These numbers, as well, are influenced by cul-
tural factors. A temporary or permanent ban on access
to the marriage market for specific categories (deter-
mined by age, marital status, or social condition)
increases the risk of a numerical imbalance. If, instead,
ever-married men and divorcees are allowed to
become candidates to marriage again, the marriage
market will regain flexibility.

In Figure 28–3, we have plotted the mean age at first
marriage against the proportion of ever-married 50-
year-olds for a selection of countries. We can clearly
identify two distinct nuptiality regimes: Europe and
North America differ from the other continents by a
higher celibacy rate and older ages at marriage, for
men and women alike. Again, the data concern cohorts
aged 50 in 1980 or thereabouts. Indeed, if the marriage
behaviors currently observed in Europe and North
America endure, the proportion of never-marrieds is
likely to rise substantially in the years ahead. The nup-
tiality rates in industrialized countries show a clear
disaffection for marriage since 1970 (see Table 28–5). If
the present behavior continues, we might see birth
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cohorts where one-third or even one-half of adults
would never marry. However, they would have expe-
rienced one or more periods of partner relationships.
What has changed is the type of relationship and its
duration. Statistics will need to be based on a new 
definition of celibacy.

III. COUPLE FORMATION AND THE
CHOICE OF PARTNER: FROM SOCIAL
CONTROL TO PERSONAL DECISION

1. Dowry and Bride Wealth: How to Create
Shortages to Control a Marriage Market

The need to accumulate goods in order to secure a
partner is one of the crucial mechanisms for control-
ling access to marriage and the choice of partner. By
requiring candidates to marriage to provide resources,

the community decision-makers wield a powerful
mechanism for regulating access to the marriage
market. There are two contrasting methods: dowry,
which is transmitted by the young girl’s family to that
of the future husband, and bride wealth, offered by
takers of women to givers of women. Curiously, they
have parallel effects on the marriage market by creat-
ing—via the socially accepted norm—shortages of
either sex that do not exist in purely demographic
terms. It is interesting to compare two matrimonial
exchange systems: dowry in India and bride wealth in
sub-Saharan societies. Both rely on the age difference
between spouses.

In India, dowry has been subject to inflation for the
past forty years or so (Rao, 1993). Some scholars 
have attributed this to a phenomenon known as 
Sanskritization (i.e., the poor imitating the behavior 
of the ruling classes, the Brahmans). Caldwell et al.
(1983) have advanced the alternative hypothesis of a
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dual demographic constraint. First, rapid population
growth and the sharply increasing frequency of a wide
age gap between spouses creates a relative shortage of
marriageable young men. Second, Indian society
advocates early marriage of young girls; for a family,
housing an unmarried woman aged over 20 is a par-
ticularly heavy burden given the few work opportu-
nities for women and the disapproval of what is seen
as late female celibacy.

These mechanisms create a husband hunt, with
dowry as one of the stakes. The excess of marriageable
women incites families to make ever higher offers 
to young men’s families. The numerical-imbalance
constraint (Caldwell et al., 1983) inevitably leads to
market adjustments, as the social pressure is so strong
that all girls must eventually marry and succeed in
doing so.

In a study of the states of Maharashtra and Andra
Pradesh, Rao (1993) has observed a significant increase
in dowries along with a generalization of marriage.
The 1981 census found that the vast majority of women
over 20 in these Indian states were married. However,
adjustments have taken place. First, the female age at
marriage has risen sharply (from 15.57 years in 1931 to
19.86 years in 1981), and faster than that of men (from
23.6 years to 25.5 years in the same interval): This has
narrowed the age gap between spouses from 8 years
to 5.6 years. One could have imagined other adjust-
ments via divorce and the recycling of men in new mar-
riages or polygyny. But this region of southern India

practices neither polygyny nor divorce (only 1% of
Indians of either sex are divorced). In the end, the
adjustments were confined to the gap in ages at mar-
riage, but the social pressures accompanying the shift
have driven up dowries.

This example clearly shows the extent to which
culture—by playing a role in setting norms for age at
marriage and by institutionalizing differences between
young women and young men—perpetuates numeri-
cal imbalances in situations where a balance could be
achieved. It is interesting to compare India’s situation
with that of the countries of sub-Saharan Africa. There
as well, age-at-marriage norms create numeric imbal-
ances but through a different mechanism and with
entirely different matrimonial consequences than
those observed in southern India.

In Africa, the age gap between marriageable males
and females ranges from 3 to 10 years depending on
the society (see table in appendix). In these societies,
marriageable young men belong to older age groups
and are thus fewer in number than the young girls
entering the marriage market. Despite the resulting
deficit, African societies practice bride wealth (i.e., a
transfer of wealth from the men’s families to the
women’s families), contrary to the Indian custom. The
reason is that the goal of men in African societies is to
have access to several women, as polygyny is a posi-
tive value. The surplus of young marriageable women
allows this type of marriage. Bride wealth also acts 
as a regulator in polygynous marriage systems. By
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TABLE 28–5 Total Nuptiality Rate (First Marriages per 1000 Men or Women), in Selected
Industrialized Countries

Countries Men Women

1970 1980 1990 1970 1980 1990

Belgium 966 746 676 981 775 727
Denmark 752 491 652 799 532 596
England-Wales 1009 754 — 1040 761 —
France 915 689 551 919 706 563
Germany 920 680 593 980 690 639
Greece 1062 848 697 1044 851 743
Italy 1017 764 660 1007 765 670
The Netherlands 1012 660 619 1063 683 657
Norway 922 615 521 956 648 551
Portugal 1187 840 806 1102 878 838
Spain 1030 749 662 1003 735 680
Sweden 584 486 524 624 525 557
Canada 977 698 631a 921 695 674a

United States 1068 806 — 970 808 —
Australia 913 683 638 827 683 662

a Year 1991.
Source: Monnier Alain and Guilbert-Lantoine Catherine de, 1994. La conjoncture démographique: l’Europe

et les pays développés d’outre-mer, Population, vol. 49(4–5), p. 1107–1128.



requiring the accumulation of livestock, money or time
working in the fields belonging to the lineage whose
daughter is being courted, the system fixes a waiting
period for marriageable young men and puts them in
competition against older men, who are candidates to
a new union and are probably more likely to assemble
the bride wealth. The accumulation of bride wealth is
often handled by the family members rather than by
the young man himself: this also introduces a form of
control by elders on the sexuality of the young. By and
large, the elders are competing with young bachelors
for the favors of marriageable young girls.

2. Family Systems and Marriage Decisions

The importance of family systems in understanding
the patterns of couple formation stems from the fact
that marriage forms the context in which families are
established and grow. If the family is the birthplace of
society, marriage is the birthplace of the family (United
Nations, 1988). To analyze the different modes of
family intervention in marriage decisions, we can dis-
tinguish—for simplicity’s sake—between extended
families and nuclear families.

In societies with a strong seniority-based hierarchy
where the family authority is the structuring principle
and the extended family is the most common living
arrangement—as in many African societies—couple
formation is an integral part of family, lineage, or clan
strategies. In these societies, couple formation is
driven by two basic motives: the desire to preserve and
develop alliances and the need to manage each family
group’s reproduction as efficiently as possible.
Alliance and descent are the core concerns of these
societies. Marriage candidates’ personal choices count
for little, and the satisfaction of spouses in a quality
conjugal relationship—beyond the necessary peace
that must reign in a good marriage—is not the prime
concern of match-makers. What matters is a family
group’s decision in conformity with consensual rules.
These include control over sexual activity, the choice
of partner, the type of bride wealth and bride wealth
compensation to be exchanged by the families, and age
at marriage. The stricter the rules, the greater the inter-
vention of families in spousal choice. For example, in
the Bwa country (Mali):

Because of the inclusion of marriages in alliance strategies
determined by community issues, and the recognized author-
ity of family members in the formation of unions, couples
neither form nor define themselves in terms of a plan devel-
oped and shared by the two partners. On the contrary,
husband and wife each preserve their specific family identity,
and very often they exhibit individual characteristics that do
not promote any convergence (for example, a significant age
gap). (Hertrich, 1994, p. 5).

The kinship group must preserve control of its
members and thus maintain its capacity to manage its
survival. Control by the extended family covers three
aspects of the marriage: timeliness of the marriage, age
at marriage, and choice of partner. The timeliness of
the marriage is usually very high in these societies,
where extended families are the most widespread
system, and individuals are under pressure of dif-
ferent kinds not to remain single. The organization of
domestic life in extended-family societies favors early
marriage for girls, most notably in order to achieve
reproduction goals, which require high fertility. When
new couples join a family group of residence and con-
tribute to a family production unit, there is no reason
to delay marriages. The domestic group that hosts the
new family cell will benefit from the young woman’s
labor, as it is almost always the woman who joins the
husband’s group. The greater the family involvement
in the marriage processes, the younger the age at mar-
riage, at least for girls, and the lesser the say of the
future spouses in decisions concerning them. Because
of the production and social-exchange objectives pre-
vailing in extended families, spousal choice is heavily
constrained by the family group. Under the authority
of its elders, the group will enforce compliance with
norms concerning exchange, endogamy, and exogamy.
Until the 1950s, marriages in China were still governed
by similar norms:

Early and universal marriage has been a central feature of the
Chinese cultural tradition. This tradition stipulates not only
that both males and females should marry in order to have a
complete life, but also that they should marry at early ages,
normally between 16 and 18 for females and slightly older for
males. The function of marriage was primarily to fulfill the
collective goal of continuation and expansion of the family
system by way of forming new reproductive unions, rather
than to satisfy the individuals involved in the process. There-
fore, until very recently, marriages were usually arranged by
elder members of the clan, and not by the individuals them-
selves. (Feng and Tuma, 1993).

Advances in education and the extension of
employment outside the family substantially loosened
the grip of the traditional Chinese marriage model in
the twentieth century. The State has also banned
arranged marriages, required the free consent of
spouses for their marriage, and introduced late-
marriage policies.

In other transition societies, the monetarization of
the economy brings a greater freedom of spousal
choice by reducing the share of domestic production.
Sometimes, parents are merely consulted about the
choice made by their children—a modified form of the
old patriarchal controls (Domingo and King, 1992).
Table 28–6 compares the influence of parents in their
daughters’ spousal choices in two south Asian 
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countries: Pakistan and Thailand. In Pakistan, parental
decisions still play an important role in young girls’
marriages; in Thailand, as in many countries in transi-
tion toward monetarized economies, marriage behav-
ior is evolving. In the most affluent strata of Thai
society, where women marry at 22.5 years (a fairly high
age), slightly over half the women (57.4%) have chosen
their spouses freely, 17% have submitted their choice
to parental approval, and one fourth have accepted the
husbands chosen by their parents. By contrast, women
in rural Pakistan—who marry, on average, at 17.2
years—never choose their husbands.

In nuclear families, whose rise has been facilitated
by industrialization and urban living arrangements,
parental intervention in spousal choice is less frequent.
The interests of nuclear parents differ from those of
extended families. True, they want their children to
enter into prestigious marriages that will procure gains
in status or property; they also seek a degree of geo-
graphic, religious or social endogamy in the marriage.
But the young betrothed will establish their own cell.
Their labor will therefore not be monopolized by their
family group but, conversely, they will have to ensure
the livelihood of their new family cell. In these soci-
eties, early marriage loses its justification and family
pressures on marriage are weaker than in patriarchal
societies. Moreover, the young usually acquire some
autonomy, and parents have fewer means to force
them to make choices against their will.

3. Endogamy and Homogamy: 
Individual Choice and Influence of 

the Social Environment

The closer one moves toward societies that value
individual satisfaction, the more the couple-formation

criteria reflect the partners’ aspirations and the less the
decision is shaped by social norms and pressures from
the family circle.

We are no longer dealing with groups that exchange their
members, nor with families forming alliances, but with free
and equal individuals deciding to unite in order to build their
happiness together—and just as free to terminate their union
later on, if it does not bring them the expected satisfactions.
(Girard, 1981).

Yet, even in societies where individuals freely
choose their spouses or partners, that liberty is condi-
tional. Beyond their romantic quality, spontaneous
attractions—and even love at first sight—are largely
influenced by social conditioning, which shapes ado-
lescent and adult preferences as early as childhood.
Studies on social homogamy have shown that, even in
industrialized countries, people continue to choose
their spouses in marriage markets bounded by specific
economic or social criteria. Doctors’ sons have never
really stopped marrying doctors’ daughters, even
though unions are slightly more imaginative than in
the past and society is more tolerant toward what used
to be called mismatches (Girard, 1981).

Endogamy is defined by the fact of choosing a
partner in a group. Unions are called endogamous on
the basis of precise characteristics. We can speak of
ethnic, cultural, religious, geographic, and family
endogamy. The most commonly studied family
endogamy consists in marrying one’s relative or a
member of one’s lineage group. This practice was inex-
orably eroded by the rise of migration (Fargues, 1986)
and geographic mobility in the twentieth century and
is certainly a factor that has hastened the transforma-
tion of marriage in many societies with endogamous
preference. But society always locks the liberty of can-
didates to marriage in a wide variety of determinisms.
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TABLE 28–6 Mean Age at Marriage (Years) and Role of Parents in Daughter’s Spousal Choice

Indicator Pakistan Thailand

Rural Urban poor Urban Rural Urban poor Urban 
middle-class middle-class

Mean age at first 17.2 18.2 20.1 21.9 20.1 22.5
marriage

Proportion (%) of women married as a result of the following

Decision by parents 98.7 90.5 78.7 11.1 11.5 13.5
Decision by parents with daughter’s approval 1.3 7.8 17.4 17.9 7.9 11.8
Decision by daughter with parents’ approval 0.0 1.0 1.6 14.6 11.4 17.4
Decision by daughter 0.0 0.8 2.2 56.4 69.2 57.4

Source: Domingo Lita J. and King Elisabeth, 1992. The role of the Family in the Process of Entry to Marriage in Asia, in: Elza Berquo and
Peter Xenos (eds.), Family systems and cultural change, p. 87–108. Oxford, Clarendon Press, 222 p. (International Studies in Demography).



Geographic, social, and cultural endogamy is manifest
in all societies. While losing some ground to more
unpredictable unions because of geographic, social,
and cultural mobility, it is clearly visible in most
surveys.

Vicinity continues to play a major role in marriage
choices. Despite migration flows, marriages are often
still determined by ethnic, cultural, and regional pref-
erences. Community and residential networks foster
encounters between candidates to marriage and make
others unlikely. Spousal choice is more open in today’s
urban societies than in older rural societies or in the
present-day rural societies of developing countries,
but traces of formerly prevailing conditions persist. In
a survey of France of the 1970s, Alain Girard has
observed (1981) that there was still

a one-in-five chance that husband and wife came from the
same village, a one-in-two chance of their being born in the
same urban district, and a three-in-four chance that they came
from the same département.

In societies whose members are free to choose their
spouses, endogamy has given way to homogamy,
which consists in marrying someone who resembles
you. Homogamy can involve the family’s social 
origin but also, increasingly often, common personal
characteristics. In industrialized countries, cultural
homogamy measured by educational attainment tends
to prevail over social and economic homogamy. In
France, the analysis of a 1989 labor-force survey
showed education to be a more influential criterion
than social origin in spousal choice. For a growing
number of couples, being united through cultural
homogamy is a means of accepting a degree of social
heterogamy (Forste and Chauvel, 1995).

Cultural or social homogamy goes beyond the mere
fact of marrying one’s kindred spirit because he or she
is closer, because one can meet him or her more easily,
and because one is being encouraged by one’s contact
circle to form a union with a partner who is, in some
sense, familiar. François de Singly (1987) ventures the
hypothesis that the marriage market, like the labor
market, is a space where individuals are recognized 
for their social value. He analyzes homogamy in the
following terms:

Homogamous unions are formed not out of respect for a
social norm but on the basis of each partner’s well-controlled
interests [. . .] Heterogamous unions signal a strategic success
for one of the two partners, since one of the two has appar-
ently or actually succeeded in exchanging a value greater
than his or her own. (p. 189)

Homogamy can also concern age. In advanced soci-
eties—including in China, where the break with tradi-
tional marriage has been strongly encouraged by the

Communist regime—the age difference between
spouses is narrowing. Traditional societies have 
hitherto been characterized by strong age hetero-
gamy. Grooms are older than brides, sometimes much
older. This type of heterogamy introduces a distance
between spouses that has a powerful impact on their
married life. It has a specific function in the workings
of marriage systems where heavy female subordina-
tion is the rule. Dowry and bride wealth help perpet-
uate this wide age gap between husbands and wives
in some societies. The gap has not vanished in
advanced societies, where it is a survival from the days
when people thought it normal that age gives the man
additional authority over his wife.

IV. LIFE AND DEATH OF UNIONS

1. Monogamy, Polygamy, Polyandry: One
Partner or More?

Monogamy, the union of one woman and one man,
is the governing principle for all legal unions in the
industrialized countries. Under the historical influence
of the Christian concept of marriage, the industrialized
countries have developed legislation consistent with
the founding principle of the nuclear family, which—
at least in theory—promotes an egalitarian relation-
ship between spouses and makes reciprocal fidelity 
the cornerstone of exchanges between spouses. Yet
monogamy can very well go hand in hand with a
blatant inequality between spouses. The situation of
European women until a recent period is proof of this.
Bourgeois women in the nineteenth century had a life-
long status of minors, and, in certain countries, the
financial independence of married women did not
become reality until the 1950s.7

While monogamy is currently the most widespread
form of union, this apparently has not always been 
the case in societies observed by ethnographers.
Murdock’s atlas (1969) indicates that the number of
societies accepting polygamy far exceeds the number
of societies advocating monogamy. Polygamy, in the
strict sense, denotes the marriage of an individual with
several persons of opposite sex. It includes polygyny
(one man married to several women) and polyandry
(one woman married to several men). Polygyny is by
far the more common variant. Polyandry is extremely
rare. It is observed in only a handful of societies (the
Toda in India, the Bahini in East Africa, a few Eskimo
tribes, and most conspicuously in Tibet, in the form of
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7 Conversely, polygyny, which is radically inegalitarian, is some-
times more conducive to the autonomy of both spouses.



fraternal polyandry). A closer analysis of polyandric
practices shows that they typically result from a demo-
graphic imbalance due to girl infanticide. Societies
incapable of ensuring their offspring’s livelihood
would appear to have practiced female infanticide as
a means of controlling population growth—hence 
an imbalance between sexes leading to polyandry
(Eskimos, Toda in India).

Polygyny is most common in Africa, particularly
south of the Sahara (see Chapter 27). Contrary to what
is sometimes believed, it predates the establishment of
Islam. Everywhere else it is either heavily restricted or
outlawed. In Muslim countries it is allowed but under
strict conditions of equal treatment of wives, whose
number is limited to four. In fact, polygyny is declin-
ing (between 1% and 11% in the countries of the Near
and Middle East). In China, it was practiced by allow-
ing concubines alongside the legitimate wife, but was
abolished after the establishment of the Communist
regime (Goode, 1963). In the developed countries, it
survives informally and residually in a few religious
groups, such as the Mormons.

Polygyny in sub-Saharan Africa is relatively stable.
So far, it has also survived in the transitional urban
environments, despite the introduction of modern, less
favorable legislation and, in certain countries, the
influence of Christian religions (Donadjè, 1992). 
Polygyny is a source of economic enrichment for the
husband, either directly, through the appropriation of
the wife’s economic activity, or indirectly by taking
advantage of the services of the children to whom the
women will give birth. Polygyny is most common in
the sub-Saharan African countries where women are
most involved in agricultural production (Lesthaeghe,
1989). It also exists in Muslim countries, but Islam
limits it to four co-wives. Most of the civil codes
recently adopted in Africa restrict polygyny to two 
co-wives (Ngondo a Pitshandenge, 1994).

A large proportion of African women live in polyg-
ynous households: between one woman in three and
one woman in two, depending on the country (Table
28–7). However, the new male cohorts hit by the eco-
nomic crisis enter the marriage market at an older age
and may find it difficult to access polygyny (Antoine
et al., 1995).

Marriage norms in these societies promote an age
gap between spouses with the aim of creating a 
numerical imbalance between marriageable men 
and women. The age difference also increases the 
likelihood of widowhood among women and hence a
contingent of newly marriageable women, sometimes
systematically remarried in accordance with the 
practice of the levirate (see subsequent section on
remarriage).

As long as the marriageable young agree to play by
the rules—early marriage for women, late marriage for
men, and the need to accumulate bride wealth—there
is room for polygyny, despite the demographic equi-
librium between the sexes! And, apparently, these rules
are still well entrenched in African societies: the gap in
the age at marriage remains stable, even in urban and
schooled populations, and so does polygyny.

Polygyny is often justified by the desire to have
many children in a context of high mortality. One of
the reasons cited for polygyny is postpartum abstinence
to preserve the health of the newborn child. In repro-
ductive terms, polygyny has two effects that need to
be separated. At the individual level, it has sometimes
been argued that this type of marriage had a negative
effect on the fertility of wives (Bean and Mineau, 1986).
The effect is negligible when the wives’ marriage-
order effects can be controlled (Pison, 1986). At the col-
lective level, polygyny has an undoubtedly positive
effect on the fertility of the population by promoting a
highly fluid marriage market. Every married man the-
oretically remains a candidate to marriage; as a result,
all women can easily find themselves in a state of
union and exposed to the risk of conception through-
out their childbearing period—outside of postpartum
abstinence periods—provided they accept life in a
polygynous household.

2. Residential Arrangements and 
Partner Relationships

In couple formation, societies regulate not only
access to union and the choice of partner. They often
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TABLE 28–7 Percentage of Women Living in
Polygamy in Africa (1976–1987)

Countries Percentage of women in
polygamous union

Benin (1981–1982) 36.5
Cameroon (1978) 42.9
Côte d’Ivoire (1980–1981) 41.4
Ghana (1979) 34.4
Kenya (1977) 29.5
Liberia (1986) 38.0
Mali (1976) 46.3
Morocco (1987) 5.1
Mauritania (1981) 14.8
Rwanda (1983) 18.4
Senegal (1978) 48.5
Sudan (1979) 16.8
Zaire (1982–1984) 32.1

Source: United Nations, 1990. Patterns of first marriage:
timing and prevalence. New York, United Nations, 327 p.



intervene in residential arrangements and in the
spouses’ married life.

The cohabitation of couples of different birth
cohorts is still fairly frequent in traditional societies.
This leaves room for controlling the life of couples,
curbs their intimacy, and restricts their latitude to take
decisions as an independent family unit. Typically, res-
idence is patrilocal or virilocal. The wife will thus have
the status of guest at best and of stranger at worst.

With modernization, residence is no longer neces-
sarily determined by family considerations, but rather
by economic constraints. In some cases, cohorts are
forced to live together by the difficulty of finding
accommodation for a new family cell. In Algeria, the
present housing crisis is leading to a very pronounced
delay in marriage and to unwanted situations where
young couples are living with their parents.

Residential problem never before encountered are
beginning to appear in the industrialized countries,
where both spouses work but in different locales. This
has prompted the invention of part-time conjugal
living arrangements and, in some cases, dual-
residence couples.

Polygyny, as well, gives rise to multiresidence
households. In cities, polygyny without co-residence
often replaces traditional polygyny (Locoh, 1994). Each
woman has her own residence, and the husband goes
from one to another. In traditional polygyny, one also
finds forms of residential independence, with each
wife assigned a hut of her own. The family authorities
in the compound can thus exercise effective control
over postpartum abstinence:

Some sexual freedom among the unmarried youth is counte-
nanced in many societies, but sexual relations of married
couples tend to be carefully managed and scrutinized by
senior kin, with the result that for many years of married life
the majority of women are sexually inactive. (Oppong, 1992,
p. 79).

3. Divorce and Remarriage

In the industrialized countries, the secularization of
marriage, rising life expectancy, the reduction in the
number of children desired, and the changing aspira-
tions of men and women have combined to make
divorce one of the possible and now accepted exits
from marriage (Roussel, 1989). Legislation has gradu-
ally been aligned with social practice by making
divorce more consensual and less disruptive for the 
ex-spouses.

Let us take the case of France. The divorce rate has
risen from only 12% in the 1955 marriage cohort to 24%
in the 1968 to 1970 cohorts, and will very probably
reach 30% in the 1980–82 cohorts. The frequency of

divorce has thus already doubled. From 1968 to 1980,
with the swift spread of cohabitation, the frequency of
divorce continued to rise, but at a slower pace. In fact,
we are dealing here with two aspects of the same phe-
nomenon: the decline in marriage as institution: “People
are ever less convinced of the need for marriage (hence
the fall in nuptiality) or of the need to preserve it when
difficulties arise (hence the frequency of divorce)”
(Leridon and Gokalp, 1994).

To different degrees and at different speeds, the
phenomenon is affecting all European countries (Table
28–8). Italy seems to endure as a bastion of indissolu-
ble marriage, but divorce was not legalized there until
1971. Likewise, Greece and Poland still report modest
divorce rates. But in all the other countries of Europe
and North America for which data are available, the
period indicators show that, on present trends,
between one-third and one-half of marriages will end
in divorce. The highest proportion is found in the
United States (55% in 1985).

Today, couples can form and break up several times
in a life cycle. An increasing number of adults will
experiment with multiple conjugal careers. Divorces
and terminations of informal unions put candidates to
marriage back in the running. This makes the marriage
market—and, more generally, the partner-relationship
market—more fluid in countries where the only con-
ceivable form of couple is monogamous. A greater fre-
quency of divorce increases the number of candidates
to a union (official or not) at any given time, especially
as fertility is no longer the cornerstone of marriage.
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TABLE 28–8 Total Divorce Rate 
(Divorces per 100 Marriages)

Countries 1970 1980 1990

Austria 18.2 26.2 32.8
Belgium 9.6 20.8 31.0
Denmark 25.1 39.3 42.8
France 12.0 22.2 32.1
Norway 13.4 25.1 42.9
Netherlands 11.0 25.7 28.1
England-Wales 16.2 39.3 42.5
Sweden 23.4 42.2 44.1
Greece 5.0 10.0 12.0
Italy 5.0 3.2 8.0
Bulgaria 14.8 18.5 17.0
Poland 14.6 13.6 15.0
Canada 18.6 32.8 38.3
United Statesa 42.3 58.9 54.8

a For United States, last column shows 1985 data.
Source: Monnier Alain and Guilbert-Lantoine Catherine

de, 1994. La conjoncture démographique: l’Europe et les pays
développés d’outre-mer, Population, vol. 49(4–5), p. 1107–1128.



Divorce allows remarriage and therefore a conjugal
mobility that some have described as serial polygamy.
However, these successive monogamies have virtually
nothing in common with African-style polygynous
unions. The nature of relationships between partners,
the impact on the fertility of couples, and the effects
on the marriage market are radically different.

In the developing countries, many marriages are
customary and not recorded by a civil or religious
authority. Divorces, a fortiori, are even less often
decided in court and recorded, so the scale of the phe-
nomenon is harder to assess. In India, divorce seems
practically nonexistent (Rao, 1993). In Africa, on the
other hand, it is frequent but in the vast majority of
cases it results in a de facto separation without judicial
proceedings. In Togo, for example, by the age of 50,
one woman in three has seen her first union termi-
nated by a separation—quickly followed, in most
cases, by remarriage (Locoh, 1985). In African societies
where fertility remains the chief motive for couple for-
mation, infertility is a major cause of divorce or remar-
riage for the husband. And after a separation, divorce
or widowhood, women almost always remarry or are
remarried, especially if they are still capable of bearing
children. The practice of levirate—the remarriage of a
widow with a brother or close relative of the deceased
husband—illustrates this concern with fertility.

4. Widowhood

With the rise in life expectancy, the probability of a
termination of the union through widowhood has
decreased, leaving room for an increase in divorce.
Widowhood obviously depends primarily on mortal-
ity but it is also determined by two factors of a more
cultural nature: the difference in mortality between the
sexes and the age gap between spouses. Where the age
gap is wide, women are more likely to be widowed. In
many societies, widowhood is an unenviable status.
The extreme example is suttee, the cremation of a
widow on her husband’s funeral pyre, a practice now
banned but formerly honored in India. In Africa, 
widowhood ceremonies are the occasion for rites
involving violence toward the widows, who may also
be remarried under levirate rules. While the practice is
supposed to protect widows by placing them under
the responsibility of their new husbands, in reality it
only aggravates their dependency.

OVERVIEW AND CONCLUSION

The widening separation between marriage and
maternity is a clearcut trend in most developed 

countries, although Southern Europe still exhibits
fairly low rates of births outside marriage by compar-
ison with Northern Europe. In North America, the 
proportion of out-of-wedlock births rose from about
one in 10 in 1970 to one in four in 1990. In France, births
outside marriage were six times as frequent in 1990 as
in 1970 (Monnier and Guibert-Lantoine, 1994). Youth
cohabitation is no longer a prelude to marriage; if a
birth does take place it is usually desired and does not
necessarily lead the partners to the mayor or priest.
The traditional purpose of couple formation—that of
begetting children and raising them together—has
ceased to monopolize the conjugal universe in soci-
eties where falling mortality has made the task of
reproduction less imperative. Behavioral norms are
less constraining, and not all adults regard family and
children as indispensable. Some claim the right to have
children without necessarily forming a couple to raise
them; others form couples without fertility plans. The
satisfaction of partners can become the sole aim of
couple formation. In the developing countries, by 
contrast, prenuptial births are increasing even though
nuptiality remains intense and the proportion of
never-marrieds is still very small (Antoine and
Nanitélamio, 1991).

Couplehood and the Status of 
Men and Women

Couple formation plays a decisive role in determin-
ing the statuses of men and women. Age gaps, the
origins of each partner, the involvement of their fami-
lies and social groups, the values defining their couple
(stability, precariousness, indissolubility), and the
goals it embodies—all these factors reflect the status
assigned by society to an individual as an adult
member and potential parent; they can also influence
that status, first within the couple, but also in society.
These factors accordingly shape not only the partners’
fertility decisions, but their entire family life and social
life.

Under the influence of the human-rights ideal and
feminist movements, modern legislation in the indus-
trialized countries is increasingly aimed at ensuring
equal rights and duties for men and women in mar-
riage. The structure of the couple—formerly based on
a hierarchic principle that subjected the wife to her
husband’s authority—has been rebuilt on a more egal-
itarian foundation. The implementation of sexual
equality in marriage may take one of two forms: (1)
recognizing for each partner, and more specifically for
the woman, independence and freedom in the conduct
of certain activities (choice of occupation, etc.); and 
(2) making both spouses jointly responsible and 
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providing for the common exercise of their powers
(joint liability for household debts, joint management
of the family dwelling, and so on). In certain countries,
estate law has gradually been adapted to the new
concept of inter-spousal relationships.

This radical revision trend is producing different
effects in countries that have recently introduced
modern legislation. Much remains to be done in many
countries as regards adapting the existing laws, but
even more so as regards daily practice. All cultures, in
varying degrees, rely on traditions of strong male
dominance. The Cairo Conference on Population
(1994) and the Beijing Conference on Women (1995)
powerfully underscored the importance of striving
toward equality between men and women and parti-
cularly toward the respect of women’s rights in public
life and private life.

The facets of marriage that societies seek to influ-
ence—age norms, partner-choice norms, and remar-
riage norms—govern couple formation in each period
of the societies’ history. Amid the maze of demo-
graphic, economic, and social determinants, what is
the place of the individual, of his or her choices and
inclinations? It is a subtle alchemy that succeeds in
extracting the nectar of passion from so many com-
bined determinants. And yet it exists: All societies
have their tales of passionate love, their Thousand and
One Nights, their Romeo and Juliet—which stand out
precisely as an antidote to the constraints imposed by
society, as an assertion of liberty, often for a fleeting but
intense moment in the lives of individuals.
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APPENDIX TABLE Mean Ages at First Marriage (MAFM), Percentage of Ever-Married Persons at age 50, and 
Difference in Mean Age at First Marriage

Date Men Women Difference

MAFM % Ever-married MAFM % Ever-married
(1)-(3)

(1) (2) (3) (4)

East Africa

Burundi 1979 24.4 98.8 20.8 97.2 3.6
1988 25.2 97.9 21.7 98.5 3.5

Kenya 1979 25.8 95.0 20.4 97.9 5.4
1988/89 — — 19.1 — —

Tanzania 1973 — — 18.6 98.4 —
1978 24.9 95.9 19.1 98.5 5.8

Zimbabwe 1982 25.4 95.7 20.4 97.4 5.0
1988/89 — — 19.6 — —

West Africa

Burkina Faso 1975 27.0 93.7 17.4 97.5 9.6
1985 26.7 94.8 18.4 99.0 8.3

Ghana 1971 27.1 96.2 19.4 99.4 7.7
1988 — — 19.7 — —

Liberia 1974 26.6 93.2 19.3 97.2 7.3
1986 — — 19.4 — —

Mali 1976 28.2 96.9 18.1 98.3 10.1
1987 — — 19.9 — —

Senegal 1978 28.3 97.5 18.3 99.5 10.0
1986 — — 19.4 — —

Togo 1971 26.5 96.9 18.5 99.9 8.0
1988 — — 19.6 — —

North Africa

Egypt 1980 26.8 98.9 21.4 98.7 5.4
1988/89 — — 21.3 — —

Morocco 1982 27.9 97.9 22.3 99.1 5.6
1987 — — 21.3 — —

Tunisia 1984 28.1 97.5 24.3 98.5 3.8
1988 — — 24.0 — —

Latin America

Costa Rica 1973 25.4 89.4 21.7 84.7 3.7
1984 25.1 90.4 22.2 86.4 2.9

Guatemala 1981 23.5 94.3 20.5 93.8 3.1
1990 23.9 95.9 21.4 96.5 2.5

Bolivia 1976 24.5 94.4 22.1 92.3 2.4
1988 25.2 96.9 22.8 94.3 2.4

North America

Canada 1981 25.2 92.4 23.1 94.1 2.1
1989 27.6 93.1 25.2 94.2 2.4

United States 1980 25.2 94.0 23.3 95.4 1.9
1990 27.7 93.6 25.2 94.9 2.5

(continues)
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APPENDIX TABLE (continued)

Date Men Women Difference

MAFM % Ever-married MAFM % Ever-married
(1)-(3)

(1) (2) (3) (4)

East Asia

China 1982 25.1 96.3 22.4 99.8 2.7
1987 23.9 — 22.0 — 1.9

Japan 1980 28.6 97.4 25.1 95.6 3.5
1985 29.5 — 25.8 — 3.7

South Korea 1980 27.3 99.6 24.1 99.8 3.2
1985 27.8 — 24.7 — 3.1

South Asia

Indonesia 1980 24.1 98.9 20.0 98.7 4.1
1985 24.8 — 21.1 — 3.7

Thailand 1980 24.7 97.6 22.7 96.2 2.0
1987 — — 21.9 — —

West Asia

Iran 1976 24.2 98.8 19.7 99.2 4.5
1986 23.8 — 20.2 — 3.6

Iraq 1977 25.2 95.3 20.8 97.1 4.4
1987 26.3 — 22.3 — 4.0

Syria 1970 25.9 97.3 20.7 97.5 5.2
1981 25.7 — 21.5 — 4.2

Turkey 1980 23.6 98.3 20.6 98.6 3.0
1985 24.6 — 21.5 — 3.1

Eastern Europe

Czechoslovakia 1980 24.7 94.3 21.6 96.3 3.1
1989 25.4 93.8 22.2 96.5 3.2

Hungary 1980 24.8 95.3 21.0 95.9 3.8
1989 26.1 93.8 22.4 96.3 3.7

Northern Europe

Ireland 1981 24.4 76.1 23.4 85.5 1.0
1988 26.7 83.8 25.3 89.4 1.4

Norway 1980 26.3 88.9 24.0 94.3 2.3
1990 30.0 90.4 27.5 94.8 2.5

Sweden 1980 30.0 87.1 27.6 93.1 2.4
1988 32.9 86.2 30.4 91.9 2.5

Western Europe

France 1982 26.4 89.5 24.3 92.9 2.1
1989 28.4 90.8 26.4 93.3 2.0

Switzerland 1980 27.9 91.4 25.0 90.3 2.9
1988 29.4 91.4 26.7 91.4 2.7

Sources: United Nations, 1988. First marriage: patterns and determinants. New York, United Nations, 110 p.; United Nations, 1991. United
Nations nuptiality chart. New York, United Nations, 4 p.; Shigemi Yasuko, 1994.



At both the phenomenologic and methodologic
levels, demography evolves in step with the behaviors
of the populations it studies. When a particular phe-
nomenon or some of the variant forms of a given
process become an important factor in population
change, they enter demography’s field of study, not by
virtue of their intrinsic characteristics, but because 
of the historic emergence of new behaviors. To cor-
roborate this obvious fact, we need not even refer to
the extreme situations described by Bourgeois-Pichat
(1987), who contrasts the populations of the Paleolithic
and those of the 21st century. Marriage and marital fer-
tility are two emblematic examples.

Marriage is in no way a natural prerequisite for
reproduction1; strictly speaking, a marital union,
legally authorized or recognized, is not a demographic
event. Nevertheless, from the outset, demography has
been interested in the characteristics of marriage and
has paid special attention to the distinction between
procreation in marriage and outside marriage. The
reasons for this are well known: Marriage—by nature
a rite of passage, a legal contract, and an instrument of
social organization—enters the field of demography
because of the reproductive function assigned to it by
nearly all societies. Since time immemorial, all the
European cultures (or cultures of European origin)
have been dominated by a Malinowskian legitimacy

principle, whereby reproductive functions were
entrusted by society only to married couples and
denied to the never-married. Being vested with such
functions, marriage plays a key role in fertility and
thus becomes a fundamental demographic event for
population dynamics. But if these functions change or
cease in the course of social evolution—which is what
has been happening in the Western world for a quarter
century—the phenomenologic (and methodologic)
framework defined in a previous age may become
obsolete. The new behaviors designate new objects of
study and require new methodologies.

We therefore cannot generalize the role of marriage
and the effects of nuptiality—its quantum or intensity,
the proportion of persons who marry, and its tempo, the
age at which people marry—on fertility. We cannot
analyze marital fertility without considering the his-
toric context in which the populations studied live.
Nor can we understand, out of context, how marriage
can effectively become the focus of the observation and
measurement of the reproductive process.

In historic terms, we must accordingly distinguish
at least three different demographic regimes. Within
each one, we need to examine the specific relationships
between marriage and fertility and determine the most
suitable approaches for analyzing them. The three
regimes are (1) the ancien regime, (2) the phase long
referred to as the demographic transition and today
renamed first demographic transition in contrast to (3)
the following phase, still in progress, which many
already call the second transition (see also, on this topic,
Chapters 37, 38, and 39).
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1 The debate on the demographic nature of the marriage event
has been intense, especially in the late 1960s. This can be seen from
the report on session 6.4 of the 1969 IUSSP Congress in London
(Galan Vivas, 1969).



I. THE ANCIEN REGIME

We need not dwell at length here on a historic
period that has been comprehensively examined by
historic demographers and has made a powerful con-
tribution to the analysis of population dynamics (Livi
Bacci, 1989). Our discussion will be confined to the
aspects directly connected to the topics of this chapter.

The demographic ancien regime was essentially char-
acterized by high mortality and, in consequence, a
high frequency of widowhood: In fact, (early) death
played a comparable role with respect to marriage as
divorce does today. However, even more important, it
was a regime where fertility was not controlled and
where illegitimate fertility was a demographically
marginal phenomenon. Absent voluntary action to
curb fertility according to the number of children
already born (an absence that Louis Henry regards as
the fundamental characteristic of natural fertility), the
role of marriage is central. Marriage is not only the
mandatory locus of reproduction, but a restraining
factor with decisive direct effects on fertility. It is thus
one of the determinants—along with mortality—of
population dynamics: The larger the proportion of
never-married women and the older the mean age at
marriage of women, the lower the mean number of
children per woman. In other words, the reproductive
process is regulated by the proportions of never-
marrieds, the frequency of remarriages, and age at
marriage. As Dupâquier emphasizes (1972), marriage
was the basic self-regulatory mechanism of traditional
populations.

If there is no voluntary control of fertility, we can
say that the reproductive events in a couple are inde-
pendent of its will: What matters is the woman’s
marital status, her age, and her age at marriage. A reading
of the reproductive process as the result of events
willed by the couple is consequently of little use in
analyzing and understanding the phenomenon. For an
identical age at marriage and an identical mortality, the
union duration is the same and the completed fertility
tends to be the same: In marriage, the age-specific vari-
ations in fertility depend solely on biologic factors.
Figure 29–1, reproduced from one of Henry’s most
famous historic studies (1958), is a well-known confir-
mation of this.

For the reasons just described, the sequence of
births in the married couple is not the prime focus of
the analysis of fertility of traditional populations. Also,
marital fertility is generally difficult to measure and
describe—even more so in successive marriages,
unless we use simulations. Yet the historic information
on marital-status–specific fertility is, curiously, more
common and significant than the information on the

population, even if it concerns very small demo-
graphic groups. This is strictly due to information
availability: If the data on demographic characteristics
and events are not systematically and periodically col-
lected by official agencies, we will know very little
indeed about a population’s reproduction level and, in
any event, the heuristic potential of official data is
always constrained by their having been gathered for
nonscientific purposes. Yet, thanks to the reconstitution
of families (Henry, 1985) from the records of marriages,
baptisms, and burials kept by the parishes—which are
small communities—demographers have been able to
document the reproductive history of couples with
great precision. For cohorts of marriages celebrated in
the same time interval (typically a decade or so), and
distinguishing subcohorts by wife’s age group at mar-
riage, Henry (1972) has suggested using indicators of
the following type:

where
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FIGURE 29–1 Legitimate fertility rates by age at marriage in a
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Henry, 1958. La population de Crulai paroisse normande. Paris, INED
and PUF, 270 p. Travaux et Documents series, Cahier no. 33).



and where, for each age group at marriage (y,y + a),
legitimate births (LB) are divided by the number of
women-years (F–) effectively exposed to the maternity
risk in the age group (x,x + a) (Del Panta, 1997).2

II. DEMOGRAPHIC TRANSITION

The change known as demographic transition in pop-
ulations living in the area of European civilization was
characterized by a sharp and fairly rapid fall in mor-
tality, which became a general phenomenon by the
mid 19th century. Its initial, direct effect was on fer-
tility: By reducing widowhood, it promoted stable
unions, made second marriages less frequent, and
hence increased the duration of exposure to the fertil-
ity risk.

However, whereas marriage remained the corner-
stone of family formation, birth control gradually
spread across social strata and marital fertility de-
creased in the second half of the century—within the
framework of the European model (Hajnal, 1965) and in
step with its dissemination. In a cultural context where
marriage remains the sole means of accessing reproduc-
tion, where fertility outside marriage remains socially
stigmatized, and where the proportion of illegitimate
births therefore persists at very low levels (with excep-
tions such as Portugal), marital status endures as a
crucial factor in procreation. The spread of a Malthusian
mentality and the concomitant rise of a new behavior in
the population thus give the marriage-reproduction
relationship a different content from that specific to the
ancien regime. The study of the relationship therefore
demands new analytic approaches.

The central link between completed fertility and age
at marriage loses much of its significance. A growing
number of couples want to form a family with one or
two children—a goal that can be easily reached in the
first years of marriage. This makes age at marriage sec-
ondary: Even the couples formed at a relatively old age
will be able to satisfy their desire for children. Fairly
soon after marriage, most couples behave, voluntarily,
as if they were sterile. Figure 29–2 clearly shows this
new reality.

In a controlled-fertility regime, reproduction is
chiefly linked to marriage duration for all couples.
Duration is merely the difference between the two
effective determinants of legitimate fertility: age at
marriage and the wife’s current age. Duration has
become a fundamental factor in behavior and obliges
demographers (or gives them the opportunity) to
replace the wife by the union itself as the reference unit
for studying the reproductive process. In fact, one of
the basic principles of demographic analysis is to link
each demographic event experienced by an individual
to the event that necessarily preceded it and deter-
mines its occurrence. The origin-event of a legitimate
birth is marriage and, within marriage, time is effec-
tively expressed by the duration elapsed since the
event. As we saw, this measure of time was already
implicitly present in traditional populations. However,
in the new context shaped by the desire and ability of
couples to control their fertility, it is destined to play a
major role.

For each subcohort defined by the combination of
year of couple formation and age of wife at marriage,
we can assess the influence of marriage duration on
fertility from three distinct angles. First, as the mar-
riage duration increases, the proportion of couples
who, with age, become physiologically sterile rises,
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FIGURE 29–2 Age-group-specific legitimate fertility rates in a
post-transition population (source: David V. Glass and Eugene
Grebenik, 1954. The trend and pattern of fertility in Great Britain, Part
II. London, HMSO, 692 p.).

2 Even in the case of aggregate data (i.e., not obtained from a
family reconstitution with personalized data), population fertility is
measured more accurately by (1) exploiting the data on legitimate
births through indicators derived from an adaptation to historic data
of the method for analyzing legitimate fertility by year of marriage
of the spouses, introduced in the 1930s by Corrado Gini (1932), or
(2) establishing the ratio of this type of event to denominators that
incorporate the change in marriage frequency over a given number
of years prior to the period studied. However, as we can see, both
of these are period (i.e., cross-sectional) measurement techniques.



because the wife’s age increases with marriage dura-
tion. Second, and more important, marriage duration
also determines the proportion of voluntarily infertile
couples. Third, marriage duration, in itself, can also be
a fertility-reducing factor if, over time, the couple tires
of intercourse and thus reduces its frequency (Henry,
1953).

Henry (1953) argues that the marriage-duration
factor, while operating with other factors, can be exam-
ined separately. This allows a relatively simple but, 
in fact, comprehensive analysis of fertility: The link
between aging and marriage duration is a functional
link that nothing can sever. The relationship between
marriage duration and voluntary infertility is typical
of post-transition populations where couples control
their births; apparently, it prevails over the three effects
describe (as shown in Figure 29–3).3 We should bear in
mind, however, that this relationship merely reflects
the strict correlation between marriage duration and
the number of children already born. In other words,
in modern populations where couples curtail their fer-

tility, an increase in marriage duration produces a rise
in the proportion of couples who have reached their
family-size goal and then remain voluntarily infertile
or minimally fertile. Thus, in reality, these proportions
increase not so much because of the marriage duration
but because of the number of children already born. As
the desired number is reached in each household, it is
ultimately that number that becomes the main factor
in procreative behavior.

Moreover, absent events that would force couples to
interrupt their family formation or their partner rela-
tionship in a lasting manner, there is a close rela-
tionship between completed fertility and marriage
duration, and it seems useless to explicitly introduce
the number of children already born. In these condi-
tions, the age-at-marriage/marriage-duration combi-
nation seems largely adequate to resolve a number of
issues (Henry, 1953). However, the influence of the
number of children already born on procreative behav-
ior or, more specifically, on the definition of family
strategies to reach the desired family size is sufficiently
strong to require the explicit introduction of this factor
into the analysis.4

III. FOUNDATIONS OF MARITAL-
FERTILITY ANALYSIS

The spread and consolidation of birth control in
Western societies has spawned a new methodology
and stimulated a growing number of studies that
describe the procreative process as a function of the
woman’s marital status and of her marital-event
history.5 However, the cohort approach to legitimate fer-
tility (which would be more aptly described today as
marital fertility)—based on the adoption of the mar-
riage cohort as the unit of study—did not emerge and
gain acceptance in demography until the 1950s. In that
same period, national statistical institutes became
increasingly involved in collecting demographic data
extending beyond purely administrative needs,
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FIGURE 29–3 Family formation by age-group at marriage
(source: G David V. Glass and Eugene Grebenik, 1954. The trend and
pattern of fertility in Great Britain,Part II. London, HMSO, 692 p.).

3 In fact, we can add a fourth: the time elapsed since the previ-
ous birth. This plays a role both for Malthusian couples wishing to
space their births and for other couples because of the duration of
pregnancy and postpartum amenorrhea.

4 In this connection, it must be recalled that one of the most
classic fertility measures in which birth order is taken into account—
parity progression ratios, which measure the probability of an
increase in family size—was introduced by Louis Henry and
Norman Ryder in their study of marriage fertility, although it was
later extended to that of overall fertility.

5 Besides the studies published between the two World Wars in
which demographers tried to take account of marital status to
measure reproductivity (then a topical issue), we should also recall
the studies by Jean Bourgeois-Pichat (see, for example, 1950) aimed
at producing total fertility indicators based on marriage duration
and age at marriage.



whereas theoretical inquiries led to the first attempts
at cohort analysis6: One of the leading figures here was
John Hajnal, who worked on the results of the large-
scale fertility survey carried out with the 1946 British
census (Hajnal, 1950); the two other protagonists were
Louis Henry (1953) and Norman B. Ryder (1956), who,
without coordinating their efforts, simultaneously set
forth the principles of methods that have become well
known and remain in widespread use.

As Henry explicitly argued, the analysis of marriage
fertility is—for the reasons recalled earlier—the most
suitable means for studying the reproductive behavior
of populations that largely practice contraception but
where a vast majority of births are legitimate. Although
this is true, there are many practical difficulties in-
volved in such an approach. The application of rigor-
ous analytic techniques is chiefly dependent on—and
often restricted by—the kind of information available.
The resulting set of problems depends, in turn, on the
type of observations available. In particular, they
depend on whether the data are gathered by means of
continuous observation (i.e., of the kind used to
compile vital statistics) or by means of retrospective
observation (i.e., of the sort used to compile most of
the results from censuses, initially, and from ad hoc
surveys subsequently).

What classical analysis is invariably asked to
provide is a correct solution to the following basic
problem: “Absent an intrusive event such as death,
divorce or migration, what would be the mean number
of children by marriage and how, in these same con-
ditions, would the children’s births be distributed by
marriage duration?”

1. Continuous Observation

The general rule (Henry, 1972) according to which
the description of a process should be tied to its origin-
event implies that the reference cohort should be a
couple cohort (i.e., the set of couples formed during a
given period).7 Within the cohort, the process will
unfold as a function of marriage duration. Completed

fertility is primarily determined by this duration.
However, the ratio of fertility to marriage duration is
far more rigid that the ratio of the wife’s age to fertil-
ity. In consequence, the latter ratio cannot be over-
looked, as it represents a heterogeneity factor for the
structure of the observation unit. We can take it into
account by creating subgroups (subcohorts) based 
on the wife’s age at marriage. This requirement has
obvious consequences on the event-classification crite-
ria (for which we need to know three time variables
simultaneously: year of marriage, marriage duration,
and mother’s age at marriage) and on the determina-
tion of person-years effectively lived in each duration
interval by the cohort members. Birth classifications
that meet these needs exist for a few European coun-
tries—France, for example, from 1946—at least for
limited or recent periods of time.8 In general, however,
official statistics do not provide an update on current
marriage duration after, for example, a divorce, sepa-
ration, widowhood, or migration. For each marriage
cohort formed in T with wives aged y, the measure of
fertility at marriage duration x—called legitimate-birth
frequency, is generally obtained from the ratio of events
(LB) not to marriage-years ( ) of the interval of
duration x, expressed by:

but to the initial number of marriages (My
T,0), whatever

the duration examined:

This has obvious consequences on the process
quantum: Mean fertility—obtained, of course, by
summing the rates—is routinely underestimated, un-
less the entrances of married persons exceed deaths
and exits. There are also consequences, albeit less
visible, on the tempo of marriage fertility, as measured
by the mean index of the distribution of duration-
specific rates. Naturally, beyond the approximations
due to the denominator of duration-specific rates, the
overall quantum and tempo indices will not express
the marriage cohort’s propensities unless the behav-
iors of arriving or departing couples are identical to
those of the initial population.
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6 Actually, the first studies on marriage fertility date from the
early 1930s, when some national statistical institutes, such as Italy’s
(Gini, 1932), began compiling and publishing statistics on legitimate
births by parents year of marriage (or by marriage duration). These
were, however, period analyses rather than cohort analyses.

7 According to Ryder, studying fertility in marriage cohorts is
also a way to skirt the issue of the difference between male and
female fertility functions. By choosing marriage as the origin-event,
since the duration is the same for both partners, we arrive at a rec-
onciliation within one marriage cohort of two fertilities—male and
female—with very different quantum and tempo characteristics.

8 Very often, legitimate births are classified according to a single
time criterion, such as year of marriage or marriage duration. Some-
times, a second criterion is used: the mother’s age at marriage. In
these cases, current statistics do not allow the computation of rates
assignable to specific cohorts or covering correct durations (Santini,
1974; Calot, 1984; Prioux, 1991).



2. Retrospective Observations

As a rule, the analyses that rely on data gathered 
in retrospective surveys or from responses to census-
schedule questions on reproductive history do not
allow a reconstitution of marriage cohorts. However,
to study female fertility, we usually have the wives’
dates of birth and marriage, as well as the dates of birth
of their children—or, at least, of their live-born chil-
dren. We can thus construct female cohorts by year of
birth and year of marriage, classify them by age at
marriage, and locate the births of children on this
double time scale.

Even with this type of observation, demogra-
phers studying legitimate fertility more commonly use
marriage-duration–specific rates than age-specific
rates, at least for contemporary populations. Hence the
terminologic analogy: The term marriage fertility—
obviously more suitable to continuous observation—
still prevails in retrospective observation.

In principle we should subdivide the cohorts of
married women by age at marriage and calculate sep-
arate marriage-duration–specific rates of legitimate
fertility for married women in the successive 5-year
age groups. Since the units examined are those still
living and present at the survey or census date, con-
sistently with the formulation given by Wunsch in
Chapter 12, the rates (or legitimate-birth frequencies)
should take the form:

where, as before, y is the age at marriage, x the mar-
riage duration to date of birth, u the marriage duration
at the survey date, and Fm the number of married
women.

The mean number sought for is the sum of births in
marriage at each duration, in the absence of death,
divorce, and migration, again subject to compliance
with the independence hypothesis (and, implicitly, the
continuity hypothesis). Since all the unions survive at
time of survey, the age-at-marriage distribution stays
the same: At any given moment, it is identical to 
the one observed at the time of the survey and—in
keeping with the basic hypotheses—to the distribution
prevailing at the time of cohort formation.

In determining the marriage-fertility quantum, we
cannot disregard the composition of subcohorts by age
at marriage. Unions with older wives are more rapidly
terminated by death. After, say, 10 years, they are pro-
portionally less numerous than the others, barring for-
tuitous compensations through divorce or migration;
however, these unions are also the least fertile, so that
the fertility of unions surviving after 10 years is higher
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than the fertility of all unions in the cohort, absent
mortality.

To calculate the overall fertility, we therefore need
to know the marriage-duration–specific fertility rates
for different ages or age groups at marriage and
combine them as they would be if the proportions of
ages at marriage had remained unchanged. The error
committed by performing a lump-sum computation—
without distinguishing between the subcohorts of ages
at marriage—is tolerable. But if we start excluding the
marriages in which the wife is over 50 years, if the
mortality at reproductive ages is fairly low and if the
breaks in married life due to separation and migration
are rare, then the study of the influence of the age at
marriage on fertility is sufficiently relevant to make it
worth renouncing, in practice, a purely methodologic
simplification.

IV. POSTTRANSITION SOCIETIES

Since the late 1960s, the Western world has experi-
enced major changes in collective behavior, concerning
not only reproduction (end of the baby boom and
lasting fall in total fertility rate well below the level
needed for cohort replacement; van de Kaa, 1994) but
the entire system of family formation and develop-
ment. Of all these changes in the past 30 years, none
has captured the attention of demographers and
alarmed officials more than the drastic slump in fertil-
ity. This is not only because of the incredibly low levels
reached, but also because of the differences in the pace
of the trend across Europe. In particular, the Mediter-
ranean countries, which initially lagged, have seen a
violent plunge in their fertility after 1975—to well
below the rates in central and northern Europe. But the
transformations in marriage systems are no less impor-
tant and decisive for the process we are seeking to esti-
mate here; more generally, the crucial factors are the
demographic behaviors governing the formation and
stability of partner relationships and, consequently,
family formation.

The changes have been sufficiently important to be
taken as evidence, by some specialists, of a second
demographic transition (van de Kaa, 1994). This new
evolutionary phase, they claim, signals a radical break
with the previous regime, even if, in some national
contexts, the succession of birth cohorts does not
display a genuine discontinuity (Santini, 1995). From
1970 to 1985, nuptiality has declined substantially.
According to projections for relatively recent cohorts
(born in 1960 and after), the proportion never married
may reach nearly 50% in some countries, particularly
of northern Europe (Roussel, 1987). Overall, the
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Western world is heading toward a situation where
one third of each cohort may remain outside marriage,
at least in legal terms.

These fewer and later marriages are also more
fragile. Around the 1960s, divorces occasionally
peaked at 10% of marriages. More recently (2001), the
period indicators have very often reached values near
40%; in northern Europe (Austria, Belgium, Finland,
The Netherlands, England and Wales, Sweden,
Denmark), that level has been far exceeded. In
central–northern Europe, the ultimate proportion of
divorced couples in the cohorts of marriages cele-
brated in recent decades will probably not be under
30%9—although that will in no way imply a recovery
via second marriages. Moreover, although the phe-
nomenon is hard to quantify, it is certain that a
growing number of marriages are effectively termi-
nated even if the break is not legally recognized: in
other words, the evidence suggests more de facto sep-
arations than official divorces.

However, the difference with what we have called
the first transition is even greater. The trend in de jure
unions has been matched by profound changes in de
facto unions. The decline in legitimate nuptiality has
been broadly offset by the increase in consensual
unions. This phenomenon is most visible among the
under-30s. It has taken on considerable importance in
some areas such as Scandinavia—most notably
Sweden and Denmark, where, before anywhere else 
in Europe, nearly all marriages have been preceded by
a fairly long cohabitation. But the model has spread
widely across western Europe, except in the southern
countries. There, couple formation is still mostly gov-
erned by traditional rules, although it will likely follow
the path taken by the rest of the continent—with some
local adjustments. In several countries, including
France and Switzerland, half the cohorts of married
people have cohabited before marriage.

Not all cohabitations, however, can be described 
as prenuptial union. Among young people and
divorcees, there has been a gradual increase in unions
that do not seem aimed at marriage. We are dealing no
longer with engagement periods or trial marriages, but
with true marriages without certificates. These unions—
like some prenuptial cohabitations, in fact—no longer
exclude the birth of children. As a result, fertility
outside marriage has grown at an unprecedented pace
since the 1980s. Once upon a time, fewer than 10% of
births were illegitimate; the percentage was often much
smaller, as in Italy and Spain. Today, the proportion
now easily reaches or exceeds 20%—as in, for example,

France, England and Wales, and the United States.10 In
Scandinavia, it ranges as high as 50%. Since the mid
1980s, many of these characteristics have consolidated
and we are witnessing new changes, such as the
upturn in fertility above age 30 and, in some countries,
a halt in the decline in fertility among the young, either
because the levels reached are extremely low, or
because of a rise in teenage fertility. In certain coun-
tries, the upswing in fertility rates among the over-30s
has led to a mild increase in total period fertility.

True, this summary may give an oversimplified
image of a complex evolution, which is highly diver-
sified in space and time, and extraordinarily impor-
tant. As with the first demographic transition, some
heterogeneity factors are emerging that may outweigh
the common aspects, as different populations are fol-
lowing different paths. However, there are some basic
shared characteristics. The first fertility transition was
matched by a rise in individual autonomy, which has
led to the rejection of religious bans on contraception;
but the manifestation of this disagreement has
remained totally private and the first transition was, as
a result, very silent. By contrast, the second transition
is driven by a far more vocal demand for even greater
individual autonomy—in radical opposition to all
forms of external institutional authority (Lesthaeghe,
1992; Lesthaeghe and Moors, 1991; Simons, 1994). Such
is the context in which the form of unions is changing:
fewer and fewer marriages, more and more consensual
unions, a near-rejection of any official link that could
institutionalize a sentimental attachment. The general-
ization of these new family structures is still confined
to specific countries and large urban areas, and to 
the demographically most modern social strata (De
Sandre et al., 1999). Apart from the recent plunge in
their fertility, the Mediterranean countries, for ex-
ample (particularly Italy and Spain), have not (yet)
experienced a full-scale inversion of the trends in the
complex phenomena that shape family formation
(Lesthaeghe, 1992; Santini, 1995; De Sandre et al., 1997).

V. NEW FAMILY STRUCTURES AND
THE MEASUREMENT OF FERTILITY:
THE PROBLEM OF HETEROGENEITY

These changes in demographic behavior have 
revolutionized the analysis of marriage fertility. A few
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9 Nor should we overlook the fact that the tempo has changed:
Today, couples divorce much sooner after marriage than in the past.

10 In 1994, half of all pregnancies in the United States took place
outside marriage. Half of these out-of-wedlock pregnancies ended
in birth (54%) (Darroch et al., 1999). In 2001, the proportion in France,
Norway, Denmark and Sweden exceeded 40% of all births (UNECE,
see the Web site www.unece.org/stat/scriptsdb/variables.asp).



features need to be highlighted in order to properly
understand the obstacles presented by the new demo-
graphic regime to measuring the phenomenon,
whether from continuous observations or, for different
and more complex reasons, from retrospective 
information.

First, we must stress that the disinstitutionalization
of marriage has led to a proliferation of de facto situa-
tions at the expense of de jure situations; this applies
both to the formation of couples living maritally and
to the stability of unions, legitimate or not.

Second, despite variations in time and space in the
dissemination of the new cultural and moral principles
(variations already mentioned repeatedly), it seems
hard to argue that the Western world still enforces the
legitimacy principle (in the Malinowskian sense re-
ferred to at the start of the chapter) whereby the social
right to have children is confined to marriage. Legal
marriage is no longer, in practice, the exclusive locus
of reproduction.11 The measurement of marital fertility
therefore loses its significance—not only in the coun-
tries where the proportion of births outside marriage
is already very high, but also in more traditional soci-
eties where, in any event, the social stigma of illegiti-
mate fertility has been drastically attenuated, if not
totally dispelled.

Third, if the demographic reference unit for the
reproductive process is no longer legal marriage alone,
but encompasses all forms of heterosexual union, we
must reckon with the fact that each of these unions
seldom constitutes a reproductive history in its own
right any longer; ever more often, it is merely one of
several partnership sequences in an individual’s fertil-
ity history.

The consequences are immediate and very clear for
the analysis of continuous-observation data. These are
extracted from declarations made to administrative
agencies empowered to keep track of a legal obligation
for individuals to report acts formally recognized by
prevailing law. We cannot, therefore, use such data as
the basis for defining a cohort of unions or monitoring
it over time. Let us assume we wanted to restrict our
attention to a conventional marriage cohort—despite
the high probability of selecting different fertility
behaviors among individuals who choose to marry
versus all couples in the aggregate. We would still
need to measure the fertility rate on the basis of the
cohort’s initial size in the denominator at each dura-
tion, despite the obstacles that are augmented and
aggravated by the growing fragility of marriages—in
de jure and de facto terms.

Because de facto unions can be determined only by
questioning the couples directly, the reconstitution of
the reproductive path—now linked to the woman’s
partnerships rather than to the woman alone—calls for
survey-based observation. The spread of the new
couple-formation patterns has given rise, since the late
1970s, to large-scale retrospective surveys. These are
the only data sources enabling demographers to
compile information on unions not regulated by leg-
islative provisions and on reconstituted families or step-
families (Villeneuve-Gokalp, 1990). However, even in
a retrospective observation framework, there is no
shortage of problems involved in measuring a phe-
nomenon as complex as the fertility of these undocu-
mented unions.

The alternative cohabitation forms can be described
according to the event that follows entry into union—
marriage, birth, separation—and the union duration
up to the event (Villeneuve-Gokalp, 1990). First, cohab-
itation can be regarded as a transitional arrangement
that precedes but does not replace marriage. In this
case, children will not be born until after the union is
legalized. If the union is short-lived, it will be merely
a prelude to marriage; if it has lasted longer, it may
constitute a trial marriage. Alternatively, cohabitation
may begin without any plan to continue it in marriage
and without any commitment. It may end swiftly in
separation, in which case it is only an ephemeral situ-
ation. But, equally well, it may endure long enough to
form a lasting (stable) union, even without a special
event such as marriage or birth (Munoz-Perez and
Prioux, 1999a, 1999b). Last, the partnership may take
the form of what is generally known as a consensual
union (in French, union libre): A lasting cohabitation in
which the partners live as husband and wife. Not only
is their union stable but it acts as a locus for mother-
hood and fatherhood, without the legal ties of mar-
riage. This is a new type of family, an additional kind
of marital-event history.

However, the classification gets complicated when
we consider the possibilities of entering into successive
unions, legal or not, with different partners. The
propensity to have children then becomes a composite
function of the entry into first union, the precarious-
ness or stability of the cohabitation (does it turn into
marriage or not?), its duration, the propensity to form
a new union after a separation, and so on.

In sum, these new family structures require—before
any fertility measurement—an analysis of the he-
terogeneity of subgroups resulting from union ter-
minations, the variety of union forms (marriage,
cohabitation, etc.), and sequences of successive unions.

We are now measuring family formation not in a
single marriage, but in a succession of partnerships
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11 This, of course, would also imply a reappraisal of the demo-
graphic role of nuptiality.



with different legal statuses. Accordingly, what issues
do we need to address in the retrospective survey to
achieve a satisfactory measure?

For the sake of rigor and completeness, the analysis
must obviously concern a cohort of individuals who
have already formed a union at least once and have
thus been able to express their fertility. The variability
factors—the source of the group’s heterogeneity—are
numerous. In measuring the fertility of a consensual
union, we must therefore simultaneously take into
account exits due to termination of the union by mar-
riage or by death, migration, and so forth. This
requires a highly detailed classification into sub-
groups. For example, we will need to calculate fertil-
ity rates for specific union durations and marriage
durations (as the case may be)—allowing for union ter-
minations and competing events—by duration until
the event; alternatively, we must use methods based
on a dynamic analysis of individual data similar to the
life cycle approach. We will briefly discuss event-
history analysis in the subsequent sections. To simplify
the presentation of measurements based on aggregate
data, we can describe several typical situations, each
reflecting a single aspect of an increasingly complex
reality (Festy and Prioux, 1989).

1. Fertility in the Event of a 
Marriage Termination

For simplicity’s sake, let us consider the measure-
ment of marital fertility with frequent divorces. As seen
earlier, continuous observation gives us virtually no
data on marriages surviving at different durations.
When we compute legitimate-birth frequencies, the
denominator therefore consists of the initial number of
marriages, which—if divorces and separations are
deemed negligible—offer a correct proxy for the fertil-
ity quantum. The rising instability of marriages,
however, makes this estimation somewhat irrelevant,
obliging us to turn to survey data. Thanks to the re-
trospective data on ever-marrieds, we can make
allowance, within a marriage cohort, for the duration
elapsed since the marriage by aggregating the surviv-
ing marriages and unions terminated by divorce or sep-
aration. In such conditions, given the high propensity to
separation and divorce, should we calculate the mar-
riage-duration–specific rate by (a) setting the denomi-
nator to the decreasing numbers due to the exit of some
couples from the cohort of ever-marrieds surviving at
the time of the survey (regarded as the initial popula-
tion) or (b) using a constant number of married persons,
in keeping with the standard method described in Post-
transition Societies, disregarding marriage termina-
tions occurring since the start of the process?

Approach A assumes the truth of the independence
hypothesis (and, of course, that of the continuity hy-
pothesis). This holds that terminated couples—who
have left the observation field—would have behaved,
had they stayed together, in the same way as the
couples still together: the implication is that fertility is
not selective with respect to exits from the cohort.
Approach B requires the additional hypothesis that
marital fertility does not differ according to whether
the couples break up before the potential end of the
process or—on the contrary—stay together until the
end of the reproductive period. The first hypothesis, of
course, is totally unverifiable. But, if the survey data
are sufficiently detailed, we can observe possible dif-
ferences in behavior.

The importance of these issues is naturally increas-
ing with the rise in divorces, which entails an ever
greater number of premature marriage terminations.
Special care should be taken to classify the respon-
dents who, in the survey, have described themselves
as separated or divorced by year of marriage and by
marriage duration at the union-termination date. For
each marriage cohort, we will thus construct sub-
cohorts by duration at the time of separation and 
calculate (retrospectively) marriage-duration–specific
fertility rates. By comparing the duration-specific rates
for the two subgroups, we will be able to see whether
a difference exists between stable marriages and inter-
rupted marriages: this hypothesis turns out to be plau-
sible, for example, for French cohorts in the 1960 to
1969 period (Festy and Prioux, 1989).

2. Marital Fertility versus 
Consensual-Union Fertility

Earlier, we stressed the growing numeric and social
importance of cohabitation. Our main purpose was to
remind the reader that in measuring total fertility we
need to abandon the classical distinction between legit-
imate or marital fertility and illegitimate or nonmarital
fertility when the spread of alternative forms of unions
ceases to be negligible. We could, however, restore
some meaning to the concept of illegitimate fertility
(with no moral connotation, of course, but only as a
label denoting an exceptional situation) by confining it
to births occurring in these unions, which we previ-
ously described as ephemeral in contrast to stable
unions. The term illegitimate would therefore be
restricted to specific population groups such as
teenagers (incidentally, we will see in the following
paragraphs that the fertility of very young girls poses
other measurement problems). By contrast, under
these definitions, births occurring in stable unions
where partners live as if they were married are in no
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way illegitimate and could usefully serve to compute
union fertility as distinct from marriage fertility.

At this stage, the correct measurement of fertility in
and outside legal marriage raises two types of ques-
tions: For a given union duration, does the propensity
to have a child differ according to the type of union
and des the transition between the two statuses entail
a change in reproductive behavior? Both questions are
relevant to the issue of measuring the fertility quantum
of unions, taking into consideration the fact that some
informal unions turn into legal ones. Would cohabit-
ing couples who decide to marry have behaved, for the
same duration, in the same manner as couples who do
not? One could, in a sense, regard marriage as an addi-
tional intrusive event, but it would certainly be wrong
to apply the independence hypothesis to marriage,
because—by definition—de facto union and marriage
are competing and dependent events (Thierry, 1993).
Conversely, we may well ask whether a synthetic indi-
cator of the marital fertility quantum is still correct
when the group of marriages to which it applies is
determined, at least in part, by the legalization of
prenuptial cohabitations. Here as well, we are dealing
with a heterogeneous group of marriages, and our
analysis must rely on the classification of subgroups
by union duration at the time of legalization. Fertility
should therefore be measured for different subgroups,
with a distinction between the period before the cele-
bration of marriage and the period after; the measure-
ment should thus be based on the rates by union
duration at the legalization date and by marriage dura-
tion. This will enable us to determine whether the mar-
riage event produces a behavioral discontinuity.

The French survey of female cohorts born between
1917 and 1964 yields two further observations: (a)
There seem to be no differences in legalized-union fer-
tility by union duration at the legitimation date but (b)
the fertility of nonlegitimated unions is distinctly
lower.

The study on French consensual unions that have
turned into marriages after 5 years shows (on a
common time axis) a bimodal tempo, with a first peak
at the start of cohabitation and a second after legaliza-
tion. We can thus conclude that fertility is not the con-
sequence of union formation but—on the contrary—a
cause; likewise, some of the legalizations are prompted
by a pregnancy. The distinction between consensual
union and marriage loses its relevance as regards the
propensity for childbearing, and we can study dura-
tion-specific union fertility ignoring marital status: 
The quantum index obtained (by summing consen-
sualunion periods and marriage periods) plays the
same role as the overall fertility rate with respect to the
legitimate-fertility and illegitimate-fertility rates.

However, we should continue to give separate treat-
ment to the group of unions that do not turn into mar-
riage. For this category, the behavioral heterogeneity
reflected in the diversity of union forms is in itself a
heterogeneity factor in the propensity for childbearing.

3. Fertility of Successive Unions

The increasing instability of marriage and the high
probability of consensual-union termination have pro-
duced a growing number of stepfamilies or reconsti-
tuted families (i.e., unions above order one, whose
origin-event is the end of a previous union). As a rule,
later unions have a lower fertility than first unions
because the new couples have already had children
from the earlier union.

One way to simplify measurement problems would
be to regard the total duration in union (regardless of
union order) as a time axis on which to compute the
fertility rate. This would be tantamount to assuming a
continuum between the end of the previous union and
the start of the following one, as if the partners in the
new couple tended to complete the family formation
begun in the preceding union. Obviously, this hypoth-
esis obliges us to ignore the periods of nonunion (i.e.,
of nonexposure to risk).

We have already emphasized, in our discussion of
retrospective surveys, that there is no basic difference
in reproductive behavior, for an identical union dura-
tion, between the subgroups of couples who are still
together at the end of the process and those who sep-
arate instead. Once again, however, we need to check
the heterogeneity of the subgroups by union duration
at the termination of the first union: For a given total
union duration, there must be no significant differ-
ences in behavior between these subgroups, or be-
tween them and the unions that have never broken up.
Absent such differences, the new couple’s fertility
would take up—so to speak—where the fertility of the
previous union had left off. We could thus measure fer-
tility by complete duration of successive unions as if
they formed a single union. But, if we rely once again
on the retrospective analysis of the fertility of French
cohorts, the facts do not seem to fit that assump-
tion (Festy and Prioux, 1989). When we compare the
duration-specific rate for stable couples and the rate
for separated couples, and then reformat the rate for
the hypothetical durations of the unions if they had 
not been terminated, we find a sharp discontinuity: 
the new unions are far more fertile than the first ones.
In sum, to obtain a measurement of the phenomenon
that can be correctly interpreted, it is better to control
for the heterogeneity by keeping the two subgroups
apart in the analysis.
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VI. EVENT-HISTORY ANALYSIS AND
FERTILITY IN MULTIPLE UNIONS

The analysis of aggregated survey data leads us to
examine special groups of unions but, as we have been
able to observe, this forces us to make simplifying
hypotheses. In the reconstruction of a cohort’s typical
event history through a retrospective survey, the inter-
viewees are the set of present and surviving members of
the original cohort. The population thus remains con-
stant throughout the observation; it never deviates,
numerically, from the initial population due to losses
caused by negative events or gains caused by positive
events. The hypothesis of independence between com-
peting risks of events that do not alter the population
size guarantees the relevance of quantum measure-
ments. The respondents, however, must not constitute
a biased sample of the initial set. In other words, the
persons who have left the cohort before the survey
must have the same propensity to experience the event
studied as the present and surviving respondents. To
ensure that the indicators calculated on data obtained
from retrospective observations correspond to the raw
figures, as in the continuous-observation method, the
independence between the competing phenomena and
the event studied must be documented before the
occurrence of the event itself and must persist after it
(Thierry, 1993; Salvini and Santini, 1999). The problem
becomes complicated if the event studied, which
changes the status of cohort members, is in competi-
tion not only with the intrusive events but also with
other events leading to the same status change
(Thierry, 1993). When we want to keep the different
outcomes separate, the independence hypothesis is
rarely tenable. A preferable alternative is to replace it—
where the phenomenon studied allows—by a com-
plementarity hypothesis. This holds that the events
examined, rather than interfering with one another,
flow from a prior decision. That is precisely the case
with cohabitation and marriage: The complementarity
hypothesis assumes that

Each individual made a final and deliberate choice between
the two forms of union and thus joined one of two distinct
groups: those who have opted for cohabitation or those who
have preferred marriage (Festy, 1986; p. 343).

To measure the fertility of these different forms of
union, it therefore becomes essential to divide the
cohorts into subgroups. We can thus check for hetero-
geneity according to distinct duration criteria for each
type of union. This can quickly lead to an over-frag-
mentation of the cohort studied, without necessarily
ensuring the explicit inclusion of all the heterogeneity
components.

The availability of individual biographical data
thanks to retrospective observation and the techniques
of event-history analysis allow a treatment of initial or
acquired heterogeneity (Salvini and Santini, 1999). In
other words, individual fertility paths can be analyzed
in parallel with marital event histories in order to
measure the conditional risks of each status. The
assessment of the risk of experiencing a given event
rests on an examination of dependencies between
events. For simplicity’s sake, let us confine the discus-
sion to two processes (union and fertility). The
dependencies will be measured via the observed effect
on the distribution of the first event when the second
occurs and, subsequently, the changes in the distribu-
tion of the second event when the first occurs.

Using risk functions, we can compute summary
quantum and tempo indicators with no need to as-
sume independence and continuity between phenom-
ena (Courgeau and Lelièvre, 1994 and 1996; Festy,
1994; Blayo, 1995). To measure the quantum of the phe-
nomenon, event-history analysis relies on the compu-
tation of cumulative risks (i.e., the sum, over time, of the
instantaneous risks of experiencing the different
events in interaction). Unlike survival functions, this
indicator allows us to regard the processes as 
independent even when the risks are dependent
(Andersen et al., 1992; Courgeau and Lelièvre, 1996).

VII. FERTILITY OUTSIDE 
MARRIAGE AND ADOLESCENT

FEMALE FERTILITY

It is generally admitted that births outside marriage
have long been a minor phenomenon in population
dynamics and for the understanding of the reproduc-
tive process.

Let us go back to the ancien regime societies
described earlier. We can distinguish three long
periods in the evolution of fertility outside marriage
(or illegitimate fertility, even though the two concepts
should not be strictly equated without a rigorous def-
inition or cultural precautions12: Laslett et al., 1980). As
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12 The historic literature on illegitimacy is considerable, but the
tone of the studies on the subject generally depends on the prevail-
ing behavioral ethics. Before laicization—in the 18th, 19th, and early
20th centuries—the frequency of illegitimate births was actually
regarded as a symbol of the moral condition of society: the increase
in births outside marriage, as a sign of decadent morals; its reduc-
tion, as a sign of victory over moral decline by authorities and the
clergy (Shorter et al., 1980). A more objective vision was introduced
with the birth of the social sciences: Kingsley Davis (1939a and
1939b) authored the works that, in a sense, inaugurated the specifi-
cally sociologic era of illegitimacy studies. The adoption of ethical
impartiality or neutrality toward the illegitimate child status sig-



far back as the data available on this issue go (i.e., from
the 16th century to the first half of the 18th century),
illegitimate births represented a tiny minority of total
births, from 1% to 4% at most. It is in the second half
of the 18th century that we find a gradual increase in
the phenomenon, across most of Europe, up to a peak
in the 1850s to 1880s. The following period saw a sharp
down swing: By the eve of World War II, illegitimate
births in most European countries had returned to
very low levels, well below the 19th century values
(Shorter et al., 1971).

In the 1950s, however, the number started trending
up again, but the phenomenon did not become signifi-
cant until the 1980s. This period witnessed the gradual
increase in the number of nonlegalized unions among
the young and divorcees. In their aims and their stabil-
ity, such unions assumed the characteristics of full-
fledged marriages without certificate. The fact that these
unions do not exclude the birth of children accounts for
the sharp rise in fertility outside marriage. Before this
radical shift in family structures in European societies,
fewer than 10% of births were illegitimate.13

Today, births outside marriage have risen to and
even exceed 30% in a number of places including
France, England and Wales, and the United States; in
Scandinavia, they account for nearly half of total
births. In Italy, the proportion is far lower, albeit con-
stantly expanding: Births outside marriage, which rep-
resented under 7% of the total until the 1990s, rose to
9.7% by 2001 (Council of Europe, 2002). In sum, fertil-
ity outside marriage has become, in some cases, the
rule rather than the exception, making illegitimacy a
totally improper designation for these children living
in families whose characteristics are comparable to
those based on a legal marriage. Indeed, even in the
past, other historic vicissitudes of the social, legal, or
political environment make it necessary to provide a
precise description of the context and an adequate def-
inition, more relevant to the period and the culture—
under pain of producing meaningless results (Laslett
et al., 1980).

We have already discussed the problems of docu-
menting and measuring fertility created by these new
forms of union, but we thought it would be useful to

elaborate here on the very specific issue of teenage
pregnancies. These generally occur outside of a stable
union and often cause trauma. Not until the 1960s 
to 1970s did teenagers become interested in fertility
outside marriage—a phenomenon that, in some
groups, is threatening to become a social ill.

From this standpoint, the reproductive behavior of
female adolescents is of special interest. There has been
much research on the social effects of teenage fertility,
and the political sensitivity to the issue has prompted
ad hoc surveys, since motherhood before age 19 is
seen—in demographically advanced societies—as a
behavior liable to disturb teenage girls maturing
process, their future occupational performances, 
and, ultimately, their well-being and quality of life
(Montgomery and Casterline, 1996).

This growing interest is closely linked to the fact
that, in recent years, the phenomenon has been dra-
matically amplified in many countries (Foster and
Hoffman, 1996; Hollander, 1996). According to the
latest United Nations data, the fertility rate at age 15
to 19 varies from a low of 3.7% in Japan (but we also
find fairly low values in Mediterranean Europe) to a
peak of 59.2% in the United States (Singh and Darroch,
1999; Darroch et al., 1999).14 The other Anglo-Saxon
countries display rates ranging from 28.6% in the
United Kingdom to 33.6% in New Zealand.

In the Western world, the problem is rather 
new. Before the recent changes in the second demo-
graphic transition, only a few Western countries had
high teenage fertility rates linked to high levels of ille-
gitimate fertility. As we have seen, during this process,
the concept of illegitimacy seems to have lost its
meaning and substance because of the rising number
of births outside marriage, occurring in stable unions.
Illegitimacy is therefore concentrated in the youngest
age groups, and often has a disruptive effect on per-
sonal and family relationships. This gives a greater rel-
evance to the study of illegitimacy, including its
measurement.

Like the rates at other fertile ages, the data cited
above are computed in terms of birth frequency
(Darroch et al., 1999) or by dividing the number of
births to girls aged 15 to 19 years by the number of
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naled a break with the past—although reproduction outside mar-
riage long continued to be treated as a deviant behavior (Shorter et
al., 1980). The evolution of public morality on this issue reflects
changing attitudes toward marriage: the change in the frequency of
illegitimate births seems to reveal the erosion of marriage and other
family institutions.

13 Except in the entirely atypical case of Portugal, where, for dif-
ferent reasons, the proportion has been much higher in the past:
From 12% in 1928, it rose to 17% in 1937, before declining steadily
since (Livi Bacci, 1971).

14 In 1992, 112 pregnancies per 1000 girls aged 15–19 years were
observed; 61% ended in birth, 36% in intentional abortion. The fer-
tility rate of this age group rose by nearly 12 points between 1987
and 1991 (Henshaw, 1997). The teenage birth rate dropped 5% in
2002, to 43.0 births per 1000 females aged 15–19 years, another his-
toric low. This rate has fallen 30% since 1991 (61.8). Rates declined
for teenagers of all ages; the rate for the youngest teenagers, 
aged 10–14 years, declined to 0.7 per 1000, exactly half the rate
reported for 1994 (http://www.cdc.gov/nchs/data/nvsr/nvsr52/
nvsr52_10.pdf).



young women in that age group. We disregard the
conceptual and methodologic problems specific to the
measurement of teenage fertility—problems that, once
again, are chiefly due to the heterogeneity of situa-
tions. From a biologic (sexual maturity) and behavioral
(sexual intercourse) standpoint, teenage girls form an
extremely diverse aggregate. The process of change
and the high variability within the group raise techni-
cal issues that are not simple to resolve. This provides
an at least partial explanation of why sometimes,
despite the wealth of social analyses, the literature 
on the statistical tracking and processing of female-
adolescent fertility data is truly scarce. Similarly to the
problems mentioned earlier concerning the other ages
of reproductive life, the distinction between legitimate
and illegitimate teenage fertility is even more fraught
with imprecision and misleading appearances, partic-
ularly because of those who—not so long ago—spoke
of reparatory marriage, namely, marriage not as the
locus of reproduction, but as its effect. In dealing with
this issue, it is crucial to remember the tremendous
importance not only of the changing legislation on
minimum age at marriage but also of the regulations
on access of female minors to effective contraception
methods and legal abortion (Livi Bacci and Ventisette,
1980). More than at other ages, heterogeneity concerns
both individual factors (biologic, for example) and
contextual factors (legal norms, among others).

Consequently, we should stress that—despite their
widespread use—the conventional measures (legi-
timate and illegitimate fertility rates) are not entirely
satisfactory for teenagers, because we cannot easily
identify the population at risk of conception and child-
bearing. Unlike with other age groups, it is essential to
the analysis that two preconditions be met: The young
girl must be sexually mature, and she must have inter-
course. Naturally, the retrospective surveys that allow
an analysis of the variability of risk exposure for this
age group are rarely available. Without such informa-
tion, no meaningful comparison between populations
is possible: the differences observed using classic age-
specific rates may largely reflect the differences in 
the proportions of teenage girls actually at risk of 
pregnancy.
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P A R T  

II

BIOLOGIC AND SOCIAL FACTORS
OF FERTILITY IN INDIVIDUALS

AND COUPLES

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

The formation of some kind of union is a near prerequisite to fertility, but not the
only one. The union so formed must also be fertile. There are biologic conditions to this
related to fecundity and its converse, infecundity, as well as behavioral requirements:
sexual intercourse and ways of influencing the outcomes—contraception and abortion.

Following the overview given by Henri Leridon of these biologic and social factors
of fertility as they relate to the individual and the couple in Chapter 30, five further
chapters will consider in turn each factor of the various elements that determine human
fertility.

In Chapter 31, Henri Leridon considers the factors of fecundability—the probability of
conception during a menstrual cycle—and those of the nonsusceptible period (i.e., the
period in which conception is impossible because the woman is either pregnant or subject
to postpartum infecundability). The former is the result of positive fertility behaviour in
a fecund period, the latter sets the schedule of fertility in line with the tempo dictated by
both biology (period of gestation) and behaviors (duration of breast-feeding).

Clearly, however, the process of pregnancy can be interrupted before a live birth is
produced, thereby reducing effective fertility. In Chapter 32, Catherine Gourbin gives
a descriptive survey of the factors of noninduced-abortion–related fetal mortality. Like-
wise, in Chapter 33, Henri Leridon addresses the causes and solutions to the other bio-
logic fertility-limiting factor: infecundity.

Summarizing the effects of these proximate determinants of fertility not expressly
controlled by individuals or couples, the same author reviews the levels and models of
so-called natural fertility in Chapter 34.

Finally, in Chapter 35, Gianpiero Dalla Zuanna considers the factors of induced abor-
tion, whereas in Chapter 36, Michel Bozon assesses the role of context-specific sexual
behaviors.





I. FERTILITY AND FECUNDITY: 
THE VOCABULARY

The terms fertility, fecundity, and sterility are widely
used not just by demographers but also by health pro-
fessionals and the general public. Yet they are often a
source of confusion, because except within the small
world of professional demographers, this vocabulary
is far from being precisely defined. Indeed, the same
terms are used with completely opposite meanings 
by different people and linguistic conventions often
change between different languages.

The most straightforward task for the demographer
when observing a group of individuals and, on occa-
sion, a particular individual (or a couple), is to count
the events that occur in a given period of time—live births,
still births, spontaneous and induced abortions. Thus
we say that a couple has been fertile in the first 5 years
of its marriage if at least one live birth is recorded
during this period; in the opposite case (no birth) we
say that the couple has remained infertile over the same
period, which, however, has no implications for its
future fertility. For a group of individuals, the fertility
rate over a fixed interval of time expresses the ratio of
the number of live births to the total (mean) member-
ship of the group exposed to the risk. What we are con-
cerned with here, therefore, are measures of results that
can be, and actually are, observed.

The term fecund, on the other hand, attaches to a
concept of capacity. It would apply, for example, to a
woman whose physiologic condition was such that she

could conceive if exposed to unprotected intercourse.
The opposite of fecund is infecund or sterile. This
concept appears to have obvious relevance for indi-
viduals and couples but it is of mainly theoretical
value, because although we can sometimes know for
certain that a particular man or woman is incapable of
procreating (because of a clinically diagnosed pathol-
ogy), in most cases the fecundity or sterility of indi-
viduals or couples is impossible to determine at the
individual level. At the aggregate level, however, 
the concept remains of interest. If we first measure the
fecundity of a group of people and then analyze 
the differences in this fecundity by various sociode-
mographic characteristics (beginning with age), a
probable fecundity can be deduced that is valid at 
the individual level for each person with these 
characteristics.

Another important distinction that must be made is
between capacity for fertilization (for a man, to fertilize;
for a woman, to be fertilized) and capacity for procre-
ation, meaning (for the woman) being able to carry 
a pregnancy to term and produce a live-born child.
Civil registration statistics usually record only live
births (i.e., the products of procreation and [at most]
still births). Demographic surveys, by contrast, often
contain questions about pregnancies that have termi-
nated with either spontaneous abortion (miscarriage)
or induced abortion.

Table 30–1 summarizes the terminology that follows
from the preceding comments. The table incorporates
the terms whose usage has already been codified in
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specialist publications (Pressat, 1979; IUSSP, 1981),
gives indications on their usage, and introduces some
additional terms to maintain overall consistency.

Observed infertility, whether temporary or perma-
nent, can be voluntary or involuntary. Involuntary infer-
tility, assuming exposure to the risk of conception, can
result from sterility of one or other member of the
couple (inability to conceive or to carry a pregnancy to
term); voluntary infertility can result from use of con-
traceptive methods or a recourse to induced abortion.

Infertility (retrospective) is said to be primary when
there has been no live birth since the start of the repro-
ductive period and secondary when there has been at
least one birth.

It can be noted that among demographers the con-
vention is that fecundability measures the capacity to
conceive for nonsterile couples. This is the probability
of conceiving in the course of a normal menstrual
cycle, in relation to the frequency and distribution of
coitus over the cycle. We shall return to this concept
later, but it is relevant to note here that it can be applied
to all conceptions or only to those that result in a live
birth. A distinction is made between the following:

• Effective fecundability, which is limited to
conceptions that terminate in a live birth;

• Apparent fecundability, which also includes any
nonproductive pregnancies the woman has been
aware of and that she can report in a medical
interview or a survey;

• Recognizable fecundability, which includes all the
conceptions that are detectable using existing

techniques (in practice, a pregnancy has to have
lasted at least two weeks from conception);

• Total (or physiologic) fecundability, which includes
all successful fertilizations.

The Limits of the Reproductive Period

The limits of the reproductive period in females are
clearly defined by puberty and menopause, which in
physiologic terms correspond to the onset and the end
of ovulation. This in turn prompts the question of how
to identify these stages satisfactorily.

In the case of puberty, the appearance of the first
menses is a fairly reliable indicator, even though the
early menstrual cycles are frequently irregular and
sometimes anovular. Table 30–2 gathers data from
tables published by Wood (1994), many of them in fact
taken from Eveleth and Tanner (1976) and Becker
(1993). These make clear the diversity of past and
present situations, with just a few significant results
being selected in each case.

For European or European-origin populations and
even for those of Latin America, the results indicate a
median of 13 years. The age range broadens (at its
upper end) for Asian and African populations: In rural
regions the medians can rise to 15 and 16 years and
even to 17 or 18 years for groups living in more spe-
cific ecosystems (highland regions, in particular). This
amount of variation is not surprising because the rel-
atively low ages at puberty observed in developed
countries are known to be the product of a fairly recent
trend. The median age in the Scandinavian countries
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TABLE 30–1 Conventional Terms and Definitions for Fertility, Fecundity, and Sterility

Event Concept

Capacity (at a point in time)a Result (over a given time period)b

Fertilization (conception, whatever the Fecundable: capable of being fertilized, of Who has conceived, who has been fertilized (M,
ultimate outcome) conceiving (M, capable of fertilizing) who has fertilized)

Ant.: Infecundable Ant.: who has not conceived (e.g., nulligravida:
who has never conceived)

Fertilization followed by intrauterine Fecundable, but infecund (or Partially fertile
death pseudo sterile)

Procreation (live birth) Fecund: capable of procreating (a Fertile: who has actually procreated (e.g., 
live-born child) primiparous, multiparous: who already 

Ant.: infecund, sterile has one or more children)
Ant.: infertile (e.g., nulliparous: who has never

procreated)

M, equivalent for men (the concepts are defined in the table primarily for women); Ant., antonym; e.g., example (particular case).
a More precisely: in the course of one menstrual cycle, which forms the indivisible unit of time (because the risk in fact varies from day to

day in the cycle).
b The period can be defined between two dates, two birthdays, or two marriage durations. It is also possible to use the whole of the repro-

ductive period before a particular age (e.g., previously, or already, fertile) or after this age (e.g., subsequently, or permanently, infertile).



was approximately 17 years in the mid 19th century
compared with 13 years at present (Eveleth and
Tanner, 1976). The general change in living conditions,
and in particular the sustained improvement in 
nutrition, is responsible for this rapid decline, which
has coincided with the demographic transition and
industrialization.

The data concerning menopause are less reliable 
for at least three reasons. First, the process is more 

continuous—cessation of menses is often gradual, and
a minimum duration of amenorrhea must be defined 
to conclude that menopause has occurred (usually 
1 year, although if spotting is taken into account the
estimation can become difficult). Second, in the 
countries not operating an official registration system,
adults approaching age 50 years do not always 
know their exact age. Third, in the industrialized coun-
tries the menopause is increasingly influenced by
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TABLE 30–2 Median Age at First Menses (Menarche)

Population Date Median age Source

Europe

Italy, Carrara 1968 12.6 Eveleth and Tanner, 1976
England, London 1966 13.0 Eveleth and Tanner, 1976
Hungary 1965 13.1 Eveleth and Tanner, 1976
Norway, Oslo 1970 13.2 Eveleth and Tanner, 1976
Romania (rural) 1963–1966 14.2 Eveleth and Tanner, 1976

Other Western populations

United States (whites) 1960–1970 12.8 Eveleth and Tanner, 1976
Australia, Sydney 1970 13.0 Eveleth and Tanner, 1976
New Zealand 1970 13.0 Eveleth and Tanner, 1976
Canada, Montreal 1969–1970 13.1 Eveleth and Tanner, 1976

Latin America

Chile, Santiago (middle ESC) 1971 12.3 Eveleth and Tanner,1976
Mexico, Xochimilco 1966 12.8 Eveleth and Tanner, 1976
Guatemala, Guatemala City 1965 13.3 Eveleth and Tanner, 1976

Asia

Singapore (middle ESC) 1968 12.7 Eveleth and Tanner, 1976
India, Madras (urban) 1960 12.8 Eveleth and Tanner, 1976
India (urban) 1956–1965 13.7 Eveleth and Tanner, 1976
India (rural) 1960 14.4 Eveleth and Tanner, 1976
Tibet 1970 16.1 Pawson, 1976 (in: Wood)
Nepal (Sherpas) ~1970 18.1 Pawson, 1976 (in: Wood)

North Africa, Middle East

Turkey, Istanbul (high ESC) 1965 12.4 Eveleth and Tanner, 1976
Iran (urban) 1963 13.3 Eveleth and Tanner, 1976
Tunisia, Tunis (low ESC) 1970 14.0 Eveleth and Tanner, 1976
Iraq, Baghdad (low ESC) 1969 14.0 Eveleth and Tanner, 1976

Sub-Saharan Africa

Uganda, Baganda (high ESC) 1959–1962 13.4 Eveleth and Tanner, 1976
Ethiopia (rural) ~1970 14.7 Pawson, 1976
Egypt (Nubians) 1966 15.2 Eveleth and Tanner, 1976
Rwanda (Hutus) 1957–1958 17.0 Eveleth and Tanner, 1976

ESC, economic and social category.



hormone replacement therapies and surgery to the
reproductive organs, with the result that for many
women, going through menopause is no longer a
natural process. Even more than with puberty, there-
fore, caution is in order when interpreting the data in
Table 30–3.

The median age of menopause appears to lie
between 50 and 51 years in industrialized countries.
Elsewhere the range is wider, with some values close to
those of the first group (49–50 years) whereas others are
significantly lower, falling to 43 and 44 years according
to some sources, notably in Asia; values of around 46
years seem to be confirmed by the Demographic and
Health Surveys (DHSs) recently conducted in the
various states of India (International Institute for Pop-
ulation Science, 1995). This time there is no evidence of
any large change in age at menopause over time, as
could have caused the values for the populations of the
developed countries to rise from below 45 years to over
50 years. In view of the difficulties described above in
this section, a cautious conclusion is that the median
ages observed in some developing countries may well
be appreciably lower (by several years) than those in
the most developed countries, perhaps, again, related
to nutritional conditions. Age at natural menopause
seems not to vary significantly in the latter countries,
the only known differentiating factor being smoking,
which can reduce age at spontaneous menopause by 1
or 2 years (Willet et al., 1983).

From the data available for the industrialized 
countries, we can estimate that 10% to 15% of women
(not receiving treatment for perimenopausal condi-
tions) experience menopause before 45 years, around
50% before 50 years, and 90% to 95% before 55 years;
75% to 80% reach the menopause between 45 and 
55 years. Figure 30–1 summarizes this progression
with age.

Turning now to men, the physical signs of puberty
are less directly linked to onset of reproductive capac-
ity (start of spermatogenesis), making this stage much
harder to observe. There are, however, grounds for
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TABLE 30–3 Median Age at Menopause

Population Date Median age Source

Europe

United States (whites) 1981–1982 51.4 Wood, 1994
England 1965 50.8 Wood, 1994
New Zealand 1967 50.7 Wood, 1994
France, Paris (high ESC) 1957–1962 49.8a Bourlière (in: Leridon, 1977)
France, Plozévet (rural) 1963 49.0a Bourlière (in: Leridon, 1977)

Asia

Nepal (Tibetans) 1981 46.8 Wood, 1994
India, Punjab 1966 44.0 Wood, 1994
Bangladesh 1975–1978 43.6 Wood, 1994

Africa

Botswana (Dobe Kung) 1963–1973 49.1 Wood, 1994
South Africa (blacks) 1960 48.1 Wood, 1994
Central Africa ~1970 43.0 Wood, 1994

ESC, economic and social category.
a Mean age.

0

10

20

30

40

50

60

70

80

90

100

35 40 45 50 55 60
Exact age

% already menopaused

INED
20701

FIGURE 30–1 Estimated percentage of women who have
reached (natural) menopause, by age (industrialized countries).
Source: Adapted from Stanford et al., 1987.



thinking that it occurs at a similar age to female
puberty (La Rochebrochard, 1999). The main difference
concerns the cessation of reproductive capacity, which
is much more gradual in men than in women—fecun-
dity declines slowly and surely from 30 or 40 years but
we do not know at what age it gets close to zero. This
upper age limit is clearly much higher than 50 years,
but the small number of observations at high ages (of
men still seeking to fertilize nonsterile women), related
notably to loss of sex-drive, makes it hard to describe
accurately the end of the period of male fecundity (La
Rochebrochard, 2000). Analysis thus has to be based on
the length of the female reproductive period, while
bearing in mind that at all ages a couple’s fecundity
depends on both the man and the woman.

II. FROM ONE BIRTH TO THE NEXT:
THE COMPONENTS OF 

BIRTH INTERVALS

Between two successive births, a woman passes
through a number of clearly distinct physiologic
stages. Ovulation does not resume immediately at the
end of a pregnancy. The delay is approximately 2
months without breast-feeding and considerably
longer in the presence of breast-feeding, especially
when this is the infant’s main source of food. It will be
seen later that the duration of postpartum amenorrhea
is as follows (approximate estimates):

4 months for a woman who breast-feeds for 6
months

6 months if the woman breast-feeds for 12 months
10 to 12 months if the woman breast-feeds for 18

months
14 to 16 months if the woman breast-feeds for 24

months

After resumption of ovulation, the woman can
again conceive although the risk of doing so is far from

100% each month. This probability, termed fecundabil-
ity, varies between couples but is on average situated
between 20% and 30% in the high fertility ages, for an
ordinary monthly frequency and distribution of coitus.
This gives a mean waiting time to conception of
approximately 5 to 8 months, in addition to the dura-
tion of amenorrhea.

Two live births can be separated by one or several
conceptions that lead to miscarriages, as a result of
intrauterine mortality, thus lengthening somewhat the
apparent time to conception.

Finally, the interval ends with the 9 months of ges-
tation, the average duration for a pregnancy terminat-
ing in a live birth (Figure 30–2).

In the context of premodern Europe, for example,
the typical duration of an interval between live births
would have ranged from 10 + 5 + 9 = 24 months to 16
+ 8 + 9 = 33 months, depending on the assumptions
made about fecundability and breast-feeding, findings
that are fully consistent with the available observa-
tions on interval durations in this type of traditional
society. It can also be noted here that stopping breast-
feeding completely has the immediate effect of short-
ening considerably the interval between two births,
unless it is compensated for by contraceptive (or
abortive) practices: without breast-feeding, the mean
completed family size from a marriage made at age 20
and still intact at age 50 would be over 12 children!

The diagram in Figure 30–2 summarizes the pro-
cess, which is also illustrated by Figure 30–3. On the
latter have been plotted the mean interval between
two births in a population of rural Senegal (Sine
Saloum) around 1965, by age at death or age at
weaning of the infant born at the start of the interval:
weaning or, a fortiori, death have the consequence of
marking the end of the anovulatory period associated
with breast-feeding (we will see in subsequent sections
of this chapter that it ends, in fact, significantly earlier).
When the infant dies or is weaned (because of inade-
quate maternal milk supply) in the first month, the
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interval until the next birth is around 19 months, rep-
resenting 9 months’ gestation, 8 months time to con-
ception (including the time lost due to a possible
miscarriage), and 2 months of postpartum sterility.
There is no reason for the first two components to
change with age at weaning, so it is the duration of
breast-feeding (which in this population can last up to
3 years) that explains the lengthening of the interval,
up to 40 months for a weaning that takes place at 3
years. The effect is slightly smaller when we consider
age at death, if this takes place after 2 years: In this
case, weaning may have preceded death by several
months.

III. THE MENSTRUAL CYCLE AS A
UNIT FOR MEASUREMENT OF TIME

Research by Ogino and Knaus in 1925 to 1930 estab-
lished that fertilization is possible only during a short
period in the middle of the menstrual cycle, around the
point of ovulation. The precise length of this fecund
period cannot be known because of the difficulty of
determining the exact time of ovulation. Empirical
studies such as those by Barrett and Marshall (1969)
have shown that the probability of conception was

significantly different from zero for 6 days, mostly
before the date of ovulation J and with a maximum at
day J-2. But this fecund period can be lengthened arti-
ficially by uncertainties in identification of the date of
ovulation, which is detected here by variations in body
temperature. However, more recent research based on
biologic tests for the detection of ovulation confirms
that the fecund period lasts 6 to 7 days (Wilcox et al.,
1998).

This heterogeneity of fecundity within the cycle
means that this cycle must be taken as the minimum
unit of time for the study of fertility, and therefore we
need to know its duration. This seems to be between
26 and 30 days (Matsumoto, 1964) but the existence 
of appreciably longer cycles increases the mean dura-
tion to approximately 30 days. Consequently for the
purpose of fertility studies, it is legitimate to equate
menstrual cycle with calendar month and thus count
12 cycles per year. The duration of the cycles varies
between women (ranging from 10 to 45 days) as well
as between cycles and by age for the same woman. It
also has to be noted that use of hormonal contracep-
tion establishes a strict 28-day cycle: In this case it is
essential to count 13 cycles in the year.

A point to remember is that not all cycles are ovu-
latory. Anovulation is common at the beginning of 
the reproductive period (and may be responsible for
the phenomenon of adolescent sterility described by
Montagu in 1946), and again in the second half of this
period; we will return to this point in our discussion
of age-related change in sterility. The frequency of
anovular cycles in women aged 20 to 35 years varies
between 5% and 15% depending on the author.

IV. FECUNDABILITY

In practice, the concept of fecundability is only
meaningful in statistical terms. For any given couple,
the time required to conceive is measured by the
number of cycles during which they have had unpro-
tected intercourse. A satisfactory estimation of indi-
vidual fecundability would require the test to be
repeated many times, yet each couple wants to have
only a small number of children. It is by combining the
experiences of a certain number of couples that we are
able to calculate the (monthly) rates of conception, at
least for the conceptions that result in recognizable
(and recognized) pregnancies. However, to do this 
we have to be certain that all the couples are indeed
exposed to the risk of conception at the start of the
period, a situation that is actually not very common.
In traditional, noncontracepting populations, at any
given time a large proportion of women will be in 
the nonsusceptible period (i.e., unable to conceive)
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because of a pregnancy already under way or the sub-
sequent anovular period (that breast-feeding practices
may extend to 1 year or more, as we have seen). In this
case, the only favorable circumstance for the risk of
conception is marriage, if it is accepted that this coin-
cides approximately with the start of regular sexual
relations for the couple.

That last assumption is unlikely to hold true for the
low-fertility populations of the developed countries.
Here, specific observations have to be made to deter-
mine the dates at which contraception was discontin-
ued and the length of time that was then necessary for
conception to occur.

The two types of observations lead to the following
results:

a. Effective fecundability (rate of conception
measured in live births) usually has an average
value between 0.2 and 0.3 (20% to 30%);

b. The probability of conception decreases
progressively, month on month, after the ninth
month, revealing the heterogeneity of the cohorts
being studied with respect to the risk of
conception (Table 30–4).

A beta distribution function has proved extremely
practical for representing the distribution of fecund-
ability between couples. As well as enabling us to
define a large variety of distributions with just two

parameters, the beta law provides a simple yet effec-
tive tool for analyzing the progressive selection
process of the less fecund couples. For if the parame-
ters of the initial distribution are a and b, the fecund-
ability of the couples who have not conceived after n
months of exposure to the risk is also distributed
according to a beta distribution with parameters a and
b + n: Thus we immediately know all the characteris-
tics of this new distribution and, in particular, the
mean fecundability, which is equal to a/(a + b + n).

So, for example, if the mean fecundability of the
group is 0.25, with a = 2.75 and b = 8.25, after 1 year
without conception (12 months) the fecundability of
the residual group is only 0.12 = a/(a + b + 12) (Figure
30–4); but 71% of them will manage to conceive in the
following 12 months. Even after 2 years without con-
ception, when the residual fecundability has fallen to
0.08, the probability of conceiving in the next year
exceeds 57%.

This approach can be used to clarify certain clinical
practice problems. The first concerns the detection of
so-called sterile couples, a category that is generally
taken to include all couples who have still not con-
ceived after trying for 12 months. This definition 
has the effect of grouping together—unfortunately in
unknown proportions—couples who are pathologi-
cally sterile and couples who are merely subfecund,
although for the latter, the probability of conception in
the absence of any treatment is far from nil.

This clearly needs to be taken into account when
estimating the effectiveness of an infertility treatment.
If treatment is given uniquely to couples who are 100%
sterile, any conception that results can be attributed to
the treatment; if not, we must try to ascertain whether
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TABLE 30–4 Distribution of 1000 First (Legitimate)
Births, by Marriage Duration

Completed months Number of first Monthly fertility
of marriage births (p. 1000) probability (p. 1000)

0 15 15
1 25 25
2 34 35
3 34 37
4 41 46
5 45 53
6 46 57
7 32 42
8 68 93
9 146 220

10 112 217
11 77 192
12 59 181
13 44 166
14 34 153
15 26 136
16+ 162 —
Total 1000 1000

Source: Paul Vincent, 1961. Recherches sur la fécondité biologique.
Paris, INED, PUF, 272 p. (Travaux et Documents, Cahier no. 37),
Tables 21 and 27.
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the result is better than would have been obtained
without any treatment and this comparison can
produce unexpected results.

In addition, the new techniques of assisted reproduc-
tion require us to rethink some aspects of the problem.
For example, IVF (in vitro fertilization) specialists have
adopted the concept of a natural fecundability in the
order of 0.25, and on this basis conclude that when
their success rate from oocyte transfer reaches 25% they
are doing as well as nature. However, this reasoning
neglects the fact that transfer involves the following
stages:

• Hormonal stimulation of ovulation, intended to
ensure that conditions for ovulation are normal, or
even better than normal, because several eggs are
usually collected;

• Attempted fertilization at the optimal point in the
cycle and of several eggs at once;

• Transfer of several fertilized eggs to increase the
chances of at least one developing.

These conditions are far removed from the average
situation of ordinary couples, who experience merely
one ovulation per cycle and who do not necessarily
have intercourse at the best moment in that cycle. Fur-
thermore, Barrett and Marshall (1969) and Schwartz,
MacDonald and Heuchel (1980) determined that if
intercourse takes place once a day throughout the

fecund period, the chance of obtaining a recognizable
conception can be as high as (or exceed) 50% per cycle.
This is the type of figure that should be used when
comparing the success rate per treatment cycle of AID
(artificial insemination by donor) or of IVF, with
allowance made for the pregnancies that do not run 
to term.

V. DURATION OF PREGNANCY

For live births, the duration of pregnancy tradition-
ally seemed to vary little (on average) between dif-
ferent populations. A precise distribution of gestation
durations was produced by Hammes and Treolar
(1970) for almost 200,000 single births registered in
California in 1966. Table 30–5 shows this distribution
after conversion of the conventional durations (counted
from the first day of the last menstrual period) to actual
durations (counted from the day of ovulation) by the
simple procedure of subtracting 2 weeks. The right-
hand section of the table gives the distribution in cal-
endar months (of 30.4 days), which is useful for some
applications.

The mean duration of gestation is 265 days (38
weeks) when counted from the probable day of ovu-
lation (or 279 days from the start of the last menstrual
cycle). The median is also close to 38 weeks, whereas
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TABLE 30–5 Distribution of Pregnancy Durations (Live Births) (Duration Calculated from Theoretical Day of 
Ovulation)

Completed weeks % Cumulative % from Completed Completed % Cumulative % from 
x 0 to x (inclusive) days months: y 0 to y (inclusive)

<26 0.5 0.5 <182 <6 (<182 d) 0.5 0.5
26–28 0.4 0.9 182–202 6 (182-212 d) 1.0 —
29 0.4 1.3 203–209 1.5
30 0.4 1.7 210–216 —
31 0.6 2.3 217–223 7 (213-242 d) 6.0 7.5
32 1.2 3.5 224–230 —
33 1.9 5.4 231–237 —
34 3.0 8.4 238–244 8 —
35 5.8 14.2 245–251 —
36 12.8 27.0 252–258 8 (243-273 d) 66.0 73.5
37 21.6 48.6 259–265 —
38 23.2 71.8 266–272 —
39 14.7 86.5 273–279 —
40 7.1 93.6 280–286 9 (274-303 d) 25.5 99.0
41 4.1 97.7 287–293 —
42 0.5 98.2 294–300 —
43 0.8 99.0 301–307 —
44 0.1 99.1 308–314 10 (304 d and +) 1.0 100.0

>44 0.9 100.0 >314 —

Source: Laurel M. Hammes and Alan E. Treolar, 1970. Gestational interval from vital records, American Journal of Public Health, vol. 60(8),
p. 1496–1505.

}

}
}
}
}



the mode is between 38 and 39, thus giving proof of
skewness in the distribution.

This distribution has certainly been modified by
improved medical care for premature babies in the
countries with the most advanced health facilities.
Because the scale of changes is closely dependent on
the introduction and effectiveness of these new prac-
tices, we prefer to retain the Hammes and Treolar
(1970) distribution as reference standard.

For pregnancies that do not end in live births it is
hard to give a standard distribution. Because declara-
tion of these pregnancies is not usually compulsory, we
have to rely on information obtained in surveys. The
result is then dependent on the proportion of early
miscarriages that women report (see Chapter 32 for 
a comprehensive discussion of intrauterine mortality).
For practical purposes, a mean of approximately 3
months can be used.

VI. THE POSTPARTUM 
NONSUSCEPTIBLE PERIOD

Birth is followed by a period in which the risk of
conception is zero, a situation that in traditional demo-
graphic regimes contributes to a significant spacing 
of births, even when this outcome is not consciously
sought. Although breast-feeding, by temporarily
inhibiting ovulation, has long been known to be the
main factor responsible for this phenomenon, 
the debate has suffered from two confusions. First, the
relationship between the duration of breast-feeding
and the duration of postpartum sterility is purely sta-
tistical—when working at the individual level, the
second duration cannot be predicted from the first, and
in most cases ovulation resumes before the infant has
been weaned. Second, anthropologic data have estab-
lished the existence in some populations of taboos on
sexual intercourse for a period following birth. Only at
the end of the 1970s did analysis of data from the
World Fertility Survey (WFS) program make it possi-
ble to demonstrate the usually secondary role of sexual
prohibitions compared with breast-feeding. We return
to this point below.

The effect of breast-feeding has been proved in
several ways. The indirect data provided by studies of
historic demography (which have related the length 
of the interval between two births to the age at death
of the first child, as represented by one of the curves
on Figure 30–3), have been confirmed by data from
surveys containing direct questions on the duration of
breast-feeding. Furthermore, the workings of the bio-
logic mechanism involved are now understood. Secre-
tion of a specific hormone, prolactin, which begins

during, and continues after, pregnancy, is responsible
for maternal milk production and (perhaps not ex-
clusively) for suppressing release of other hormones
(luteinizing hormone [LH] and follicle-stimulating
hormone [FSH]), thereby preventing the resumption of
ovulation.

The most obvious sign of the resumption of ovula-
tion is the return of menstruation (the end of amenor-
rhea, or the return of menses). In point of fact, this is
merely an approximate indicator, since the cycle pre-
ceding the first menses is sometimes though not
always ovulatory. On average, however, the approxi-
mation is adequate. Figure 30–5 shows the possible
relationships between the mean duration of breast-
feeding and postpartum amenorrhea: These data pro-
vided the basis for the plausible estimates given earlier
(6 months of amenorrhea for 1 year of breast-feeding,
14–16 months for 2 years). The larger data output from
the DHS surveys will enable further refinement of this
relationship. We are concerned here with total dura-
tions of breast-feeding: It is important to appreciate
that during much (indeed usually most) of this period,
the infant is not nourished exclusively on mother’s
milk. But the effect of breast-feeding on postpartum
sterility is diminished when feeds are less frequent and
of shorter duration. This is the reason, at least in part,
for the fairly weak correlation between total duration
of breast-feeding and duration of amenorrhea.

The duration of postpartum sexual abstinence, as
noted, seldom exceeds the duration of amenorrhea and
thus a fortiori the duration of breast-feeding. But the
impact on the effective duration of sterility is not 
necessarily negligible, since we cannot here reason on
mean figures—each individual case where the first
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duration exceeds the second contributes a little to
increasing the overall mean duration of sterility. Table
30–6 shows this clearly for various countries, based on
the WFS. In this case too, the more plentiful data from
the DHS will allow us to confirm this analysis.
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TABLE 30–6 Mean Durations of Breast-feeding, Amenorrhea, Sexual Abstinence and Postpartum
Sterility (Months), in Selected Countries (World Fertility Survey)

Country Breast-feeding Amenorrhea Abstinence Nonsusceptible period

Ghana 17.9 12.5 10.2 14.2
Kenya 16.3 10.6 3.2 11.3
Haiti 15.2 12.3 6.5 14.0
Lesotho 20.2 10.8 16.3 17.7

Source: Leridon and Ferry, 1985.



The various biologic parameters of reproduction
were presented in the last chapter, along with some
components of their spatial and temporal variability.
In this chapter we examine the possible causes of these
variations, including those resulting from sexual
behavior and contraceptive practices.

I. AGES AT MENARCHE AND 
AT MENOPAUSE

In most of the developed countries, the median age
at menarche (for girls) is between 13 and 14 years.
Although the data published by Tanner in 1962
describing the rapid decline in age at first menstrua-
tion during the 20th century have been criticized
(Tanner inferred a reduction of 4 months per decade),
the general trend is not disputed. Most available data
point to a limit being reached around 12.5 to 13 years,
although such a limit is not suggested by other 
data, notably for France (Ducros and Pasquet, 1978; 
de La Rochebrochard, 1999).

This secular decline has often been attributed to
improved nutrition among infants and adolescents.
The hypothesis, which cannot be verified directly,
appeared to be supported by the idea that the onset of
ovarian function is triggered when the proportion of
body fat rises beyond a certain threshold in the course
of a young girl’s growth (Frisch and Revelle, 1970).
Other elements, such as the cessation of menstruation
in women whose body mass had fallen for some

reason or another or in populations subjected to
extremes of undernutrition or stress further strength-
ened this hypothesis. It has been largely discredited,
however, by subsequent research. For example,
growth of skeletal mass has been shown to be a much
better predictor of puberty (Ellison, 1982), so much so
that the body fat increase is now thought to be more a
consequence of ovarian function onset than one of its
causes (Wood, 1994). The possibility remains, however,
that nutrition contributes to ovarian functioning in
general and to onset of menarche in particular.

Differences between individuals remain, of course.
The French data analyzed by de La Rochebrochard
(1999) show an age distribution at first menses ranging
from 9 to 18 years, although the ages between 11 and
14 years account for around 90% of cases.

The distribution of age at menopause is considerably
more dispersed. The four most frequent years together
account for only 40% to 50% of cases. On either side of
the modal value, which is usually situated around 50
years, the distribution extends up to approximately 55
years in one direction and down to 35 to 40 years in
the other (although cases of earlier menopause do
occur) (see Chapter 33 and Treolar, 1974). The reasons
for these interindividual variations are poorly under-
stood. The only clearly documented factor is smoking,
which is thought to bring forward age at menopause
by between 1 and 2 years. For any individual woman,
no correlation has been found between age at 
menarche and age at menopause (Treolar, 1974).
Genetic factors may be implicated in the differences
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between individuals and in the mean values for 
different populations.

The predominant influence affecting age at
menopause, however, is the development of treat-
ments for perimenopausal conditions, which can 
substantially delay the onset of menopause, so much
so that it becomes almost unobservable. However,
because these are hormonal treatments that also have
a contraceptive role, it does not follow that they extend
the woman’s fertile period, the risks of conception
being extremely limited or even nonexistent.

II. FECUNDABILITY

We saw in the previous chapter that fecundability
varies between couples and that a distribution of
fecundability can be constructed from the distribution
of the waiting times to conception. Figure 30–4 in the
previous chapter showed that for a mean fecunda-
bility of 0.25, the individual values could range
between 0 and approximately 0.6. A fecundability of
0.5 gives a mean time to conception of 2 months,
whereas for a fecundability of 0.1 it reaches 10 months.
Couples are thus very unequal in regard to the risk of
conception—what are the main factors responsible for
these differences?

For a particular couple, fecundability represents 
a combination of dimensions that are biologic (the
respective physiologic capabilities of the man and the
woman)1 and behavioral (the frequency of sexual inter-
course and its distribution within the menstrual cycle).
Most of these results were obtained from populations
in which contraceptive practice can be assumed to be
negligible, especially at the start of marriage. For
newly married couples, we can also assume a sexual
activity of at least average level, in the absence of any
direct information about the sexual behavior of these
populations. In the next section we give some results
from contemporary surveys on the sexual activity of
couples.

Mathematic models have been constructed that
describe the evolution of fecundability with the
woman’s age, by neutralizing the effect of coital fre-
quency. In practice the assumption is made that inter-
course takes place within each cycle at least once
during the fertile period (i.e., at the point of ovulation).
Under these hypotheses and for premenopausal
women, Wood and Weinstein (1988) estimate total
fecundability (the probability of conceiving regardless

of the outcome of the conception) at close to 0.95
between 25 and 45 years; de La Rochebrochard (2000),
who takes into account the reduced risk of ovulation
in the years leading up to menopause, finds that
fecundability actually starts to decrease between 35
and 40 years (Figure 31–1).

Turning from total fecundability to recognizable
fecundability, we note that the latter is calculated by
including intrauterine mortality occurring before a
pregnancy is detectable by delayed menstrual period
or a pregnancy test (i.e., in the first 2 weeks of gesta-
tion). Mortality in these first 2 weeks is particularly
hard to observe and often it is necessary to use indi-
rect methods. Working again on the assumption that
sexual intercourse occurred at least once during the
fertile period, the estimates proposed for recognizable
fecundability were in the order of 0.3 to 0.4 (Leridon,
1977). More recently, de La Rochebrochard (2000) has
suggested a value not exceeding 0.24 (between 25 and
35 years), which in terms of live births would give an
effective fecundability not exceeding 0.21 at the most
propitious ages (Figure 31–2): This is a low value com-
pared with those obtained by direct demographic
observations, which are approximately 0.25 (Leridon,
1977).

If age is a determinant of fecundability, this is
because certain biologic parameters vary with age—
the frequency of anovular cycles, the mean length and
variance of menstrual cycles, the fertilizing quality of
sperm, the risk of genetic defects in the embryo, and
so forth. These same factors could also explain the dif-
ferences between individuals. Any exceptionally long
waiting time to conception should alert to the possi-
bility of ovulatory difficulties, spermatic abnormali-
ties, or problems in coitus. These causes are analyzed
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1 Forms of incompatibility may also exist between the aptitudes
of the two partners that result in the sterility of a couple in which
the man and the woman are nonetheless fertile individually.
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FIGURE 31–1 Age-specific total fecundability (women), per
cycle of exposure to risk of conception (woman and man not yet
sterile, cycle with sexual intercourse at point of ovulation) Source:
La Rochebrochard Élise de, 2000. Modélisation de la baisse de la fer-
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et Marie Curie, 438 p. (biomathematics thesis); Figure 9.4.



in the Chapter 33, since in practice it is not possible to
know beforehand whether a couple seeking help for
infertility is totally sterile or merely subfecund.

III. FREQUENCY OF SEXUAL
INTERCOURSE

A comparison of results from surveys carried out in
nine European countries in the early 1990s showed
little between-country variation in the reported mean
frequency of intercourse: In all countries, the weekly
mean (for men and women in couples, aged between
18 and 50–75 years depending on the survey) is
between 1.7 and 2.1, equivalent to 6.8–8.4 acts of coitus
per 4-week period2 (Sandfort et al., 1998). The contrasts
are greater in the developing countries. According to
World Health Organization (WHO) surveys conducted
at the same time, the mean frequency reported by
women in couples (15–49 years) for the previous
month ranged between 1.5 and 5.7 in six African coun-
tries and between 2.5 and 7.6 in five countries of Asia
and Latin America (Caraël, 1995). Not only are the
between-country disparities large but the mean values
are significantly lower than those for the developed
countries—an important reason is that a large propor-
tion of the women interviewed (between 34% and 58%
of the Africans) reported having had no intercourse
with their husband in the previous month. This behav-
ior can be attributed to numerous factors, including

polygamy and widespread recourse to prostitutes, the
existence of periods when intercourse is discouraged
or proscribed (pregnancy, postpartum abstinence
related to breast-feeding, terminal abstinence at the
end of reproductive life), and economically motivated
periods of separation.

Frequency of intercourse usually declines with age
(for people living in couples), but the important vari-
able in fact seems to be length of union, at least in the
union’s early years (Udry, 1979; Leridon, 1993). In the
French Analyse des Comportements Sexuels en France
(ACSF) survey (Leridon, 1973), people aged 25 to 34
years and living as a couple reported a mean frequency
of intercourse over the past 4 weeks of 14.6 when the
couple had existed for less than 6 months, 11.7 when
this duration was between 6 months and 1 year, and
9.6 for durations between 10 and 14 years (Figure
31–3). The most significant decline thus occurs during
the first 12 months. The age-specific data indicate that
the age effect is apparent primarily after 50 years (for
women): Thus, it has only a weak influence on the risk
of conception during the reproductive period.

Naturally, allowance must also be made for report-
ing problems, which can distort comparisons between
populations. Generally speaking, people questioned
on this subject tend to give answers that are biased in
the direction of normative considerations, correspon-
ding to behavior in periods of full activity and over-
looking the existence of periods when sexual activity
has been reduced for various reasons (health pro-
blems, pressure of work, etc.).

IV. BREAST-FEEDING

As was seen in the previous chapter, breast-feeding
is important in lengthening birth intervals. Without
any effective substitute for the infant’s nourishment,
breast milk is essential for its survival—the death of
the mother or a new conception too soon would
endanger the life of the infant. Multiple births are a
definite additional handicap. A study in Senegal
(Cantrelle and Leridon, 1971) reported mortality levels
over the first 3 months four times higher for twins than
for other children and more than twice as high in the
first year (for a more complete analysis, see Pison,
1989).

Breast milk production is dependent on the peptide
hormone prolactin, which also has a role in inhibiting
ovulation after delivery. Prolactin levels and milk yield
depend in turn on the suckling stimulus—it has been
established that more frequent suckling delays the
resumption of ovulation and is therefore an important
factor in variations in the duration of postpartum
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FIGURE 31–2 Recognizable fecundability and effective fecund-
ability, by age of woman, per cycle of exposure to risk of conception
(woman and man not yet sterile, cycle with sexual intercourse at
point of ovulation). Source: La Rochebrochard Élise de, 2000.
Modélisation de la baisse de la fertilité avec l’âge de la femme et l’âge de
l’homme Paris, Université Pierre et Marie Curie, 438 p. (biomathe-
matics thesis); Figure 9.14.

2 In practice, the question was usually asked for the 4 previous
weeks.



amenorrhea between women and between popula-
tions (Konner and Worthman, 1980). Table 31–1 pre-
sents an example of the observed relationship between
suckling frequency and duration of postpartum amen-
orrhea (note that although the return of menses is not
an absolute marker for the resumption of ovulation,
the mean durations of amenorrhea and of anovulation
are similar).

In this sample of rural women in Java, the total
duration of suckling varies in a ratio of one to two
between the four groups (formed for the purposes of
the analysis), and this is associated with a difference of
almost one to two in the median duration of amenor-
rhea. For this reason alone the birth interval increases
by 9 months between the first and fourth groups. 
Thus it is clear that the correspondence between mean
duration of breast-feeding and mean duration of amenor-
rhea, as described in the previous chapter, can only be
approximate.

One reason for a low suckling frequency is that the
infant has begun to receive supplementary food.
Studies that take account of whether breast-feeding is
partial or full have in fact shown the risks of resump-

tion of ovulation and of conception to be significant
even when breast-feeding is only partial, before the
child has been fully weaned (see for example John 
et al., 1987).

All these ingredients contribute to the existence of
large differences in breast-feeding durations between
populations, as can be seen from Table 31–2. Table 31–2
shows results for developing countries from two large-
scale international programs—the World Fertility
Survey (WFS), conducted for the most part between
1974 and 1981, and the Demographic and Health
Survey (DHS), for which the data presented here
concern the years from 1986 to 1997. Large disparities
are observed, because the mean duration of breast-
feeding varies from 5 months in Costa Rica to 29
months in Bangladesh. When data from both sources
exist for a country, they show that breast-feeding prac-
tice has not decreased across the periods (the trend
appears rather to be one of increase).

The subsequent columns of Table 31–2 confirm (as
was seen in the previous chapter) that the mean dura-
tions of amenorrhea are always shorter than those of
breast-feeding; they range from 5 months (Brazil) to
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TABLE 31–1 Breast-feeding Intensity and Duration of Postpartum Amenorrhea (Java)

Breast-feeding intensity Minutes per Number of sucklings Total duration Median duration of Subjects
suckling per 24 hours per 24 hours amenorrhea, months

1. Low 5.12 8.23 41.81 11.47 41
2. Medium low 9.15 7.31 66.33 14.01 81
3. Medium high 8.53 8.85 73.64 17.65 199
4. High 8.11 11.32 89.19 20.35 61

Source: Jones, 1988.
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TABLE 31–2 Mean Durations of Breast-feeding, Amenorrhea, Postpartum Abstinence and Postpartum Sterility 
(World Fertility Survey and Demographic and Health Survey)

Country Year Mean duration

Breastfeeding Breastfeeding Amenorrhea Abstinence Nonsusceptible
(WFS) (DHS) (DHS) (DHS) period (DHS)

Africa

Burkina Faso 1993 — 25.1 16.5 19.0 22.1
Central African Republic 1995 — 21.2 15.2 12.7 17.5
Côte d’Ivoire 1994 — 20.4 13.6 14.8 17.9
Egypt 1992 — 18.4 8.2 3.0 8.7
Kenya 1977 15.7 — — — —
Lesotho 1977 19.5 — — — —
Madagascar 1992 — 20.2 13.2 7.0 14.5
Namibia 1992 — 16.9 10.9 10.7 15.3
Niger 1992 — 20.4 15.2 3.9 15.7
Rwanda 1992 — 26.4 16.8 2.7 17.1
Senegal 1978 and 1993 18.5 20.1 15.1 7.5 16.9
Sudan (north) 1978 15.9 — — — —
Uganda 1995 — 19.5 13.4 5.5 14.5
Zambia 1992 — 18.3 12.7 8.3 14.7

Latin America

Brazil (north-east) — — 9.7 4.9 3.7 6.1
Colombia 1991 9.2 13.9 6.5 5.7 9.0
Costa Rica 1976 and 1995 5.0 — — — —
Dominican Republic 1976 8.6 — — — —
Guatemala 1975 — 19.8 11.2 5.5 13.0
Guyana 1977 7.2 —
Haiti 1977 and 1995 15.5 17.3 12.1 7.0 14.2
Jamaica 1975 8.1 — — — —
Mexico 1976 9.0 — — — —
Panama 1975 7.4 — — — —
Paraguay 1979 11.4 — — — —
Peru 1977 13.1 — — — —
Trinidad and Tobago 1977 8.0 — — — —
Venezuela 1977 7.4 — — —

Asia

Bangladesh 1975 and 1994 28.9 283 11.5 3.2 12.1
South Korea 1974 16.3 — — — —
Fiji 1974 9.9 — — — —
India 1993 — 261 9.5 5.4 11.1
Indonesia 1975 and 1994 23.6 239 10.4 4.7 11.3
Jordan 1976 11.1 — — — —
Kazakhstan 1995 — 13.7 7.4 4.1 8.3
Malaysia 1974 5.8 — — — —
Nepal 1976 25.2 — — — —
Pakistan 1975 19.0 — — — —
Philippines 1978 13.0 — — — —
Sri Lanka 1975 21.0 — — — —
Syria 1978 11.6 — — — —
Thailand 1975 18.9 — — — —
Turkey 1993 — 13.3 5.6 2.7 6.1
Yemen 1992 — 16.8 9.3 —

WFS, World Fertility Survey; DHS, Demographic and Health Survey.
Sources: WFS: Benoît Ferry and David P. Smith, 1983. Breastfeeding differentials London, WFS, 89 p. (Comparative Studies, no. 23); DHS

Country Reports (1986–1997). Calverton: Macro International Inc.



about 17 months (Rwanda). The effective duration of
the postpartum nonsusceptible period, which refers to the
period of zero fecundability following a birth, depends
on the length of breast-feeding, but also, in some situ-
ations, on the duration of sexual abstinence after the
birth of a child. When this duration is clearly shorter
than that of the amenorrhea, it has little impact on the
mean duration of postpartum sterility; in some cases,
however, as in Burkina Faso and Namibia, it helps to
extend it significantly.

V. CONTRACEPTION

The effective risk of conception at any point in time
also depends, once we abandon the natural fertility
framework, on couples’ behavior in respect of contra-
ception. The effectiveness of contraception is defined as
the complement to 1 of the ratio between the residual
fecundability pr (with contraception) and the natural
fecundability pn:

(Eq. 1)

The value of E is often expressed as a percentage.
Thus, a method that is 99% effective reduces the risk
pn to 1% of its initial value.

1. Measurement of Contraceptive Failure
Rate (Homogeneous Situation)

As defined above, contraceptive effectiveness meas-
ures the reduction in risk (of conception) induced by use
of a contraceptive method; this measurement is thus
independent of the amount of exposure to the risk
without any contraception. The failure rate, by con-
trast, uses the number of pregnancies that actually occur
in a given period—so it is in fact a fertility rate. It can
also be calculated just for the periods of exposure to
the risk of conception (the case of the Pearl index), thus
modifying its nature considerably.

From the definition given above, it follows that:

1. The actual number of conceptions will depend
both on E and on pn. For example, if pn = 0.3, a
method with a 90% effectiveness will leave a risk
of conception of 0.03 (or 3%) per month;

2. The notion of contraceptive effectiveness applies
to a well-defined unit of time, that of
fecundability—the month (or the menstrual cycle),
and excludes any other;

3. Over a longer period, such as the year, the
monthly risks are combined, so that an apparently
high effectiveness (like 90%) will have left a

E
p
p

r

n
= -1

nonnegligible number of conceptions by the end
of 12 or 24 months (respectively, 31% and 48% in
the selected example).

Thus, in our example, a method that is 90% effec-
tive gives 3% conceptions per month and 31% at the
end of 1 year (Table 31–3). The complement to 100 of
E (10%) has no particular significance in terms of
failure rate and hence it is incorrect to assert, as unfor-
tunately often happens, that when a method with a
90% efficacy is used by 100 women, 10 will become
pregnant within a year.

Now let us examine in more detail what is involved
here. For a group of N couples, observed during a
certain number of months after adopting a particular
contraceptive method, let

Ci be the number of conceptions during month i,
NI be the number of women still in observation

during month i,
Si be the number of women at risk of conception

during month i,

We note that Ni decreases progressively due to the
women lost to follow up, and that Si also decreases for
the same reason but primarily as and when the women
conceive and thus enter the nonsusceptible period.

The percentage of women conceiving during the n first
months (if no woman has had the time to conceive more
than once) will be
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TABLE 31–3 Monthly Distribution of Conceptions 
(per 1000 Women). Homogeneous Case: Monthly 
Probability of 30% or Monthly Probability of 3% 

(Contraceptive Method 90% Effective)

Month At 30% risk At 3% risk

Not yet Conceiving Not yet Conceiving 
conceived in the conceived in the

month month

1 1000 300 1000 30
2 700 210 970 29
3 490 147 941 28
4 343 103 913 27
5 240 72 886 27
6 168 50 859 26
7 118 36 833 25
8 82 25 808 24
9 57 17 784 24

10 40 12 760 23
11 28 8 737 22
12 20 6 715 21
13 14 694

Total 986 306



If all the women are still under observation after n
months, Equation 2 reduces to

(Eq. 3)

If none of the conceptions is wanted, Tn represents 
a contraceptive failure rate, calculated for period n.
In the case where exits from observation during period
n are significant, using Equation 3 instead of Equation
2 will result in under-estimating the true failure rate.

Can we define a relationship between T and E? In
the homogeneous case and again taking account of
only one conception per woman, the procedure is
straightforward. The monthly number of conceptions
(Ci) is obtained by multiplying the number of women
at risk (Si) by the risk of conception (residual fecund-
ability pr):

Ci = Sipr = Sipn(100 - E)/100

if E is expressed in percentage terms. If the number of
women under observation (N) stays constant during
the observation period, the number of women still at
risk (i.e. who have not yet conceived) at the start of
month i is simple to calculate:

Si = N(1 - pr)i-1

The formula for summing the terms of a geometric
progression then gives:

and Equation 3 becomes:

(Eq. 4)

which establishes a relationship between the rate of
conception T and the residual fecundability (and hence
also the contraceptive effectiveness E).

Let us again use the elements in Table 31–3:

• When there is no contraception, Equation 3 gives
as rate of conception for the first year:
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• With a contraceptive that is 90% effective the rate
will be:

• We can check that an identical rate is obtained
with Equation 4:

T = 100 [1 - (1 - 0.3)12] = 98.6%

and

T = 100 [1 - (1- 0.03)12] = 30.6%

But the same is not true for the heterogeneous case,
i.e. when there is couple-to-couple variation in natural
fecundability or (to an even greater degree) in contra-
ceptive effectiveness. For in this case the couples with
the highest risk conceive soonest so that the mean risk of
those who have not yet conceived after month i
decreases. We will give an example of this with the
Pearl index.

2. The Pearl Index

In the 1930s, Pearl (1932) proposed a method for cal-
culating a rate of conception that takes into account only
the periods of exposure to the risk. Once conception has
occurred, the woman is in effect protected against any
new conception, for a period at least as long as the
pregnancy and sometimes appreciably longer. Para-
doxically, therefore, a conception actually helps to
reduce the rate of conception observed over period n
as a whole. In the Pearl index, the denominator is
formed by the sum of the Si, rather than the Ni:

This is a rate of conception, expressed for an annual
period (per 100 women-years). The first point to note
is that the maximum theoretical value of this index is not
100 but 1200. Assume that each woman conceives at
each ovulation (p = 1): In these conditions the number
of conceptions Ci would always be equal to Si and R
would be equal to 1200. In practice, p is not equal to 1.
As we have seen, when no contraception is being used,
it is between 0.2 and 0.3. In the homogeneous case, we
can check that:
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(Eq. 5)

(Eq. 2)



R = 1200 p

i.e. that the rate of conception is given directly by p
(apart from the coefficient 1200), as in fact results from
the definition of R.

With p = 0.3, R is 360, and with p = 0.15 (a 50% level
of effectiveness of the contraception), R still has a value
of 180. In a situation of heterogeneity, the R values cor-
responding to identical values for mean fecundability
would be even higher.

The relation R = 1200 p is only valid in conditions
of homogeneity, except for an observation limited to a
single cycle; in this case, under conditions of hetero-
geneity, we still have:

R1 = 1200 p̄

Beyond a single cycle, the relation no longer holds,
because of the progressive selection that operates, since
it is the most fecund women who conceive soonest.
Table 31–4 gives an example of the effects of this selec-
tion, taken from an American survey. Calculated over
the first 12 months, the index R was 36%; over the first
24 months, less than 30%; and after 4 years, 26%.

This dependence of R on the length of observation
is a drawback if we wish to compare two separate
surveys that use different lengths of observation. For
this reason it is imperative always to mention the exact
length of the observation and to compare only values
that are calculated over the same period (preferably 12
months).

Assuming we have a distribution of pr we can try to
establish a relation between R and E using an empiri-
cal approach. In accord with the conclusion of the pre-
vious paragraph, the relation must be calculated for an
observation period of a specific length. This was the
approach used by Henry. Table 31–5 shows the rela-
tions he established between values of R12 (12 months)
and E.

The relation becomes looser as E decreases and the
number of conceptions rises, but it is clear enough for
the usual range of effectiveness E (90%–100%).

As long as the probability of conceiving in 12
months remains low, which in practice means levels of
effectiveness of at least 95%, the proportion of women
who conceive in 12 months (T12) is very close to R12.
The number of women exposed to the risk (Si)
decreases only very slowly and Equations 2 and 3
differ little in the case of n = 12. It is therefore correct,
in this case and in this case only, to interpret the Pearl
index as the proportion of women who conceive in 12
months. We saw earlier that this would not be true for
higher values of risk of conception.

Even in this case, however, it must be noted that the
effectiveness of the method used is not equal to the
complement at 100 of the failure rate. If, for example,
we obtain a Pearl index value of 4 (per 100 women-
years), it would be incorrect to conclude that the
method has an effectiveness of 96%—according to
Table 31–5, its effectiveness is in fact 99%.

3. Fertility Rates, Failure Rates and
Fecundability

Mention can be made of a final specificity of the
indices T and R—they refer to a cohort of women,
characterized by the fact of all being exposed to the risk
of conceiving (even if this risk is low) at the start of obser-
vation. This is what distinguishes them from conven-
tional fertility rates, in which the number of births (or
conceptions) is divided by all the women of a given
age, whether they are exposed to the risk or not.

The distribution of conceptions, as presented in
Table 31–3 for example, is equally uninformative as to
the value of the conventional fertility rate, and, vice
versa, knowing this fertility rate is of no help in 
evaluating fecundability. The fertility rate (number of
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TABLE 31–4 Effect of Length of Observation on
the Pearl Index (R)a

Length of observation R (per 100 women-years)

1 month 42.4
6 months 37.1

12 months 35.7
18 months 30.8
24 months 29.4
36 months 27.3
48 months 26.2

a Results calculated on the same group of women.
Source: Charles F. Westoff, Robert G. Potter, Philip C.

Sagi, and Elliot G. Mishler, 1961. Family growth in metropoli-
tan America. Princeton, Princeton University Press, 433 p.

TABLE 31–5 Relation between the
Pearl Index calculated for 12

months (R12) and effectiveness of
contraception (E)

R12 (for 100 women-years) E %

1.5 to 2 99.5
3 to 4 99
6 to 8 98
12 to 21 95
about 30 90

Louis Henry, 1968. Essai de calcul de
l’efficacité de la contraception, Population,
vol. 23(2), p. 265–278.



births or conceptions per 1000 women under observa-
tion during one year) is in fact determined by several
parameters:

• Fecundability, which determines the time
necessary to conceive;

• The duration of gestation and of the postpartum
nonsusceptible period during which the woman is
unable to conceive. This nonsusceptible period is
short when the woman does not breast-feed
(approximately 6 weeks) but can last up to a year
when she breast-feeds for 2 years (as observed in
many African and Asian societies);

• Fetal mortality, which is responsible for further
lengthening the interval between live births.

If we set aside sterility (i.e., take into account only
women who are still fertile) the fertility rate is equal to
the reciprocal of the interbirth interval. This result is
consistent with what we would expect intuitively—a
birth every 2 years is the same as a fertility rate of 0.5
(or 500 per 1000).

Let us examine a simple case in which we will dis-
regard fetal mortality and assume that all the women
have the same fecundability p and the same nonsus-
ceptible period m. The interval between two births will
be equal to the sum of the waiting time to conception
and the nonsusceptible period (including in the latter
the length of gestation), that is:

The fertility rate (annual) of women who are still
fertile will be, when I is expressed in months:

Table 31–6 shows that even in this simplified case
the values of the indices T (conception rate for first 12

F
I

=
12

I
p

m= +
1

months), R (Pearl index), F (fertility rate) and 1 - E are
all different.

4. Other Problems

We have already identified a difficulty in the meas-
urement of the contraceptive failure rate—namely that
this measurement (even when we express it in annual
terms) depends on the length of observation. A dis-
tinction also has to be made between the theoretical
effectiveness and the clinical effectiveness (or use -effec-
tiveness) of any one method. The former is evaluated
in ideal laboratory conditions of use and assuming full
compliance with instructions. The latter is measured
under more realistic conditions for a real population
whose members are not of above average motivation
or education. The difference between these measure-
ments is likely to be greater the more demanding the
method is to use. This is why the effectiveness of the
same method when used by two separate populations
can depend in large part on the cultural distance
between these two samples. The temperature method,
for example, when practiced correctly by a population
of highly motivated couples can be as effective—if not
more so—as the pill used carelessly or half-heartedly.
This is why it is important in a data collection to be
completely rigorous and not to exclude a failure by
blaming it on the carelessness of the subject. It is clear
that if all failures are excluded, as tended to be done
in the early evaluation studies of the pill and the
intrauterine device (IUD), an effectiveness of 100% will
always be obtained.

More recently, a third notion has been introduced:
that of extended use-effectiveness, to take into account the
contraceptive failures occurring after the discontinua-
tion of a method that has been not well tolerated. This
amounts to incorporating another dimension of con-
traception, namely its acceptability. What, after all, is
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TABLE 31–6 Calculation of the Different Indices in Two Simple Casesa

Index Monthly risk of conception:

p = 0.25 p = 0.0125
(without contraception) (contraception with 95% effectiveness)

Mean time to conception (1/p) 4 months 80 months
Birth interval (I) 16 months 92 months
Annual fertility rate (12/I) 75 p. 100 13 p. 100
Number of women conceiving during first 12

months of exposure to the risk (T) 97 p. 100 14 p. 100
Pearl index for first 12 months (R) 300 p. 100 15 p. 100
1 - E 100 p. 100 5 p. 100

a Homogeneous groups, total nonsusceptible period of 12 months.



the value of a method that is completely effective if it
cannot be tolerated for longer than two or three
months? And what else could explain that women
requesting abortion are often found to be former pill
users, if it is not the low tolerance for this type of con-
traception by some women?

Table 31–7 illustrates these different problems by
giving fairly large ranges of failure rates (theoretical
and clinical), use-effectiveness, and the 1- and 2-year
continuation rates, for the various contraceptive
methods.

Life table methods (a classic tool of demography)
allow a maximum use of all the available information,
notably when discontinuations and interruptions are
frequent (see, for example, Potter, 1960).

5. One Abortion Does Not Mean 
One Averted Birth

When a woman decides to have an abortion, she
averts a live birth. Yet it is inaccurate to think that if,
for example, 100,000 abortions are carried out each
year in a population, 100,000 births will have been
averted in this population. This is because the interval
between two births is equal to the sum of the waiting
time to conception (1/p), a gestation time (gm), and a
postpartum nonsusceptible period (tm). Under natural
fertility conditions, plausible values for these three

component parts would be 5, 9, and 10 months, or 24
months in total. In the case of abortion, the last two
components are reduced to approximately 3 and 1
months, respectively, making a total interval of 9
months instead of the 24 months for a live birth: There-
fore 24/9 = 2.67 abortions are needed to avert one live
birth. The ratio is, however, close to 1 where there is
no breast-feeding (tmis now only 2 months) and where
a contraceptive method is used (which increases the
ratio 1/p). In general, the number of births averted by
an abortion is equal to:

where ga and ta are, respectively, the durations of ges-
tation and of the postpartum nonsusceptible period in
the case of abortion.
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TABLE 31–7 Effectiveness, Failure Rates and Continuation Rates for Various Contraceptive Methods

Method Failure ratea Use-effectiveness, % Continuation
rates, %

Theoretical Clinical
1 year 2 year

Tubal sterilization 0.04–0.08 0.04–0.08 ~100 — —
Vasectomy 0.15 0.15–1.0 99.9 — —
Injection ? 0.30–2.50 99.5–99.9 40–85 25–80
Oral contraceptives

Combined 0.03–0.10
Sequential 0.20–0.56 1–7 98–99.5 40–80 30–70
Minipill 1.60–3.00

Temperature 0.07–1.30 1–25 90–99.5 — —
Intrauterine device 1.00–3.00 1–10 98–99.5 50–85 40–75
Diaphragm 1.50–3.00 3–35 90–99 — —
Condom 1.50–3.00 3–35 90–99 — —
Vaginal (chemical) (1.8) 2–40 50–99 — —
Calendar rhythm (Ogino) (3.8) 15–50 50–95 — —
Withdrawal (3–10) (10–100) — — —
No contraception — 100–300 0 — —

a Number of conceptions per 100 years of exposure to the risk. Whenever possible, the rate was calculated for the first 12 months
(R12).

Source: Henri Leridon, 1977. Human fertility: the basic components. Chicago, The University of Chicago Press, 202 p.
Table based on Christopher Tietze, 1971. Effectiveness of contraceptive methods, in: Egon Diczfalusy and Ulf Borell, Control of

human fertility, p. 303–320. New York, Wiley, 354 p. (Proceedings of the 15th Nobel Symposium, Lidingo). and various issues of Pop-
ulation Reports, 1973–1975.
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Fetal mortality has until now usually been studied
as an attribute of other demographic phenomena,
whether for its effect on fecundability in the analysis
of fertility (Henry, 1964; Wood, 1989) or as a risk factor
in the context of infant mortality. It acquired some
importance through the concept of perinatal mortality
(stillbirths plus infant deaths at 0–6 days) that Peller
(1948) introduced to avoid the errors caused by un-
reliable data on infants’ vital status at birth. However,
studies on this subject have generally been based on
civil registration data and the fetal deaths taken into
account are those subject to compulsory declaration.

On that last point, note that registration of fetal
deaths was slow to be introduced compared with that
of live births. The explanation for this lack of interest
is to be sought in the historic origins of civil registra-
tion. It is generally accepted that this developed from
the parish registers in which baptisms, marriages and
burials were recorded (see Chapter 121). The act of
baptism allowed the infant to be given the status of a
person (or more exactly, a Christian) by freeing it of
original sin. Similar thinking informed legislation reg-
ulating the declaration of events for civil registration,
whereby the newborn child, through birth certifica-
tion, acquired a legal identity. The latter establishes
rights with regard to filiation, inheritance, and settle-
ment but is conditioned by the fact of the child being
born alive and viable. Not until the 19th century1 did
most countries adopt the criterion of gestation duration

and the limit of 28 weeks (counted from the date of the
last menstrual period), which is considered the length
of time after which a fetus becomes capable of
autonomous existence (Empire français, 1805).

Contemporary developments such as new patterns
of fertility behavior (birth control, smaller families),
the increasingly technical character of childbearing in
the areas of reproduction (in vitro fertilization) and
medical care for the newborn, the ethical debates over
embryo status are combining to give the levels and
determinants of fetal mortality greater priority as
research topics.

The importance of standardized statistics in this
field was illustrated in 1950, when the World Health
Organization (WHO) Committee of experts on health
statistics recommended that late fetal mortality statis-
tics include only fetal deaths occurring after week 
28 of gestation (WHO, 1950a), thereby reaffirming 
the measures adopted in 1925 by the League of 
Nations Health Office. Concurrently with this deci-
sion, the WHO acknowledged that fetal mortality was
a major problem whose full extent was not reflected 
in the existing official figures. The representatives of
the American National Committee on Population 
Statistics who appeared before this committee quoted
the frequency of fetal deaths for 1948 in New York 
city, where 67% of recorded fetal deaths occurred
before week 20 of gestation, 12% between weeks 20
and 28, and 18% after week 28 (WHO, 1950b). The limit
of 20 weeks’ gestation was in fact the legal limit for
declaration of stillbirths in New York. Influenced 
by this example, the WHO proposed classifying 
fetal deaths according to the gestation duration at
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which they occur, with the following divisions: early
fetal mortality (less than 20 weeks), intermediate fetal
mortality (20–27 weeks), and late fetal mortality (28
weeks or more).

I. FETAL MORTALITY LEVELS

Evaluation of fetal mortality levels is necessarily
limited by data availability. Conventional demo-
graphic statistics derived from the stillbirths recorded
by civil registration systems pertain to late fetal mor-
tality only. Many countries use the criterion and limit
of 28 weeks’ gestation, but the substitution between
criteria proposed by the WHO (1000g in weight, 35cm
in length, or 28 weeks of gestation, for the production
of international statistics) creates problems for compa-
rability of the levels, because the limits are not equiv-
alent (Gourbin, 1995). Further definitional disparities
arise from the adoption of different limits for the same
criterion. Mention was made above of the case (note-
worthy) of many states in the United States registering
fetal deaths after 20 weeks of gestation from the end
of the 1940s, but more recently other countries such as

Portugal and Finland have adopted the WHO recom-
mendations (WHO, 1977) for the compilation of
national statistics, which provide for reporting all
births with a weight of at least 500g (or 22 weeks of
gestation or 25cm in length).

1. Late Fetal Mortality

Because civil registration declaration of stillborn
children is compulsory in developed countries, it can
generally be assumed that the number of fetal deaths
at 28 weeks or more of gestation is known, at least in
those countries with a long tradition of keeping statis-
tical records. Table 32–1 shows the levels of late fetal
mortality (or stillbirths, often referred to in French as
mortinatalité) calculated from these data for the various
world regions.

To facilitate international comparisons, the WHO
recommends standardization of perinatal mortality
rates for weight or gestational duration, including 
in the calculation only infants with a birth weight 
of at least 1000g or a minimum gestation of 28 weeks.
In practice, it is usual for the denominator to 
include the fetal deaths recorded by civil registration
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TABLE 32–1 Late Fetal Mortality in the World (per 1000 Births)

Country Late fetal Country Late fetal Country Late fetal
mortality mortality mortality

Africa Australasia Europe (cont.)
Mauritius 1996–1997 12.8 Australia 1996 4.1 France 2000 4.6
Egypt 1995 3.8 New Zealand 1996–1997 3.1 Germany 1997 4.3
Tunisia 1997 11.0 Greece 1997 6.1

Asia Hungary 2001 5.6
North/Central America Azerbaijan 1995–1996 4.5 Iceland 1994–1997 3.3
Canada 1995 6.1 China–Macao 1993 22.0 Ireland 1999 4.2
Cuba 1996 10.3 Japan 1997 2.8 Italy 1998 3.7
El Salvador 1996–1997 5.4 Kazakhstan 1997 9.1 Latvia 1995–1997 9.1
Guatemala 1993 17.1 Malaysia 1997 4.4 Lithuania 1995–1997 5.3
Mexico 1997 6.4 Philippines 1993 5.2 Luxembourg 2000 4.6
Panama 95–96 6.3 Tajikistan 1994 8.4 The Netherlands 1999 4.6
Puerto Rico 1996–1997 11.2 Uzbekistan 1997 6.9 Norway 1996–1997 4.2
United States 1998 ≥28 wk 3.4 Poland 1997 4.9
United States 1998 ≥20 wk 6.7 Europe Portugal 1999 4.3

Austria 2001 2.6 Romania 1997 6.3
South America Belgium 1995 4.8 Russian Fed. 1995 7.4
Argentina 1997 11.4 Bulgaria 1997 7.5 Slovakia 1994–1995 4.0
Brazil 1998 9.7 Croatia 1996–1997 4.4 Spain 1996 3.9
Chile 1997 4.8 Czech Rep. 1996–1997 3.8 Sweden 2000 3.9
Ecuador 1997 13.5 Denmark 2000 3.8 Ukraine 1997 6.7
Venezuela 1996 21.4 Estonia 1995–1997 7.8 United Kingdom 1997 5.4

Finland 2000 2.8 Yugoslavia 1995 6.2

Sources: Items in italics: Demographic Year Book, 1998, United Nations; in roman: National Population Statistical Yearbooks; bold: 
Buitendijk et al., 2003.



plus all live births regardless of weight or gestation
duration.

In Western and Central Europe and the other indus-
trialized countries,2 late fetal mortality at the end of 
the 1980s was usually around 4 per 1,000 to 6 per 1,000,
levels that are extremely low and, it may be noted, con-
sistently lower than those for infant mortality (Masuy-
Stroobant, 1994). This situation is the result largely of
more accessible and effective care during pregnancy
and at birth, although also of a favorable socioeco-
nomic context. Coverage appears to be complete, and
if any bias does occur it tends toward overestimation
of late fetal mortality when the legislation specifies the
signs of life by which to recognize a live birth3 (pres-
ence of heart beat or respiration in Austria and
Switzerland) or when infants are included who were
live born but died before their birth was registered, 
or in the 24 hours after birth (Gourbin and Masuy-
Stroobant, 1995).

Data on late fetal mortality are conspicuously
lacking in Africa and some South American and Asian
countries due to civil registration systems that are still
defective or to the lack of statutory provision for the
declaration of stillbirths. Local surveys have attempted
to estimate levels of perinatal mortality; conducted in
the 1970s, these studies situated late fetal mortality at
between 18 per 1,000 (Kinshasa, Zaire) and 95 per 1,000
(Mulamfashi, Zambia). However, these surveys were
carried out on women giving birth in hospitals thus it
would be unsafe to generalize these levels. Further-
more, differences in collection procedures and high
levels of drop out from the initial samples undermine
the validity of the results and make comparison
impossible (Nzita Kikhela, 1986).

Using the surveys conducted in the World Fertility
Survey (WFS) program, Casterline (1989) has at-
tempted to evaluate levels of fetal mortality, whether
the event is classified as a miscarriage (before 28 weeks
of gestation, the pregnancy having been recognized by
the mother) or a stillbirth (28 weeks and over). For an
observation period limited to the 5 years preceding the
survey, comparison of 22 African, South American,
and Asian countries shows the percentage of pregnan-
cies ending with fetal death (miscarriage plus still-
birth) to vary between 5.6% (5.2 + 0.4) in Ghana and
20.4% (17.8 + 2.6) in Guyana. In countries where
induced abortion is authorized, an induced abortion is
less likely to be deliberately misreported as a sponta-

neous abortion and so the figures will be more reliable.
Overall these estimations appear to give 50% to 80%
coverage of fetal deaths compared with the results
obtained from intrauterine mortality life tables (see
below). Despite results that it might have been fruitful
to develop in subsequent research, those in charge of
the Demographic and Health Survey (DHS), which was
partly a continuation of the WFS, decided to discon-
tinue collection of this kind of data, judging that the
costs outweighed the potential returns (Casterline,
1989).

2. The Risks of Fetal Death in Pregnancy

Although levels of late fetal mortality can be evalu-
ated in countries with a long tradition of statistical
record keeping, the situation is different when analy-
sis encompasses the entire duration of pregnancy. Esti-
mation of the risk will depend closely on the study
protocols for early pregnancy detection. Before review-
ing these, a short description of the hormonal
responses initiated by conception is useful for under-
standing the difficulties associated with measurement
of very early fetal loss.

Pregnancy Detection

Ovulation in the human female occurs on average
about 15 days after the start of the last menses.4

Between 36 and 40 hours before ovulation there is a
surge in production of LH (luteinizing hormone) that
unblocks the meiotic process of the ovum. A fertilized
ovum moves through the fallopian tube to the uterine
cavity, reaching it 3 to 4 days later. Finally, 1 week after
ovulation, the embryo attaches to the lining of the
uterine wall. This implantation is accompanied by an
increase in production of the hormone hCG (human
chorionic gonadotrophin).

Early detection of pregnancy (and its development5)
is based on identification of the surges in hormone pro-
duction. Research reviewed by Wilcox et al. (1993)
involved establishing the serum presence of a protein
known as early pregnancy factor that is detectable within
24 hours of fertilization. Measurement of this factor is
problematic, however, and doubts exist over its speci-
ficity as a marker of pregnancy. What happens to ova
in the first week after fertilization remains uncertain,
and the study by Hertig (1959) to determine the risks
of subclinical loss remains unique in this field, both for

Chapter 32/Fetal Mortality 437

2 Excluding the newly industrialized countries of Asia.
3 The live-born child who dies a few moments later without

having presented these signs will be recorded as stillborn on condi-
tion of satisfying the criteria for stillbirth declaration.

4 To be exact, between the 8th and 24th days.
5 In vitro pregnancies are not considered here.



the information obtained and for the methods used.
This study was conducted on women undergoing hys-
terectomy for reasons other than pathologic states that
could prevent fertilization. The patients were asked to
have sexual intercourse around the presumed date 
of ovulation and the operation was carried out in 
the days that followed. Any product of conception 
that existed was removed. Histologic examination 
was performed to determine the egg’s developmental 
stage and the normal or abnormal character of its 
evolution. The results obtained, however, have been
subject to differing interpretations (Leridon, 1973). In
summary, of all the conceptions observed, 37% would
result in a live birth, whereas half of all fertilizations,
that is potential pregnancies, would end in fetal death
before the end of week 4 of gestation. Over and above
the ethical problem raised by the methods used to
obtain these results, a number of criticisms can be
made:

Measurement of the rates is based on too few
observations;

The study conditions: Hysterectomy is rarely
performed on women younger than 30 years, 
yet risks of fetal death are known to increase with
age;

The hypotheses underlying the results: (1) All
morphologically abnormal conceptions end 
with expulsion of the fertilized ovum and (2) these
are the only conceptions to end in this way.
Although the first hypothesis appears correct in
most cases, it is unsafe to assume normal embryo
development solely on the basis of an oocyte’s
normalcy at a very early stage of development
(Kline et al., 1989).

Notwithstanding these criticisms, Hertig’s study
drew attention to the extremely high levels of
intrauterine mortality during the first weeks of preg-
nancy. It also showed (or confirmed) that the series of
risks associated with the different stages of the gesta-
tion period declines exponentially at the start of the
pregnancy. Although other studies have confirmed
this hypothesis, estimations of total risk levels and of
variation in fetal mortality rates by gestation duration
remain unclear, the results obtained being heavily
influenced by the aims and protocols of individual
studies (Modvig et al., 1990).

II. INFLUENCE OF DATA
COLLECTION METHODS

The most frequently made criticism of retrospective
studies concerns the bias caused by misreporting of

events. In the field of fetal mortality, the three most
common biases are the following:

A fetal death can be forgotten, this recall failure
depending on socioeconomic factors, the
gestational age at which loss occurs, and the length
of time since the event6;

Irregular menstrual cycles can be confused with
spontaneous abortion;

An induced abortion can be presented as a
spontaneous abortion.

In addition, retrospective studies that cover
women’s complete reproductive histories (Tietze, 1948;
Risch et al., 1988) and calculate the risk of fetal death
in relation to all recorded pregnancies are liable to
overestimate fetal mortality by overrepresenting the
least fertile women if these are trying to achieve a
desired number of children (the problem is identical in
panel surveys).

The recruitment of women for prospective surveys
depends on whether the study aims to identify very
early fetal losses or those occurring after a first missed
menstrual period. In the former case, the participants
are all volunteers, want to have a baby, and agree to
submit to the strict biologic observation7 necessary for
very early detection of pregnancy (Edmonds et al.,
1982; Wilcox et al., 1988, 1993). Pregnancy is detected
by measuring urinary concentration of the hCG
secreted by the placenta after implantation.8 Detection
of this hormone is the basis of early pregnancy 
diagnosis and the accuracy of the result depends on
the specificity of the assay used.9 In the second case,
the study uses women who enter observation at the
point when their pregnancy is clinically recognized
(medical visit or ultrasound scan), or who agree to
keep an accurate menstrual record and to report any
pregnancy that is followed by a recognized fetal death
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6 On the latter points, the comparison by Wilcox and Horney
(1984) of data from a study of spontaneous abortions recorded in
hospital when they occurred with those obtained by retrospective
questioning of the same women, show that 25% of subjects did not
recall having suffered a spontaneous abortion. This difference was
directly related to the gestation duration at which death took place
and to the length of time since the event: the coverage achieved was
82% if the fetal death took place in the 10 years before the survey,
73% if it occurred more than 20 years earlier.

7 Urine specimens had to be taken every morning and stored in
the refrigerator for collection once a week by the laboratory doing
the analyses.

8 Then implantation occurs, a large and rapid rise is observed in
hCG circulating rates. This hormone, with others, stimulates hor-
monal production and maintains the pregnancy.

9 It is noteworthy that the results of the studies conducted before
the mid 1980s are better than those obtained subsequently, these dif-
ferences apparently being due to the non-specific nature of the assay
(Wilcox et al., 1993).



(even if the facts have not been clinically diagnosed)
(Wilcox et al., 1981).10 Some of these prospective studies
have been used for constructing intrauterine mortality
life tables.

Table 32–2 shows the differences in estimation of
risk according to the method used. The mortality rates
were calculated by dividing the number of fetal deaths
by the number of recognized pregnancies. Except for
the study by Harvey Risch et al. (1988), retrospective
surveys find levels of risk of fetal death higher than
those estimated in prospective studies. Heterogeneity
among individuals is partly responsible for these dif-
ferences—women who have had the desired number
of children avoid becoming pregnant again, whereas
women who have suffered repetitive spontaneous
abortions go on trying in the hope of a favorable
outcome. In other words, the number of pregnancies
will be influenced by the outcomes of previous 
pregnancies. Furthermore, some of the fetal deaths
reported over the woman’s reproductive life in retro-
spective studies have occurred before any medical visit
or too early in gestation for hospitalization to be nec-
essary. In most prospective studies, however, entrance
to observation is at the initial prenatal visit. Since fetal
death occurs mainly in the first weeks of pregnancy,
the levels of intrauterine mortality will depend closely

on how early this visit takes place. Lastly, it can be
noted that a study based on a systematic recording of
fetal deaths in Hungary shows a level of risk of fetal
mortality similar to those observed in prospective
studies (Gourbin, 2002).

III. INTRAUTERINE MORTALITY
RATES BY GESTATION DURATION

Although prospective surveys are more reliable 
for estimating fetal death frequencies, we also need 
to know the distribution of these deaths at the differ-
ent stages of pregnancy in order to analyze the varia-
tion in the risk of fetal death by gestation duration and
to evaluate the total level of intrauterine mortality. 
This approach has been used in some studies and has
led to the construction of intrauterine mortality life
tables, the first of which, published by French and
Bierman in 1962, remains a reference in this field (Kline
et al., 1989; Leridon, 1977). In theory, the life tables
should be constructed using probabilities that allow
for the different pregnancy outcomes that can be 
competing with death—each of these outcomes is
exclusive, so if one occurs the other cannot. This is the
case between fetal mortality and induced abortion 
in early pregnancy, therapeutic abortion during preg-
nancy, and live birth at full term. In the six series 
of fetal death probabilities presented here (Table 32–3),
French and Bierman exclude live births from the
denominator, Ehrardt (1963) estimates the probabili-
ties (see below), Shapiro et al. (1962) do not give a clear
explanation of the method used, Taylor (1960) and
Goldhaber and Fireman (1991) compute daily proba-
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TABLE 32–2 Estimation of Risks of Fetal Death by Recognized Pregnancy in Various Studies (per 100 Pregnancies)

Sources Date and place of study Study type No. of Risk of fetal
pregnancies death, %

Tietze et al., 1948 1937–1946 United States Baltimore Prospective, prenatal visit 10,397 12.2
Retrospective 30,133 17.0

Leridon, 1976 1971 France Créteil Prospective, prenatal visit 1,304 11.5
Retrospective 2,248 15.3a

Wilcox et al., 1981 1961–1970 United States Minnesota Prospective, menstrual cycle 1,493 13.1b

monitoring
Edmonds et al., 1982 1980–1981 England Southampton hCG measurement 118 62.0
Wilson et al., 1986 1981–1983 Canada Vancouver Prospective, first ultrasound scan 747 2.9
Risch et al., 1988 1974–1978 Canada and United States Retrospective 6,282 12.8
Santow and Bracher, 1988 1986–1987 Australia Retrospective 6,213 15.1
Wilcox et al., 1993 1983–1985 United States Columbia hCG measurement 197 32.0
Gourbin, 2000 1984–1988 Hungary Statistical registration records 708,950 12.1

hCG, human chorionic gonadotropin.
a Induced abortions are excluded from the denominator.
b Until week 20 of gestation.

10 The level of fetal mortality in the former case will be closely
related to the gestation duration recommended for the start of pre-
natal visits (thus conditioning an earlier or later recognition of the
pregnancy) or for the first ultrasound scan. In the second case (self-
observation), the results can be biased by the greater or lesser vigi-
lance (or ability) of the women in spotting the signs of pregnancy,
or by irregular menstrual cycles.



bilities,11 and Gourbin (2002) estimates single-
decrement probabilities of fetal loss to allow for
induced abortions.

Whichever method is used, determining the risks
encounters two major problems:

The number of fertilizations cannot be 
known because of the difficulty, if not
impossibility, of detecting the very earliest stages
of pregnancy, which is when large numbers of
zygotes12 are lost;

The risk of death by gestational age is usually
calculated for the gestation duration at which the
fetus (or embryo) is expelled. However, death can
occur well before this expulsion and the resulting
difference between fetal age (length of time
between fertilization and fetal death) and
gestational age can be very large (Boué and
Leridon, 1971); fetal age is extremely hard to
ascertain, and the risks of fetal death are usually
calculated for the gestation duration at the time of
expulsion.

From week 4 of gestation, the total risk of fetal mor-
tality varies between 24% and 12%, a disparity that is
due mainly to the level of mortality between 4 and 8
weeks. The lower fetal mortality rates between 4 and
7 weeks reported in studies by Goldhaber and Fireman
and Gourbin, are evidence of an underrecording of
fetal deaths at these low gestation durations. After 8
weeks of gestation, the six series of mortality proba-
bilities follow the same pattern of intrauterine mortal-
ity, characterized by a probability of fetal death that is
very high at the start of the pregnancy and declines
rapidly up to week 20. It remains fairly constant
between gestational weeks 24 and 36 before rising
slightly at the higher gestation durations. The series 
of mortality probabilities published by French and
Bierman, which is considered the most reliable, espe-
cially for the early stages of pregnancy, is a good
example of this mortality pattern—the risks of fetal
morality decline in a completely linear fashion up to
week 20, then stabilize, before increasing after week 40.
It should be noted, however, that the more recent
studies by Goldhaber and Fireman and Gourbin find
only a small increase in risk at the end of normal preg-
nancy duration, probably as a consequence of medical
interventions for pregnancies that have gone beyond
the forecast term. Ehrardt assessed intrauterine mor-
tality during the early weeks by extrapolating the level
of intrauterine mortality in weeks 8 to 11 (judged to be
reliable) to calculate the rates for 0 to 4 weeks and 4 to
7 weeks. For the period 0 to 4 weeks the value of the
rate was 11%, corresponding to a total risk for the
pregnancy of 29%, a level that is still below the 32%
estimated by Allen Wilcox et al. (1988) from hCG con-
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TABLE 32–3 Risk of Fetal Death by Gestation Duration in Different Studies (for 1000 Recognized Pregnancies)

Gestation Survey
duration, 

French and Bierman Schapiro et al. Erhardt (1963) Taylor (1970) Goldhaber and Gourbin (2002)weeks
(1962) Kauai Island, (1962) New New York, California, Fireman (1991) Hungary,
Hawaii, 1953–1956 York, United United States, United States, California, 1984–1988

States, 1960 1959–1966 United States,
1958–1959 1981–1982

4–7 108.1 13.7 82.4 61.2 23.1 20.1
8–11 69.9 58.8 67.1 48.7 56.3 40.8

12–15 44.8 40.0 28.2 25.3 33.3 20.2
16–19 13.3 14.0 10.7 11.0 11.5 9.3
20–23 8.5 6.5 8.9 7.7 4.4 7.1
24–27 3.2 3.6 2.1 3.3 2.4 4.0
28–31 3.0 2.2 4.3 3.6 1.5 1.8
32–35 3.0 2.6 2.0 3.3 1.5 2.0
36–39 3.4 4.0 6.9 4.2 1.0 2.9
40+ 6.8 9.3 10.8 14.3 2.5 3.0

Total risk 239.6 145.8 182.4 170.0 130.8 121.0

11 Estimation of the rates included extrauterine pregnancies for
the tables of French and Bierman and Shapiro; conversely, women
whose pregnancy ended with fetal death in the 2 days following the
medical visit were excluded for the tables of French and Bierman,
Taylor, and Goldhaber and Fireman.

12 Development of the fertilized egg in the uterus is reflected in
a changing terminology: From fertilization to day 19, we speak of an
egg or a zygote, from day 20 to month 3 is the period of embryoge-
nesis, and from month 4 to term is the period of fetal development.
For the sake of simplicity the term fetal death is mainly used in this
chapter.



centrations and for the period from 3 weeks’ gestation
(or 1 week after fertilization) to the end of the preg-
nancy. Although this estimation is considered one of
the best currently available, the frequency with which
zygotes are lost during the very first week of their
development remains an unknown.

IV. THE DETERMINANTS OF FETAL
MORTALITY

Research in this field was for long limited to 
work by the United Nations (1954) and Morris and
Heady (1955) on the determinants of late fetal mortal-
ity and that by Shapiro et al. (1962) and Taylor (1970)
who, when constructing their intrauterine life tables,
highlighted the role of biologic variables (mother’s
age, parity) in the etiology of fetal mortality. The 1970s
and 1980s saw a growth in studies on perinatal mor-
tality, most of which failed to distinguish between late
fetal mortality and early neonatal mortality, the two
phenomena being thought to have identical determi-
nants. Gradually, however, more research has been
done into the biologic and social determinants of fetal
mortality, stimulated by new models of family forma-
tion, improved obstetrical and neonatal techniques,
and spectacular advances in fetal medicine. Due to the
scarcity of data, however, this research usually con-
cerns only late fetal mortality.

1. Biologic Factors

Genetic Abnormalities

The literature of demography (relatively poor in this
respect) and epidemiology identify chromosomal and
genetic anomalies, which are usually incompatible
with fetal development, as the main causes of first-
trimester intrauterine mortality (Simpson and Carson,
1992; Kline et al., 1989; Boué and Leridon, 1971).
According to these authors, 50% to 60% of first-
trimester fetal deaths are due to chromosomal anom-
alies, of which the most common are autosomal
trisomies (responsible for approximately 25% of
deaths) and monosomies X (about 20% of deaths).
Although several studies have reported broadly
similar frequencies, underreporting is potentially large
given that successful karyotyping is influenced by the
type of tissue used for culturing and by the length of
time until expulsion, which may be long if the embryos
with anomalies have died very early in gestation. In
addition, these figures do not include deaths in the first
week after fertilization, although elimination of the
zygote in this period probably results from severe

chromosomal abnormalities13 (Kline et al., 1989). Once
through the first trimester of pregnancy, the malfor-
mations that can affect embryos are usually compati-
ble with their development (although these anomalies
have a higher frequency among fetal deaths than
among liveborn infants [EUROCAT, 1995]) and other
factors, biologic and social, acquire a determinant role
in explaining fetal mortality.

2. Other Biologic Factors

The other biologic factors relate to the mother or to
the infant itself and are chiefly age, reproductive
history, and health status of the mother; the sex of the
fetus; multiple pregnancies; and retarded intrauterine
growth. The studies used in the construction of
intrauterine mortality life tables also analyzed the rela-
tionship between maternal characteristics and fetal
mortality, thus making it possible to evaluate their
impact on mortality before 28 weeks of gestation.

Maternal Characteristics

Fetal mortality varies considerably over the
mother’s reproductive career and this variation in risk
can be examined using the conventional characteristics
of age and parity. Their influence on late fetal mortal-
ity was evaluated in 1938 by Yerushalmy (quoted by
Morris and Heady, 1955); Shapiro et al. (1962) empha-
sized their importance throughout fetal life by describ-
ing the increasing risk of death with age and parity.
Other aspects of women’s reproductive life are also
implicated.

Maternal age14. The risk of fetal mortality is lowest
(around 11 per 1,000) when the mother is aged 20 to 24
years. This risk doubles between ages 20 and 40.
Harvey Risch et al. (1988) have even reported a risk of
fetal death before 28 weeks multiplied by 3 for women
aged 45 compared with women aged 20. Similarly, a
study describing fetal mortality profiles by gestation
duration, reports risks of fetal mortality after 28 weeks
of gestation multiplied by 4 for women over 40 com-
pared with women aged 20 to 24 years, and a risk 
multiplied by 6 at the start of pregnancy (8–11 weeks)
(Gourbin, 2002).

This increase is due partly to the specific effect of
aging on the woman’s reproductive capital and the
accumulation of pathologic risks or morbid conditions,
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13 Experimental studies carried out using mice have shown an
incomplete chromosome set to be responsible for the loss of zygotes
in this period.

14 The impact of paternal age on fetal mortality has rarely been
studied. It seems however that it plays a role too (Rychtarikova 
et al., 2004).



but also to the effect of heterogeneity described earlier.
The risk is also higher among very young women
(under age 18) though the relationship is hard to eval-
uate because the small numbers that can be observed
mean that the probabilities of dying are subject to large
random variations.

Parity. The risk of fetal mortality is slightly higher
in primiparous women, falls back at birth orders two
and three, and then rises steadily in the higher parities
(Pinelli, 1984). Some studies have claimed a doubling
of risk from the sixth birth (Heady et al., 1955; United
Nations, 1954). The differences in risk between first
births and second and third births are not always
obvious (Leridon, 1976; Bross and Shapiro, 1982), and
regardless of the birth order considered, the results
have to be qualified to allow for the difficulty of dis-
tinguishing the effects of age from those of parity
(Wilcox and Gladen, 1982; Risch et al., 1988). A study
conducted in Finland on early and intermediate fetal
deaths found a higher risk only when the mother was
aged 25 or over with at least of parity three (Hemminki
et al., 1983). Similarly, an increased risk is observed for
primiparous women at age 40 and older. These types
of combinations (low age and high parity, or vice
versa) appear to be the most problematic for fetal sur-
vival, suggesting that the association between parity
and fetal mortality reflects other risk factors.

Interval between live birth and fetal death. Family plan-
ning programs have often drawn attention to the U-
shaped curve of risks associated with the length of
interval since previous pregnancy. Risks are particu-
larly high for intervals of less than 9 months (Caster-
line, 1989) and even 6 months (10.9 per 1,000 versus 5.5
per 1,000 for the 13- to 24-month interval) (Kallan,
1992) and at the other extreme for intervals of over 60
months. In the former case, excess fetal mortality is
explained by the fact that repeated and closely spaced
pregnancies prevent the mother from recovering a sat-
isfactory physiologic state (Gribble, 1993; Dupin and
Rimbault, 1978). In the latter case, excess risk arises
from subfecundity or an impaired endocrine function
that prevents the mother from carrying a pregnancy to
live birth.

Previous fetal deaths. The above argument would
explain the close association observed between the
number of previous fetal deaths and the risk of recur-
rent fetal death. Leridon (1987) notes that in a third
pregnancy the risk of fetal death is around 20% to 25%
if one of the earlier pregnancies has ended with
intrauterine death; a similar risk (20%) was observed
by Risch et al. (1988). Gourbin (2002) found risk of fetal
death between 16 and 28 weeks of gestation more than
doubled for women who had suffered one previous
fetal death and more than quadrupled for those who

had suffered two or more previous fetal deaths, com-
pared with women who had never had a fetal death in
their previous pregnancies. This repetition of the fetal
death outcome in successive pregnancies can be seen
as evidence of the heterogeneity already described
(i.e., of interindividual variability in the capacity to
conceive and produce a live-born baby). In this model,
fetal death is a risk marker for a higher frequency of
fetal death in future pregnancies. However, the occur-
rence of a fetal death is also a potential risk factor, in
that fetal death can be a source of infections responsi-
ble for spontaneous abortions in future pregnancies.

Previous induced abortions. Most studies show that in
the countries where abortion is legal, carrying out an
induced abortion does not increase the risk of fetal
death in subsequent pregnancies (Frank et al., 1991;
Chung et al., 1982), except however in the countries
where traumatic techniques are in use (WHO, 1979;
Kline et al., 1978). The risks described in the latter case
were thus due to the methods used to perform this
intervention, the problem being especially acute in the
countries which had legalized induced abortion very
early (at the end of the 1950s) (WHO, 1979; Kline et al.,
1978). Results from the study using Hungarian data
(Gourbin, 2002) show risks of fetal death before 28
weeks of gestation at least 60% higher for women who
have already had an induced abortion compared with
women who have not, and the risk is more than double
for women who have had two or more previous
induced abortions. Today, the move away from tech-
niques involving excessive and violent dilations of the
cervix has reduced the risks of cervical incompetence,
which is a risk factor for spontaneous abortion and
prematurity. In the countries where abortion is illegal,
recourse to clandestine abortion carries a risk of infec-
tions which are potentially serious, with consequences
for the woman’s subsequent reproductive career.

Maternal health status. In addition to risk behaviors
such as smoking and drinking (discussed later), a
number of pathologic conditions can affect fetal 
survival. These may be anatomic (serious uterine 
malformation), metabolic (diabetes), autoimmune
(maternal-fetal blood incompatibility,15 lupus erythe-
matosus), chronic (renal or cardiac insufficiency), plus
infections. Not all contribute equally to the etiology of
fetal mortality, but the importance of some of them has
been quantified. Uterine malformation, which occurs
in 0.1% of women, causes spontaneous abortions in as
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15 Fetal-maternal blood incompatibility usually involves Rhesus
sensitization: if the mother is Rhesus negative (Rh-; recessive char-
acteristic) and the father Rhesus positive (Rh+; dominant character-
istic), the mother who has been immunized against Rh+ in a
previous pregnancy possesses antibodies that will cross the placenta
and cause hemolysis of the fetal red blood cells of group RH+.



many as 25% of cases (Simpson and Carson, 1992).
Even when well-controlled, diabetes still accounts for
nearly 7% of late fetal deaths (Thomas, 1989). Preg-
nancy toxemia (arterial hypertension and edemas
caused by pregnancy) and eclampsia (convulsions 
due to raised blood pressure) remain major causes 
of fetal and perinatal mortality. Of infectious 
diseases present in developed countries, toxoplasmo-
sis and cytomegalovirus infections are responsible for
intrauterine deaths or embryopathies if the nonim-
mune mother becomes infected during pregnancy. The
figures are not comparable, however, with those for
infectious diseases in developing countries, where
malaria and sexually transmitted diseases are the main
pathologies implicated in fetal death.

Malaria. Malaria can lead to fetal death through
several clinical mechanisms.

1. Bouts of fever in the pregnant woman can cause a
fetal tachycardia that results in death.

2. The severe anemias malaria produces can lead to
increased fetal morbidity due to iron deficiencies.

3. In the case of malaria, the parasite Plasmodium
falciparum is able to cross the placenta and cause it
to dysfunction, thus preventing adequate nutrition
of the fetus. This species of plasmodia is especially
serious in a pregnant woman because it is
estimated that nearly half of malarial episodes
with P. falciparum that occur during pregnancy
result in fetal death (Gentilini, 1993).

Sexually transmitted diseases. Gonorrhea and syphilis
have direct consequences for women’s reproductive
careers, the former causing sterility by tubal obstruc-
tion, the latter increasing significantly the risk of fetal
death. The lack of standardized data makes estima-
tions difficult. Nevertheless, according to the WHO,
more than a third of pregnancies in women suffering
from untreated syphilis end with a late fetal death
(Rowe, 1994).

Fetal Characteristics

Sex. According to a survey conducted by the WHO
in several countries on the determinants of perinatal
mortality (WHO, 1978), the infant’s sex has an uncer-
tain role in late fetal mortality, because the results vary
from country to country. However, an analysis of the
data for England and Wales by Waldron (1983) shows
that the excess male mortality existing before 1960 sub-
sequently declined and the differential is now almost
nonexistent. The hypothesis put forward to explain
this decline is of a change in the causes of excess male
mortality. Because boys usually have a higher birth
weight than girls (for the same gestational age), their

delivery can take longer, thus increasing the risks of
fetal distress and death during birth. This would imply
that boys have gained most from the improved obstet-
ric techniques that are responsible for a reduction in
mortality from hypoxia and trauma. Early and inter-
mediate fetal mortality by sex is harder to study
because of the technical difficulty of determining fetal
sex in the case of spontaneous abortions, difficulties
caused by the excessive interval between fetal death
and expulsion, or by an X monosomy16 that leads 
to identifying a fetus as male. On this last point,
improved identification techniques now make it pos-
sible to detect real X monosomies or those due to prior
loss of another X or Y chromosome.

Multiple-fetus pregnancies. Multiple-fetus pregnan-
cies are associated with increased risks of prematurity
and growth retardation and late fetal mortality. Kiely
(1990) used data for New York City between 1978 and
1984 to analyze perinatal mortality in multiple births
and found late fetal mortality rates three times higher
than those in single births. Similarly, a study of late
fetal mortality in multiple births using data for 1994
for England and Wales showed a risk four times higher
than for simple births (Office for National Statistics,
1994). Placental structure may be a contributory factor
in this excess fetal mortality, with a monochormial pla-
centa for a multiple-fetus pregnancy increasing the
risk of in utero death or malformations.

Fetal development. Intrauterine growth retardation is
the most common complication of elevated maternal
arterial blood pressure during pregnancy, with a fre-
quency roughly double that of normotensive women
(Boutroy, 1995). The prognosis is more unfavorable the
earlier in gestation the retardation begins and usually
leads to the birth being induced.

3. Social Factors

Fetal mortality is no exception to the social inequal-
ities in mortality patterns observed at all ages. Here we
consider only those variables that are generally con-
sidered to be the most relevant (and the easiest to
observe) for identifying the factors associated with the
greatest risks to fetal survival. It is now accepted that
the characteristics should be primarily those of the
mother, since she alone has access to prenatal care
facilities. Lack of data means that the available results
usually apply to late fetal mortality only.

Legitimacy. That children born out of wedlock and
without paternal recognition (illegitimate) suffer high
excess mortality has long been known. The increased
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16 It can be recalled that the pair of sex chromosomes is XX for
females and XY for males.



risk is due partly to the mother’s social isolation, com-
bined with less favorable economic conditions. This
risk persists despite changes in patterns of behavior
that have led to a growing number of extra-marital
births and greater social acceptance of the phenome-
non. Statistics derived from civil registration data
(1985–1990) show that with the exception of Denmark,
Iceland, and Sweden, all the European countries have
excess late fetal mortality for extra-marital births, the
relative risks ranging between 1.3 and 1.9 (except for
Spain where it is 2.7). At present the inequality is even
greater for late fetal mortality than for infant mortality
(Burban, 1996). At shorter gestation durations (8–20
weeks), unmarried women have risks of fetal mortal-
ity double those for married women (Carlson et al.,
1999, Gourbin, 2002).

Immigrant or nonimmigrant status, culture and social
group. Studies have reported higher than average late
fetal mortality for women of North African origin in
France, for women of Pakistani origin in England, and
for black women in the United States (Saurel-Cubi-
zolles et al., 1986; Macfarlane and Mugford, 1984; Buck
et al., 1995). With the role of biologic factors rejected,
the first explanation put forward is that of membership
of socially disadvantaged strata. However, the fact that
these differences are found to hold after socioeconomic
level is controlled for has opened the way for other
explanatory hypotheses. These are based on the indi-
vidual’s cultural environment and more specifically on
the different health-related values and norms that are
transmitted to children in the home. The family equips
its members with a model of reactions that reflects
their group of origin. Geographic origin and race (as
used in the United States to distinguish individuals by
their skin color or geographic origin) are thus indica-
tors of varying precision and relevance for the exis-
tence of behavioral differences.

Maternal education. The mother’s educational 
level is an indicator of her ability to adopt health-
promoting behaviors during pregnancy and make
effective use of prenatal care services (Rutter and
Quine, 1990; Masuy-Stroobant, 1988). Most studies
report an excess late fetal mortality of between 30%
and 80% for infants of the least educated women
(Cnattingius and Haglund, 1992; Notkola and 
Valkonen, 1989). On the other hand, the study by
Taylor that analyzed fetal mortality from month 4 of
pregnancy detected no significant association with the
mother’s educational level at any gestation duration.
This result could be explained by the small number of
fetal deaths in each of the groups examined. Moreover,
the two studies conducted using Czech and Hungar-
ian data, each including several thousand fetal deaths,
found higher risks of second-trimester fetal mortality

for women of low educational attainment (Carlson et
al., 1999; Gourbin, 2002).

Social class. Social inequality in mortality has often
been equated with membership of a particular social
class (or social group or socio-occupational group).
Commonly defined in terms of occupational groups
(England, Finland), the social classes influence mortal-
ity through other characteristics they are assumed to
reflect; the educational levels and incomes associated
with different occupations thus serve as indirect indi-
cators of the material environment and health behav-
iors of women and households (on this subject see the
Chapter 54). In England, the first country to define
social class categories along these lines,17 analysis of
differential mortality is based on the father’s charac-
teristics, thus excluding from analysis all children born
out of wedlock. A difference in late fetal mortality
between extreme social classes is observed regardless
of period, country and gestation duration. For England
the relative risks when comparing late fetal mortality
in social class V (highest mortality) with social class I
(lowest mortality) are approximately 1.7 for 1934 and
1.5 for 1989. In Finland, a study by Hemminki et al.
(1980) between 1973 and 1975 reports a risk of fetal
mortality before 28 weeks of gestation of 5.9 per 1,000
for the highest class, compared with 8.5 per 1,000 for
the class composed of unskilled workers (representing
a relative risk of 1.5). However, although membership
of a disadvantaged social group appears to be a risk
for the fetus, the concept’s vagueness and multidi-
mensional nature make it hard to elucidate the causal
mechanisms responsible for this increase in risks: Does
it reflect barriers (financial and educational) to getting
access to care, inappropriate health practices, the
mother’s employment situation, or a combination of
several of these different factors?

Mother’s employment situation and occupation. The
influence of mother’s employment on fetal mortality
cannot be judged without reference to social constructs
of female employment and without knowing the char-
acteristics of the work environment. Until the middle
of the 20th century, surveys conducted on the mother’s
employment situation and her status in the profession
usually reported adverse effects. Since then, as a con-
sequence of far-reaching changes in the structure of
women’s occupations and in the characteristics of 
economically active women, the influence of female
employment on pregnancy has changed. Thanks to
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17 Elaborated in 1911 by Stevenson and based on the father’s
occupation and the social position it conferred, the classes were
formed by grouping the occupations according to their common
characteristics and the differences in mortality rates of each occupa-
tion (Quoted by Macfarlane and Mugford, 1984).



legislative measures to protect mothers during preg-
nancy, women employees benefit from certain rights
and are better informed about prenatal care facilities
(Saurel-Cubizolles and Kaminski, 1986). Regarding the
actual occupation of the mother, findings vary depend-
ing on the indicators used to collect the information:
occupation narrowly defined, socio-occupational cate-
gory, or industry sector. The imprecision of informa-
tion about occupation (inaccurate reporting, work
characteristics often unspecified) impedes reliable
evaluation of differences in risks. Results from several
studies, however, indicate risks of spontaneous abor-
tion (defined in these studies as fetal death before
week 28 of gestation) that are significantly higher
when the difficulty of the work (posture, heavy lifting,
stress) is taken into account (Bryant and Love, 1991;
McDonald et al., 1988). The socio-occupational categories
were constructed to examine the relationship between
different occupations and social behavior, but in most
studies occupations are combined at very broad levels
of aggregation. The resulting categories are too large
and too heterogeneous to give an accurate representa-
tion of the associated risks. The industry sector refers
more specifically to the risks related to the occupa-
tional environment, but inadequate information about
the products with which individuals come in contact
means that it is seldom possible to infer the toxicity of
particular products.

Toxic substances and occupational environment.
Research into substances with adverse effects on repro-
ductive health has progressed since the discovery (in
1961) of thalidomide’s role in causing congenital mal-
formations. It has been extended to cover substances
present in the occupational environment, and studies
conducted mainly in developed countries have
increased understanding of the risks associated with
an array of toxins. These risks include impaired fertil-
ity in the mother (or father), and teratogenic or muta-
genic effects leading to congenital malformations and
spontaneous abortions. Unfortunately it is extremely
difficult to isolate the contribution of the toxic 
products and distinguish it from other risk factors
(behavioral), and the difficulty of evaluating the dose-
response relationship is a further obstacle to identify-
ing a link between polluting agent and health status.
Are the effects cumulative (when exposure precedes
pregnancy, but causes an accumulation in body tissues
or damage to the reproductive system with potentially
detrimental consequences for a future pregnancy), or
are they adverse only if exposure occurs actually
during pregnancy? In the latter case, are the effects
constant or do they depend on the stage of pregnancy
at which exposure occurs (Selevan, 1991)? In studies of
the relationship between occurrence of spontaneous

abortion and exposure to toxic products in the occu-
pational environment, the most commonly observed
group are women working in hospitals, where two
substances have been identified as potentially harmful
to fetal survival—antineoplastic agents, responsible
for spontaneous first-trimester abortions, and ethylene
oxide (better known as ether), with a risk of fetal death
increased by 130% for the first toxin and by 60% for
the second18 (Hatch and Marcus, 1991). Several studies
have also found harmful effects for organic solvents,
such as toluene, which become more marked with
daily exposure. They are also thought to have a renal
toxicity associated with a maternal hypertension that
is detrimental to the fetus. High exposures, like those
experienced by house painters, can have a toxic effect
on the male reproductive system and mutagenetic
effects during spermatogenesis (Baker, 1994). Results
from a recent study have shown that women exposed
to solvents during pregnancy have a higher risk of
giving birth to a child with multiple congenital mal-
formations or malformations of the digestive system.
Other research has tried to determine the toxicity of
specific products (cadmium, lead, pesticides) on fetal
development, but the results are often contradictory,
due to imprecise information on exposure, the diffi-
culty of forming control groups, or variables that are
too numerous to control. Finally, a toxic substance may
go unidentified if its effects cause the death of the
zygote before the pregnancy has been recognized.

Other risk situations, both common and rare, are
also possible. The risks of genetic mutations in the case
of fetal exposure to ionizing radiation are known: they
are greatest at the start of pregnancy, during the period
of embryogenesis when the organs are being formed.
If a therapeutic radiograph has been performed before
the pregnancy was recognized, it is advisable to eval-
uate the dose of radiation that has been administered.
It should be noted, however, that these risks are very
low in the case of routine radiography. In exceptional
situations, involving massive irradiation of the fetus
(Hiroshima atomic bomb, Chernobyl nuclear acci-
dent), increases in perinatal mortality (Kato, 1971; 
Korblein and Kuchenhoff, 1997) and of morbidity in
the early years of life (cancers of thyroid, acute
leukemias) have been documented (Leenhardt and
Aurengo, 2000; Noshchenko et al., 2001). Although
these effects appear undeniable in the case of exposure
to high doses of radiation, determining a threshold
dose beyond which radiation can be teratogenic or
cause intrauterine death proves difficult.
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nal cells or to have cumulative effects.



4. Behavioral Factors

Discussion will be limited here to alcohol con-
sumption and smoking, both of which are hard to eval-
uate. The factors that determine these behaviors are
social and cultural (education, income, social class,
religion), and psychological (acceptance of the preg-
nancy, in particular). Drinking and smoking during
pregnancy are usually reported to have a probable
effect on fetal development, manifested for the former
by retarded psychomotor development termed the
fetal alcohol syndrome and for the latter by low birth
weight. The effects appear less clear regarding a rela-
tionship between smoking or drinking and fetal death,
and the results are the subject of much debate, the
main problem being over the choice of variables to be
controlled (since these behaviors are often associated
with other risk factors) (Simpson and Carson, 1992;
Kline et al., 1989).

Smoking. Cigarette smoking is a known risk factor
for retroplacental hematomas and placenta praevia19

(English and Eskenazi, 1992) that can lead to fetal
death. But the direct relationship that has sometimes
been observed between smoking and fetal mortality
either disappears when alcohol consumption is con-
trolled for (Harlap and Shioni, 1980) or is found to be
completely nonexistent (Axelsson et al., 1984).

Alcohol. A number of studies have reported a corre-
lation between increased fetal loss and alcohol con-
sumption during pregnancy (Harlap and Shiono,
1980), possibly due to formation of a retroplacental
hematoma (Kaminski et al., 1976; Little et al., 1986).
However, a threshold of consumption beyond which a
harmful effect can be observed proves hard to define
(Kline et al., 1989).

This short literature review has made it clear that
most first-trimester fetal deaths result from chromoso-
mal and genetic abnormalities that are incompatible
with fetal development. The age of the mother at fertil-
ization, associated with an aging of her reproductive
capital, is partly responsible for these anomalies in
women aged 35 and over, although malformations can
also result from exposure to certain toxins. Except for
these effects on embryo structure, the weight to be
assigned to the various factors of fetal mortality after
the first trimester of pregnancy is hard to evaluate.
Positive or nonexistent associations are reported for
the same factor by different studies, reflecting inade-
quate sample size or the number of variables exam-
ined. Furthermore, the distinction between broad
categories of variables is purely theoretical, and some
variables relate to dimensions that are as much social

as biologic. Thus maternal age and parity are not
merely indicators of a woman’s physiologic maturity
and reproductive capacity; they also reflect the fertil-
ity behavior of her social milieu. Further, behaviors
relating to health and illness may have been formed
during childhood in the family home. At what level
does each of these variables operate? To what extent
are drinking and smoking among the mechanisms
whereby variables of social identification contribute to
the risk of fetal death? Generally, women who have
experienced a fetal death have multiple handicaps that
are both socioeconomic (low educational and income
levels, unfavorable material conditions) and demo-
graphic (teenage pregnancies, fertility patterns charac-
terized by high parity and short birth intervals).
Viewed thus, fetal death can be seen as the culmina-
tion of a complex process involving the interaction and
combination of different factors whose individual
effects are hard to isolate.

V. HEALTH-CARE PROVISION AND
FETAL MORTALITY

The decline in late fetal mortality (the only one for
which long series of statistics are available) has been
steady in the industrialized world since the end of
World War II. It results from a combination of demo-
graphic factors (completed fertility at second child,
hence fewer high-parity births and at high ages) and
above all from major advances in the fields of preven-
tion, fetal surveillance, and obstetric and neonatal
techniques, which have led to an extreme medicaliza-
tion of childbirth and to increasingly common inter-
vention practices, not always with due attention to the
medium- and long-term consequences for parents and
children.

1. Legislative Measures and
Recommendations for 
Pregnancy Protection20

The introduction of social protection systems and
preventive health care policies has been responsible for
an improvement in working conditions during preg-
nancy and for more effective prenatal monitoring.
Working conditions for pregnant women are regulated
in most industrialized countries.21 The most common
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19 Nicotine and carbon monoxide can cause a risk of hypoxia
through a reduced placental blood flow. This risk may be compen-
sated for by placental hypertrophy resulting in a larger insertion.

20 This paragraph focuses specifically on the industrialized coun-
tries, due to the lack of information about conditions elsewhere.

21 It can be noted however that at the end of the 1980s Denmark,
Sweden, and Norway, countries where levels of late fetal mortality
have been low for many years, had no mandatory protection of preg-
nant women at work. There were instead merely recommendations
(Demont et al., 1990).



measures are exemption from night working, change
of work place if it represents a physical (i.e., toxic or
mechanical) hazard for the mother or unborn child,
permission to make prenatal medical visits in work
time. In the case of sickness (with a medical certificate),
the woman is put on sick leave and is entitled to
receive all or part of her salary for however long its
duration (WHO, 1988).22

Medical supervision of pregnancy can be com-
pulsory or based on government recommendations
(Denmark) or be the responsibility of occupational
organizations (The Netherlands) (Demont et al., 1990).
The minimum statutory number of compulsory prena-
tal visits is usually smaller than that recommended by
the medical profession, three or four instead of nine,
the latter figure being close to the average number of
visits actually carried out (usually 12). It is generally
recommended that the first visit take place in the first
trimester of pregnancy, and some countries offer a
financial incentive to this end. In France, where such 
a payment exists, a survey conducted in 1987 found
that 4.3% of mothers in the most disadvantaged social
strata nonetheless did not receive this allowance
because they had failed to respect the conditions
(Blondel and Saurel-Cubizolles, 1991). The proportion
was 21% in the United States in 1993 (National Center
for Health Statistics, 1995), reaching 34% in the black
population. Medical check-ups can be carried out by
midwives, general practitioners or specialists. The
trend is to a greater role for doctors, in particular obste-
tricians. A system of home visits to pregnant women
by midwives or specialist nurses is also operated in
some countries (WHO, 1988). Prenatal visits are also
an opportunity for women to be informed and edu-
cated about pregnancy and birth, and to receive advice
about their personal life styles and the preventive
behaviors they should adopt.

2. Medical Visits

Prenatal visits vary in content, and from the many
studies carried out to validate the usefulness of one or
other test it is hard to define a minimum standard of care
that would give the best chances for fetal survival and
development. Among the tests offered, however, one
constant element is ABO and Rh blood group determi-
nation. Administration of anti-D gamma globulins to
Rh- women has made it possible to prevent fetomater-
nal sensitization and to reduce the number of perinatal
deaths from this incompatibility (0.06 per 1,000 of peri-
natal deaths in the United Kingdom in 1983). Screening
for infections (syphilis, toxoplasmosis, rubella) that

carry a high risk for the health of the fetus is almost sys-
tematic in Western Europe and helps to avoid harmful
consequences such as congenital defects, either through 
prevention (vaccination against rubella for women
without protective immunity) or by therapeutic abor-
tion. Prenatal visits during pregnancy are the occasion to
monitor for the appearance of hypertension and of toxo-
plasmosis in nonimmune mothers. Depending on the
country, serologic tests can also be performed for hepati-
tis B, listeria, cytomegalovirus or HIV23 (human immune
deficiency virus) on women at risk. Because the 1970s,
ultrasound scans have become a routine procedure for
monitoring fetal survival and development, as well as
for accurately estimating gestational age,24 observing
certain fetal malformations and as an aid to amniocente-
sis. The recommended number of scans during preg-
nancy is two, and the maximum three, although the
actual number is often higher. The practice of measuring
a-fetoprotein between gestational weeks 16 and 20,25

lowered levels of which are associated with an increased
risk of trisomy 21, is gradually being extended beyond
its indications (family history of trisomy 21, high mater-
nal age). The risk scoring sometimes used to identify
problem pregnancies seems of questionable effective-
ness given its arbitrary construction (confusion of deter-
minants and intermediate variables, arbitrary weights
assigned to these variables) and poor predictive power26

(Alexander and Keirse, 1989).
Hospitalization for birth,27 by ensuring the presence

of medical personnel and facilitating any necessary
intervention, has contributed to reducing the risks of
fetal death during birth. Fetal cardiac monitoring
during labour is now routinely used in the great major-
ity of births (more than 75% in the United States
[Ruzek, 1991]) to detect fetal distress. Although the
practice of fetal monitoring is associated with a signi-
ficant fall in fetal mortality during labor28 (Vintzileos
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22 These measures seldom extend to self-employed groups and
female farm workers.

23 Vertical transmission of HIV can be greatly reduced by appro-
priate therapy during pregnancy (European Collaborative Study,
2001).

24 An ultrasound scan performed before 12 weeks allows the
term to be defined to within 1 week and should therefore avoid
inductions being carried out too early.

25 An error in gestational age modifies the results, and 10% of
abnormal results could be normal if an error of 1 week is made
(Alexander et al., 1989).

26 This technique is based largely on the woman’s reproductive
history and is almost completely inoperative for nulliparous 
subjects.

27 In the industrialized countries over 98% of births now occur
in a maternity clinic or hospital, the exception being The Nether-
lands, where more than 30% of births take place at home.

28 The saving appears to be in the order of 1 per 1,000: Studies
conducted in Denmark and at Boston produced the following results:
the number of intrapartum deaths went from 1.7 per 1,000 in the
period when births with monitoring were only 9% of cases, to 0.3 per
1,000 in the later period when they were 93% (Thoulon et al., 1995).



et al., 1995), it is also associated with a significant
increase in instrumental intervention in birth (forceps
or caesarian delivery)29 (Thoulon et al., 1995; Parer,
1990). Intrauterine growth retardation is often accom-
panied by fetal distress before the forecast term for
birth: A study conducted in France in 1993 of obstetri-
cians and neonatologists found that in such cases, 14%
of obstetricians and 36% of neonatologists would
decide to perform a caesarian delivery before the end
of gestational week 27 (Bréart, 1996), this decision is
justified by the improved care techniques for very
premature babies. The progress in techniques is even
more striking in treatments for subfecundity. Use of in
vitro fertilization and, in particular, ovulation induc-
tion is becoming increasingly widespread, often result-
ing in multiple pregnancies (triplets or more) with a
high risk of fetal and infant mortality. Embryo reduc-
tion and selective abortions performed in the first
trimester of multiple pregnancies can improve the sur-
vival chances of the remaining embryos (Boulot et al.,
1995); but the reduction in risk of fetal death thus
achieved is merely fictitious, since the embryos that
have been suppressed are never included in the calcu-
lation of these risks.

3. Prenatal Diagnosis and 
Therapeutic Abortion

Like embryo reduction though on a larger scale,
prenatal diagnosis and the therapeutic abortion it
sometimes leads to has generated extensive discus-
sion, less for its statistical repercussions on measure-
ment of fetal mortality than for its ethical and
psychological implications.

Increased knowledge in the field of genetics, iden-
tification of the association between maternal age and
trisomy 21, systematic use of ultrasound to detect mor-
phologic abnormalities, and improvements in prenatal
diagnostic techniques, have all contributed to make
screening a common practice. In the case of trisomy 21
(or Down syndrome), screening should be offered to
mothers aged 32 or over in the United States, 35 in
most European countries and in Canada, and 38 in
France and Italy. Although it is now accepted that the
risk of trisomy 21 increases exponentially after age 35,
no policy of systematic screening has been introduced
(Aymé, 1996; Reid, 1990). As well as ultrasound,
screening uses the biologic detection techniques of
fetal karyotyping, fetal blood testing, and serum
markers in the mother. Those involving fetal kary-
otyping are the most commonly used, because not all

malformations can be identified by fetal blood testing,
while serum markers30 are at present used only for a
more effective targeting of the populations at highest
risk for trisomy 21 and who are thus possible candi-
dates for amniocentesis (Haddow et al., 1994).

Fetal karyotype testing. Amniocentesis (sampling of
amniotic fluid) is the oldest technique for detecting the
presence of congenital malformations. It is performed
in the second trimester of pregnancy, usually around
week 15 or 16. The results are only obtained after 3 to
4 weeks, the time to culture the cells removed, which
can mean a fairly late abortion if this course of action
is decided upon. The risk of fetal death associated with
amniocentesis varies between 0.5% and 1%. A more
recent technique is chorionic villus sampling (sampling
of placental tissue guided by ultrasound), which
became more widely used in Europe in the early 1980s.
It has the advantage that it can be performed earlier in
gestation (between 10 and 14 weeks) and only a few
days are needed to obtain the diagnosis. The risk of
fetal death appears similar to that for amniocentesis
(Aymé, 1996).

Once diagnosis has been made, the decision to ter-
minate the pregnancy will depend on the severity of
the disorder. In the case of anencephalia, for example,
therapeutic abortion is performed unless the parents
refuse. The problem is more delicate (both for medical
teams and for parents) in the case of malformations
where the severity of the handicap cannot be evalu-
ated. This type of problem arises with trisomy 21,
which is frequently associated with other severe mal-
formations (primarily cardiac) that seriously compro-
mise the vital prognosis. However, what should the
decision be when there is only this chromosomal
abnormality or when prenatal diagnosis shows a limb
is missing? This is an area in which the answers are far
from codified and clinical practice varies when parents
request termination of the pregnancy (Papiernik,
1990).31

Data collected by the fourteen regional EUROCAT
(European Registration of Congenital Anomalies) reg-
isters in the countries where abortion is legal show that
when malformations are diagnosed, the percentages of
terminated pregnancies vary from over 85% in cases of
anencephalia and Down syndrome to around 58% in
cases of omphalocele (Table 32–4). It should be stressed
that practices of prenatal diagnosis and therapeutic
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29 This increase can be avoided if the monitoring is combined
with a microanalysis of the fetal blood.

30 Three serum markers are used: chorionic gonadotrophin
hormone, a-fetoprotein, and estriol. Combining the results obtained
for these facilitates identification of indications for amniocentesis.

31 Parents and medical teams have a role in this decision-making,
but levels of financial support for, and social attitudes to, the hand-
icapped are also factors for consideration.



abortion do not differ between the regions in which 
the registers are operated and the rest of the country.
The prevalence of malformations appears greater,
however, because data collection is more complete.

Given that maternal age is a risk factor for trisomy
21 and probably also for other chromosomal malfor-
mations, can the trend to later entry into motherhood
be expected to produce an increase in these malfor-
mations? A simulation performed by Cornel et al.
(1993) based on the situation prevailing in 1992 in The
Netherlands found that if coverage for trisomy 21
screening was unchanged (around 50% for women
aged 36 and over), the prevalence of this pathology
among live births would rise from 1.4 per 1,000 to 1.8
per 1,000 in 2001.

A very general definition of therapeutic abortion is
the voluntary interruption of a pregnancy on serious
medical grounds not later than the date at which civil
registration declaration of fetal death becomes com-
pulsory (usually 28 weeks of gestation). Two major
exceptions to this rule are France and Finland. In
France, the 1975 abortion law allows for therapeutic
interruption of pregnancy at any gestation length, on
condition that the pathology involved is sufficiently
serious and untreatable. This decision (taken by at
least two doctors) concerns abnormalities that are
thought to be incompatible with the infant’s survival,
but nearly 20% of the therapeutic abortions recorded
in the French EUROCAT32 registers are performed
after the legal limit for declaration of 28 weeks of ges-
tation. This is a large proportion,33 and it may affect the

statistics for late fetal mortality, because these deaths
are not systematically reported for civil registration. If
none of these deaths were reported, adding them to
those declared to civil registration for the three regions
covered by the French registers in the period 1980 to
1992, causes late fetal mortality to rise by 0.7%. This
increase is not negligible given the low levels of late
fetal mortality in developed countries (and corre-
sponds to a relative increase of 8%). In Finland, all fetal
deaths must be reported after week 22 of gestation
although therapeutic abortion is allowed up to week
24. Disregarding the limit for civil registration decla-
ration, estimation was made in Finland of the effect on
perinatal mortality of therapeutic abortions performed
after week 16 of gestation. Working from the hypoth-
esis that of the therapeutic abortions, only one third of
diagnoses would actually have resulted in perinatal
death, Gissler et al. (1994) estimate the increase in the
level of perinatal mortality at 1%, had these therapeu-
tic abortions not been performed.

Large disparities are observed between countries
and between social groups in the same country, as
reflected in mortality indices that are consistently
higher for the most disadvantaged categories. Several
elements can be advanced as partial explanations for
these inequalities:

Advice on personal health practices during
pregnancy, distributed in public health campaigns
and in prenatal visits, is more easily followed by
mothers whose educational level enables them to
understand the benefit of these preventive
behaviors. The policies of positive discrimination
sometimes advocated (Ruzek, 1991) are of
unproven effectiveness (Blondel and Bréart, 
1992);

Although medical costs are reimbursed as long as the
woman follows the prenatal care program of her
country’s social protection system, any additional
examinations (to reassure the mother-to-be or
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TABLE 32–4 Number of Cases of Anomalies Observed, Frequency of Prenatal Diagnosis (PND) and Postdiagnosis
Therapeutic Pregnancy Interruptions (TPIs) Recorded in 14 EUROCAT Registers

Anomaly No. of cases % with PND % TPI % TPI/PND

1980–1984 1990–1994 1980–1984 1990–1994 1980–1984 1990–1994 1980–1984 1990–1994

Anencephaly 564 449 80 97 53 84 67 87
Spina Bifida 700 641 33 64 19 45 58 69
Bilateral renal agenesis 164 250 29 79 15 52 51 66
Omphalocele 201 334 29 73 23 43 77 58
Down syndrome 809 2109 14 47 13 41 93 88

EUROCAT, European Registration of Congenital Anomalies.
Source: EUROCAT, 1997.

32 All fetal deaths after 20 weeks of gestation and all therapeutic
abortions, regardless of the gestational duration at which they are
carried out, are recorded.

33 In the United States, 0.01% of abortions are performed after
week 24 of gestation (20 weeks’ minimum gestation being the legal
limit in most States for declaration of a fetal death). Nearly half
involve teenage pregnancies; the rest are for fetuses suffering from
serious congenital malformation.



anticipate possible morbid conditions for the fetus)
are accessible only to women in favorable
economic conditions. In France, for example, very
sharp sociocultural inequalities are observed in use
of prenatal diagnosis for trisomy 21 among women
under the age at which it is recommended and
with no other risk factors and who therefore have
to pay for the test. Similarly, despite free provision
and systematic promotion of health care facilities
after age 38, social inequalities in access to prenatal
diagnosis remain (Moatti et al., 1990). The problem
is thus one of information (as when the woman
accepts without questioning a doctor’s decision
that a pregnancy interruption is unjustified) and
understanding (in her perception of the handicap,
for example).

The increasing complexity of medical techniques
accentuates inequalities in use of health care
facilities. The recent trends observed in treatment
for subfecundity, however, could distort perception
of these inequalities if it was confirmed that better
educated women make greatest use of these
reproductive techniques which usually carry high
risks of fetal mortality (Bréart, 1996).

VI. INDUCED ABORTION 
AND FETAL DEATH

Induced abortion (see Chapter 35) can be consid-
ered either as a potential risk factor for fetal death34 or,
on the contrary, as an event that tends to reduce
intrauterine mortality by removing a certain number
of high-risk pregnancies that otherwise would have
ended with fetal death. In the mid 1990s, an estimated
46 million induced abortions were performed in the
world annually, of which more than 40% are thought
to have been clandestine (Alan Guttmacher Institute,
1999). Induced abortion is certainly one of the oldest
forms of birth control, one practiced in all societies
albeit to varying degrees before modern methods of
contraception made possible an effective regulation of
fertility.

1. Induced Abortion as a Risk Factor for
Fetal Mortality

A prime consideration when assessing the risks is
whether abortion is legal. In countries where abortion

is legal, the risk is associated chiefly with the methods
used. Abortion is currently legal in more than 30 coun-
tries (available on request or for a wide range of
medical and social reasons). Most of the developed
countries are in this category, as are China, India,
South Africa, Tunisia, and Turkey. Induced abortion is
usually carried out in the first trimester of pregnancy,
but whereas in most of the developed countries it is
viewed as a backup to failed contraception, in Central
and Eastern Europe it has been used since legalization
as an instrument of family planning (Blayo, 1993). In
countries where abortion is still subject to numerous
legal restrictions, women use unsafe practices that can
be a source of infections leading to maternal death,
repeated fetal loss in subsequent pregnancies, or sec-
ondary sterility. In 42 countries situated mainly in 
sub-Saharan Africa and the Middle East, abortion is
prohibited unless there is a threat to the woman’s life.
In the remaining countries, abortion is allowed on a
variety of grounds, both medical (physical or mental
health of the mother) and legal (in rape or incest cases)
(United Nations, 1992, 1995).

The countries where abortion is prohibited are also
those where information on fetal deaths, even at
advanced gestational ages, is nonexistent. Conse-
quently it is not possible to estimate the effect of clan-
destine abortion practices on intrauterine mortality.
The most commonly proposed evaluations are for
maternal mortality: WHO estimates the proportion of
maternal deaths that result from this kind of abortion
at 13% (WHO, 1989). Proportions as high as 31% have
been reported for Matlab in Bangladesh and over 
50% in Ethiopia (United Nations, 1992), figures that
may imply equally high levels of uterine damage with
adverse implications for subsequent reproductive
careers.

The laws on pregnancy termination allow for it to
be carried out in the best medical conditions. The
Central and Eastern European countries liberalized
abortion at the end of the 1950s,35 and were followed
nearly 15 years later by most of the industrialized
countries.36 Usually performed in hospitals or clinics,
abortion has become safer and physically less trau-
matic, thanks to the development of suction curettage
in particular. For early terminations (before week 7 of
amenorrhea) a choice is now available (e.g., Belgium,
England and Wales, France, Sweden) between a med-
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34 This term, it can be recalled, includes all fetal deaths (i.e., 
spontaneous abortions [fetal deaths occurring before the limit for
compulsory civil registration declaration] + stillbirths [fetal deaths
declared for civil registration]).

35 Abortion was legalized in the USSR in 1921. Prohibited in
1936, it was made legal again in 1955 (Blayo, 1993).

36 The usual reasons for which it is authorized are as follows:
When the mother’s life or her mental or physical health are threat-
ened, on eugenic grounds (genetic diseases transmitted by the
parents, or malformation), legal (rape, incest), and because of eco-
nomic and social circumstances.



ication-based method (RU 486 + prostaglandins) or
surgery, which are equally effective. The possible 
consequences for subsequent reproductive careers of
induced abortions by vacuum aspiration or curettage37

have been studied and found to be the same as those
after normal delivery. A slightly higher proportion 
of extrauterine pregnancies (not significant) was
observed, however, among women with a history of
pregnancy termination and is perhaps indicative of
postoperative infection (Buekens and Kaminski, 1996).
But higher risks of prematurity, low birth weight and,
to a lesser extent, fetal death have been previously
reported in the Central and Eastern European coun-
tries, as a result of the excessive cervical dilation
caused by the abortion methods in use until recently
in these countries.38

2. Induced Abortion and 
Reduced Fetal Mortality

Conversely, induced abortion can serve to avoid
pregnancies with high risk for fetal death when it is
performed on women whose biologic and social char-
acteristics are unfavorable for fetal survival. These
variables can only be identified in the countries where
induced abortion is legalized and where its registra-
tion is accompanied by collection of various 
demographic and socioeconomic information (some
European countries and the United States).

The characteristics of women who have abortions
differ sharply between the countries of Central 
Europe and the others. In the former, abortion was
used to limit family size once certain parity has been
reached, whereas in the latter most women who have
abortions are young, nulliparous and unmarried
(Blayo, 1991).

Woman’s age. In the nineties, women younger than
25 years accounted for the highest frequency of abor-
tions in Sweden and Finland (44%) but especially in
Norway, England and Wales, and the United States
(respectively 52%, 54%, and 60%). This contrasts with
the situation in the Czech Republic, Hungary, but also
in France, where abortion is a more generalized phe-
nomenon that concerns all age groups (around 20% by
age group), with a proportion of around 20% in 2000
for women after 35 years (HCSO, 2002). As regards 
the frequency of induced abortions after age 35, in

Hungary, and until 1988, it was more or less identical
to that observed before age 25, and thus marks both
beginning and end of the reproductive calendar.

Parity. Differences in parity are more sharply drawn,
since 63% of the abortions carried out in Hungary in
2000 were on women with at least two previous preg-
nancies. In Norway, Finland, and Sweden, on the other
hand, induced abortion is more frequent among nulli-
parous women (roughly 50%). This pattern is even
more marked in the United States and in England and
Wales, where nearly 60% of women having abortions
are nulliparous.39 France occupies an intermediate
position, closer to that of Hungary, since the proportion
of women who have had two previous pregnancies
account for over 44% in 1995 (INED, 1999). It should be
remembered, however, that the differences observed
between countries may also reflect disparity in the clas-
sificatory criteria used for this characteristic.40

Marital status. In the 1990s, the same contrasts are
observed when we consider the mother’s marital
status at the time of the abortion—England and Wales
and the United States are at one extreme, the Czech
Republic is at the other. In the former countries,
induced abortion involves overwhelmingly unmarried
women (74% for England and Wales and 67% for the
United States), whereas three fourths of women who
abort in the Czech Republic are married, regardless of
the year considered. Hungary shared the same distri-
bution pattern until the end of the 1980s, when the
proportion of married women fell sharply, to stand at
45% in 2000. The same change is also observed for the
two previous characteristics and is probably the result
of improved access to chemical and mechanical means
of contraception; its effect is to bring Hungary gradu-
ally into line with the countries of Western and North-
ern Europe. In Finland and Norway, the frequency of
induced abortion among married women has
remained stable at around 30%. In France, the trend to
a greater frequency of induced abortion among
married women has slowly been reversed in the years
since abortion was legalized and unmarried women
now account for the larger share.41
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37 For pregnancy interruption using RU486 plus prostaglandins,
it is too early for any possible consequences to be assessed.

38 The total induced abortion rate remains extremely high in
these countries. It still stood at over one abortion per woman in the
countries of Central Europe in 1990 and reached record levels of four
per woman in Russia and six in Romania (Blayo, 1993).

39 Of women who abort, 21% in the United States and 26% in
England and Wales are of at least parity two. But among women
who do not want any more children sterilization is much more
common in England and Wales and the United States, than in the
other countries considered.

40 Number of previous pregnancies in France, number of previ-
ous births (or previous deliveries) in England and Wales, Finland,
Norway, Czech Republic, and Sweden, number of previous live
births in the United States, and number of infants still alive in
Hungary.

41 The quality of registration, particularly in the early days of
legalized abortion, can be questioned, however, because abortions
performed in private clinics may have gone unrecorded.



The legal status of abortion, ranging from total 
prohibition to full legalization, has a series of conse-
quences for the woman’s future reproductive health
that extend from secondary sterility to no observable
effect. In countries where abortion has been legalized,
women using pregnancy termination usually present
characteristics associated with an unfavorable preg-
nancy outcome—women aged over 35 in the countries
of Central Europe, young unmarried women in the
other countries. Consequently, when it is performed in
hygienic settings, using up-to-date techniques that
minimize the risk of infection and traumatic lesions,
pregnancy termination may indeed reduce the number
of spontaneous fetal deaths since it is more frequent in
the groups where exposure to this risk is highest.

CONCLUSION AND FUTURE
RESEARCH DIRECTIONS

The relatively recent growth of interest in fetal 
mortality, linked to new models of family formation 
(in which fertility regulation achieves a majority of
wanted births) and development of increasingly effec-
tive medical techniques in the areas of reproduction,
fetal care, and birth, has exposed the gaps in our
knowledge as regards both levels and determinants of
fetal mortality. Data on fetal mortality before 28 weeks
are seriously deficient in the industrialized countries
and is nonexistent elsewhere. Identification of preg-
nancies and fetal deaths in the subclinical phase
(before any delay in menstrual period) requires 
surveillance protocols that are too restrictive to be
implemented on large populations. What could be
envisaged, however, is the creation of a system for col-
lecting information as of the first prenatal visit (a preg-
nancy log book containing the basic biologic and social
characteristics of the mother, fetal death record). In the
countries where an initial obstetric visit is compulsory
in the first trimester of pregnancy, a system on these
lines would contribute to a more accurate evaluation
of levels of intrauterine mortality after gestational
week 12 and identification of the risk factors for fetal
death during pregnancy, although remember that
women in the most disadvantaged social strata are
usually the last to make use of health care facilities.
Improving information on fetal mortality is more prob-
lematic in developing countries. As the quality of civil
registration systems gets better, levels of late fetal mor-
tality will be known; for the moment, however, both
for this and for early and intermediate fetal mortality,
surveys are perhaps the only means to improve our
knowledge of the phenomenon. However, another
problem immediately arises—these are typically the

countries where pregnancy interruption is prohibited
and where, in the absence of means of contraception,
women have recourse to clandestine abortions with 
a high risk for their subsequent reproductive health.
The consequences of such practices for reproductive
health, unfortunately unmeasured, should be made
the object of in-depth studies. A modest first step in
this direction would be to conduct surveys on women
who are hospitalized for secondary complications
from a clandestine abortion.
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In most traditional societies, procreation is regarded
as part of every individual’s natural vocation, and
sterility is experienced as a deep personal misfortune.
A sterile couple is unable to fulfill one of its key social
functions and the sterile partner (when he or she can
be identified, or failing this the partner to whom the
sterility is attributed) bears the responsibility for
inflicting this reproductive failure on the other partner.
In the low-fertility posttransition industrialized 
societies, social pressures to reproduce are of course
weaker, yet sterility continues to be experienced as a
tragedy by many of the couples it afflicts.

We begin by reviewing the problems associated
with the observation and measurement of sterility, and
then consider the biologic and social factors responsi-
ble for different types of sterility and examine the
effectiveness of the treatments currently available.

I. FROM INFERTILITY TO STERILITY

Although there is little consensus over the defini-
tion of sterility, the most frequently quoted estimations
of the scale of the problem converge to a remarkable
degree. One often reads statements like “10% to 15%
of couples are sterile.” But their authors not only fail
to specify exactly what is meant by sterile, they also
often they use the impersonal form (“it is estimated
that . . .”) without giving details of the source or when
a source is given it usually turns out to be completely
unscientific or merely refers to another, equally un-

scientific source. The reason for this is quite simply the
lack of reliable epidemiologic surveys on sterility,
apart from some work carried out in a number of coun-
tries as part of demographic surveys. The results from
these surveys in no way corroborate the estimations
quoted above.

Even without specific surveys on the subject, the
demographic sources supply one extremely simple
indicator of sterility, namely the proportion of marriages
still infertile (no live-born child) after 10, 15, or 20 years
or when the woman reaches age 45 or 50. Two objec-
tions immediately come to mind. First, some couples
will have remained voluntarily infertile; second, some
types of sterility will have been overcome by special-
ist treatment. The first argument implies that there are
fewer physiologically sterile couples than infertile
couples (i.e., who remain childless); the second argu-
ment, conversely, implies that in the history of the
cohort under examination, more couples have suffered
from sterility than have remained permanently infer-
tile. A simple way of overcoming these difficulties is to
start by examining populations that dispose of only
crude and inefficient fertility control techniques and
nonexistent or extremely inadequate treatments for
difficulties in conceiving.

An example is provided by the populations of
preindustrial Europe. The evidence for the French
provinces in the 18th century, for instance, is that in
general fewer than 5% of marriages remained childless.
Another example comes from developing countries
that have not yet begun the fertility transition. Several
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dozen of these countries participated in the World Fer-
tility Survey in the 1970s. In three fourths of them the
proportion of married women who remained childless
at 40 to 44 years was less than 4% and none exceeded
7% (Vaessen, 1983).1 Table 33–1 shows a selection of the
proportions obtained in a number of countries.

It is hard to see how the situation could be signifi-
cantly different in the developed countries, and indeed
all the evidence is that they do not have a higher fre-
quency of unsurmounted sterility. Our first source for
this is census data. In 1975, in the United States and
France, the proportion of women remaining infertile
among married women aged 35 to 39 years was 7% to
8%, and this proportion undoubtedly includes cases of
voluntary infertility. Our other source is survey data. In
France, the INED-INSEE surveys of 1978 and 1988 pro-
vided confirmation for the view that fewer than 6% of
couples experienced permanent involuntary childless-
ness, although many more reported having had diffi-
culty conceiving at one time or another (Leridon, 1982,
1991).

That last point is the key to much of the confusion.
For if we count as sterile every couple who starts to
express impatience because a conception (not neces-
sarily the first) is proving slow to be achieved, the pro-
portion of sterile couples will far exceed 5%. Indeed, it
is not fanciful to think that their number will grow as
the scope for obtaining medical advice expands. In
France, as early as the 1970s, roughly one in ten couples
had been to a doctor for this reason. We return to this point
later.

The proportions of couples who are involuntarily
childless at a particular age can thus be treated as esti-
mations of primary sterility at this age. When age 50 (for
women) has been reached, we can speak of total steril-

ity, because the couple has never produced a child
during its reproductive life span. In the case of a
couple who has already had one or several children
but is unable to have any more, the sterility is said 
to be secondary; it thus includes the possible conse-
quences of delivery. Such cases seem to be fairly wide-
spread in Africa, where, as mentioned above, levels of
primary sterility are generally low.

II. STERILITY AND AGE

Although some couples have the misfortune to dis-
cover that they are sterile very early on, all couples
become sterile eventually. As we saw in Chapter 30,
menopause forms a natural limit to the reproductive
span. However, it is a lagged indicator because
although mean age at menopause is around 50 years,
mean age at last birth is closer to 40 years in popula-
tions subject to a natural fertility regime (see for
example the table compiled by James Wood, 1994, 
p. 442). This time lag can have two sources, however.
First, it may result from the onset of permanent sterility
several years before the completion of menopause
(menopause is not considered to be complete until
after a minimum length of time without menstruation,
usually set at 1 year), which could be attributable to an
anovulatory phase preceding the final cessation of
menses. Second, it can be assumed that the time
needed to conceive increases with age, as too does 
the risk of fetal mortality. This means that a woman
who was still fecund at a particular age might not 
have enough time to conceive a child who would be
live-born in the years remaining until menopause 
(or permanent sterility). In terms of live births, which
are usually the only observations available to the
demographer, the two explanations are confounded
and any estimation of the proportion of women
already sterile at a particular age incorporates these
two dimensions.
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1 The sample analyzed included a few African countries. A more
recent study, based on surveys carried out in Africa in the 1980s, has
confirmed these results. See Larsen, 1994.

TABLE 33–1 Proportion of Couples Still Childless at 45 Years (Age of Woman) in Selected Countries

Population Birth cohorts (C) or years Age at marriage, years Proportion still childless
of marriage (M) at 45 years, %

France preindustrial M: 1670–1769 20–24 4
France preindustrial M: 1670–1769 25–29 6
France C: 1935–1939 20–24 £6
France C: 1935–1939 25–29 <10
United States (white population) C: 1930–1935 <45 7
Finland C: 1931–1935 <45 6
Bangladesh C: 1925–1930 <45 3
Mexico C: 1925–1930 <45 5

Source: Henri Leridon, 1982. Stérilité, hypofertilité et infécondité en France, Population, vol. 37(4–5), p. 807–836.



Several authors have proposed estimations for this
permanent sterility based on the proportion of women
still infertile beyond a certain age (Vincent, 1950;
Henry, 1961; Leridon, 1977; Trussell and Wilson, 1985;
Larsen and Menken, 1989). Figure 33–1 presents two
types of estimation, the first for the proportion of
sterile couples among newly married couples, by age
at marriage (we are thus dealing with primary steril-
ity), the second for the whole population of married
couples, by the age of the woman (the sterility can
therefore be secondary). On Figure 33–1A I have
plotted an estimation by Trussell and Wilson (1985)

and my own (Leridon, 1977), plus an exponential func-
tion fitted to the latter, for newly married couples at age
x (age of the woman); the proportion of couples
already sterile is given by:

y = 0.370 exp (0.109x)

Figure 33–1B concerns all the women in couples at an
age x; the proportion of couples already sterile is given by:

y = 0.427 exp (0.113x)

From these results, it appears that approximately
10% of newly married couples are already sterile when
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FIGURE 33–1 Proportion of couples already sterile. Source Trussell James, Wilson Christopher, 1985.
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the woman is 30 years old, 17% at 35 years, and 29%
at 40 years. If cases of secondary sterility are included,
the respective proportions rise to 12%, 22%, and 39%.
In contexts where no treatments are available, this
sterility would be permanent; in contemporary popu-
lations, the existence of effective treatments will have
the effect of reducing these values.

III. THE CAUSES OF STERILITY

After having been assumed to be negligible, male
sterility is currently thought to be the problem in three
to four 10 cases of sterility. Some authors favor use of
a third category to accommodate cases where respon-
sibility is shared: “In roughly 30% of barren marriages,
the husband has been found to be the significant factor.
In another 20%, he plays an important contributing
role” (Kempers, 1979, p. 273; see also Sherris and Fox,
1983). The idea is an addition of two subfecundities (of the
man and of the woman) leading to an apparent steril-
ity. Indeed, pursuing this line of reasoning a little
further, it could be argued that in most cases the doctor
is treating not a single case of sterility but one or two cases
of subfecundity, thereby making illusory the distinc-
tion between female sterility and male sterility. Ideally,
we would be able to say for a particular couple, that
the difficulties are 30% due to the woman and 70% due
to the man, but this is virtually impossible to establish
in practice and contributes little to resolving the
problem.

For want of a better solution let us accept this dis-
tribution of roles. We must now turn our attention to
identifying the possible causes of sterility in one or
other of the partners.

In men, cases of secretory azoospermia seem to be
relatively rare, and involve mainly congenital abnor-
malities (chiefly cryptorchism). More frequently 
diagnosed conditions include excretory azoospermias,
resulting from tubercular or gonococcal infections,
while still more common are complex oligoas-
thenoteratospermic conditions, which also result from
viral or other infections, hormonal imbalances, histo-
ries of cryptorchism, or which are attributed (rightly
or wrongly) to presence of a varicocele.

In women, researchers are agreed that the main cause
is tubal disease. This usually results from infections of
various origins: puerperal infections (postpartum or
postabortal), which thus cause secondary sterility, and
pelvic inflammatory disease resulting from sexually
transmitted diseases (gonococcal and, increasingly,
chlamydial infections). If we include in this category
most endometriosis, we can explain 20% to 30% of all
sterility (including male). A further 20% to 30% is

accounted for by ovulatory problems and hormonal imbal-
ances (Sherris and Fox, 1983). This covers anovulation
with genetic or autoimmune (congenital) origins,
failure of follicle to rupture, and, especially, polycystic
ovarian disease. Hormonal disorders are also respon-
sible for failures in fertilization. In most studies there
is a residual proportion, in the order of 20% to 40%, of
unexplained sterility (termed idiopathic).

Table 33–2 summarizes the distribution of the
causes of infertility, which also includes the cases of
total sterility. This breakdown is necessarily approxi-
mate because it is obtained by combining nonexhaus-
tive studies. More recent results proposed by Snick 
et al. (1997) broadly confirm the proportions given in
the table.

Note that most factors mentioned above can also
explain a rise in fetal mortality, which in addition has
a large genetic component (involving mainly chromo-
somal injuries occurring at random during fertilization
and early cellular division, more than hereditary
anomalies).

At another level, these dysfunctions can originate in
exposure to polluting agents in the environment or in
the workplace. The adverse effect of smoking has also
been proved as has that of female sexual mutilation
(see Sherris and Fox, 1983).

Finally, childbirth can also be responsible for sec-
ondary sterility (as was noted earlier), in particular
through the risk of puerperal infection. The conditions
of childbirth are thus determinant. The risk is very low
when childbirth takes place under full medical super-
vision. At the other extreme, for Europe between the
17th and 19th centuries, we have estimated at 2% to
5% the risk of becoming sterile as a direct result of
childbirth (Leridon, 1977). For similar reasons, abor-
tion performed in unsatisfactory conditions can have
the same type of consequences.
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TABLE 33–2 Distribution of Causes of
Involuntary Infertility

Cause Couples, %

Ovulatory disorder 20–29
Tubal abnormality 15
Endometriosis 6
Cervical factors 3
Spermatic abnormalities 21–24
Other male causes 2
Problems of coitus 6
No cause identified 18–28

Source: Denis Querleu, Alfred Spira, Henri
Leridon, 1990. Epidémiologie de la fertilité, in
Encyclopédie Médico-chirurgicale (Paris), Gyné-
cologie, 738, C10, 3–1990, p. 1–6.



IV. MEASURING TREATMENT
EFFECTIVENESS

The first point to note is that the chances of success
for the treatments that are available vary greatly
depending on the origin of the sterility. For the main
cause (ovulatory disorders) probabilities of success 
in the order of 30% to 40% are usually advanced.
However, not every pregnancy achieved after a
hormone treatment should be automatically attributed
to the treatment. To interpret the reported success rates
correctly we need to know (as well as the length of
treatment) the selection conditions for the couples
receiving treatment. Selection operates in three ways—
through the initiatives made by couples (changing
doctors, abandoned attempts, delays, etc.), through the
choices made by the clinician (diagnostic techniques,
type of treatment, etc.), and through the time elapsed
since first trying to become pregnant. The third crite-
rion is especially important, because as this period
lengthens so the group of couples who have still not
conceived includes a growing proportion of authenti-
cally sterile (nil fecundability) couples and of subfe-
cund couples with very low fecundability.

Let us assume that we observe a population of non-
sterile couples, with a mean fecundability of 0.25, from
the point in time when they first try to conceive (Table
33–3A, based on Schwartz, 1981).

After 2 years, 3% of couples will still not have con-
ceived, and the mean fecundability of these couples
will be 0.08 (a third of the level in the initial popula-
tion): This group would thus appear to be eligible to
be treated for sterility; yet, 57% of them will go on to con-
ceive successfully in the following 12 months without any
treatment. Consequently it is with 57%, rather than
with 0%, that we should compare the success rate
obtained in the group of couples who received treat-
ment (Leridon and Spira, 1984).

The reasoning set out above is only valid for couples
who are not totally sterile. When a cause of total steril-
ity (complete azoospermia, complete tubal blockage)
can be diagnosed with certainty, any pregnancy has to
be credited to the treatment. This may be the case in
tubal surgery, artificial insemination with donor, or in
vitro fertilization (IVF), on condition that only couples
who are totally sterile have been selected. Yet, with
IVF, for example, this is often far from the case; the
technique is also used on women with an unexplained
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TABLE 33–3 Evolution of a Population Including Fecund Couples and Sterile Couples (Fecundability Initially 
Distributed According to a Beta Function with Parameters a = 2.75 and b = 8.25)

Time elapsed Number of couples who Mean fecundability Proportion of sterile Proportion conceiving
(in months) have not yet conceived of these couples couples, % before 1 year, %

A: No sterile couples

0 1000 0.250 0 90.1
1 750 0.229 0 88.4
2 578 0.212 0 86.7
3 456 0.196 0 85.0
6 248 0.162 0 80.0

12 99 0.120 0 71.0
24 29 0.079 0 57.3
36 12 0.059 0 47.7
48 6 0.047 0 40.8
60 4 0.039 0 35.6

B: Plus 5% sterile couples

0 1053 0.237 5.0 85.6
1 803 0.214 6.6 82.6
2 631 0.194 8.4 79.4
3 509 0.176 10.4 76.1
6 301 0.133 17.6 65.9

12 152 0.078 34.9 46.2
24 82 0.028 64.6 20.3
36 65 0.011 81.5 8.8
48 59 0.005 89.8 4.2
60 57 0.003 93.0 2.5



sterility, and there is no certainty that the pregnancies
obtained can all be attributed to IVF.

Table 33–3B is constructed on the same base as 
Table 33–3A but to the initial population have been
added 5% of totally sterile couples. After 2 years, 
8% of the couples still infertile and within this group,
65% of couples are totally sterile. Consequently there
is even more reason for these couples to be offered
treatment promptly, although it can be noted that a
further 20% will conceive unaided in the following 12
months.

V. HOW EFFECTIVE, IN PRACTICE,
ARE THE VARIOUS INFERTILITY

TREATMENTS?

In the 1960s and 1970s, treatment was mainly hor-
monal or, in the case of tubal obstruction, surgical. The
success rates reported in the literature were often
between 30% and 40% in both cases, without precise
indications being given about the duration under con-
sideration or the selection conditions for the women
treated. Working on a large sample of couples con-
sulting after at least 1 year of infertility, Collins et al.
showed in 1983 that the pregnancy rates for the treated
women were in fact little higher than those for the
women not treated, being, respectively, 41% and 35%.
It is true that the first group selected women known to
have indications for treatment, hence signs of impaired
fecundity, while the second group could include more
women presenting no obvious sign of low fecundity.
That said, the study provided a clear illustration of the
process described above and showed the need for
caution when interpreting success rates for these treat-
ments; these results were moreover confirmed by later
studies (see for example Collins et al., 1995; Snick et al.,
1997).

The 1980s and 1990s saw a rapid development of the
techniques of artificial insemination by donor (AID) (in
the case of male sterility) and in vitro fertilization with
embryo transfer (IVF). The maximum success rate per
AID cycle is 15%, corresponding to 7% in live births
(CECOS, 1998). However, repeated attempts are possi-
ble, and the cumulative rate can then reach 40% or 50%
for conceptions and 20% to 25% for births. In IVF, the
conception rate achieved with egg harvest (oocyte
retrieval after hormonal stimulation of the cycle) is
around 20% (FIVNAT, 1998a) and approximately 15%
as live births. This technique can also be repeated,
although because it is much more complicated and
invasive it is unusual for more than three attempts to
be made. The success rate (in births) then reaches 34%
(FIVNAT, 1998b).

AID and a proportion of IVFs are being replaced by
the new technique of ICSI (intracytoplasmic sperm
injection), which involves injecting a single sperm
directly into the inner structure of the egg. The success
rate seems to be slightly higher than with IVF.

Two further points must also be made. First, all
these rates decline as the woman’s age increases, espe-
cially after 40 years—medically assisted procreation is
only a partial remedy for the effects of aging on fecun-
dity. Second, both hormonal treatments and IVF fre-
quently result in multiple births, the increased number
of which shows up even in national-level figures.

Lastly, mention can be made of the nonmedical
alternative to infertility treatment, adoption, which,
though its legal framework varies between countries,
is present everywhere.

VI. ESTIMATING THE DEMAND 
FOR TREATMENT

According to the most recent French survey, 15% of
couples aged 25 to 45 years (who had already tried to
conceive) had sought medical advice at least once for
a sterility problem (Leridon, 1991). Can this proportion
be taken to represent the demand for treatment? Defi-
nitely not, insofar as the initiative of some of these
couples could be judged premature (less than 1 or 2
years of trying for a pregnancy, for example) or at any
rate not a justification for immediately starting on 
a major treatment—a third of couples who reported
having sought medical advice had done so before 1
year of infertility and were thus being overimpatient.
Data from an earlier (1978) survey allow us to ap-
proach the problem from a different angle (Leridon,
1982). At that time only 10% of married women
reported a fertility problem, but for the reasons given
above this estimate may be more realistic; it also seems
more consistent with results from American surveys,
according to which approximately 5% of married
women (15–44 years) had sought medical help during
the previous 5 years (Mosher and Pratt, 1990).

In the 1978 French survey, “Did you ever take longer
than you would have liked to get pregnant, or not
manage to at all?” Of these, 3.7% were still infertile at
the time of the survey; 14.7% had eventually conceived
(one fifth of these after treatment or surgery). The
second group was thus made up mainly of subfecund
subjects and, related to this, those with correctable
sterility.

Usually (approximately six in 10 cases), the diffi-
culties were apparent from the first attempt to become
pregnant. This enables us to estimate the mean fecund-
ability of the subfecund couples. We do this by com-
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paring the mean interval between marriage and first
birth for the women reporting difficulty in conceiving
their first child, with the mean for those did not report
any difficulty: the figures are 42.5 months for the
former and 21.8 for the latter, giving a difference of 
20 months. This interval can be broken up into three
components:

• A voluntary waiting time, from use of birth-spacing
contraception

• The necessary time to conception, after contraception
has been discontinued

• The duration of pregnancy, corresponding on
average to 9 months

We can reasonably assume that the voluntary
waiting time is the same among the subfecund as
among the others, since the difficulties in conceiving
do not actually become apparent until after this period.
Mean fecundability—the monthly risk of conception
when no contraception is used—is well known for
normal populations, that is, those not subject to selec-
tion: It is usually around 0.25, giving a mean time 
to conception of 5 to 6 months (see Chapter 30); the
mean interval between marriage and first birth is 21.8
months for couples not reporting a problem, so we can
estimate at: 22 - 6 - 9 = 7 months, approximately, the 
voluntary waiting time at the start of marriage.

For the subfecund group, mean time to conception
would thus be: 42.5 - 7 - 9 = 26.5 months. The earlier
studies showed that the fecundability of the couples
could be fitted to a beta function (Pearson I) with two
parameters a and b. An advantage of this function is
that the fecundability of couples who have not yet con-
ceived at duration n is also distributed according to a
beta function, with parameters a and b + n. Thus it is
not unreasonable to assume that the fecundability of
the group of subfecund couples is also distributed
according to a beta function and to try to estimate the
mean fecundability. What is needed, therefore, is a beta
function that gives a distribution of the times to con-
ception as close as possible to that observed for the

subfecund group. Strictly speaking, the latter distribu-
tion is not known, since the voluntary waiting period
at the start of marriage is not known for each couple
individually: The mean has merely been estimated
(indirectly) at 7 months. Accordingly we simply make
a uniform reduction in the interval between marriage
and first birth of 7 months for the voluntary wait and
of 9 months for the duration of pregnancy.

The result appears in Table 33–4. A beta distribution
of mean 0.04 (parameters, 3.80 and 91.20) is found to
give the best fit.

The main inconsistency is over the long periods 
(in excess of 4 years), which makes a large difference
to the mean value, but it must be noted that the
observed distributions are necessarily truncated here,
because the time elapsed since marriage is not always
adequate. With that qualification made, the fit is good,
and we can reasonably conclude that the mean fecund-
ability of couples self-reporting as subfecund is in the order
of 0.04.2

This result is directly applicable in our attempt to
estimate the demand for treatment to combat sterility.
It would scarcely be reasonable for this estimation to
include couples who identify themselves as subfecund
and who may have sought medical help, but who have
been trying to conceive for a few months only. What
should the minimum wait be before proceeding with
a medical intervention? There is probably no single
answer to this question, and the speed and precision
of the diagnosis will vary with each individual situa-
tion. A minimum wait of 2 years is often specified. Yet as
Table 33–4 shows, 58% of subfecund couples conceive
before 2 years (59% in our population had in fact con-
ceived within 2 years). So only the others (42%) should
be considered as clinically sterile and thus be accepted
as possible candidates for treatment. If the waiting
time for treatment is increased to 4 years (to allow for
the investigations necessary before deciding on a 
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TABLE 33–4 Distribution of Time to Conception in a Group of Subfecund Couples

Time to conception (months) Mean time Median

0–11 12–23 24–35 36–47 48+ Total

Observeda 36 23 16 10 15 100 26.5 17
Modelb 37 21 13 8 21 100 33.6 8

a Distribution of the interval between marriage and first birth, reduced by 16 months (mean duration of pregnancy, 9 months; mean 
voluntary waiting period at start of marriage, 7 months) for couples who have had difficulties conceiving (INED-INSEE survey, 1978; Author’s
computation).

b Distribution of the time to conception in a population whose fecundability is distributed according to a beta function of mean 0.04 and
standard deviation 0.02.

2 Comparable to the result after 4 years in Table 33–3.



surgical intervention, for example), the proportion of
subfecund couples who have still failed to conceive
unaided and who therefore ought to be offered treat-
ment stands at only 21%.

The difference between these two figures (42 and
21%) is worth considering. It results from those
couples who satisfy the usual definition of sterile (2
years without conception) but who then manage to
become pregnant—usually without medical assis-
tance—in the following 2 years. Would complicated
treatment or potentially costly operations have been
justified in such cases? How is the choice to be made
between an additional waiting period (which in any
case cannot be predicted at the individual level) and
an immediate cost? The question obviously only arises
for subfecund couples, whose chances of conception
are not completely nil but who as we have seen make
up the great majority of potential candidates for 
treatment.

VII. THE DEMAND FOR TREATMENT:
STOCKS AND FLOWS

Let us recapitulate the example analyzed above:

• 3.7% of couples suffer from sterilities that are not
overcome, with 2.6% of couples remaining
childless;

• 14.7% of couples report difficulty in conceiving,
8.2% of them from the first pregnancy.

In the latter group, those who have experienced diffi-
culty from the first pregnancy form the subfecund group
that we have just analyzed. Between 21% and 42% of
them may be candidates for treatment, depending on
whether the requirement is set at 2 or 4 years of previous
infertility, representing 1.7% to 3.4% of all couples.
Couples who have experienced difficulties achieving a
pregnancy other than the first probably have a higher
mean fertility, because their mean interval between mar-
riage and first birth is much closer to that of no-problem
couples, than to the previous couples. Let us accept that
10% to 20% of them would be eligible for a treatment3:
0.7% to 1.3% of all couples would thus be involved on
the grounds of a secondary sterility.

In all, 6% to 8% of couples are potential candidates for
a treatment against sterility, and this breaks down as
follows:

• 2% to 3% of couples who will remain totally
infertile unless treated successfully,

• 1% of couples who have a secondary sterility,
• 2% to 3% of subfecund couples, who experience

serious difficulty achieving a first pregnancy,
• Approximately 1% who are secondary subfecund,

whose difficulties become apparent only after one
or more births.

If it is accepted that all cases of tubal sterility
(20%–30% of infecund couples) are indications for IVF,
and if we add to this approximately 10% of other 
indications, we have 2% to 3% of all couples who are
potential candidates for this kind of intervention.

In France as a whole, 300,000 to 400,000 couples 
are formed each year: 7000 to 12,000 could therefore be
expected to request IVF each year. In fact, in 1997 more
than 20,000 first egg harvests (on women who had
never previously had one) were carried out, and 3200
first AID: the indications have thus been significantly
extended, well beyond the hypotheses adopted here.
Increasingly, sterile couples are systematically offered
IVF, especially using the ICSI procedure, regardless of
the origin of the sterility.
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I. THE “INTERMEDIATE VARIABLES”

With their article “Social structure and fertility: an
analytical framework,” published in 1956, Kingsley
Davis and Judith Blake opened a new field of research.
After analyzing and classifying a large corpus of
anthropological studies, the authors identified several
levels of variables that influence fertility. These were
the intermediate variables, through which social and
cultural factors operate to influence fertility; the social
norms, closely linked to the social organization an
individual belongs to, which govern fertility and mar-
riage behavior and the other intermediate variables;
and the structural characteristics that define the posi-
tion of the individual within society. This classification
proved analytically fruitful, and the long list of inter-
mediate variables proposed by Kingsley Davis and
Judith Blake drew attention to a number of factors that
had previously been unjustly neglected, such as age at
the beginning and end of the reproductive period,
pregnancy wastage, periods of sexual abstinence, plus
of course the variables that describe the regime of 
conjugal unions (age at marriage, divorce, remarriage,
etc.).

A serious omission from their list, however, and that
for almost 20 years continued to receive little or even
no attention, was the key role of breast-feeding,
despite research that had established its importance in
influencing the duration of postpartum amenorrhea.

This variable had to be reintroduced into Blake and
Davis’ analytical framework, and more importantly
into the questionnaires employed in demographic
surveys from the mid 1970s.

Table 34–1 presents a classification of all the vari-
ables that are currently thought to be potential 
determinants of fertility.

1. Recombining the 
Intermediate Variables

The list in Table 34–1 is of course intended prima-
rily as an analytic framework. It is not possible to
assemble at any one time all the information pertain-
ing to a given population, and the impact of the dif-
ferent variables depends greatly on the general fertility
level, according to whether or not couples are already
controlling fertility. In many countries, the process of
reproduction is largely dominated by behavioral vari-
ables (desire to have children, number of children
wanted, use of contraception, etc.), which makes it rea-
sonable to draw on theories from sociology and eco-
nomics for the keys to explain the observed behavior.
But it was not always so, and is still not so in some
regions of the world.

The response of demographers has been to concen-
trate first on describing the situations of natural fertil-
ity, in which couples individually do not adopt
behavior deliberately intended to space or limit the
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TABLE 34–1 Determinants of Fertility: a Classification

A. THE INTERMEDIATE VARIABLES
These are the variables, to use the terminology of Davis and Blake (1956), through which the cultural factors operate to influence fertility. It
will be noted that the authors’ framework did not include the duration of breastfeeding.
1. Biologic capability
a. Ages at puberty, menopause, and permanent sterility
b. Monthly probability of conception (fecundability)
c. Intrauterine mortality (spontaneous)
d. Duration of postpartum nonsusceptible period
2. Conjugal regime
a. Age at marriage (or entry into sexual union)
b. Frequency of permanent celibacy
c. Frequency of, and ages at, death, widowhood, or divorce
d. Frequency and ages of remarriage
e. Periods of separation of partners (seasonal work, illness, etc.)
3. Other sociocultural variables
a. Frequency of intercourse (affecting 1b)
b. Duration of breastfeeding (affecting 1d)
c. Sexual taboos and restrictions (affecting 1d)
4. Fertility regulation variables
a. Individual action on length of union (affecting 2)
b. Action on exposure to conception: abstinence, use of contraception (affecting 3 and 1b)
c. Action on pregnancy outcome: induced abortion (affecting 1c)
d. Voluntary sterilization (of one partner) (affecting 1a)

B. SOCIOECONOMIC STATUS VARIABLES
These variables describe an individual’s socioeconomic context (his or her milieu) and may explain (through the variables in groups A-2, -3, 
-4) differences in fertility levels. In this sense, therefore, they are external to the previous framework.
a. Ethnic origin, cultural group
b. Religion
c. Educational level
d. Socio-occupational status
e. Economic status, income
f. Family structure
g. Place of residence (urban, rural)
NB: Ronald Freedman’s Community-level Variables (1974) could be included here. These variables seek to describe the individual’s immediate
environment: proximity of school, clinic, shops, administrative services, access to electricity, public transport, etc. The necessary information
can be collected directly by the survey taker for all the inhabitants of the same neighborhood or same village.

C. THE ENVIRONMENT VARIABLES
These variables describe some of the constraints faced by individuals. They act mainly on the variables of group A-1, or describe general
structural changes.
a. Health
b. Nutrition
c. Age structure
d. Political system

D. THE PSYCHOSOCIOLOGIC VARIABLES
These variables describe in a direct way individual attitudes towards fertility problems or towards the intermediate variables, relative to the
norms prevailing in their social group (see B).
a. Desires with respect to fertility (number of children, sex, spacing, and so forth)
b. Attitudes toward marriage and the family
c. Attitudes toward sexuality
d. Attitudes toward birth control

Source: Henri Leridon, Laurent Toulemon, 1997. Démographie. Approche statistique et dynamique des populations. Paris, Economica, 440 p.
(Économie et statistiques avancées); adapted from Davis, Kingsley, and Blake, Judith, 1956. Social structure and fertility: an analytic frame-
work, Economic Development and Cultural Change, vol. 4(4), p. 211–235.



number of births. In such a context, the biologic 
variables of reproduction assume their full importance,
though they are never the only ones involved—fertility
is always part of a specific social context, and customs
in respect of marriage, sexuality, and breast-feeding
also play a crucial role. The concept of natural fertility
( fécondité naturelle) was introduced by Louis Henry in
1953, who referred to “the fertility that a human popu-
lation would have if it made no conscious attempt to
limit the number of births,” and in 1961 he added that
such fertility “is the one most influenced by physiolog-
ical factors.” In practice, it must also be pointed out that
Louis Henry was referring basically to legitimate fertil-
ity, thus nuptiality was left out of his definition. With a
view to removing some of the ambiguity I have given
the following definition (Leridon, 1989):

A natural fertility regime characterizes a situation in which
the level of fertility results, above all, from a combination
between these physiological factors of reproduction and
behavior that is simply consistent with the norms of the social
group. In particular, it is excluded that any preferences that
individuals and couples may have as regards the size of their
family can influence their age at marriage, the spacing of their
births, and their completed family size (p. 33).

It was seen in Chapter 30 that by breaking up 
the interval between two successive conceptions it is
possible to identify some intermediate variables. We
can also attempt to reconstruct the process, on the basis
of these elements, to obtain the observed (or observ-
able) fertility. This procedure has given rise to various
attempts to model the reproductive process.

2. The Early Approaches

Using the previously identified variables, efforts
focused on constructing models that would describe
real processes. The early models did not include the
risk of sterility and merely made the assumption that
fecundability tended to zero beyond a certain age. In
addition, they only applied to women who were
already married (i.e., assumed to be exposed to the risk
of conception).

Henry (1957) was the first to develop a purely alge-
braic approach. This involved setting the following
integral equation, if continuous notation is being used
(or the equivalent recurrent equation, if using discrete
notation):

where:

—x age (or the duration since marriage, which is
taken to have occurred at an exact age);

C x p x C x g k x g g dg
G

( ) = ( ) - -( ) -( )[ ]Ú1
0

,

—C(x) number of conceptions at age x (per woman);
—p(x) fecundability at age x (identical for all the

couples of age x);
—k(x - g, g) probability of still being in the

nonsusceptible period (see chapter 31) at duration
g, for a conception at age x - g;

—G maximum duration of the nonsusceptible
period.

The nonsusceptible period is the sum of the length of
the gestation period and the longer of the two postpar-
tum periods of amenorrhea and abstinence. The
formula given above makes no distinction between
pregnancies that result in live births and the others; this
can be done in a subsequent stage by splitting the func-
tion k (into kv and ka) and the function C (into Cv and Ca).

We denote as Q(x) the number of conceptions before
x. If marriage occurs at age x0, the mean rate of con-
ception from age x0 to age x will be:

Since all women are assumed to be at risk of con-
ceiving at the start of marriage, the rate is at its
maximum during the first month. This value is never
again attained, since at any given time a certain pro-
portion of the women will have a nonsusceptible
status, i.e. will have nil probability of conceiving.

The mean interval between marriage and the first
conception is simply equal to 1/p(x) for women
married at age x (p varying little during the early
years). If p̄ denotes mean fecundability for the group
of ages under consideration, v the proportion of con-
ceptions that lead to live births, and ḡ the mean length
of the nonsusceptible period for all conceptions, the
mean interval between live births is:

These formulas are valid only in the simplified case
where all women are assumed to have the same func-
tions p and k. For a heterogeneous population, the
results are more complex. The interval between mar-
riage and first conception, for example, will be equal
to the harmonic mean of f(p), if f(p) is the distribution
function of fecundability between all the women of a
particular age:

Several authors have preferred to use the theory of
Markov chains (see especially Potter and Sakoda, 1966;
Sheps and Menken, 1973). This involves defining a set
of possible states (e.g., fecund, pregnant, postpartum
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nonsusceptible) and the probabilities of transition
between states, and then calculating the length of time
spent in each state and the number of entries and exits
for each state. The time spent in state I can depend on
state I and on I + 1, but does not usually depend on the
external time (the total time elapsed since the start of
the process, which in this case is age). The main advan-
tage of the method is that it lets us analyse the con-
vergence of the process towards the stationary state
and to describe the latter, over the period when fecun-
dity varies little (20–35 years). Inclusion of fetal mor-
tality and sterility is not problematic.

3. Simulations Using the Monte 
Carlo Method

Simulations using the Monte Carlo procedure are
useful in several cases where the models mentioned
above are inadequate. Greater complexity can be
added to make the model more realistic, for example,
by introducing the probabilities of marriage, and of
divorce or widowhood. The various functions can be

made to depend on age or duration of marriage or
both. The heterogeneity of real cohorts in relation to
these variables can be introduced. Particularly valu-
able is the applicability of the analysis to populations
practicing birth control. This method enjoyed great
popularity in the 1960s and 1970s (see Ridley and
Sheps, 1966; Jacquard, 1967; Barrett, 1969; Horvitz 
et al., 1971; Dyke and MacCluer, 1973; Jacquard and
Leridon, 1973), but was somewhat discredited by the
construction of excessively complex models. It remains
useful, however, for carefully targeted uses, such as
evaluating the effect of a particular variable.

The life of an individual is simulated by applying
to him or her, during each unit of time (month or
trimester), the probabilities appropriate to his or her
situation during the period in question. Figure 34–1
gives the schematic representation of such a model,
which also incorporates variables for fertility control.
A circle corresponds to a calculation (increment change
in a duration variable, for example), a triangle to a
“yes/no” test, and a rectangle to a random drawing.
Consider a woman aged 15, still single. Step one is to
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determine by random drawing in distribution func-
tions adapted to the population under examination, an
age at death and an age of onset of permanent steril-
ity, the assumption being made that these two events
are unrelated to the reproductive history. The same
procedure is followed for age at widowhood or at
divorce (after marriage). The woman is then exposed
to the risk of marriage during the first period (first
month of her 15th year), then in each successive
period. As long as the woman is unmarried, we stay
on a short program loop in which we simply check 
that age at death and birthday 50 are not reached. 
Once marriage occurs, the woman is presumed to be
exposed to the risk of conception. We check that she is
not in a nonsusceptible period (which cannot be the
case before the first pregnancy) and is not already
sterile (permanently), and calculate her fecundability
(which varies from one woman to another and with
age); we draw to determine whether or not there is a
conception, and draw again to determine the outcome
of the pregnancy. If the couple is planning its fertility,
a special module allows contraception to be included
by reducing the value of fecundability, by a greater
amount if the desired number of children has already
been reached (stopping contraception) than if it 
has not yet been reached (spacing contraception). The
length of the nonsusceptible period is then determined
from an appropriate distribution (depending on the
outcome of the pregnancy and the duration assumed
for breast-feeding). The main loop is ended by a deci-
sion on voluntary sterilization, and the checking of
ages at widowhood, divorce, and death. In the case of
widowhood or divorce, the process starts again at the
stage of marriage.

This process is repeated several thousand times,
building up a sample of birth histories comparable to
what would be obtained with a retrospective survey in
a real population and which can be analyzed in the
same way. As in any sample, the results have a margin
of uncertainty (variance), which represents a dis-
advantage but also an advantage: a disadvantage
because to reduce this margin of error it is necessary
to work with large numbers; an advantage because it
is also possible to calculate the variance estimates by
repeating the process with the same parameter values.

The following sections contain examples of results
obtained with a model of this kind.

4. The Princeton Indexes

As part of a vast project of comparative research on
the demographic transition in Europe, Coale and his
colleagues at Princeton proposed using a set of three
indexes to separate the respective roles of marriage

and marital fertility in the evolution of general fertil-
ity (Coale and Watkins, 1986). These were in fact the
only parameters that could be analyzed given the
available data. The approach is based on a double 
standardization, with calculation of a proportion of
married women standardized for age, using reference
fertility rates as weighting coefficients, and an index of
marital fertility standardized for age, using the age-
specific marriage rates as weighting coefficients. The
general fertility index is then equal to the product of
these two indexes and can be used to compare the
observed fertility with that of a reference population.
For each age a, let:

w(a) number of women in the population;
wm(a) number of married women in the population;
h(a) fertility rate in a reference population (fertility of

Hutterite women);
f(a) fertility rate in the population;
fm(a) marital fertility rate in the population

All births are assumed to occur within marriage.
The indexes calculated are:

Index of marriage:

Index of marital fertility

Index of general fertility

(we can verify that If is equal to the product of ImIg

by developing the two formulas and, bearing in
mind the assumption of no extramarital fertility,
wm fm = wf).

The fertility of the Hutterites (an anabaptist sect
living in the northern United States) was chosen as the
standard since this population has one of the highest
fertility levels on record, along with that of female
French Canadians in the 17th and 18th centuries (see
Table 34–4).

5. The Coale and Trussell Schedules

As the first stage of research into age-specific 
model schedules of fertility, Ansley Coale began 
by examining age patterns of marriage. It is obvious
that when the overwhelming majority of births 
occur within marriage, the first part of the age-specific
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(general) fertility curve depends essentially on that 
of marriage. A comparison of the age distributions of
first marriage frequencies in various populations 
led Coale (1971) to conclude that they could all be
deduced from each other by means of the following
transformation:

G(a) proportion ever-married at age a;
Gs proportion observed in a standard population;
C proportion ultimately (at age 50) ever-married;
a0 age at earliest marriage;
k defines the pace of nuptiality (the number of years

of nuptiality equivalent to 1 year in the standard
population S).

The function Gs selected represents the situation in
the Swedish population in the mid 19th century, after
dividing by a factor Cs (proportion ultimately
married), so that its value reaches 1.0 40 years after the
earliest marriages.

If we are only interested in the tempo of nuptiality,
G(a) depends on just two parameters: a0, which is
easily located, and k.

Likewise, the frequency function g(a) can be
deduced from the function gs(a). Ansley Coale also
defined an algebraic expression of g(a), which is a
double exponential:

(with: k1 = 0.19465, k2 = 0.174, k3 = 6.06, k4 = 0.2881, 
k5 = 6.06),

hence:

Subsequently, Coale (1977) linked this formulation
for g(a) to the notion of marriage circles (cercles de 
nuptialité) that Henry had developed in 1968.

Turning next to age-specific fertility, he merely
defined the model schedules without taking into account
the actual level of fertility. Given the function G(a)
defined earlier (proportion ever-married at age a), we
can write:

f(a) fertility rate at age a;
r(a) marital fertility rate at age a.

This formula assumes there are no:
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—extramarital births
—union dissolutions, through widowhood or

divorce.

These two restrictions can be removed by slightly
modifying functions G(a) and r(a).

As was done for the proportion ever-married, the
marital fertility rates r(a) are defined on the basis of a
model schedule, representing a situation of natural fer-
tility (no contraception). The relation is as follows
(Coale and Trussell, 1974):

n(a) natural fertility rate at age a;
M coefficient of total reduction in fertility;
m parameter representing the size of the fertility

reduction resulting from use of contraception;
v(a) modulating factor of m, by age a.

Since we are concerned only with the age pattern of
fertility, not with its level, M can be disregarded. Its
inclusion in Equation 2 expresses the fact that even
when no attempt is being made to control births (m =
0), levels of fertility can vary widely. For this case,
however, Coale admits a unique profile by age and
hence a single-year schedule n(a). The schedule v(a) is
also unique. This profile is intended to allow for the
fact that when fertility is voluntarily controlled, the
fertility rates that experience the largest reduction are
those for older women who are attempting to limit the
size of their family.

Two standard schedules are thus selected, for n(a)
and v(a). Their MT and VT values are given in Table
34–2.

Ultimately, therefore, r(a) depends only on parame-
ter m (and the scale factor M).

Finally, by setting:

we obtain:
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TABLE 34–2 Values of by Age

20–24 25–29 30–34 35–39 40–44 45–49 
years years years years years years

nT(a) 0.460 0.431 0.396 0.321 0.167 0.024
vT(a) 0 -0.316 -0.814 -1.048 -1.424 -1.667



The final set of schedules thus has three specified
parameters: a0, k, and m. The published tables (Coale
and Trussell, 1974) are ordered by the values of these
parameters, but other entries can also be used (various
parameters that are easily calculated from observed
distributions):

—Mean age of mother at birth (MEAN);
—Standard deviation of age at birth (STDEV);
—Ratio of fertility at ages 15–19 to fertility at ages

20–24 years (R1);
—Median age (MED);
—Coefficient of asymmetry (SKEW);
—Ratio of the average parity of women at 15–19 to

that of women at 20–24 (PAR1);
—Same ratio for women at 20–24 and 25–29 (PAR2).

Using these entry parameters, we can look for the
pattern that is closest to an actual distribution and thus
determine, for example, the value of parameter m.
That this parameter is a reasonably good indicator of
fertility control in the population can be verified by
comparing it with the value of the fertility rate at ages
40 to 44 or ages 35 to 39: the value of m rises steadily
when these rates fall. Figure 34–2 compares the values
of m with those of the average age at last birth calcu-

lated for a set of German villages studied by Knodel
(1986), for marriages between 1740 and 1900. The expe-
rience of each village over time can thus be followed.
We see that at the onset of the transition the mean age
at last birth often rises slightly while m falls; next, the
mean age falls steadily while m increases. Thus we go
from a mean age close to 40 years with m = 0, to an age
of around 38 years when m is 0.5.

6. The Bongaarts Model

Bongaarts (1976, 1983) has suggested a simplified
model, based on a multiplicative decomposition of the
fertility rate at a given age (or of the sum of these
rates):

TFR = CmCcCaCi TBF

where:

Cm index of nuptiality (1 if all women of reproductive
age are married, 0 if there is no marriage);

Cc index of contraception (1 if there is no
contraception, and 0 if all fertile women use a
method that is 100% effective);

Ca index of abortion (1 if there is no abortion, 0 if all
pregnancies are interrupted);
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Ci index of postpartum nonsusceptibility (1 if there is
no breast-feeding and no abstinence, 0 if the
duration of sterility is infinite);

TBF total fecundity at biologic maximum (in this
case, the sum of the age-specific rates is equal to
15.3 children).

Each of these indexes can also be expressed as the
ratio of two fertility rates, with and without the effect
of the factor under consideration:

Cm = TFR/TM = Total fertility rate/Marital fertility
rate

Cc Ca = TM/TNM = Marital fertility rate/Natural
fertility rate

Ci = TNM/TBF = Natural fertility rate/Total
fecundity at biologic maximum

For example, for the sum of the rates (equal to the
total fertility rate or the completed fertility) we obtain
the following values:
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TFR = Cm x Cc x Ca x Ci x TBF

Crulai (Normandy) (marriages 1674–1742) 5.83 0.566 1.000 1.000 0.673 15.3
Hutterites (USA) (marriages 1921–1930) 9.15 0.733 1.000 1.000 0.816 15.3
Bangladesh (1976) 6.73 0.853 0.928 1.000 0.556 15.3
South Korea (1970) 3.90 0.586 0.780 0.848 0.658 15.3
France (1972) 2.40 0.519 0.334 0.973 0.930 15.3

Table 34–3 presents the results of calculating the
three indexes Cm, Cc, and Ci, in various countries (World
Fertility Surveys [WFSs] of the 1970s). Since total fertil-
ity rate (TFR) is also available in these surveys, the
value of the total fecundity at biologic maximum (TBF) can
now be calculated, so that the equation is no longer
overdetermined. The values are seen to range from 10.0
to approximately 16.5, instead of the expected 15.3. The
equation is thus imperfect, due to marked variation
between populations in the factors omitted from the
three C coefficients, errors in estimating each coeffi-
cient, disruptions caused by interactions between
factors, or a combination of these explanations. Bon-
gaarts’ formula should thus only be used to obtain
rough estimates of the different variables.

II. RESULTS: LEVELS OF FERTILITY

1. Observed Levels of Natural Fertility

Many studies in historical demography, notably
those using the family reconstitution method, have
made it possible to measure with precision the level of
fertility in populations where fertility regulation was
either absent or ineffective. Table 34–4 presents some
results from this research.

These data show that even within a geographically
limited area (France) and during the same period,
natural fertility levels can vary widely between human
population groups. The results of the simulations pre-
sented in the next section confirm that this variability
can be explained by variables other than those of fer-

tility regulation. No direct conclusion can therefore be
reached (from the differences in the levels of overall
fertility) concerning the wishes of couples in these
populations regarding the desire to limit or not the
number of their children.

2. Study of Possible Levels for 
Natural Fertility

The simulation models presented earlier can be
used to explore the possible levels for natural fertility,
by combining the values of the various parameters as
observed or estimated for historical populations. Table
34–5, constructed using the SIMNAT model, which is
a simplified version of SIMULA (developed by the
present author from Jacquard’s model) (see Figure
34–1), displays the number of children per woman
under the stated assumptions and with no mortality or
other causes of premature union dissolution.

According to this model, a woman who remained
fecund and married between ages 15 and 45, would
have, on average, 17.5 children, if she did not breast-
feed. If the effect of sterility is introduced, the
maximum is reduced to 15.2, a value that is close to
Bongaarts’ biologic maximum fecundity. In practice,
there is no known population in which all women
marry at age 15 and do not breast-feed their children.
Thus the number of 15 children, although possible at
an individual level, is not possible at the level of an
entire population or subgroup. The values observed
for real populations are between five and 10 children
per woman and are thus obtained by combining the



hypotheses of early or late marriage and short or long
breast-feeding. These two variables alone can thus
account for a doubling of fertility levels, all of which,
however, are considered to represent natural fertility
regimes.

3. From Natural Fertility to 
Controlled Fertility

By introducing into these models some fertility
control parameters (desired number of children, effec-

tiveness of stopping or spacing contraception), it is
also possible to evaluate the fertility-reducing impact
of the contraceptive methods used. The advantages
include that of being able to measure the impact both
at couple level (how many couples would have more
children than they want?) and at the aggregate level
(by how much is fertility reduced?). Thus use of a con-
traceptive that is 95% effective, following the birth of
the second child, will greatly reduce the overall fertil-
ity of the population (from eight to three children, for
example) yet will leave a large majority of couples dis-
satisfied, because they will have had at least one more
child than expected!

Chapter 34/Natural Fertility and Controlled Fertility 475

TABLE 34–3 Parameter Values of the Bongaarts Model in Various Populations

Country Marriage index (Cm) Contraception Infecundability Total fertility rate TBF (estimated)
index (Cc) index (Ci) (TFR) observed

AFRICA
Ghana 0.84 0.94 0.64 6.52 12.90
Kenya 0.81 0.95 0.69 7.71 14.53
Lesotho 0.80 0.96 0.64 5.71 11.62
Senegal 0.92 0.98 0.65 7.27 12.41
Sudan (North) 0.79 0.98 0.69 6.32 11.84
Regional mean Africa 0.83 0.96 0.66 6.66 12.66

AMERICAS
Colombia 0.68 0.78 0.82 6.25 14.37
Costa Rica 0.65 0.45 0.89 4.12 15.84
Dominican Republic 0.77 0.80 0.81 7.05 14.13
Guyana 0.74 0.74 0.87 5.07 10.65
Haiti 0.69 0.89 0.69 5.85 13.81
Jamaica 0.74 0.68 0.85 5.06 11.83
Mexico 0.76 0.88 0.79 7.40 14.01
Panama 0.71 0.60 0.80 5.24 15.37
Paraguay 0.68 0.78 0.78 5.71 13.81
Peru 0.71 0.92 0.70 6.90 15.09
Trinidad and Tobago 0.69 0.58 0.87 3.48 10.00
Venezuela 0.76 0.75 0.79 7.45 16.54
Regional mean Americas 0.72 0.74 0.81 5.95 13.79

ASIA
Bangladesh 0.90 0.94 0.52 6.04 13.72
Fiji 0.71 0.69 0.81 4.50 11.33
Indonesia 0.80 0.77 0.55 4.64 13.70
Jordan 0.84 0.93 0.77 9.33 15.51
Korea (South) 0.63 0.78 0.66 4.96 15.29
Malaysia 0.68 0.77 0.88 4.97 10.79
Nepal 0.85 0.98 0.56 6.10 13.08
Pakistan 0.83 0.98 0.64 6.30 12.11
Philippines 0.66 0.78 0.74 5.87 15.40
Sri Lanka 0.58 0.78 0.60 3.87 14.24
Syria 0.79 0.96 0.78 9.09 15.37
Thailand 0.69 0.71 0.6 4.93 15.72
Regional mean Asia 0.75 0.84 0.68 5.93 13.85
Overall mean 0.75 0.82 0.73 6.11 13.62

World Fertility Survey, rural areas only.
Source: Susheela Singh, John B. Casterline, and John Cleland, 1985. The proximate determinants of fertility: Sub-national variations, Popu-

lation Studies, vol. 39(1), p.113–136.
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TABLE 34–5 Completed Family Size with Different Levels of Natural Fertility 
(No Mortality and No Marriage Dissolutions)

Permanent sterilitya Postpartum nonsusceptible Marriage at age 15 Distribution of marriage: Distribution of marriage:
periodb earlyc lated

Normal No breast-feeding 15.2 12.8 8.1
Short breast-feeding 12.3 10.3 6.5
Long breast-feeding 10.0 8.4 5.3

Shared assumptions:
Mean fecundability = 0.25 at ages 20–24 years (with a fecundability of half this value, the results have to be multiplied by a coefficient of

around 0.8). Fecundability varies with age and between women; mean intrauterine mortality: 15% (varying with age).
Additional assumptions:
a Normal sterility: proportion of permanently sterile couples by age, as estimated by Louis Henry (mean age at onset of sterility: 41 years).
b Length of postpartum nonsusceptible period: with no breast-feeding: mean = 2 months; with short breast-feeding (15 months average):

mean = 7 months; with long breast-feeding (24 months average): mean = 13 months
c Early marriage: Asiatic and African type: mean age: 19 years, no permanent celibacy.
d Late marriage: European type: 25 years, proportion never married: 8%
Source: Leridon, Henri, 1977. Human fertility. The basic components. Chicago, The University of Chicago Press, 202 p.

TABLE 34–4 Data on Natural Fertility

Place Period Mean number of children

Completed families of All women surviving to age 50b

women married age 20a

French Villages
Ile-de-France M 1740–1779 10.1 6.1
Tourouvre (Perche) M 1665–1714 8.6 6.0
Crulai (Normandy) M 1674–1742 8.3 5.6
Thézels-Saint-Sernin (Quercy) M 1700–1791 6.6 3.7

Populations of European origin
Hutterites (United States) M 1921–1930 10.9 9.5
Canada M 1700–1730 10.8 8.0
Amish (United States) G 1900–1920 7.0 6.3

Non-European populations
Martinique (French Caribbean) G 1914–1928 7.9 5.4
Sine Saloum (Senegal) N 1963–1965 6.1 6.7
Villages near Bombay (India) N 1954–1955 5.4 5.3

M, year of marriage; G, years of birth of women; N, years of birth of children
a Sum of marital fertility rates ages 20–49 years.
b Sum of general fertility rates ages 15–49 years.
Source: Adapted from Leridon, 1977.

Table 34–6 shows the stages of the passage from a
situation of noncontrolled fertility (in this example the
situation in France in the middle of the eighteenth
century) to a contemporary regime, with fertility in the
region of two children per woman. This relies on the
assumption that after the birth of their second child,

couples use contraception that is 99% effective, this
measure of effectiveness including the possible
recourse to induced abortion. A 90% effectiveness,
though it might appear already high, would lead to an
average close to four children, well in excess of the two
children desired.
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TABLE 34–6 Comparison of Various Fertility Regimes (France, Historical and Contemporary): 
Results of the SIMULA Model

Historic regime (no Contemporary regime
voluntary fertility (desired number of children: 2). 

limitation) Effectiveness of contraception:

0 90% 99%

Life expectancy (female) 25 years 70.5 years 75 years 75 years
Probability of survival at 15 years 0.46 0.95 0.98 0.98
Mean age at marriage 25 years 21.5 years 21.5 years 21.5 years
Probability of conception/month 0.25 0.25 0.025 0.0025
Duration of breast-feeding 2 years 1 year 0 0
Mean number of live births, per woman at 15 years 4.1 8.6 3.8 2.0
Mean number of children surviving to 15 years, per 1.9 8.4 3.8 2.0

woman at 15 years
Net reproduction rate 0.93 4.1 1.8 0.95
Annual rate of natural increase -0.2% +4.5% +2.0% -0.2%
Proportion of married women having more than desired — 98% 86% 18%

number of children

Source: Henri Leridon, 1977. Human fertility. The basic components. Chicago, The University of Chicago Press, 202 p.





ABORTION DURING THE
DEMOGRAPHIC TRANSITION

Voluntary abortion (referred to here for reasons of
convenience as abortion) is the end point of a complex
succession of acts and decisions which can be mapped
as indicated in the schema below:

The incidence and relative weight of the three other
situations are determined by the population’s position
on the path of demographic transition. During the 
pretransition stage, most couples consider conception
within marriage as a normal thing, and the arrival of
a child is rarely perceived as a threat to the well-being
of the parents or to children already born. Moreover,
health and hygiene are generally deplorable, and for a
woman an induced abortion is more of a risk than
childbirth. During this pretransition stage, undesired
conception (which at certain periods or in certain cir-
cumstances may be quite frequent, especially outside
wedlock) leads to unwanted births, which, in certain
social circumstances may result in the abandonment
(exposure) of the child or even to infanticide.

During the demographic transition, a growing number
of couples wish to limit the number of children they
have. In countries that experienced an early demographic
transition (EDT) and in which the drop in fertility took
place essentially before or at the time of World War I,
lack of access to effective contraceptives led to an
increase in the number of undesired births and at the
same time to an increase in the number of abortions
which, even if illegal, had become less dangerous for
mothers, thanks to progress in medicine and hygiene.
The combination of these factors led to an increase in
the frequency of abortions. In these same countries,
during the subsequent phase (posttransition), recourse
to abortion declined as more effective methods of con-
traception were made available.

Table 35–1 shows a number of empirical examples.
These data represent those countries in which abortion
is available on demand or for socioeconomic reasons

C H A P T E R  

35

Induced Abortion

GIANPIERO DALLA ZUANNA
Dipartimento di Scienze Statistiche, Università degli Studi di Padova, Padova, Italy

479DEMOGRAPHY: ANALYSIS AND SYNTHESIS
Copyright © 2006, Elsevier Inc. 

All rights of reproduction in any form reserved.

From Conception to 
Abortion: Stages in Decision

Making

Conception Abortion

Yes No

Wanted A B
Unwanted C D

Studying abortion, involves studying the four situ-
ations (A, B, C, and D) represented in the table within
the population, in an attempt to clarify the underlying
mechanisms of the different choices (or of nonchoice)
by individuals and couples. Situation A, which is
undoubtedly uncommon, occurs when, after a child
has been willingly conceived, the couple decides to
prevent the birth. For example, the couple may decide
that the result of conception does not correspond to
their expectations. This may be a reason for selective
abortion (depending on sex) or a so-called therapeutic
abortion (following an antenatal examination showing
congenital malformations).



and data on fertility and abortion are available for the
years immediately following the liberalisation of abor-
tion laws. Excluding Hungary from the calculation, the
correlation coefficient between fertility and total abor-
tion is 0.753, and the two indicators are linked by the
following linear relation:

TAR = 0.125 + 0.285 ¥ TFR1

Thus presented, the trend appears excessively
simple. In reality, the pattern has varied considerably
from one country to another. Although there has been
insufficient research in this area, it has been deter-
mined that during the demographic transition, the
balance between abortion and traditional contracep-
tion has varied considerably (Frejka, 1985; Mundigo,
1993). Generally speaking in countries where abortion
was legalized at a time when fertility was still high,
abortion seems to have played a predominant role to
the extent of having been the principle method of birth
control. In the other countries, abortion was for most
couples a resort used only when contraception had
failed; limitation of births essentially involved periodic
abstinence or coitus interruptus or (in only few coun-
tries) use of condoms.

It may appear as though the correlation between the
two measures is high simply because levels of abortion
and fertility are themselves high where the rates of
pregnancy are high. In reality, abortion rates were high
where legislation was introduced while fertility was
also high and it is in these same countries that several
decades after legislation, abortion levels remain the
highest (the final column in Table 35–1) although fer-
tility has dropped substantially. It appears that in
countries where abortion was legalised while fertility
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TABLE 35–1 Fertility and Abortion when Abortion becomes Legal on Economic and Social Grounds or on Demand, and
Abortion Rates in 1987

Country Year abortion Year TARa calculated Year TFRa calculated TFRb TARa TARa towards 1987
liberalized

Bulgaria 1956 1960 1956 2.14 1.02 2.26
Canada 1969 1973 1973 2.33 0.31 0.36
China 1974 1979 1973 4.74 1.32 1.36
Cuba 1965 1970 1968 4.30 1.41 2.05
Czechoslovakia 1962 1965 1962 2.35 0.92 1.70
East Germany 1972 1975 1972 1.77 0.88 0.82
Denmark 1973 1977 1973 1.93 0.85 0.64
Finland 1970 1973 1970 1.83 0.78 0.41
France 1975 1978 1975 1.96 0.48 0.46
Iceland 1975 1980 1975 2.61 0.37 0.42
Italy 1978 1982 1978 1.92 0.69 0.54
Hungary 1956 1960 1956 2.40 2.68 1.32
Japan 1948 1952 1950 3.59 1.42 0.65
Mongolia 1989 1991 1992 4.60 1.54 —
Netherlands 1981 1985 1981 1.56 0.18 0.18
Norway 1975 1979 1975 1.99 0.62 0.59
Poland 1956 1965 1956 3.30 0.85 0.52
Singapore 1974 1980 1974 2.38 1.01 1.05
Switzerland 1974 1980 1974 1.89 0.72 0.69
USA 1973 1976 1973 1.89 0.85 0.94

a TAR, total abortion rate (average no. of abortions per woman), see note 1.
b TFR, total fertility rate (average no. of children per woman).
Source: For abortion: United Nations, 1992, 1993, 1995. Abortion policies: a global review. New York, United Nations, vol. I: Afghanistan

to France, 158 p; vol. II: Gabon to Norway, 243 p.; vol. III: Oman to Zimbabwe, 236 p.; for fertility: United Nations, Demographic Yearbook,
different years.

1 The usual measurements of abortion are very simple: the two
most common indicators are the abortion rate (induced abor-
tions/women aged 15–49 or 15–44) and the abortion ratio (induced
abortions/pregnancies), in which the denominator is the total
number of induced abortions and of births in the same period. Obvi-
ously, both these measurements give different and complementary
values for the incidence of induced abortion and are used in con-
junction to describe the phenomenon. The abortion rate fails to take
into account the age structure of the female population of child-
bearing age. To offset this drawback, it is possible to use the total
abortion rate (TAR), or average number of abortions per woman,
which is analogous to the total fertility rate (TFR), calculated as the
sum of the abortion rates per age (or age groups). If the age structure
of women of childbearing age is roughly rectangular, it is possible
to estimate TAR by multiplying the abortion rate by the number of
years involved (for example, by multiplying, as in Table 35–1, the
abortion rate of women aged 15–49 by 35). If there is little variance
in the age groups structure of the countries being compared, they
may be thus transformed into TAR to render the measurement more
significant.



remained high, the spread of contraception was less
rapid than in countries where contraception was intro-
duced while abortion remained illegal.

However, this chart is rather superficial and can-
not fully represent the significance of the differences
observed in levels of abortion from one population to
another. For example, in the Soviet Union, and more
generally in the Slav countries, or in Japan, the success
of abortion as a means of birth control may be linked
to factors other than the mere legislative calendar: 
possibly, among these populations, the pretransition
cultural environment was more favorably disposed
toward abortion than in the other EDTs (Frejka, 1985;
Blayo, 1993; Avdeev et al., 1994; Otha and Sawayama,
1994; Dalla Zuanna, 1996; Stloukal, 1996).

Another challenge to the linear representation of the
trend comes from the still high levels of abortion in some
western EDTs, despite the widespread availability of modern
contraceptive techniques (Dalla Zuanna, 1996). In the
early 1990s, in France, Denmark, Sweden, the United
Kingdom, and Norway, to cite but a few, although 70%
of couples used modern contraceptive techniques
(sterilization, the pill, intrauterine devices [IUDs]), the
average number of abortions per woman was still 0.3
to 0.4. As young nulliparous women largely sought
these, the explanation may be found in the young age
at which they begin having sexual relations, when 
contraceptive protection is often inadequate. Among
couples who have already had all the children they
want, abortion is much less common in these countries
than in those EDTs in which modern contraceptive
techniques are less widespread. However, the exis-
tence of a direct relationship between the availability
of modern contraceptives and low levels of abortion is
debatable.

To conclude, the positioning of abortion during the
demographic transition in EDTs is controversial.
Causal structures of the simple type,

increase in undesired conceptions Æ more abortions

or

wider availability of modern contraceptive 
techniques Æ less abortions

must be viewed with caution and evaluated within
diverse cultural and social contexts. As we will discuss
in subsequent sections, in accounting for differences in
abortion, it is not sufficient to consider merely those
variables directly linked to reproductive behavior.

In countries that experienced a late demographic transi-
tion (LDT), the role played by abortion is different
because the widespread desire to limit the number of
births in marriage appeared at a time when modern
contraceptive techniques were already (at least from

the technical angle) available. The diversity of condi-
tions is due to four factors: traditional views of abortion;
current legislation; the availability of means of contracep-
tion; and the capacity/willingness of couples to practice
effective contraception.

The observation made of the Slav countries remains
valid: When traditional moral values do not disap-
prove of abortion and when legislation is (either 
formally or de facto) liberal before fertility begins 
to decline, the number of abortions may be high,
although modern contraception is fairly widespread,
as for example in Cuba, China, or Viet Nam (Feng,
1994; Farina, 1996). However, in most LDTs, abortion
legislation is very restrictive (Table 35–2), even if the
predominant religions are morally tolerant toward it
(whether during the entire pregnancy, as in the case of
Buddhism and Hinduism, or during only the first 4
months of pregnancy, as in the case of certain Islamic
schools of thought). In these countries, abortion is
rarely as frequent as in Japan or in the Slav countries.
However, in many LDTs with restrictive legislation
and in the throes of demographic transition, clandes-
tine abortions are far from negligible, despite the wide
availability of modern family planning techniques.
This is attributable to the fourth of the factors: the
capacity/willingness of couples to practice effective
contraception. Indeed, some couples who want to limit
births may find it difficult to adopt the rational choice
(even when there are facilities to assist with family
planning): the use of effective contraception. In numer-
ous LDTs (especially in Latin America), the early age
of marriage and low use of contraception to space
births mean that couples achieve the desired number
of children while the mother is still young and will
remain fertile for another 20 years; in addition, gender
relations are such that the couple’s equilibrium is not
very compatible with women taking responsibility for
contraception (Pinnelli and Milan, 1996; Paiewonsky,
1999). Lastly, the manner in which birth control is
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TABLE 35–2 Proportion of Developing Countries with
Authorized Abortion (Early 1990s)

Recognized grounds for abortion Proportion, %

To save the mother’s life 91
To preserve the mother’s physical health 52
To preserve the mother’s mental health 35
Sexual violence or incest 26
Fetal malformation 23
Request 6

Source: WHO, 1994. Abortion: a tabulation of available data on the
frequency and mortality of unsafe abortion, 2nd ed. Geneva, World
Health Organization.



introduced to a community rarely respects the culture
of the target population and may give rise to suspicion
or even refusal among potential users.

As we have already observed, in many LDTs, the
combination of the factors described seems to lead to
situations in which abortion is widely practiced and
the proportion of illegal abortions, often carried out in
deplorable sanitary conditions, is high. Nevertheless,
caution is required because it is often difficult to esti-
mate the scale of illegal abortion. Estimates by differ-
ent sources and using different methods yield very
different results, whether for abortion itself or for its
consequences, particularly maternal mortality. Conse-
quently, the data available must be taken with caution,
even when they come from the most reputable organ-
izations or from solemn declarations made at major
international conferences (Mauldin, 1994); this is all
the more so since they are not necessarily exempt from
the constraints of diplomacy and political compro-
mise. This same caution is necessary when examining
the data gathered by Singh and Henshaw (Table 35–3),

most of which concern LDTs and adopt the average
hypothesis proposed for the early 1990s by the World
Health Organization (WHO, 1994).

Thus, there is no doubt that in many LDTs, abortion
has become a dramatic problem since the decline in
fertility. As a result, research on abortion has begun to
seek data, focusing on LDTs at the expense of EDTs
(Table 35–4). Studies have multiplied in a number of
directions, although it is possible to identify three
major ones: (1) estimation of the number of abortions
in the absence of satisfactory registration; (2) 
analysis of the pathways to abortion, using a statisti-
cal–quantitative approach; and (3) favoring qualitative
techniques and adopting an anthropologic approach to
examine an individual’s decision as the expression of
a choice that has been historically determined by par-
ticular sociodemographic contexts. We will describe
the how things stand from these three angles, empha-
sizing methodologic aspects rather than results. To do
so, we will sort the possible themes, setting aside
aspects that have been much debated recently, such as
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TABLE 35–3 Estimate (Circa 1990) of No. of Abortions by Degree of Safety for Mothers, Abortion Rates, and Ratios

Regions No. of abortions by sanitary conditions Ratesa Ratiosb

Total Good conditions Poor conditions

World total 49,666,000 29,666,000 20,000,000 1.20 26
Developed countries 17,769,000 15,409,000 2,360,000 2.10 55
Developing countries 31,897,000 14,257,000 17,640,000 0.97 20
AFRICA 3,820,000 30,000 3,790,000 0.80 11
East Africa 1,350,000 —(1) 1,350,000 0.93 12
Central Africa 190,000 — 190,000 0.37 5
North Africa 550,000 30,000 520,000 0.49 10
Southern Africa 240,000 — 240,000 0.72 14
West Africa 1,490,000 — 1,490,000 1.10 14
ASIA 24,362,000 15,132,000 9,230,000 0.98 22
Eastern Asia 11,820,000 11,820,000 — 1.07 31
Southeast Asia 4,262,000 1,412,000 2,850,000 1.18 25
South-central Asia 7,300,000 1,300,000 6,000,000 0.80 15
Western Asia 980,000 600,000 380,000 0.86 16
EUROPE 3,300,000 3,040,000 260,000 0.87 35
Eastern Europe 2,036,000 1,926,000 110,000 2.53 60
Rest of Europe 1,264,000 1,114,000 150,000 0.42 21
Former USSR 11,580,000 9,500,000 2,080,000 6.47 76
LATIN AMERICA 4,775,000 155,000 4,620,000 1.33 28
Caribbean 325,000 155,000 170,000 1.20 29
Central America 890,000 — 890,000 0.96 20
South America 3,560,000 — 3,560,000 1.48 32
United States and Canada 1,719,000 1,719,000 — 0.79 28
OCEANIA 110,000 90,000 20,000 0.52 17

a Estimated number of abortions per woman (abortions/W15–49) ¥ 35.
b Ratio of the number of abortions to the number of live births plus abortions: 100 ¥ abortions/(births + abortions)
(1)When the numbers are low or unreliable, they have not been included or estimated.
Source: Susheela Singh and Stanley Henshaw, 1996. The incidence of abortion: a worldwide overview focusing on methodology and on

Latin America, in: IUSSP (ed.). Seminar on Socio-cultural and political aspects of abortion in a changing world, Kovalam, Trivandrum, India, 25–28
March 1996, p. 1–33. Liège, IUSSP, discontinuous paging.



induced early abortion by the suction method carried
out at the first sign of a delayed period regardless of
whether the cause is the fertilization of an ovule or sex-
selective abortion depending on the sex of the children
already born or that of the fetus.

1. Estimation of the Number of Abortions
in the Absence of Regular Registration

The techniques used to estimate the number of
abortions vary, particularly depending on the data
available. We will adopt the classification of Singh and
Henshaw (1996) to present those techniques of great-
est interest from a methodologic angle.

a. Retrospective Surveys (Random or 
Selected Populations)

Estimating the number of abortions by retrospec-
tive survey, which might appear to be the simplest
approach, is actually flawed by women’s systematic
tendency to report a lower number of induced abor-
tions than those they have actually had: Whenever the
results of such surveys are compared with those from
other sources, a systematic underevaluation, which
may exceed 50%, appears even in countries in which
abortion has long been legal (Casterline, 1989;
Henshaw, 1989; Jones and Forrest, 1992; Huntington 
et al., 1996). This is clearly linked to the psychological
and ethical implications of abortion, which may cause
interviewed women to conceal something they con-
sider to be a failure, a fault, or at the very least a private
matter, especially if they rejected their pregnancy for
nontherapeutic reasons (Atkin, 1989). In contrast, the
data provided by retrospective surveys are more reli-
able in countries such as Romania, Turkey, or China,
where abortion is more often used as a method of 
birth control.

However, significant improvements may be
achieved by complying with a number of recommen-
dations on how to handle sensitive, strictly personal
questions or matters that verge on illegality (or that are
illegal). The question of the number (and date) of
induced abortions may, for example, be included in a

questionnaire on sexual behavior that interviewees 
fill in themselves and return to the interviewer in a
sealed envelope. Similarly, honesty during the inter-
view is improved if questions on induced abortion 
are included as part of a questionnaire on health,
rather than on reproduction. Finally, better results are
obtained when questions regarding abortion are
administered during a gynecologic interview of wo-
men consulting gynecologic and obstetric services;
statements are obviously more truthful and complete
when they are made in connection with concrete
health problems (Bonarini, 1984).

The problem of underrecording would not be so
important if the tendency to conceal were independ-
ent of the women’s characteristics. Unfortunately, this
is not the case. Some surveys, based on hospital abor-
tion registers, make it possible to check the truthful-
ness of retrospective health histories. For example, in
Estonia, it has been found that failure to report an
abortion is relatively more frequent among Estonian
women than among Russian women, women older
than 40 years, those who have had an abortion after
the third month of pregnancy, unmarried women, and
women who have more than three children (Anderson
et al., 1994). In the United States, omission is more fre-
quent among nonwhite women, the less educated, and
those whose previous abortion was a long time ago
(Udry et al. 1996).

b. Estimates Based on Hospital Registers of 
Abortion Complications

In countries where abortion is illegal and it is pos-
sible to carry out surveys (even nonexhaustive ones)
on reasons for admission to hospital, it is possible to
estimate the average number of abortions per woman
(nav) by the following formula:

(Eq. 1)

in which ne is the average number of children per
woman; Hav the number of hospital admissions for
abortion, whether induced or not; Hac the number of
childbirths in the same hospitals and K a coefficient

n
n H

H
Kav

e av

ac
=

¥
¥
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TABLE 35–4 Research Work on Abortion by Field of Interest, Selected Years Since 1972

Research 1972 1975 1980 1985 1990 1995 1996

Methodologic research (EDTs and LDTs) 5 6 5 1 2 2 2
Research on EDTs 60 41 39 25 25 21 21
Research on LDTs 6 6 13 7 12 16 16

EDT, countries experiencing an early demographic transition; LDT, countries experiencing a late demographic transition.
Source: Author’s calculation based on figures provided by the Population Index’s references.



that takes into account spontaneous abortions, the
proportion of abortions not involving admission to
hospital, the proportion of deliveries in hospital, and
prevalence of contraception (WHO, 1994; Singh and
Wulf, 1991, 1994). Estimation of coefficients Hav and K
in this formula is quite complicated because, for each
country, adjustments must be made to take account of
their specific situation (for further details, see the arti-
cles cited). The estimate is a very crude one, although
its advantage is that it uses data generally available 
in countries where, for example, surveys similar to
Demographic and Health Surveys (DHSs) of women’s
fertility have recently been carried out. A considerable
proportion of the estimates in Table 35–3 have been
produced using this formula, which, when compared
with other estimation techniques, yields results that
are generally deemed acceptable.

c. Estimates Based on Bongaarts’ Model for 
Analyzing Intermediate Variables of Fertility

We know that in Bongaarts’ model (see Chapter 34),
the average number of children per woman n is
derived from the maximum number of children nmax a
woman may have (generally estimated to be 15) using
the following expression (Bongaarts and Potter, 1983):

n = nmax ¥ Cm ¥ Cc ¥ Ca ¥ Ci (Eq. 2)

in which the four coefficients C measure the reducer
effects of marital fertility Cm, contraception Cc, induced
abortion Ca, and postpartum amenorrhea Ci, the last 
of which in practice combines the effects 
of breast-feeding and postpartum abstinence. This
method may be used only if there are few births
outside wedlock and thus makes it possible to estimate
abortion only among married women. Without going
into the technical details of the estimation of the coef-
ficients, note that it is fairly easy to measure the
average number of children per woman, Cm, Cc, and 
Ci on the basis of different types of surveys of repro-
ductive behaviour (World Fertility Survey [WFS], DHS,
or Fertility and Family Survey [FFS]2 to cite but the most
well-known and accessible). This leaves Ca as the only
unknown value in the Equation 2. This method of
measuring abortion (with a number of variations) has
been and still is widely used (Frejka, 1985; Foreit and
Norman, 1992; Johnston and Hill, 1996) because it has
the advantage of requiring no data on abortion. In
addition Ca (between 0 and 1) is of important demo-
graphic significance because it measures the propor-
tion of potential fertility lost through induced
abortion; comparison of Ca and Cc (the coefficient of

contraception) also makes it possible to speculate as to
the relative importance of these two factors in birth
control.

For example, for 1972 in Poland, using data from the
World Fertility Survey and other official data on n, the
Equation 2 may be quantified as follows (Frejka, 1985):

n = nmax ¥ Cm ¥ Cc ¥ Ca ¥ Ci

2.3 = 15.3 ¥ 0.52 ¥ 0.41 ¥ Ca ¥ 0.95 Æ Ca = 0.74

This means that in this particular case, induced
abortion reduces theoretical fertility by 25%. The esti-
mate for Ca using official sources (administrative sta-
tistics) would be 0.88. Thus, at the beginning of the
1970s in Poland there was an unrecorded level of abor-
tion, as the article referred to also points out.

The method’s main technical shortcoming is that
any inaccuracy in the estimation of coefficients other
than Ca directly affects the value of Ca and hence 
the number of abortions. The problem is perhaps Cc

(the contraception coefficient), especially in countries
where methods such as periodic abstinence and coitus
interruptus, whose efficacy (which largely depends on
the level of motivation of those who practice them) is
difficult to determine, are widespread. Moreover, Ca

may also be affected by the weight of factors the model
fails to take into consideration because they are
assumed to be invariable whatever the population,
(such as the level of sterility and the frequency of
sexual relations). The model may be applied only in
countries where having children outside marriage is
proscribed; consequently, the coefficient Ca represents
only abortions among married women, unless very
precise data are available for unmarried women.

If we do not have values for all the coefficients in
Bongaarts’ model, it is possible to adopt the same resid-
ual logic to estimate abortion, by reducing or grouping
the intermediate variables required for the estimate.
For example, one can estimate the average number of
abortions per woman in the years immediately after
liberalization using data solely on fertility, by the
regression line for the data in Table 35–1 (paragraph
1). However, this has the drawback of not taking 
contraception into account. Whatever the case, such
methods produce results that are heavily dependent
on simplistic and often unacceptable hypotheses
(Bonarini, 1992).

d. Estimates Based on the Trend in the Proportion 
of Repeated Abortions

If abortion remains roughly constant over a ten year
period, the proportion of repeat abortions is heavily
dependent on the level of abortion (Tietze and Jain,
1978).
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Using data for 12 countries with poor statistics,
Stanley Henshaw (1989) made an empirical estimate
for the following quadratic equation that, for the 12
countries, fits the data quite well (R2 = 90%).

(Eq. 3)

in which a15–44 is the abortion rate between the ages of
15 and 44, A the number of abortions, F15–44 the number
of women aged from 15 to 44, and p the proportion of
repeated abortions.

If we have reliable data on the proportion of 
abortions ranking above 1 (from hospital surveys, 
for example), the equation allows us to estimate the
abortion rate without requiring any other data.

However, as the author himself emphasizes, the
model has been highly criticized from a theoretical
angle (Henshaw, 1989; Singh and Henshaw, 1986).
First, it is applicable only to countries in which there
is no decisive variation in abortions over time, other-
wise the estimates obtained reflect the average level of
abortion during the last 10 years. Second, the database
used (a few EDTs in the 1970s and 1980s) is very
limited in time and space; if we apply the model to
other countries, we implicitly assume that the ratio of
overall abortions to repeated abortions is the same as
in the countries (and the periods) used to estimate the
Equation 3. The problem with this hypothesis is that
because the ratio of overall abortions to repeated abor-
tions may vary from one population to another due to
differences in the internal heterogeneity of populations
(Dalla Zuanna and Garofolin, 1991; Bonarini, 1992;
Singh and Henshaw, 1996). It is possible to clarify this
with an extreme example of maximum heterogeneity:
Let us assume that within a given population 1% of
women use abortion only as a means of birth control
and the remaining 99% have never aborted; the abor-
tion rate will be relatively low (10/1000), but virtually
all these abortions will be repeated abortions. More-
over, in countries where there is no regular registration
of abortion (i.e., precisely those for which an estima-
tive method has to be used), to determine the propor-
tion of repeated abortions in many cases the only
source is hospital data on women hospitalized for
abortion-related complications, who do not consti-
tute a representative population. Finally, as we have
already pointed out, reconstituting abortion histories
is a sensitive matter because women may not mention
their previous experiences of abortion. Consequently,
estimation of the proportion of repeat abortions on the
basis of declarations made by women themselves may
underestimate the number.

In spite of its somewhat fragile foundations, this
method may be used to provide an idea of the level of

a
A

F
P15 44

15 44

21000 135 9 4 8-
-

= ¥ = ¥ +. .

abortion and, in countries with regular statistics, to
speculate as to the possible level of underrecording.
For example, in 1987, in two regions of Italy, official
data produced very similar abortion rates for women
aged 15 to 44: 8/1000 in the Veneto and 10/1000 in 
Calabria, at the lower end of the ladder of Italy’s 20
regions. However, the proportion of repeated abor-
tions was 27% in Calabria and only 15% in Venezia. If
we apply the Equation 3, it gives an abortion rate of
8/1000 for Venezia (equal to that of the official statis-
tics), but for Calabria the figure is 15/1000 (i.e., 50%
higher than the official figure). This estimate concurs
with other indices, suggesting that not legal induced
abortions are common in southern Italy.

To close this section, let us revert to the problem
posed in the first paragraph. It is difficult to estimate
the number of clandestine abortions and the re-
sults depend heavily on the method adopted. If we
partly follow the recommendations on estimation of
maternal mortality made by Parker Mauldin (1994), to
obtain scientifically valid indicators of clandestine
abortion we must (1) not adopt a single method but
rather compare the results of different approaches; (2)
for each method used, not accept a one-off estimate but
provide an idea of the scale of possible variations by
altering the basic hypotheses; (3) strictly control the
data sources and examine the possible effects of errors
of observation.

2. Study of the Causes of Abortion: A
Statistical and Quantitative Approach

The complexity of the causal chain leading to
induced abortion has already been emphasized: To
fully to understand the phenomenon, it would be nec-
essary to take into account the entire process leading
to the decision. Reverting to the initial scheme (Table
35–1), we would need to distinguish between the
causes of a conception (whether wanted or not) and
the causes of a decision to terminate a pregnancy by
induced abortion rather than trying (or accepting) to
allow the pregnancy to run its course to birth (whether
wanted or not). Unfortunately, in practice it is far from
simple to do so, if only because, as we have already
seen, abortion does not easily lend itself to observation
through a conventional quantitative survey. In addi-
tion, as we will explain more fully in the next para-
graph, causal analysis is marred by the lack of a
theoretical explanation for abortive behavior. In most
cases, studies are merely descriptive and are intended
at the very most to highlight categories among whom
the risk of abortion is high or low. Even the most
sophisticated analyses, capable of correctly isolating
the effect of some factors on abortion, ultimately serve
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only to clarify the description rather than to improve
our ability to explain, simply because we have no
behavioural hypothesis to verify. Rather than causal
analyses of abortion, it would be more accurate to talk
of differential analyses of abortion.

Thus, we may distinguish two groups of analy-
tic techniques. The purpose of the first group is to
measure abortion by isolating different groups of
women and analysing the differences observed.

As we explained in note 2 above, the two most com-
monly used measurements are the abortion rate (the
number of abortions per woman) and the abortion ratio
(the number of abortions per pregnancy or per birth).
The great majority of demographic studies on abortion
are based on these measurements in terms of age,
marital status, the number of previous births, race, reli-
gion etc.; the sole constraint is the availability of data
to permit classification, using these same criteria, both
of women who abort (the numerator) and of all
women or women who give birth (the denominator).
These measurements are also the basis of the compila-
tions regularly published by the Alan Guttmacher
Institute until the late 1990s (Abortion, a world review)
and by the United Nations (in particular, Abortion
Policy, a global review, published in three volumes in
1992, 1993 and 1995) and of the series generally avail-
able in those countries with regular registration
systems. As we have already seen, we may go beyond
the mere calculation of abortion rates or ratios and
assess the net impact on abortion of a number of poten-
tial explanatory variables. Studies based on logistic
regression, in which the abortion/pregnancy ratio is mod-
elled so as to calculate the relative risk of abortion for
each category (or cross-classification) of explanatory
variables are increasingly common (see, for example,
Feng, 1996). In order to apply this technique a set of
data on pregnancies classified by outcome (abortion or
birth) and by explanatory variable is required; this is
generally based on survey data, although it may also
be based on comparison between registers of abortions
and births, provided the explanatory variables may be
classified in the same way for both events.

The second group of techniques used to study dif-
ferential abortion (of which demographers, unfortu-
nately, make less use) adopts the case-control analysis.
Women who have had abortions are the cases and those
who have not had abortions (properly selected at
random) the control group; a variable is linked to abor-
tion if it is not similarly distributed among the cases
and the control group. In contrast to the methods
described previously, it is possible to use this tech-
nique even if the overall population distribution (or
the distribution of women having had a child) in terms
of the variables concerned by the differential study is

unknown: it is sufficient to know the distribution
among a sufficiently representative control group. In
addition, where case-control analyses are concerned,
we may call on proven techniques to highlight the
effect on abortion of each variable, regardless of com-
position in terms of the other possible explanatory
variables. Examples of this type of differential analy-
sis of abortion (in most cases carried out by epidemi-
ologists) show the importance of careful choice of
method for selecting the control groups (La Vecchia,
1986; Skjeldestad, 1994; Houghton, 1994). In the same
scheme as case-control studies, although simpler to
handle, we have research based on comparison of the
distribution (by the available variables) of women who
have had an abortion and the total population (see, for
example, Henshaw and Kost, 1996).

3. The Causes of Abortion: An
Anthropologic Approach

Anthropologists have long been interested in abor-
tion (and in everything connected with human repro-
duction). Nonetheless, two factors have recently
oriented these topics in a new direction: realization of
the growing importance of abortions in the LDTs and
the specific and longstanding interest of anthropolo-
gists in matters concerning women, and more recently,
gender relations. In her introduction to the collection
of articles Abortion from a Cross-cultural Perspective
(1996, p. 481) Barbara Rylko-Bauer makes the follow-
ing conclusion:

The value of an anthropologic and cross-cultural per-
spective on abortion may not lie so much in measuring
precise, quantifiable features (although this should be an
integral part of such work when possible), but rather in: (1)
documenting the socio-cultural, economic, ideological and
political complexity of abortion across cultures, as these case
studies have done; and (2) in identifying the processes and
contexts that define abortion at the various levels (individ-
ual, community, national) of analysis and how they articu-
late with each other. The end result will provide a more
realistic picture of abortion world-wide and will focus atten-
tion on the women who have remained invisible for far too
long, and whose lives, after all, are ultimately affected by the
debates, policies, and studies of abortion.

From a methodologic perspective, anthropologic
studies are quite distinct from those described so 
far. As is also apparent from the above quotation,
anthropologists emphasize complexity, interac-
tion between the different levels of analysis and more 
generally the impossibility of understanding abor-
tion outside the framework of relations between
body–spirit, man–woman, family–community and
community–state. They set out to interpret each expe-
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rience of abortion as the response by an individual will
to a set of social, historic and cultural determinants. In
contrast, the quantitative studies described above take
another (and thus perfectly complementary) tack: once
the variables that may be linked to abortion have been
identified, we adopt the implicit hypothesis that there
is no other source of heterogeneity, in other words that
the individuals characterized by a given vector of
explanatory variables are equal in terms of the risk of
abortion. Another fundamental difference of this
method is that anthropologists choose a deductive
approach: the sole purpose of field study is to validate
hypotheses, adopted a priori, for the behavior of indi-
viduals and communities. In contrast, for the most
inductive of the statistical-descriptive studies pre-
sented above, the objective, which is often implicit, is
to let the data speak for themselves.

The methods of field research too are different. As
emphasized in the passage cited above, the prime
concern of anthropologic research is not to measure
abortion as a phenomenon. First and foremost it is con-
cerned by the collection of detailed data on the lives of
women (and of men) who decide to abort (or not to
abort), information on their family, professional or
social environment, on the moral values of their
friends and relatives and of the community to which
they belong. Consequently, an anthropologic study
requires lengthy and detailed observation of the com-
munity in question, involving the reconstitution of
lengthy life histories, bringing together key witnesses,
the dynamics of focus group discussions, in other
words groups of women with common characteristics
(such as those who have recently had abortions or
given birth) with whom the investigator leads a dis-
cussion in order to bring out the chain of events and
factors responsible for their having aborted or having
given birth.

Examples of the application of this information
gathering technique to the study of abortion may be
found in the compilation of articles referred to above
(Rylko-Bauer, 1996) and in the proceedings of an
IUSSP seminar (1996). Moreover, more and more
studies of abortion during the pretransition stage
adopt historico-anthropologic approaches, as may be
seen from a review of the papers presented to the
seminar organized in October 1994 by IUSSP on 
Abortion, infanticide and neglect in the Asian past: Japan
in Asian comparative perspective, and in the results of
research into abortion in the Soviet Union during the
communist era (Avdeev et al., 1994). Clearly, these are
very recent studies whose results have not yet been
confirmed, and the behavioral dimension of induced abor-
tion remains largely a question mark (Mundigo, 1996,
p.15). The two most noteworthy arguments in favour

of a behavioral theory of induced abortion are perhaps
the emphasis placed on the dialectic between religious,
individual and collective norms and on negotiation
between men and women over decisions in respect of
contraception (and the methods) and the outcome of a
pregnancy; in this regard, the study made by Georges
(1996) on Greece is highly instructive.

In comparison with these studies, conventional 
differential analyses seem to have very little to offer,
particularly in terms of a genuine explanation. Never-
theless, anthropologic studies themselves have limits.
By necessity, anthropologists deal with very small
groups of individuals who, moreover, are not chosen
at random. For example, in an article entitled, Abortion
Policy and Practice in Greece, the author restricts himself
to two samples of married women on the island of
Rhodes (i.e., 26 and 62 women in each group) chosen
on a voluntary basis after most of the women selected
by random sampling had refused to participate in the
study (Georges, 1996). In actual fact, the well-known
complexity and specificity of the various situations
that may account for abortion prevent us from easily
accepting any abusive extrapolations from observa-
tions that can only be highly specific.

As we have already observed, the deductive nature
of anthropologic studies means that hypotheses are
predetermined before being tested against observa-
tions in the field; consequently, the results of empirical
verification may to some extent themselves be prede-
termined. Thus the sentence of Barbara Rylko-Bauer,
referred to above, places a strong emphasis on the key
role of women in the abortion process. This insistence
may lead us to forget that

High levels of abortion may signal a crisis of cultural repre-
sentation of the unborn children, which assumes a “rela-
tional” nature, since for anyone who has an abortion the
subjective right to be born is subordinated to other rights of
the parents (or of the mother), or alternatively springs from
society’s willingness to accept it, specifically expressed by the
parents (or woman)3 (De Sandre, 1995, p. 19).

In this particular instance, the rich tradition of
anthropologic studies of the cultural representation of
reproduction might provide the tools for interpreting
and more deeply understanding the problems referred
to by De Sandre. Possibly, the different cultural repre-
sentations of birth and nonbirth may hold one of 
the keys to interpreting the different combinations

Chapter 35/Induced Abortion 487

3 Elevati livelli di abortività possono essere un segnale della crisi della
rappresentazione culturale del figlio-nascituro, che assume una natura
“relazionale” [virgolette dell’autore], nel senso che, per chi abortisce, il
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specificatamente manifestata dai genitori (o dalla donna).



between abortion/contraception noted from one
country to another during the different stages of the
demographic transition.

To conclude, the anthropologic approach and 
the differential statistical–quantitative approach may
mutually reinforce each other; as has already been
observed, a number of recent scientific initiatives,
especially under the aegis of IUSSP, seem to have taken
this direction. Interaction between these, and other dis-
ciplines may perhaps allow us to build, stone by stone,
more satisfactory explanations for the phenomenon of
abortion.
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In common with the sociology of the family and the
anthropology of kinship, demography only very belat-
edly turned its attention to sexuality, which is ironic
given the discipline’s comprehensive treatment of
couple formation and nuptiality, divorce and partner-
ship breakdown, fertility, and contraception. Not
examining sexuality explicitly amounts tacitly to
taking it as a natural and relatively fixed element of
human behavior. Only with the advent of modern con-
traception and, more important, the emergence of the
acquired immunodeficiency syndrome (AIDS) epi-
demic, did demographers develop instruments for
detailed observation of sexual behavior, thereby
acknowledging that it was a phenomenon subject to
meaningful variation. The historic context for demog-
raphers to direct their attention to sexual behavior was
the transformation and decline of nuptiality in devel-
oped countries; it was not directly linked to earlier
efforts to explain and follow fertility reduction in
developing countries.

The reasons for this difficulty in considering sexu-
ality are discussed and illustrated in the first part of
this chapter. The next section argues that demography
is in fact technically well equipped for a rigorous and
critical approach to observation of sexuality. Three
fields are then identified where analytical observation
of sexual behavior from a demographic standpoint
(sometimes in conjunction with other social sciences)
can increase understanding of major societal
processes. Analysis of sexual histories elucidates con-
temporary shifts in sexual standards and changes in
family and partnership behaviors. Analysis of differ-
ences between men and women in sexual attitudes,

behavior, and experiences is of fundamental impor-
tance to the study of gender relations. The fertility
decline and contraceptive revolution have had a pro-
found impact on women’s sexual lifestyles; freed from
the constraints of reproduction, women have acquired
an unprecedented room for maneuver in their
inevitable confrontation with men. Finally, cross-
cultural analysis of sexual behavior reveals unex-
pected differences between cultures, in the sphere of
representations but also in the practices and context of
sexual activity.

I. DEMOGRAPHY’S DIFFICULT
INCLUSION OF SEXUALITY

In its early days, demography followed the course
traced by institutional statistics—at the end of the 19th
century the discipline dealt only with the phenomena
that were objectified and recorded by the official sta-
tistical system. In addition, because actual sexual
behavior was unrecorded, it was ignored by demog-
raphy. Initially, therefore, sexuality was approached
only through its consequences and institutional
expressions—civil registration data were used to study
fertility and nuptiality and to measure extrainstitu-
tional behavior such as illegitimate fertility. Before
long, however, demographers developed an analytic
approach for separating the various demographic
factors and variables, most of which were in interac-
tion with each other. But this new approach did not
immediately cause demographers to direct their atten-
tion to sexual behavior. Typical in this respect was the
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Italian statistician and demographer Corrado Gini. In
the 1920s Gini introduced the concept of fecundability,
defining it as

The probability for a married woman to conceive during a
month, in the absence of any Malthusian or neo-Malthusian
practice intended to limit procreation (Gini, 1928).

This probability obviously depends on the fre-
quency of intercourse, yet Gini does not make this
point, thereby implicitly assuming that all married
couples have sexual intercourse, that the frequency of
their relations is unconnected to such variables as age
and duration of union, and that the probability of con-
ceiving is independent of the frequency and forms of
sexual activity. None of these assumptions is correct—
a couple may have no sexual relations, sexual activity
does vary with age and duration of union (as we shall
see later), and it can take a variety of forms, regardless
of whether contraception is being used. Corrado Gini,
like the early sociologists and anthropologists, implic-
itly adopts a naturalistic model of sexuality, which
holds sexual activity to be a natural given for human
kind, fixed in its forms of expression and solely bio-
logical in its determinants. This essentialist ideology of
the early demographers was certainly a more serious
impediment than inadequate sources. Demography
began to examine sexuality and make it an object of
study only when demographers had adopted the
social constructionist stance characteristic of modern
social science, which emphasizes instead the social and
cultural construction of human behavior, and hence
the social frameworks for sexual interaction, the varied
repertoires of human sexual practices and their rela-
tive independence from biology.

The sexual life of married couples, brought to light
by historic demography, might also have drawn the
attention of demographers. Historic demographers
established early on that fertility had begun to decline
in many countries well before the advent of modern
means of contraception (the pill, the intrauterine
device [IUD], surgical sterilization, the condom etc.).
In France for instance, couples were actually malthu-
sian or neo-Malthusian before Malthus, in that from the
end of the 18th century they were deliberately limiting
their progeny, using methods other than the moral
restraint advocated by the English clergyman. In Latin
countries like France, this conscious control of fertility
has been attributed to the practice of withdrawal or
coitus interruptus. But how was such a radical change
and constraint introduced into the exercise of the most
legitimate sexuality, that of married couples? With
Philippe Ariès and a few others, Jean-Louis Flandrin is
one of the small number of French historians to have
examined the question. From his analysis of confes-

sors’ manuals, theological writings, juridical records
and popular culture, he concludes that the range of
sexual expression was much more diverse in the 
17th and 18th centuries than is generally recognized.
A particularity of Northern and Western Europe was
the invention, at the end of the Middles Ages, of a
pattern of late marriage, in which women seldom
married before 25 (and men even later). The question
to be addressed therefore concerns the response 
of young people to this constraint, given that ille-
gitimate births—subject to severe social censure—
remained rare. Two hypotheses can be advanced. One
is prolonged sexual abstinence, with young people
waiting until marriage or thereabouts to commence
sexual relations; the other involves recourse to sexual
practices that carried no risk of pregnancy. Some his-
torians favor the first hypothesis, invoking the possi-
bility of a strict policing of courtship in premodern
societies. Others, including Jean-Louis Flandrin, and
with whom we tend to agree, argue for the second
hypothesis:

Unmarried men of all ages must have had to seek sexual sat-
isfaction with prostitutes, or in adultery, or in “unnatural”
practices such as homosexuality, bestiality, masturbation,
heavy petting, etc. [. . .]. There was also, increasingly fre-
quently, between the sixteenth and mid-twentieth centuries,
withdrawal. [. . .] Before the large-scale introduction of con-
traception to marriage, initiation to these practices was done
“in sin” [i.e. in the context of illegitimate relations] (Flandrin,
1981, p. 348 and p. 125).

In addition, in several regions of France communi-
ties appear to have tolerated a degree of premarital
promiscuity, including fondling and nongenital prac-
tices. Because individuals were already familiar with
these practices, so in the privacy of their marriage bed,
couples were able to start reducing their fertility,
despite the hostility of the Church:

Jean-Louis Flandrin and John T. Noonan have clearly estab-
lished the great importance attached by the Church from the
1850s onwards to the new scourge referred to as “conjugal
onanism.” By this euphemism were designated all the tech-
niques whereby the married couple could obtain pleasure
without a risk of pregnancy. […] The authors have provided
an exhaustive catalogue of this “cheating”: withdrawal,
mutual masturbation (termed “ignoble service”), orogenital
caresses, anal intercourse (A. Corbin, 1984, p. 238).

The term coitus interruptus used by historic demog-
raphers would thus appear to be a blanket term 
for a wide range of practices that allowed sexual activ-
ity to occur without risk of pregnancy well before 
the introduction of modern contraceptive methods.
These practices, however, long remained invisible to
demographers.

A third occasion for demography to direct its atten-
tion to sexuality was the pioneering article by Kings-
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ley Davis and Judith Blake Social Structure and Fertil-
ity: an Analytic Framework (1956), which heralded the
arrival of intermediate variables in fertility studies.
Inspired primarily by anthropologic research, the
authors proposed analysis using a set of variables that
not only had a direct effect on fertility patterns but
were themselves determined by the classic socioeco-
nomic characteristics. In this perspective, the effect of
educational level, for example, would be considered
not for its direct impact on fertility but for its influence
on determinants such as age at marriage or the inci-
dence of breast-feeding. Blake and Davis group the
variables thus defined into three broad categories:
factors affecting exposure to intercourse; factors affect-
ing exposure to conception; factors affecting gestation
and successful parturition.

The first category contains, to begin with, the vari-
ables characterizing types of union (age at marriage,
etc.), then those governing exposure to the risk of 
pregnancy for couples: voluntary and involuntary
abstinence (the latter due to illness or temporary sep-
aration, for example), and frequency of intercourse.
The second category includes sterility and subfecun-
dity, and the forms of contraception, including those
that are neither mechanical nor chemical, which the
authors describe thus:

Means of contraception other than mechanical and chemical
include the “rhythm method” (which can also be classed as
voluntary abstinence), withdrawal, simulated intercourse
without penetration, various perversions, etc. (Davis and
Blake, 1956, p. 212, note 3).

Unfortunately the authors barely expand on these
points in their article, and instead concentrate mainly
on postpartum abstinence. This analytic framework
later strongly influenced the design of questionnaires
used in national fertility surveys in the 1970s, but
nearly always with the same lack of attention to sexual
relations. Other reproductive models developed in the
1960s and 1970s did include an exploration of the link
between coital frequency and fecundability, although
lack of empirical data prevented any firm results being
reached (see, for example, Bongaarts and Potter, 1983).
This stream of demographic research was linked to the
expansion of family planning in the developing coun-
tries and it focused mainly on the variables that were
susceptible to interventions, which was believed not to
be the case for sexuality.

Lack of empirical data and the implicit essentialist
ideology of the demographers were durable obstacles
to any demographic investigation of sexuality. Two
things helped to change this situation. The first was the
gradual emergence of the sample survey, and notably
the longitudinal survey, able to capture more intimate
and informal behavior, as one of demographers’ main

sources, while at the same time use of civil registration
data declined. The second was a series of societal
changes, including the transformation of partnership
and family behavior, the widespread adoption of
modern contraception, and the emergence of the AIDS
epidemic, which motivated demographers to include
questions on sexuality in their surveys and then to col-
laborate with scholars from other disciplines in con-
ducting specific investigations into sexual behavior
(Caraël, 1995; Hubert et al., 1998). Demographic inter-
est in sexual behavior, which became apparent around
the time of the second demographic transition (van de
Kaa, 1987), focuses less on reproductive sexuality than
on sexual behavior as a component of relationships,
whether conjugal or not, and as an element of indi-
vidual well-being and health in the broadest sense.

II. DEMOGRAPHIC OBSERVATION 
OF SEXUALITY: CONCEPTS,
INDICATORS, LIMITATIONS

Demography’s principal contribution to social sci-
entific study of sexuality is to introduce a rigorous 
analytical viewpoint for the description of sexual phe-
nomena. It does this without closing its eyes to the dif-
ficulties, limitations and biases that affect observation
in this field; indeed, these are integral to the analysis.
Observation in this context means the construction of
observation protocols (i.e., of questionnaires) because the
self-reports of the actors themselves are the only basis
for apprehending sexual behavior (Bozon, 1995 and
1998a).

Any observation protocol rests on a handful of key
concepts, which, reflecting demography’s strong
quantitative orientation, are operationalized as indica-
tors. The key concepts in demographic analysis of
sexual behavior are sexual history, sexual relations,
and type of sexual activity. Standard procedures of
demographic analysis, such as precise dating 
of events, recording of durations, and assigning of
observed behavior to reference periods, are also
important in the demography of sexual behavior.

The start of an individual’s sexual history corre-
sponds to sexual initiation, which in a sociodemo-
graphic perspective is understood as the onset of
sexual activity with a partner. For the analysis of the
social construction of sexuality, this threshold is con-
sidered more significant than the period of infantile
sexuality, to which psychoanalysts, in contrast, attach
great importance (Bozon and Leridon, 1996). Sexual
initiation coincides with neither the biological transi-
tion of menarche (first menstrual period), nor the
socially recognized threshold of couple formation. Par-
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ticular attention is given to age at first intercourse and
the characteristics of the first sexual partner, and also
to the length of time between first intercourse and first
union formation, known as the duration of sexual
exposure before first regular partnership—in the case
of virginity at couple formation, this duration is nil. In
practice, it is always shorter for women (Macro Inter-
national, 1994; Caraël, 1995; Bozon and Kontula, 1998;
Bozon, 2003).

In addition to the characteristics of sexual initiation,
a retrospective sexual history is characterized using
two general indicators—number of sexual partners
and length of time in sexual relationship. These two
indicators are quite distinct. Most of a life spent in
sexual relationship is usually though not necessarily
associated with a small number of partners or indeed
with a single partner. Conversely, a large number of
partners can correspond to a relatively short total
length of time in sexual relationship. It should be noted
that number of sexual partners and time spent in
sexual relationship differ clearly from classic demo-
graphic indicators such as number of conjugal partners
or time spent in union. Classic demographic observa-
tion of the course of individuals’ unions may involve
description of periods of life in a couple, with succes-
sive partners. In demographic analysis of sexual
behavior, by contrast, an individual’s relations with
partners can be thought as simultaneous (simultane-
ous multipartnership, i.e., having simultaneous multi-
ple partners). More generally, a sexual partner is not
necessarily a spouse, whereas in some cases a spouse
may not become a sexual partner from the start of the
union or may cease to be one after a certain time even
though the couple still exists.

The sexual history of each individual thus com-
prises sexual relationships alternating through time
with periods of sexual inactivity. Sexual relationships
have a beginning, a development and an end; they can
be categorized according to the type of bond between
the partners—stable couple, one-night-stand, nonco-
habiting steady partner, holiday relationship, casual
partner, and so on. Each relationship must be assessed
in terms of its degree of exclusivity (or inversely its
simultaneity with other relationships) and can be char-
acterized by the types of contraception or protection
used. The periods of sexual inactivity, meanwhile, cor-
respond to two quite different situations—periods
with no sexual partner or periods when the individual
is in a union but has no sexual relations with his or her
partner (spacing or cessation of sexual relations). For
any given individual it is in fact hard, except in the
case of major physiological problems, to conclude for
a definitive cessation of sexual activity—indirect sta-
tistical evaluations are derived from the proportion of

individuals who have not had any sexual activity in
the previous year or in the previous 5 years.

Not all types of sexual activity are equivalent. An
indicator can be constructed to express variability in
the intensity of sexual activity, usually evaluated from
frequency of intercourse (during the previous month
or during an average month). Another issue of inter-
est is the range of sexual activity, which can be
explored from many different angles. When consider-
ing sexuality in its procreative dimension, it is impor-
tant to show the diversity of the forms of contraception
employed and how this varies over the life course.
Surveys on young people, for example, must draw
attention to forms of nonpenetrative sexual activity.
Sexuality can also be analyzed in a more hedonistic
perspective, from the angle of diversity of sexual
repertoire. An increase in the range of sexual practices
(used at least once in the lifetime), such as oral sex,
anal penetration and masturbation has been observed
between different generations of adults in developed
countries. Questions about sexual practices can also
take a recent sexual relation as reference (last inter-
course): Questioning can examine the attainment of
orgasm by one and the other partner. Achieving
orgasm can become the object of an expectation or
even a norm only in a historicocultural context where
sexuality is losing its procreative function and where
power is shared more equally between the partners.
Last, sexual practices can be approached from the
health angle. In the historic context of the AIDS epi-
demic, various protective or nonpenetrative sexual
practices are promoted via prevention campaigns—
hence men who have sexual relations with other men
are encouraged to use safer sex practices. What needs
to be measured here is the gap between the messages
of the public health campaigns, the reported intentions
of the actors and their actual practices.

Sexual behavior research in demography explores
the meanings, representations and norms relating to
sexuality, insofar as they contribute to understanding
of sexual behavior. For instance, knowing the feelings
for a partner (in love/not in love) when sexual rela-
tions begin is valuable for situating this relationship in
an individual’s sexual history. Respondents are often
questioned about their attitudes to fidelity and extra-
marital relationships. In this domain there is a fairly
high consistency between norms and practices, though
it is not systematic—young adults and in particular
young couples are, for example, the most severe in
their judgment of extra-marital relations and the least
likely to have them. However, this does not mean that
norms govern behavior: rather they provide an inter-
pretation of behavior. In every setting and in every
period, the domain of sexuality has been subject to
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norms, but they are losing their power as absolute and
immutable laws, based on religious or social rules.
Increasingly, normative orientations are flexible, tran-
sitory and adaptable; rather than setting the bound-
aries of behavior, they express the meaning of behavior
and reflect the growing individualization of life histo-
ries. This is a general historic evolution, although
change is proceeding more slowly in those cultures
where sexual norms remain based on sacred and
immutable foundations. In many cultures, moreover,
the normative systems are still sharply differentiated
along sex lines.

Data quality is of crucial importance for a demo-
graphic description of sexual behavior. In quantitative
surveys on this topic, interviewer effects (particularly
the interaction between the sex of interviewer and of
respondent) need careful analysis. The questions
dealing with sexual activity proper are not usually
asked face-to-face. In the sphere of private life and sex-
uality, the honesty of answers cannot be verified or
checked against external sources. The only way to
assess the reliability of the data is by an analysis of the
internal consistency of the questionnaires. Data on
coital frequency have been shown to be acceptably reli-
able (Leridon, 1996), as also have those for partner
numbers (Leridon, 1998). The discrepancy observed in
all surveys between the number of partners reported
by men and women is evidence less of bias than of a
gender difference in the way that sexuality is lived—
men report more partners because they attach impor-
tance to the number of sexual encounters, whereas
women ignore the experiences which have lacked
emotional involvement and which as far as they are
concerned did not count.

If demography can be used to produce a rigorous
description of sexual behavior, it is nonetheless impor-
tant not to abstract sexuality from its broader nonsex-
ual environment. Demographic study of sexual
behavior is not to be confused with sexology or sex
therapy. Detailed analysis of sexual behavior does 
not create a new discipline—it contributes to demo-
graphic and sociological investigation of conjugal 
relationships, family behavior and gender relations,
notably for the purpose of international comparison.

III. SEXUALITY AND 
THE TRANSFORMATION OF
CONJUGAL TRAJECTORIES

Conjugal trajectories have undergone multiple
transformations in recent decades. The contemporary
decline of formal marriage in developed countries, the
rise of informal cohabitation, and the growing pro-

portion of women living in lone-parent families fol-
lowing union breakdown, bring into focus the 
elementary forms of relationships between two 
individuals prior to union formation, and the crystal-
lizing but also disruptive potentials of sexual partner-
ship. The conditions in which a sexual bond is
established, its course over time, its degree of exclu-
sivity, and the living arrangements that accompany it
must be examined to understand the growing impor-
tance of infraconjugal or nonconjugal relationships
before, during and after more conventional conjugal
relationships.

Young adults in developed countries can have
durable sexual relationships with stable partners,
without even considering cohabitation. Today, the rela-
tionship is created by the start of the sexual bond, thus
marking the first step in the couple’s formation. The
initial sexuality no longer depends for its legitimation
on the power of a social institution (marriage), which
in the process also legitimated any children that were
produced. This reversal in the order of operations,
such that sexuality precedes its social acknowledg-
ment, confers a different meaning on sexual activity.
The intensity and continuity of sexual activity gradu-
ally establishes the couple, signaling the desire for it to
continue and perhaps for children to be produced.
Another fast-increasing situation is that of women
with children, who after a union breakdown, experi-
ence an essentially permanent phase of lone-parent
family living. A large proportion of these single
mothers are also in a stable but noncohabiting rela-
tionship with a new sexual partner. Sexual life and
family life are here sharply compartmentalized. The
increase in conjugal dissolution thus favors the emer-
gence of new attitudes, in which sexuality and couple
no longer coincide.

For a given individual, being in a sexual partnership
does not necessarily preclude other relationships—a
situation that is expressed by the notion of simultane-
ous multipartnership. This distinguishes sexual part-
nership from marriage-type relationships, which in
nonpolygamous societies are exclusive of other such
relationships and therefore can only be experienced
sequentially. Description of a society’s conjugal and
family behaviors cannot be limited to the official and
visible bonds. Treating sexual partnerships, even of the
most transient kind, as a form of relationship implies
acknowledging the existence of a hidden polygamy in
nonpolygamous societies. The AIDS epidemic has
been a powerful impetus to systematic examination of
individuals’ secondary and parallel relationships. A
society also reveals much about itself in the forms of
simultaneous multiple partnerships that it tolerates,
even when these concern only a minority. Stable sexual
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multipartnership, common in the Caribbean and
found also in some European countries, involves the
coexistence of several sexual relationships over a long
period—and is always characterized by a hierarchical
ordering of the partners. Also observed is having mul-
tiple partners at separation, which is tolerated when it
corresponds to the transition from one partner to the
other. Finally, a form frequently encountered in devel-
oped societies is casual sexual multipartnership, which
is accepted as a rare and covert exception in an other-
wise stable conjugal context.

A sociodemographic approach offers a new per-
spective on homosexuality, which avoids explaining
homosexual behavior either as the expression of 
a nature that defines and delimits a discrete popula-
tion category, or as the simple consequence of 
socialization within a minority culture. Sociodemo-
graphic descriptive analysis has established that the
life histories of homo–bisexuals are not significantly
different from those of heterosexuals. In particular,
they experience periods of life in couples, with same-
or other-sex partners, as well as periods of separation
and isolation (Messiah and Mouret-Fourme, 1996;
Schiltz, 1997).

Studying the complexity of partnership and sexual
histories and how they are linked to family and con-
jugal behaviors is in fact to assess the place sexuality
occupies in the lives of individuals (Bozon, 1998b).
Individuals’ profiles are formed very early, at the time
of sexual initiation. The priority that some individuals
give to conjugal relationships, leads them not to put
sexual activity at the forefront of their lives; sexual
pleasure is not sought for its own sake and sexuality
is important chiefly for its symbolic role in the life of
a couple that is itself reasonably orderly. Individuals
with this conjugal orientation tend to be those who
have had a late sexual initiation. For them, sexuality is
merely one component of the couple’s life and has 
a secondary place among their preoccupations. For
other individuals, by contrast, whose sexual careers
have usually started young, sexual activity is in some
sense independent and a source of essentially personal
gratification—in this perspective, stimulating desire
within the couple and acquiring new sexual partners
are valued for their own sakes, and partnership histo-
ries are likely to be more eventful, containing more sep-
arations and parallel adventures. This coexistence in
the population of contradictory attitudes (conjugal 
orientation/individual orientation) is long-standing,
but in the past it remained below the surface. The con-
jugal and family changes of the 1970s and 1980s
occurred in part because these contrasting attitudes
toward sexuality began to find open expression in
much more diverse conjugal behaviors and itineraries.

The sociohistoric contexts specific to groups of birth
cohorts thus help to construct and shape the sexual
experiences of those cohorts. A sexual life that began
in a post-AIDS world cannot be analyzed in the same
terms as a sexuality that began in the 1950s at the time
of the baby boom. The availability of treatments for
AIDS (from 1996 on) has changed the lives of persons
living with AIDS and the general conditions of sexual
experience, but more so in the developed countries
than in the developing world. Whatever the period,
however, a major component in the study of sexuality
is the state of gender relations in the period under 
consideration.

IV. GENDER RELATIONS 
AND SEXUALITY

Surveys of sexual behavior invariably record sys-
tematic differences in the responses of men and
women. This cannot be attributed simply to reporting
effects. These divergences are the expression of differ-
ences both in norms and attitudes, and in behavior.
Some even take the form of inconsistencies, when the
same event is the subject of contradictory accounts.
Such inconsistencies are nonetheless highly revealing
of what has changed and what has persisted in gender
relations.

Women’s sexuality continues to be expressed in
commitments and frameworks very different from
those of men. The transformations of female sexuality
observed in different countries since the 1960s and
1970s have not been reflected in greater tolerance of
women in regard to men, but rather in a more demand-
ing attitude toward their spouses or partners and an
increased willingness to break off unsatisfactory rela-
tionships and to embark on new ones. In France, for
example, the proportion of women who consider
extraconjugal relationships unacceptable was higher in
the 1990s than it was around 1970. If the sexual and
conjugal itineraries of women have become more
varied, this is not because of any change in their 
aspirations—their fundamental ambition remains that
of living their sexuality within a stable couple. Women
attach far more importance than men to the commit-
ment or bond, be it conjugal or simply affectional, as
the basis for the sexual relationship. Accordingly,
sharp contrasts are observed in how sexual histories
are experienced and interpreted.

When women are questioned about their first sexual
intercourse, they often report that this was with a stable
partner, with whom they were in love and 
who was older than them. Men usually begin their
sexual lives younger, especially in the southern 

496 Bozon



European countries, and have more occasional partners
with whom they are not emotionally involved. As a
general rule, men have many more sexual partners than
women before forming their first stable relationship.

Men living in a couple or in a stable relationship are
consistently more likely than women to report having
had a recent sexual partner outside their relationship.
In line with this behavior, they are more ready to
approve the statement that “having sex affairs during
one’s marriage is not wrong (‘acceptable’)” Unlike
men, women are very reluctant to report autoerotic
activity, and they are less likely to report having prac-
ticed oral sex or experimented with anal penetration.
Other systematic differences are observed—men more
often report use of condoms, including in last inter-
course, while more women report having had a sexu-
ally transmitted infection (STI).

The sexual experiences of men and women tend to
diverge sharply after age 50. The menopause is the end
of a woman’s fertile life and in many societies this was
traditionally held to be the end of her sexual life,
whereas a man faces no such symbolic limit. The trans-
formations in the social position of women over the
last 30 years, more than treatments for the menopause,
have reduced the importance of this threshold and the
existence of a female sexuality after age 50 has become
more acceptable. At this age, women in couples in the
1990s have a much more active sexual life than their
mothers had at the same age. But the inequalities
between men and women persist—because of men’s
preference for younger women and women’s longer
life expectancy, women without spouses (due to
divorce and, above all, widowhood) still have diffi-
culty finding a new partner (Delbès and Gaymu, 1997).

These differences between men and women can be
interpreted from two opposing perspectives. In a psy-
chobiologic perspective, it could be argued that gender
differentiation in sexual behavior derives primarily
from the different roles of males and females in the
reproductive process. But this explanation is inade-
quate, particularly for historic contexts where the
development of medical contraception has freed the
exercise of sexuality from the constraints of procre-
ation. In a gender-relations perspective, the norms,
representations, and behavior of men and women in
the sexual domain are the results of an explicit social-
ization; they express one of the fundamental forms of
male power.

Not all countries have completed the historic and
demographic process that allows women’s sexuality to
be viewed as other than a strictly controlled social obli-
gation to procreate (Tabet, 1985). The process is least
advanced in Africa, even though fertility decline is
now apparent in all countries of the continent (Locoh

and Makdessi, 1995; Locoh and Vallin, 1997; Tabutin
and Schoumaker, 2004). This is where girls’ age at mar-
riage is lowest, close to puberty in some rural zones
(Niger, Mali), and where the proportion of a woman’s
lifetime spent in reproduction (pregnancy and breast-
feeding) remains largest; it is here too that sterility
carries the greatest stigma and women’s sexuality after
menopause is least accepted. Moreover, given the
widespread practice of female genital cutting in Africa,
questions must be asked about the place of pleasure in
women’s sexuality.

Most non-African countries have completed their
demographic transition and achieved a twin stabiliza-
tion of fertility and mortality at relatively low levels.
The historic decline in fertility occurred earlier in the
developed countries, where it was due primarily to
nonmedical forms of contraception. These methods
relied heavily on self-mastery by the man (Fisher,
2000), although fear of unwanted pregnancy and its
consequences were still borne primarily by the
woman. In France, for example, fertility decline began
just before the Revolution of 1789 and extended over
almost 150 years. In Britain, it was not until the second
half of the 19th century (Szreter, 1996). Not until the
1960s did much more reliable modern forms of con-
traception become widely available, in a sociohistoric
context characterized by greater independence and
agency for women (Leridon, 1987). These changes pre-
pared for the major transformations that revolution-
ized the way women actually lived their sexuality. In
the developing countries, the shift from high fertility
to fertility close to replacement level, is occurring
much faster, in the space of three or four decades,
causing serious adjustment problems, notably in the
area of gender relations (see for instance, Martine et al.,
1998).

A new life course is emerging in which the repro-
ductive thresholds play a less important role. The time
spent either pregnant or breast-feeding has come to
represent only a small proportion of a woman’s total
reproductive lifespan. Periods of active sexuality with
no procreative objective are appearing—a conjugal
sexual life that continues longer though produces few
offspring; a juvenile sexual life that precedes partner-
ship formation; a sexuality following partnership dis-
solution; an active postmenopausal sexuality. In this
way sexuality is associated with more hedonist values
of pleasure, well-being, and mutual support between
partners. For women, sexuality can become, in ideal
conditions, an intimate ritual of the egalitarian couple:
it stops being considered a duty. Whether this view of
the couple is fully endorsed by men is questionable.
Even today the experience of men and women is
largely contradictory.
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The modernization of sexual attitudes, the develop-
ment of contraception and the contemporary changes
in the status of women, have produced no thorough-
going upheaval in the representations and unequal
roles of men and women in this field. Men tend to be
viewed, and to view themselves, as free desire-driven
subjects, whereas women are often still seen (and see
themselves) as objects to be possessed. The persistence
of an archaic sexual violence against women in all
countries confirms that male power can take extreme
forms when circumstances permit. Women’s attitude
remains that of trying to stabilize and regulate male
desire by containing it within the framework of a rela-
tionship. Furthermore, due to their more sustained
assumption of parental roles and the representations
associated with them, women still tend to see sexual
activity and even the relationship with their partner as
being less important than longer-term bonds, like
those of parent to child.

V. CROSS-CULTURAL COMPARISON 
OF SEXUAL BEHAVIOR: THE

CONTRIBUTION OF DEMOGRAPHY

If demography is valuable for interpreting the his-
toricocultural changes that have occurred in the field
of sexuality, notably in the second half of the 20th
century, it can also be used to characterize the differ-
ences of sexual climate or sexual culture observed
between countries, both near and far, in the contem-
porary era. These comparisons are often done in an
unscientific and unverifiable way, and using question-
able national stereotypes—a group of people are
broadly categorized as conservative and puritan,
another as sexually open and sophisticated, yet
another as having an unrestrained sexuality, and so on.
One of the tasks for demographic analysis of sexual
behavior is to introduce verifiable cultural characteri-
zations, based on sets of comparable indicators. This
approach is distinct from, although complementary to,
that of anthropology, which is more concerned with
capturing a culture in its entirety. The demographic
approach, however, shifts emphasis away from a cul-
tural explanation of differences, in that it attempts
instead to decompose phenomena, by distinguishing
how sexual behaviour in different cultures is influ-
enced by variables or explanatory factors such as
gender, rural–urban contrasts, marriage systems, and
the social organization of age groups.

We have conducted a comparative analysis of the
characteristics of sexual initiation of men and women
in about 50 mainly European, African, and South
American countries from the 1970s to the 1990s (for

detailed figures, see Bozon, 2003). Comparison of the
respective male and female ages at sexual initiation in
older cohorts (born in the early 1950s) reveals three
major traditional models of entry into sexual activity.

First is the large group of societies where parental
and family strategies are designed to avoid any delay
in female entry into conjugal, reproductive and sexual
life through pressure to form a union as near puberty
as possible with significantly older men, compound-
ing gender domination by age domination. Although
in such societies male may be later than female sexual
initiation, males generally experience a significant
period of premarital sexual activity. This model is tra-
ditionally found in sub-Saharan Africa (e.g., Mali,
Senegal, and Ethiopia), and very likely also in the
Indian subcontinent (represented in our sample only
by Nepal).

This contrasts with a second group, which includes
the Latin and Latin American cultures, where social
control is exerted to delay women’s union formation
and entry into sexual activity by strenuous efforts to
preserve their virginity, premarital loss of which
breaks a cardinal rule and dishonors the family group
and the spouse. By contrast, young males are urged to
prove their manhood early on, either with prostitutes
or older women, and their sexual initiation takes place
well before that of females. This group of countries
includes southern Europe (from Portugal to Greece
and Romania), Latin America (Brazil, Chile, Domini-
can Republic), Thailand, and other Asian societies for
which quantitative data are not available. In Brazil, for
example, in the 45- to 49-year-old age group, the
median age gap between first intercourse and first
union is 7 years for males, but just 1 year for females.
In the two models described, women are under great
pressure to conform to social norms, but there are
equally strong injunctions for males in due course to
behave as real men.

There is a third group of societies, less homoge-
neous than the other two, characterized among the
older cohorts by closely matched male and female
timings of entry into sexual life. This may reflect later
marriage and strict supervision of the conduct of
young people, including males, as in Singapore or Sri
Lanka (and doubtless also China and Vietnam). Late
male and female sexual initiation is found in non-Latin
Catholic societies like Poland and Lithuania. Finally,
many European societies, like those of Northern
Europe, but also Switzerland, Germany, and the Czech
Republic, have for several generations been gender-
equal in rather early sexual initiation timings.

There have been universal, but limited, changes in
recent decades, as reveals an examination of the behav-
iors of the younger cohorts (born in the second half of
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the 1970s). In cultures where female is significantly
earlier than male sexual initiation, the trend has
reversed in two ways over the past 20 years, with a
slight increase in female age at first coitus and a sharp
drop in the male age. The female–male timing gap has
narrowed in sub-Saharan Africa, as in Senegal, Togo,
Cameroon, Mozambique, and Zimbabwe; likewise for
Nepal. A new trend emerging in some countries
(Kenya, Gabon, and Zambia) shows that male ages are
now slightly earlier than females. In some societies,
finally (Niger, Burkina Faso, Ethiopia), there is barely
any discernible change. One common trait in all these
trends is that young people are breaking free of a series
of traditional controls: Males to become sexually active
earlier, females to lighten the constraint of early 
marriage without necessarily relinquishing entry into
sexual life. So, in eastern African countries, 40% to 50%
of young women have at least 2 years of sexual activ-
ity before their first union. In some AIDS-ravaged
countries, campaigns to delay first sexual intercourse
may have had an inhibiting effect, particularly among
females.

In the group of societies that prize early male and
late female sexual activity, any changes have mainly
concerned women—their comparatively late age at
first intercourse has tended to fall, whereas the male
age has remained unchanged. So, female–male timing
gaps have narrowed in Brazil, Chile, and Spain, while
in other countries—like Bolivia, Nicaragua, and the
Dominican Republic—they are unchanged. In Portu-
gal and Romania, sexual initiation timings are highly
gender-specific, as in Italy, where female age at first
intercourse has actually risen in the last decade. Even
as virginity at marriage becomes a receding ideal and
reality, a clear gender-based double standard still oper-
ates. Where male remains much earlier than female
first intercourse, initiation by prostitution remains a
significant factor, as in Central America and Thailand.
But prostitution as a vehicle for first coitus declines
where timing gaps narrow, as in Japan, where they
have dropped from 26% in older cohorts to 11% in
younger cohorts.

Where male and female ages at first intercourse
were already close, they have fallen simultaneously: In
many European countries and the United States, they
have dropped by approximately a year in the last two
decades, although age at first union—now very dis-
tinct from age at marriage—has trended upward over
the same period. That this fall is not sharper may be
due to a stabilizing and synchronizing effect of spread-
ing secondary education on sexual initiation timings,
which now occur within an increasingly shorter inter-
val toward the end of secondary education. They mark
the end of adolescence and entry into an age of per-

sonal free agency—youth—rather than transition to an
increasingly later adulthood. The Nordic countries,
especially Iceland, have become the earliest of devel-
oped countries, to the point where in some (Norway,
Denmark), females enter their sexual life before males.
These societies have long tolerated premarital rela-
tionships, and a long-standing and strongly egalitar-
ian trend marks the behavior of men and women in
the social, occupational and sexual spheres.

Another comparison, based on 15 surveys con-
ducted in Africa and Asia and one in Rio de Janeiro,
using a common protocol developed by the World
Health Organization (WHO) also reveals variations of
a sometimes-unexpected kind (Caraël, 1995). Clear
cross-national differences are observed for the fre-
quency of intercourse within married and stable
cohabiting couples. Although fertility levels are high,
African countries are characterized by infrequent and
irregular sexual activity within stable couples, even
when polygamous situations are excluded. This is a
consequence of male migration and postpartum absti-
nence, which can last almost 2 years, in a context
where fertility remains high; the irregularity also
reflects the existence of noncohabiting couples. To a
lesser degree, this low frequency is observed in Manila
and Sri Lanka. Conversely, high levels of conjugal
sexual activity characterize Rio de Janeiro and conti-
nental Asia (Thailand, Singapore). A comparative
study was also performed on the proportions of men
and women having sexual relations with casual part-
ners or prostitutes, outside their stable partnership or
conjugal relationship. Very high proportions are
recorded for men in West and East Africa. The pro-
portions are intermediate in Rio de Janeiro and in 
Thailand and very low in the rest of Asia. The role of
commercial sex in casual relationships varies greatly
between countries. A culture of using prostitutes 
exists among men in Tanzania (East Africa) and in
Thailand, where prostitution accounts for almost all
extraconjugal relations. In West Africa and Rio de
Janeiro, on the other hand, commercial sex has much
less relative importance in the casual relations of men
in stable partnerships. Interpretation is problematic
because of large cross-national variations in the social
status of prostitution—it does not carry a stigma
everywhere and does not always involve a monetary
transaction.

Having simultaneous multiple partners is also
observed in Europe though at much lower levels
(Leridon, 1998; Hubert et al., 1998). France and Finland,
one of the Nordic countries, report the highest fre-
quencies, but with an interesting difference—in
Finland this behavior is reported in almost equal pro-
portions by men and women, whereas in France, as in
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most southern European countries, it is reported
mainly by men. The same specificity of the two coun-
tries, and the same contrast between them, appears in
the repertoire of sexual practices—in Finland this is
quite varied for both men and women, whereas in
France it is much less varied for women than for men.
These variations should be interpreted not as sharp
behavioral differences between French and Finnish
women but as expressions of differing openness to
women’s sexuality.

Countries are also contrasted by their open and tol-
erant sexual climate. This climate is reflected in legis-
lation on sexual orientation, the forms chosen for sex
education, and the structures for the provision, and the
distribution of contraception. It is noteworthy that a
country like The Netherlands with a tradition of liberal
legislation on sexual orientation and where discrimi-
nation against homosexuals is illegal, reports a higher
proportion of homosexuals in the surveys than other
European countries. Several countries have made pro-
visions for the legal recognition of same-sex couples
(Festy, 2001): Northern European countries being the
first (Denmark in 1989), gradually followed by south-
ern Europe (France in 1999). This translates and indeed
strengthens a climate of tolerance.

Use of a sociodemographic perspective for the com-
parison of sexual behavior allows us to identify the
points of cross-national difference more precisely and
to suggest the main factors responsible. Of these,
gender relations, in their specific national configura-
tions, have a great impact, but primarily through their
influence in each country on the social organization of
unions and couples—the formal or informal character
of unions, the proportion of noncohabitating couples,
the independence of individual partners in couples,
the degree of social control over women, the material
possibility or impossibility for women to leave their
partner and live alone, and acceptance of same-sex
relationships. Norms and national sexual cultures
operate more at a second stage to provide the form 
and justification for this social organization of 
relationships.

CONCLUSION

Demography does not hold a dominant position in
social science research on sexuality; however, neither
do any of the other disciplines (sociology, anthropol-
ogy, history, social psychology, psychoanalysis, etc.)
active in this field. It would be undesirable for a single
discipline or even a subdiscipline to unify the investi-
gation of sexuality by taking it for unique object and
becoming the science of sexuality, in the way that

oceanography is the science of the oceans, for example.
Sexuality has a reality but it cannot be approached
from a single perspective. The specific contributions of
individual disciplines are as valuable as the interpre-
tative incompatibilities sometimes observed between
them. One of the strengths of demography is its attach-
ment to the construction, application and generaliza-
tion of rigorous indicators of sexual behavior, with
which to achieve an objectification of sexuality, and
substantiate the notion of behavioral diversity. A
sharing of disciplinary perspectives is possible. The
importance that demographers attach to the sexual
and partnership history in the construction of behav-
ior, creates affinities with more individual-oriented
disciplines, such as psychoanalysis and psychology.
Analysis of the links between gender relations and sex-
uality favors collaboration between demography and
sociology. With anthropology, meanwhile, demogra-
phy shares a deep interest in the social and cultural
organization of marriage and unions. Sexuality is pre-
eminently a relational activity and interdisciplinary
object, whose full contours emerge only in the endless
chain of interpretations produced by the different 
disciplines.

Acknowledgment

Translated from French by Godfrey I. Rogers.

References

Ariès Philippe, 1991. La contraception autrefois, in: Amour et sexu-
alité en Occident, p. 115–131. Paris, Seuil, 335 p.

Berquó Elza, 1984. União dos sexos e estrategias reprodutivas no
Brasil, Revista Brasileira de Estudos de Populacão (Campinas), vol.
1(1–2), p. 35–98.

Bongaarts John and Potter Robert G., 1983. Fertility, biology and
behaviour: an analysis of the proximate determinants. New-York, 
Academic Press, 230 p.

Bozon Michel, 1995. Observer l’inobservable: la description et
l’analyse de l’activité sexuelle, in: Nathalie Bajos, Michel Bozon,
Alain Giami et al. (eds.), Sexualité et sida. Recherches en Sciences
Sociales, p. 39–56. Paris, ANRS, 382 p.

Bozon Michel, 1996. Reaching adult sexuality. First intercourse 
and its implications: from calendar to attitudes, in: M. Bozon 
and H. Leridon (eds.), Sexuality and the social sciences: a French
survey on sexual behaviour, p. 143–176, Dartmouth Publishing,
Aldershot.

Bozon Michel, 1998a. Amour, désir et durée. Cycle de la sexualité
conjugale et rapports entre hommes et femmes, in: Nathalie
Bajos, Michel Bozon, Alexis Ferrand, Alain Giami and Alfred
Spira (eds.), La sexualité aux temps du sida, p. 175–234. Paris, PUF,
494 p.

Bozon Michel, 1998b. La sexualité a t-elle changé? Regards sur l’ac-
tivité sexuelle et sur ses significations à l’ère du sida, in: Nathalie
Bajos, Michel Bozon, Alexis Ferrand, Alain Giami and Alfred
Spira (eds.), La sexualité aux temps du sida, p. 11–34. Paris, PUF,
494 p.

500 Bozon



Bozon Michel, 2001, Sexuality, gender and the couple: a sociohis-
torical perspective, Annual Review of Sex Research, vol. XII, p. 1–32.

Bozon Michel, 2003, At what age do women and men have their first
sexual intercourse? World comparisons and recent trends, in Pop-
ulations et Sociétés, no. 391, English version (can be downloaded
on http://www.ined.fr)

Bozon Michel and Heilborn Maria Luiza, 1996. Les caresses et les
mots. Initiations amoureuses à Rio de Janeiro et à Paris, Terrain,
no. 27, p. 37–58.

Bozon Michel and Kontula Osmo, 1998. Sexual initiation and
gender in Europe: a cross-cultural analysis of trends in the twen-
tieth century, in: Hubert Michel, Bajos Nathalie, and Sandfort
Theo, 1998 (eds.). Sexual behaviour and HIV/AIDS in Europe. Com-
parisons of national surveys. London, UCL Press, p. 37–67.

Bozon Michel and Leridon Henri, 1996. The social construction of
sexuality, in: M. Bozon and H. Leridon (eds.), Sexuality and the
social sciences: a French survey on sexual behaviour, p. 3–26, Dart-
mouth Publishing, Aldershot.

Caraël Michel, 1995. Sexual behaviour, in: John Cleland and Benoît
Ferry, Sexual behaviour and AIDS in the developing world, p. 75–123.
London, Taylor and Francis, 244p.

Corbin Alain, 1991. La petite Bible des jeunes époux, in: Amour et
sexualité en Occident, p. 235–247. Paris, Seuil, 335 p.

Davis Kingsley and Blake Judith, 1955–56. Social structure and fer-
tility: an analytic framework, Economic Development and Cultural
Change, vol. 4(4), p. 211–235.

Festy Patrick, 2001. The “Civil Solidarity Pact” (PACS) in France: an
impossible evaluation, Populations et Sociétés, no. 369, English
version (can be downloaded on http://www.ined.fr)

Delbès Christiane and Gaymu Joëlle, 1997. L’automne de 
l’amour: la vie sexuelle après 50 ans, Population, vol. 52(6), p.
1439–1484.

Fisher Kate, 2000. Uncertain aims and tacit negotiation: birth control
practices in Britain, 1925–1950, Population and Development
Review, vol. 26(2), p. 295–317.

Flandrin Jean-Louis, 1981. Le sexe et l’Occident. Paris, Seuil, 
376 p.

Gini Corrado, 1924. Premières recherches sur la fécondabilité de la
femme, in: International Mathematical Congress, Toronto, p.
889–892. Toronto, The University Press, 2 vol.

Herdt Gilbert, 1997 (ed.). Sexual cultures and migration in the era of
AIDS. anthropological and demographic perspectives, Oxford,
Clarendon Press, 256 p.

Hubert Michel, Bajos Nathalie, and Sandfort Theo, 1998 (eds.).
Sexual behaviour and HIV/AIDS in Europe: comparisons of national
surveys. London, UCL Press, 442 p.

Johnson Ann, Wadsworth Jane, Wellings Kaye, and Field Julia.
Sexual attitudes and lifestyles. Oxford, Blackwell Scientific Publi-
cations, 1994. 528 p.

Laumann Edward, Gagnon John, Michael Robert, and Michaels
Stuart, 1994. The social organization of sexuality: sexual practices in
the United States, Chicago, University of Chicago Press, 718 p.

Leridon Henri (ed.), 1987. La seconde révolution contraceptive: la régu-
lation des naissances en France de 1950 à 1985, Paris, PUF-INED,
380 p. (Travaux et Documents, Cahier no. 117).

Leridon Henri, 1996. Coital frequency: Data and consistency analy-
sis, in M. Bozon and H. Leridon (eds.), Sexuality and the social sci-
ences: a French survey on sexual behaviour, p. 203–226, Dartmouth
Publishing, Aldershot.

Leridon Henri, 1998. Les nouveaux partenaires: estimation de leur
nombre et de l’évolution au cours des années récentes dans une
enquête transversale, in: Nathalie Bajos, Michel Bozon, Alexis
Ferrand, Alain Giami and Alfred Spira (eds.), La sexualité aux
temps du sida, p. 153–174. Paris, PUF, 494 p.

Locoh Thérèse and Vallin Jacques, 1997. Afrique noire: la baisse
de la fécondité, Population et sociétés, no. 338, September, p. 1–4.

Loyola Maria Andrea, 1992. Sexualidade e Reproducão, Physis.
Revista de Saude Coletiva, (UERJ, Rio de Janeiro), no. 1, p. 93–105.

Macro International, 1994. Women’s lives and experiences. Washington,
Macro International Inc., 48 p. (DHS Program).

Martine George, Das Gupta Monica, Chen Lincoln, 1998, (eds.).
Reproductive change in India and Brazil, Oxford, Oxford University
Press, 419 p.

Messiah Antoine and Mouret-Fourme Emmanuelle, 1996. Homo-
sexuality, bisexuality: elements of sexual socio-biography, in: M.
Bozon and H. Leridon (eds.), Sexuality and the social sciences: a
French survey on sexual behaviour, p. 177–202, Dartmouth Pub-
lishing, Aldershot.

Parker Richard, 1991. Corpos, Prazeres e Paixões. A cultura sexual no
Brasil contemporaneo. São Paulo, Best Seller, 295 p.

Schiltz Marie Ange, 1997. Parcours de jeunes homosexuels dans le
contexte du VIH: la conquête de modes de vie, Population, vol.
52(6), p. 1485–1536.

Szreter Simon, 1996. Fertility, class and gender in Britain, 1860–1940,
Cambridge, Cambridge University Press, 704 p.

Tabet Paola, 1985. Fertilité naturelle, reproduction forcée, in: Nicole-
Claude Mathieu (ed.), L’arraisonnement des femmes. Essais en
anthropologie des sexes, p. 61–146. Paris, Editions de l’EHESS
(Cahiers de l’Homme).

Tabutin Dominique and Schoumaker Bruno, 2004. The Demogra-
phy of Sub-Saharan Africa from the 1950s to the 2000s: A Survey
of Changes and a Statistical Assessment. Population E, no. 3–4, p.
457–554.

Toulemon Laurent and Leridon Henri, 1992. Twenty years of con-
traception in France: 1968–1988, Population: An English Selection,
vol. 4, p. 1–314.

van de Kaa Dirk J., 1987. Europe’s second demographic transition.
Population Bulletin, vol. 42(1), p. 1–59.

Chapter 36/Demography and Sexuality 501





P A R T  

III

SOCIOECONOMIC AND CULTURAL
FACTORS OF FERTILITY

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Although fertility-control decisions are ultimately a matter of private sexual life, that
does not make fertility strictly the affair of individuals and couples. Like all human
behavior, reproductive behavior is influenced by the economic, social, political, and 
cultural context in which individuals and couples live. This vast topic has been
addressed in a copious body of literature, which must be reflected here as exhaustively
as possible.

In Chapter 37, Heather Joshi and Patricia David review the thinking of recent decades
on the fertility impact of economic and social circumstances, and how the literature
addresses seven key issues affecting developed and developing countries alike:

Why should fertility decline as development levels rise?
Can fertility decrease in poor countries?
Is the influence of women’s education dependent on materialistic or cultural

determinants?
Is reproduction a form of old-age security?
Why does fertility fluctuate in prosperous countries?
Do public policies promote faster fertility decline?
Can public policies prevent fertility declining below replacement level?

Connecting up with this initial survey, in Chapter 38 Ron Lesthaeghe and Karel Neels
take two examples—France and Belgium—as the basis for a geographic interpretation
of the fertility behavior changes observed over a 150-year transition, illustrating how
new behaviors—demographic innovation—always arise at exactly the same places to
spread nationwide following the same geographic dynamic. The same sociocultural
patterns have driven the adoption of new behaviors in turn at the different stages of
change.



In Chapter 39, which in a way sums up Section II, Bart de Bruijn reviews and com-
ments on the many theories and explanatory models which have come out of post-18th
century thinking on fertility trends and differentials, from Malthusian propositions to
contemporary psychological approaches via the sociobiologic, economic, institutional,
diffusionist, culturalist, and other theories, not, of course, forgetting demographic tran-
sition theory itself.
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Features of the world beyond the individual and the
couple determine whether, why and how fertility is
controlled. The economic and social systems provide
the opportunities and constraints within which choices
can be made. They also help determine whether
people are aware that choice is possible, whether, as
Coale (1973) put it, fertility is within the sphere of con-
scious control. The economic and social context may
also help to set the standards of behavior between
family members and the values to which they aspire.
How far each sort of consideration applies to the expla-
nation of fertility changes already observed, and how
far social and economic variables can be used to
predict, or manipulate, the future course of human
reproduction remain controversial. This chapter is
mainly concerned with the social and economic 
explanations of deliberate actions whose cumulated
outcome is the rate of human reproduction. Leaving
biologic factors aside, already discussed in Chapters 30
to 34, we treat fertility as a form of behavior rather than
as a response to innate drive that has been bred in to
survivors. We also leave aside, for the most part, the
question of partnership formation and dissolution that
are dealt with in Chapters 25 to 29.

Four topics will be considered. The first three sec-
tions elaborate some of the theoretical explanations of
fertility offered in recent literature. First we describe a
behavioral framework for the understanding of social
reproduction (and make a passing reference to social
biology). Next we review some approaches from just
two of the social sciences, economics and sociology.
Finally, we consider some contemporary issues, in both

developing and industrial countries, on which empiri-
cal applications of these approaches have shed both
heat and light. The questions selected are as follows:

Why does fertility decline with development?
Can fertility decline in poor countries?
Women’s education: a materialist or ideational

influence?
Is childbearing for old age security?
What makes fertility fluctuate in rich countries?
Are state policies effective in accelerating fertility

decline?
Are state policies effective in preventing

subreplacement fertility?

This is more an account of territory through which
we have traveled than a complete Michelin Guide. We
have not attempted a comprehensive coverage of
topics or literature. We hope to spark enough interest
to encourage the reader to discover the numerous
authors we have neglected (particularly outside the
Anglo-Saxon literature) and that what we do cover
will show the way for further interdisciplinary
endeavor.

I. SUPPLY AND DEMAND: A
FRAMEWORK OF FACTORS
INFLUENCING FERTILITY

The level of fertility in a society or a group is the
cumulated outcome of deliberate actions (behavior)
and biologic functioning, social pressures and chance

C H A P T E R  
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The Social and Economic 
Context of Fertility
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operating for each pair of parents, actual or potential.
The constraints that condition behavior are largely
determined by the social environment they inhabit.
Coleman and Schofield (1986) observed that demogra-
phy still has no central paradigm linking processes at
the microlevel with those operating at the societal
level. Microlevel behavior must be involved if there 
is any change in fertility in the aggregate, at the
macrolevel; but microlevel variation can also be
observed, and linked to variations within an economic
and social system that is in aggregate unchanging. The
primary focus of most (nonbiologic) fertility theories is
therefore on the individual.

Contextual factors external to the individual or
couple that affect behavior and/or decision-making
regarding family formation must work through mech-
anisms that operate at the individual level. One
general framework that has proven useful is set out by
Easterlin, Pollack, and Wachter (1980). They classify
these mechanisms into those affecting the biologic
production of births, supply or natural fertility, and
demand factors, which may reduce wanted fertility
below the biologically feasible maximum. Their
approach, sometimes identified as that of the Pennsyl-
vania School, is a general formulation not only because
it allows for fertility sometimes being constrained by
biologic limits, but also because it allows for the pref-
erences, which define demand, themselves to be deter-
mined within the system.

The Pennsylvania approach is contrasted with the
Chicago-Columbia School whose exponents include
Becker (1981), Schultz (1981), and Cigno (1991). This
group of writers adopt a demand approach to fertility,
seeing decisions about the number, timing (and
quality) of children as the outcome of rational decision
making, maximizing the utility to be gained from fer-
tility decisions subject to the resources available and
the rates (prices) at which they may be transformed
into competing sources of utility. It is assumed that
tastes or preferences remain fixed, and are unified
within couples. The reactions of the rational decision-
maker to changes in income and prices are predicted.

One variant of the supply–demand framework is to
investigate the constraints around which decisions are
made. For Hobcraft and Kiernan (1995) the constraints
on parenthood are biology, money, security, ideas, and
especially time. For Folbre (1994), constraints are
socially structured—by membership of social groups,
such as social class, religious, or ethnic groups and
gender. Membership of such groups overlaps, and
thus individuals are subject to diverse, possibly con-
flicting pressures. In different circumstances different
types of group membership may be dominant. Her
book contains a very extensive review of the evolving

structures over several continents and centuries. This
recognition that the demographic actor’s tastes and
behavior are affected by group identity within broad
societal influences helps to account for differential fer-
tility within societies. It also suggests that group norms
and interests may mediate the impact of social and
economic considerations upon any given individual.
The overlapping nature of group membership adds
complexity to the notion of self-interest.

Another variant of the supply–demand framework,
as adopted by Bulatao and Lee (1983) adds specific
consideration of the reconciliation of supply and
demand. The deliberate regulation of the supply of chil-
dren is conditioned on both demand factors and the
costs of, or obstacles to, fertility regulation. These
include social influences on attitudes to, knowledge of,
and access to contraception, abortion, or the practice
of infanticide; the gender balance of power to make
decisions regarding control of reproduction; and
husband–wife communication regarding fertility reg-
ulation. Where births are unwanted, there is said to be
unmet need for control of fertility.

The next two sections elaborate factors than can be
thought of as influencing the supply–demand model
of fertility decisions.

1. Supply

Supply factors affect the number of surviving chil-
dren by regulating the length of the reproductive life
span and the spacing of births within it. Beyond purely
biologic factors, they include social constraints on the
timing of entry into marriage or sexual union, and
practices affecting the timing of parenthood. Con-
straints on behaviors directly affect the biology of
childbearing, such as norms regarding breastfeeding
and postpartum abstinence (Chapters 30 and 31), and
use of contraception or abortion (Chapters 34 and 35).
These regulate the pace of childbearing during the
reproductive years. Supply factors also include fea-
tures of the material environment (such as nutrition
and hygiene) that may affect the chances of conception
and spontaneous abortion.

Factors that affect survival of liveborn children, par-
ticularly where there are high rates of infant and child
mortality, can be thought of as affecting the supply of
surviving progeny. Infant mortality may indirectly
affect subsequent fertility through shortened breast-
feeding even if there is not any deliberate intention to
replace a child who dies (Bongaarts, 1983). The end 
of childbearing is affected by social factors—also 
often group-specific—such as those affecting maternal
survival and widowhood; norms governing separa-
tion, divorce, and remarriage; and those influencing
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deliberate means of terminating childbearing such 
as sterilization, terminal abstinence, or effective 
contraception.

Some supply determinants are more clearly the
result of the behaviors of the individual, such as
breastfeeding practices and the timing of marriage,
variable across and often within societies around the
world. Others, like child or maternal mortality levels,
are not behavioral in nature, but are affected by the
material conditions of life and available health tech-
nology. The social environment (a macro consideration)
determines the resources available for the care of
mother and child, and the knowledge (technology) of
how this should be done, and sets norms for accept-
able practices. The social environment also provides
any knowledge about methods of birth control and
affects their cost, social as well as monetary.

The technology of producing children of a given
standard goes beyond biologic factors to the invest-
ment of resources made in children once born, build-
ing up their human capital of health and skills. Changes
in any of this technology modify what reproductive
outcomes are feasible and permit different outcomes
to be chosen. The state of knowledge about producing
everything else can also change, which will also affect
the setting in which fertility decisions are made. Note,
too, that in the production of successful surviving chil-
dren, if nothing else, the venture is beset with risk and
uncertainty. Outcomes could be quite different if it
became possible to determine the sex of a child in
advance or guarantee that a woman would still be able
to conceive if she postponed motherhood until her 40s.

These factors, proximate determinants of childbear-
ing, will be affected by the social and economic envi-
ronment. Society, for example, can influence who
enters sexual unions, at what age, and on what terms.
In historic times in Europe, norms surrounding mar-
riage acted as an important safety valve to control fer-
tility (as well as containing sexuality), preventing the
formation of new households when economic condi-
tions were poor. Marriage is now less important with
respect to childbearing in the United States and
Europe, and other social norms regulate age at first
birth. The first birth may precede formal marriage in
many African societies, where proof of fecundity may
be an important precondition to finalizing the mar-
riage bond. Far more important to reducing the overall
level of fertility is the deliberate regulation of fertility
within marriage.

2. Demand

To economists at least, it seems natural to turn to the
analogy of the buyer’s side of a market once fertility

enters the realm of control, not merely limited by
biosocial supply constraints. When families can do little
but accept however many (or few) children God sends,
the question of whether they have adapted their
behavior to achieve desired fertility does not arise.
Once it becomes technically feasible, and thinkable, to
reduce childbearing below the natural maximum, it
becomes relevant to ask what fertility is desired, and
to seek explanations for reproductive behavior in its
motivation as well as its means.

People may be able to specify the fertility they
would like to achieve by stating a family size, perhaps
depending on sex composition. They may be able to
distinguish between an ideal family and the number
that they would prefer given existing circumstances.
Even parents who embark on family formation with
no clear goal, may come to weigh up the advantages
and disadvantages of adding another birth: the mar-
ginal child (Leibenstein, 1974). The death of an existing
child may motivate another birth as a replacement
(Vallin and Lery, 1978), but the question still remains
of why a particular target family size was desired, and
whether it is worth the costs of achieving it. Those who
decide to remain voluntarily childless (or child-free to
put it more positively) can be thought of as taking the
decision that even the first child is not worth having,
but as being generally influenced by the same consid-
erations as those who choose to limit a positive
number of children (Keilman 1996).

The demand approach to fertility applies microeco-
nomic theory of rational decision making to the whether
and when to control fertility. The decision-maker is
aiming to attain maximum feasible utility from the
sources of satisfaction available, which include chil-
dren. How much these are valued (i.e., how much sat-
isfaction they provide) will be affected by the parents’
preferences, or tastes. The parents’ commitment to
bringing a child into the world and bringing it up to
adulthood is likened to investment in a consumer
durable. The benefits expected must be weighed
against the cost of achieving them, which is the
forgone return from an alternative investment of their
resources.

This reduction of complex, private, and moral deci-
sions to the self-interested calculus of the counting
house is not universally palatable. The theories do rec-
ognize that children are not exactly like physical assets,
as they cannot be sold. They can also allow for parents
acting in their children’s, as well as their own, inter-
ests. Through the assumption of altruism, one deci-
sion-maker draws satisfaction from the well-being of
another. Indeed Folbre (1994) caricatures the actors in
neoclassical fertility theory as a family of Rational Eco-
nomic Men, perfectly altruistic and harmonious at

Chapter 37/The Social and Economic Context of Fertility 507



home, and single-mindedly self-seeking in the market
place. Such agents need not be constantly adjusting
their private lives to economic signals; it suffices that
some economic changes induce some people to adjust
their family formation behavior, for it to be worth
thinking about what such adjustments might consist
of. The assumption of a united household is being
challenged by the application of game theory to bar-
gaining models. This highly technical literature is not
covered by the present review.

3. Social Biology: a Digression

Why is there a demand for children? Does biology
help explain the demand as well as the supply side?
The fundamental reasons people bear children are
often assumed to lie in a biologic imperative to repro-
duce. Evolutionary biologists, working with animal
models of reproductive behavior, have tried to extend
these to the human organism. These theorists now
propose that when it is in the individual’s interest to
overexploit existing resources, populations will grow
too large for the available pool of resources and the
population will experience excess deaths as a result (a
Malthusian check on the growth of the population).

Lately, some of these theorists have examined
reproductive strategies as adaptive mechanisms 
that individuals used to maximize the fitness of 
their genetic inheritance. These life-history theorists are
concerned with understanding how alternative repro-
ductive strategies evolve to affect reproductive
success. Use of the term strategy suggests conscious
choice, but its use by biologists does not make such an
assumption.

One school of thought suggests that such reproduc-
tive success may be achieved by having fewer offspring,
and investing more parental effort in their quality. This
may be the best strategy for ensuring the long-term
reproduction of their genetic traits (Chisholm, 1993).
Attention is focused on how physiologic factors that
directly affect reproduction have evolved, and why
norms that affect birth spacing patterns, such as pro-
hibitions on intercourse or prescribed breast-feeding
durations, are found to vary across different cultural
contexts (Wood, 1994). Why have these evolved in this
particular way?

According to some life-history theorists, mortality
risk is what determines these differences in the repro-
ductive strategy that is adopted (Promislow and
Harvey, 1990, 1991; cited in Chisholm, 1993). When
mortality rates are high, the most efficient strategy is
to maximize the number of offspring: a short-term
strategy to ensure the survival of their genetic traits,
because at least some of their offspring will survive to

reproduce. When mortality is low, so the theory goes,
the best strategy is to invest more parenting effort 
in fewer offspring: a long-term strategy to maximize
the number of descendants in the distant future 
by maximizing the reproductive potential of their 
offspring.

Because theorists who focus on human fertility
must contend with biologic mechanisms and psycho-
logical forces that drive human sexuality and control
of conception or the number of surviving children,
attempts are now being made to synthesize work from
the fields of evolutionary biology and developmental
psychology (Chisholm, 1993).

Do parents, in response to an innate drive to repro-
duce their own traits, adjust their family-building 
patterns in response to an assessment of risk or a cal-
culation of the marginal returns on their investment,
(Kaplan, 1994)? Is this how cultural differences in the
proximate determinants of fertility evolve? Hobcraft and
Kiernan (1995) wonder whether it is biologic drives
that keeps reproduction going at all. Evolutionary
biology can portray regression to two-child norm as a
trade-off between carrying on the lineage or gene pool
and the costs of childbearing. We turn to the social sci-
ences for other perspectives.

II. ECONOMIC EXPLANATIONS 
OF FERTILITY BEHAVIOR

One feature of the environment is the economy, the
availability of resources through production and
exchange. The demand approach is to consider fertil-
ity decisions as being made by rational agents, setting
advantages against disadvantages, benefits against
cost. An objective, reflecting personal tastes and norms
or values of the peer group or society at large, is max-
imized subject to the resources available, their relative
prices and the technology. A rational choice would
imply that taking any other decision would have left
the parents worse off. Changes in the economic envi-
ronment, if big enough, could lead to adjustment of
family formation.

The utility function sets out the valuation the deci-
sion-maker puts on various sources of satisfaction. The
objectives are essentially the fruits of reproduction, the
fruits of production and the enjoyment of leisure. In
new home economics models (as those originating in the
Chicago-Columbia School are also known), the satis-
faction parents derive from children depends on both
their number and their quality. This key construct
denotes health and skills, which will depend on how
much parental time and other resources are invested
in them. Parents have other sources of satisfaction in
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their own consumption of other goods. If they are
altruistic toward their children they will also draw
utility indirectly from their children’s (and future
descendants’) standard of living. Parents therefore
gain from an increase in either their own consumption,
or child services, if there is an increase in their resources
(budget) meaning they do not have to sacrifice any of
the other. Whether they will choose to trade one for the
other when the budget is fixed, depends on whether
their relative valuation of the outcome exceeds the cost
of achieving it. The valuation reflects individual (or
socially conditioned) preferences. The question of rel-
ative costs is central to the analysis, as being the most
likely front on which the economy may send signals to
formers of families, who may react by engaging in sub-
stitution, a reaction to changes in relative prices.

The level of resources, the budget, is given by the
couple’s endowment of physical and human capital.
The latter represents their earning potential that can be
accumulated through past investments in their health
and skills. The greater the resources at the couple’s dis-
posal, the larger the range of possible combinations of
consumption and children they may choose. Increases
in the budget lead to income effects in contrast to sub-
stitution or price effects. The range of opportunities
may also be widened by improvements in technology,
the rate at which resources may be transformed 
into either of the desired outputs, or indeed in the
safety, reliability, and cheapness of fertility control. 
The range of outcomes chosen may be constrained by
peer pressure or social prescriptions. Hence the 
contrast between neoclassical economists’ interests in
what choices people make with what Duesenbery
(1960) described as sociologists’ interests in why
people have little choice to make. Because we are inter-
ested in apparently deliberate behavior in fertility
control, we elaborate the economic framework a little
further.

1. Benefits

Before examining what costs of childrearing might
consist of, let us first list ways in which parents may
benefit from having children:

Consumption-like benefits: the intrinsic value of the
child to the parents, for its own sake;

Income earning: the value of the child’s labor to the
parents;

Security: especially in old age and in times of stress;
Perpetuation of the lineage;
Net cash benefits for children from the state

Blake (1972) adds to the customary economist’s cat-
alogue of utilities an item recognizing the social roles

of parenthood. It confers status within the kinship
system and provides channels for mutual emotional
support between generations. Every sort of benefit
varies according to the number of children already in
the family, and across social settings. It may vary
between males and females and be subject to numer-
ous sources of uncertainty. Benefits may or may not
take into account the welfare of the next generation.
They need to be evaluated as a present value, giving a
smaller weight to benefits in the distant future than to
those nearer the present. This weight (discount factor)
represents the couples’ rate of time preference and any
allowance they make to write down risky outcomes. A
low discount rate and altruism toward future genera-
tions (which tend to go together) would increase the
present value of any given stream of benefits expected,
and tend to increase fertility. Conversely, a reduction
in altruism (intergenerational solidarity), all else equal,
would lead to lower fertility. This could be a special
case of the sociological notion of individualization
(Lesthaeghe and Surkyn 1988).

2. Costs

Among the costs of an additional child are as
follows:

Physiologic wear and tear of pregnancy, childbirth,
and lactation (maternal depletion), risks to the
mother, and costs of obstetric care;

Value of goods and services spent on the child, and
invested in quality;

Value of market time devoted to child-rearing:
earnings forgone, usually by the mother;

Value of time diverted from nonmarket activities,
such a leisure, sleep, care of existing children;

Any planned bequest (transfers of nonhuman capital;
e.g., dowries)

Once again the importance of each item depends on
the context. Uncertainties affect how much any one
birth project might cost. A lower risk of infant and child
mortality can raise the rate of return on investments in
children considerably. Improved child survival is often
thought to reduce fertility, by cutting the number of
births needed to produce a given surviving family size.
But the demand approach to fertility points out that the
rising rate of return could induce increased investment.
This could involve a higher number of births but the
investment might also be in the quality of existing chil-
dren (Schultz 1981). It is sometimes also assumed that
rational parents will assess the child’s own risk or
future potential (a child’s endowment) as they make
decisions to invest in or curtail the care they give—
their investment in child quality.
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Even given the context, the cost of any particular
child is not fixed, different levels and timing of invest-
ment will produce different levels of quality, and dif-
ferent children will need different investments to
produce the same result. There is enormous variation
in the world as to how much is invested in children,
and also enormous variation in the amount of invest-
ment that is paid for by the family and the state,
depending for example on how medical and educa-
tional services are financed. For the moment, we
assume that the private costs of children (i.e., those not
born by the state) are borne by the family. Distribution
of costs between mothers and fathers is considered in
subsequent sections. Note that other family members,
particularly siblings, may bear some of the cost of an
additional child.

The item within costs referring to the diversion of
the mother’s productive labor into reproduction has
received massive attention. Childrearing is assumed to
displace time from other work, and it is the woman
whose time is assumed to be interchangeable between
production and childrearing, rather than the man’s,
because that is how parents generally divide up the
work. Almost universally, the woman is the primary
care giver, taking responsibility for childrearing and
domestic work as well as her biologic role of carrying
and nurturing the newborn. The father, assuming he is
around, takes the primary breadwinning role in the
economy beyond the family. The traditional division
of labor leads to gains from specialization, realized by
both parties if resources are pooled. It is normal,
natural, and, according to Becker (1991) and Cigno
(1991), an efficient way of maximizing gains from spe-
cialization without running into coordination and
enforcement problems that might beset a larger
commune. However, the domestic division of labor
between men and women is often reinforced by wage
discrimination against women in the labor market,
which will tend to discourage women’s participation
in the paid economy, and might not be economically
efficient.

Whatever the merits or shortcomings of this inter-
pretation of the sexual division of labor, wherever it
exists, it implies a trade-off between women’s paid
work and reproduction, which had come to play a
central role in economists’ attempts to model fertility
trends in developed countries. Because the family is
assumed to be choosing both childbearing and the
woman’s labor force participation at the same time,
some further factor determining them both must be
identified if the chicken and egg problem of reciprocal
causation is to be disentangled. Easterlin (1980) sug-
gests that in the (then) contemporary United States the
primary factor would be the generation’s relative

income and dismisses the liberation of the new woman,
as a major explanatory force. This contrasts with the
view of Davis (1984), but Easterlin’s dismissal of the
importance of women’s social and economic status as an
engine of demographic change in the U.S. is echoed by
Joshi (1985,1990) also pointing to the very modest
nature of women’s advance into the labor market. For
new home economics, the independent factor is the
woman’s wage if she’s a potential labor force partici-
pant. It is the relevant price of her time, reflecting
income foregone for every hour devoted to unpaid
maternal duties. The higher the woman’s wage, for
example because of her education, the lower would
fertility be predicted.

3. Preferences and Values

The set of preferences, which evaluates the objectives
in the demand model can almost interchangeably be
described as tastes, desires, wants, needs, aspirations,
goals, values, interests, and ideologies (Pollak and
Watkins, 1993, p. 481). One might add norms. The
orthodox approach prefers to treat preferences as
given outside the system (Stigler and Becker, 1977), as
not being the source of change into which economists
should inquire or hope to make predictions and that
can either be safely ignored or left to other social sci-
ences. Economists have therefore generally seen little
point in subtle differentiation between influences on
motivation.

The Pennsylvania School of economic demography
is an exception. They declare a need for interdiscipli-
nary dialogue to understand how preferences are
formed and may themselves adapt to changes in the
economic environment (endogenous preferences).
They point out that the Chicago School’s definition of
the maximand as a set of unmeasurable commodities
generated by household production would enable
them to describe the results of a change in tastes as if
it had been a change in unobservable household 
technology. Although the two interpretations are
observationally equivalent, the conclusions to be
drawn about whether a change is for the better are dif-
ferent. If preferences do not change and a technical
change increases household production possibilities,
the family must be at least no worse off. If household
production changes because preferences change, the
utility of the two situations is not comparable (Pollak
and Watkins, 1993).

What can be studied about changing preferences are
social mechanisms of diffusing new values or norms,
and the role that economic change may play in setting
the goals to which people aspire. The most well 
known hypothesis of an economic influence on agents’
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aspirations (endogenous preferences) is Easterlin’s 
relative income hypothesis, which states that young
people planning to start family life will attempt to
achieve or improve upon the standard of living their
own parents managed to set for them. This is also an
example of a theory formulated at a macro rather than
a micro level.

4. Gender Relations

So far the exposition has gone along with the
assumption of home sweet home, the couple and the
family acting in concert. This assumption deserves
scrutiny. It would be reasonable if we knew that some
mechanism was at work regulating the standards of
private behavior, ensuring that family members
treated one another fairly, if not lovingly, so that each
party shared the gains of marriage for example. Reli-
gions have generally taken the lead at promulgating
family values, and so, to a lesser extent have secular
value systems. It was the early Catholic Church, for
example, that insisted that each spouse should consent
to a marriage. The state, in the form of social workers
and family law, sets sanctions for those who break the
rules, although it does not normally venture into
private territory and it has changed the rule to allow
more individual freedom. State regulation of the
responsibilities of marriage partners and of parent-
hood is seen by Cigno (1991) as essential to ensure that
contracts are enforced. If the sexual division of labor
keeps a woman away from the labor market, she loses,
forever, the opportunity to accumulate marketable
skills, and is vulnerable should the marriage end
without proper compensation.

As Folbre (1994) points out, parents do not neces-
sarily share costs and benefits equally, particularly
when the father parts company with the mother. If the
father deserts without contributing to the child’s main-
tenance, the mother is left with double demands on her
time and fewer resources to invest in the child’s quality.
The absent father probably loses out on the joys of par-
enthood, but if he stays around he may get more than
his fair share of the benefits. If he has patriarchal
control over the family, he is likely to contribute less,
at least of time and effort to domestic activities and be
able to get the children, as well as their mother, to do
his bidding.

Situations of marked difference between the eco-
nomic and social status of men and women are likely
to affect parents’ perceptions of the value of a child’s
contribution—sons and daughters will be valued 
differently. Sons are also more valuable, provided
parents have access to their earnings, wherever the
earning opportunities for females are inferior to those

for males. Daughters have an alternative value in 
principle as auxiliary household labor, but where 
marriage takes young women away to live with 
the bridegroom’s family, it is sons’ wives who make
this contribution, and any dowry to be paid for daugh-
ters would be an example of a bequest adding to her
cost.

Female participation in the labor force is often con-
fused with the status of women, although they are not
at all the same thing. Employment does not automati-
cally entail autonomy, although it may help. Women’s
wages may be a better approximation, as they show
upon what terms women had paid jobs and, unless
someone has control over their income, the purchasing
power that it permits them.

Blank (1993) points out that individuals are differ-
ently empowered to take decisions and make choices
affecting their lives, for social, psychological, and 
economic reasons. Relatively low empowerment of
women relative to men is a characteristic of gender
relations in many societies, but there are differential
levels of autonomy across different groups. As the dis-
tribution of empowerment changes, one should expect
shifts in decisions about the formation of families.

5. Collective Interests

The distribution of costs and benefits depends not
only on the division of labor between the sexes, but
also on the family organization and availability of
other care givers and the societal provision for bearing
some of the costs of reproduction (Lloyd, 1994). The
costs of fertility may be partly shared by the wider
community, for example, in the form of free or 
subsidized health and education services or tax
allowances and cash benefits for children in a modern
welfare state. Similarly the collectivity may have an
interest beyond the individual in the size of coming
generations as contributors to the pension scheme or
as home-grown members of the labor force or military
recruits. As such, they bring benefits to other citizens
besides their parents, particularly those with no chil-
dren of their own, and particularly where immigrants
would not be satisfactory substitutes. In countries
where fertility is considered too high, this could be
because the public sector is bearing more of the 
costs than the private decision-makers (e.g., in the
Caribbean departments of France) and/or because
people beyond the family have to bear adverse conse-
quences of congestion, competition for scarce jobs or
resources. Such spillover consequences for others than
the decision-maker are technically known as externali-
ties and constitute a reason why one might want public
authorities to intervene in private decision making.
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The effectiveness of public policy to change population
trends is discussed in subsequent sections of this
chapter.

III. A SOCIOLOGICAL VIEW

A sociologic perspective considers the context of
social organization, cultural norms and the sanctions
by which societies have attempted to regulate repro-
ductive behavior. Culture, religion, and ideational
change mediate the economic influences on fertility,
and offer normative constraints on behavior.

Cultural sanctions on reproductive behavior are 
the meanings organized and shared by groups that
emphasize criteria of right and wrong (Kreager,
quoted in Kertzer, 1995). Ideology, custom and culture
also reinforce the authority structure within the
family—between parents and children and between
men and women. The importance given in most soci-
eties to the regulation of sexuality and marriage and
to family and kinship systems, which determine and
are the result of reproductive behavior, is evidence that
fertility processes are a central concern of cultural
systems and social organization (Kertzer, 1995).

Fertility behavior is influenced by both sacred and
secular values. The first statement of demographic tran-
sition theory by Notestein (1945) suggests that religious
values and the moral codes predominant among pre-
transition societies are important in keeping fertility
high. With the movement toward a secular society,
brought about as by modernization, the taboos sur-
rounding deliberate control of fertility break down,
bringing on the transition to low fertility.

In this view, all aspects of life are integrated in tra-
ditional societies; family life, economics, and politics
are all governed by religious norms. With the coming
of modern industrial forms of economic organization,
these aspects of social organization become differ-
entiated, and individuals are freed from the all-
encompassing constraints of the dominant value
system. They gain more freedom to choose different
values and beliefs, particularly those related to family
life. The process of modernization and the develop-
ment of capitalism in Europe were believed to be
accompanied by a move toward secular individualism.
Traditional religious ideas gave way to self-expression,
in turn affecting the individual expression of sexuality
and family values. Parenthood was no longer a domi-
nant moral obligation dictated by religious or social
values (Simons, 1986). Lesthaeghe (1983) has sug-
gested that this emergence of individual autonomy in
European cultures led to behavioral patterns oriented

toward the welfare of nuclear households rather than
toward larger kinship groups. As individuals per-
ceived themselves to be more self-reliant, changes in
family formation, dissolution, and reproduction took
place. These changes, he suggests, involved an
increased orientation toward child welfare, and this
pattern contributed to reinforcing greater independ-
ence from the family itself, as economic production
shifted from familial to nonfamilial modes.

The sociological view of fertility focuses attention
on how particular forms of cultural and social organi-
zation lead to norms and values that influence when 
and how childbearing takes place. One well-known
example of such social norms is those found in parts
of West Africa, which regulate when sexual relations
may begin following a birth. Such culturally pre-
scribed practices may have arisen to protect the new
infant from the competition of a sibling whose birth
follows too closely and interrupts breast-feeding,
which can lead to malnutrition and ill health or death.
Although traditional values dictate abstinence until
the child is weaned or walking, these norms may break
down with the influx of new ideas or values, such as
those accompanying the spread of Islam or the increas-
ing influence of the West. Islam proscribed sexual rela-
tions for a 40-day period, much shorter than the
traditional norms. With the advent of modern tech-
nologies, however, women are able to maintain the
prescribed spacing of their births, while resuming
sexual relations with their husbands, who may use the
new norms to justify their own pressure to resume
relations (Bledsoe et al., 1993).

Religious values may be upheld only among small
groups, who are able to maintain fertility norms quite
distinctive from the society in which they function.
One such group is the Hutterites, an Anabaptist reli-
gious sect living on the American Great Plains, whose
religious principles prohibit contraception and lead to
a completed family size of almost 10, a much higher
level of fertility than of the surrounding society.
Secular society will tolerate nonconformist fertility
behavior as long as it remains the choice of a minority
and does not threaten to destroy the legitimacy of the
prevailing norms and values (Simons, 1982).

Chamie (1981) studied religious differentials in fer-
tility among Lebanese women, and found that non-
Catholic Christians had higher fertility than Catholics
and both groups had lower fertility than Muslims.
However, he also found substantial differences among
the different Muslim groups, fertility highest among
Shia women, slightly lower among Sunni Muslim
women, and among the Druze somewhere between
that of Catholics and non-Catholics. It seems it is not
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religious norms and values, per se, that lead to these
differences, but other norms shared by different reli-
gious groups. Such would fit with Folbre’s view that
group membership helps to determine reproductive
behavior. In some cases these pro-natal norms are
strengthened by the minority status of the group,
feeling the need to keep up their numbers in a some-
what hostile environment. Such an explanation has
been offered for the relatively high fertility of Muslims
in India and Walloons in Belgium.

There is also heterogeneity in the fertility of Israeli
Jews, dependent not on ethnicity, but on the religiosity
of certain groups (Friedlander and Feldmann, 1993). In
Israel, a modern developed society by most standards,
the fertility rate of around 2.8 births per woman is still
well above most European countries. This national
average disguises large differences in fertility between
religious groups. The total fertility rate (TFR) is 4.5
among all religious Jews in Israel, while ultra-
Orthodox Jews have very high fertility, a TFR of 7.5.
This group of highly religious Jews shuns the values
of the outside world, while sharing group norms that
lead to early marriage and very high fertility. However,
their high fertility does not entail extra cost to parents
because family arrangements are such that younger
children are looked after while women work and men
spend their time in religious study.

Although rejecting the values of the outside world,
this pattern of childbearing and rearing is supported by
the wider society. The success of these pronatalist reli-
gious values is due in part to arrangements in the wider
society, which provides economic supplements such as
child allowances and housing assistance, and contribu-
tions from external religious groups, their own institu-
tions and the government. In this case, it appears that
the pressure on individuals to conform to religious
sanctions and fertility norms is powerful, and as the
size of this community increases, their family-building
pattern could result in increased political power.

The historic evidence from the European Fertility
Project (Coale and Watkins, 1986) exposed the short-
comings of Notestein’s classic theory of demographic
transition. This relied heavily on modernization and
changes in the mode of production to explain fertility
change. This project suggested that fertility was 
most strongly related to cultural boundaries, defined
by language, ethnicity, or geography. Cleland and 
Wilson (1987) synthesized this historic evidence and
contemporary findings of the World Fertility Survey
program, conducted in less-developed countries
around 1975. Their findings counter the economic
view of fertility behavior as the product of rational
decision-making. They present evidence that fertility

decline was related less to socioeconomic factors than
to social variables and that the diffusion of new ideas
about the acceptability of modern birth control was its
main determinant. The formation of the nation state in
the process of modernization creates another mecha-
nism for direct and indirect influence on reproduction,
at macro- and microlevels (see Casterline, 1989 and
subsequent sections).

Many attempts to explain demographic processes,
including fertility behavior, have been post-hoc expla-
nations for observed changes, mostly driven by the
types of data conventionally collected in surveys
(McNicoll, 1980). Lacking a theoretical perspective,
these explanations have yielded a puzzling array of
possible factors and configurations that may lead to
reproductive change. McNicoll elaborates what has
been called an institutional theory of fertility change.
Unlike ideational theories, this allows some role for the
vastly differing contexts, both historic and current, in
which communication about fertility takes place. He
argues that institutions rooted in the history of each
society give rise to local patterns of social organization:
the family and local community; law, and the local
dimension of public administration; stratification and
opportunities for mobility; the labour market; and
state-individual relations. These institutional endow-
ments, as well as the transactions individuals make in
adapting their hopes and expectations about the future to
the institutional constraints, together trace the path a
particular society takes to fertility decline (McNicoll,
1994). Individuals are not merely passive receptors of
social norms, but actively try to re-negotiate the insti-
tutional constraints in their own interest. Such a theory
attempts, as Greenhalgh (1995) puts it, to situate fertil-
ity in its cultural, political, and economic context. Such
an approach provides the possibility of testing
hypotheses about how particular aspects of social
organization translate into microlevel reproductive
behavior, providing a role for individual action in
shaping reproductive outcomes. Folbre (1994) would
add collective action by interest groups to the script.
Writers concerned with the influence of social values
on fertility include Lesthaeghe and Surkyn (1988), who
cite the demonstration by Simons (1982) that the baby
boom and bust of 1945 to 1985 in England and Wales
was foreshadowed by an indicator of religious adher-
ence (Easter Day Communicants). Preston (1986) also
believes that value changes play an important role in
fertility trends, although he feels they can ultimately
be traced back to an economic rationality.

Even in societies that have not yet undergone a fer-
tility decline, people are not merely passive acceptors
of normative constraints. Recent evidence from West
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Africa suggests that individuals tinker with social
norms regarding the spacing of births (Bledsoe et al.,
1993). However, in West Africa cultural norms do not
include the idea of stopping after a preferred family size
has been reached. This suggests that although the
means of fertility regulation are well known, it is
changes in ideas regarding the acceptability or desir-
ability of family limitation within marriage that leads
to the stopping behavior characteristic of significant fer-
tility declines.

The social construction of the family differs across cul-
tures and may explain why fertility has not declined
in some regions, even those where development is far
advanced. Cleland and Wilson found that sub-Saharan
African and Middle Eastern societies differ from other
regions in fertility preferences. Socioeconomic differ-
ences in fertility preferences in these regions are more
pronounced than divergences in fertility itself.

The social organization of the household—itself an
outcome of cultural forces that lead to different config-
urations of household structure—influences marriage
timing and the ability of the household to support
dependents. Because these seem bound up with fertil-
ity differences, a key question, then, becomes, “What
determines family systems?” In much of sub-Saharan
Africa, the boundary of the family extends to a large
kin or lineage group, which makes it more likely that
the larger group to which individuals owe allegiance
will retain much control over fertility behavior. Prac-
tices such as child fosterage, arrangements where 
the extended family provides child care, and state 
provision for education, “break[s] down household
economic boundaries and spread[s] the impact of
additional children on family resources across a wider
kin network” (Lloyd, 1994, p. 11–12). Such institutional
supports to high fertility may prevent the spread of the
small family norm in these regions.

The family mode of organization framework hypothe-
sizes that the extent to which the family organizes indi-
vidual members’ activities plays a role in fertility
change (Axinn et al., 1992). This can occur in two ways.
Fertility change may be caused by a changing demand
for children as a result of desiring to maximize the
outcome of the new, nonfamily organization of activi-
ties (structural economic change) or may be due to
ideational change, a result of the diffusion of new ideas
and fertility goals through alteration of the group
(nonfamily) with whom family members have contact.
In this way, this approach attempts to connect
macrolevel social change to individual-level fertility
decisions and behavior. This seems a promising way
to approach a test of the rival economic and sociologic
theories of fertility change, but there is still scant evi-
dence on which to judge these hypotheses.

IV. QUESTIONS ABOUT 
FERTILITY AND SOCIETY

This section looks at some of the answers, and con-
troversies, that social scientists have offered to certain
questions. Answers are summarized at the end of each
section.

1. Why Does Fertility Decline 
with Development?

One of the greatest paradoxes facing the demand
approach to fertility is to reconcile the historic (at least)
association of fertility decline with economic develop-
ment. In the economist’s view, the latter increases the
resources available to potential parents. If their deci-
sion making resembles that of a consumer demanding
a normal good (i.e., one for which demand increases as
income increases), one might expect economic growth
to raise the demand for progeny.

One interpretation is that positive income effects 
are outweighed by increasing costs of parenthood as
economies develop. There are higher standards of con-
sumption to be provided, fewer opportunities for child
labor, and increasing investment in education and
training required by an increasingly sophisticated
economy.

Just as economic growth involves the accumulation
of physical capital, it also requires increasing stan-
dards of skill and sophistication among the workers.
New home economics appeals to its distinction
between child quality and child quantity in this
context. Economic development offers improved
opportunities for investing in child quality (better sur-
vival, better schools, better employment prospects).
This encourages parents to invest more resources per
child than they would have done at a lower level of
income and, given the right assumptions about rela-
tive income elasticities, to substitute quality for quan-
tity. They cut family size to raise the quality of life for
each child in the smaller family. This resembles propo-
sitions reached independently by evolutionary biolo-
gists. Although the detailed apparatus of this theory is
difficult to prove or disprove, it is consistent with
much historic experience. Fertility decline is associated
with improvement of child health and the spread of
schooling (investment in human resources) and with
accounts of the prospective cost of education as being
a motive for controlling fertility (Crook, 1997).

Other ways in which economic development may
reduce the demand for children could be pressure of
space in urbanization; competing employment oppor-
tunities for women, as the home and the workplace
become separate; and the reduced risks in the eco-
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nomic environment against which a large family may
be viewed as insurance. Women’s employment and
insurance are discussed in subsequent paragraphs. 

The classic demographic transition theory was
based on the idea that differences in fertility are rooted
in economic structures. Traditional peasant economies
are organized along familial lines, whereas capitalist
economies are not. With increasing industrialization
comes disintegration in the familial mode of produc-
tion and the pronatalist structures it engenders. As
industrialization spreads, economic modernization is
accompanied by the diffusion of the small nuclear
family norm. As we have seen, the findings of the
Princeton European Fertility Project did not support
the classic view of fertility transition. Change spread
to all social groups too quickly to reflect real changes
in structural economic conditions. A threshold was
apparent: when fertility declined by 10%, it tended to
proceed quickly to low levels (Watkins, 1986). 
The timing of fertility change seemed to follow 
cultural boundaries and to be associated with indica-
tors of social development, such as education or liter-
acy, rather than with economic development (Cleland
and Wilson, 1987; Brass and Kabir, 1982), and its pace
was closely associated with a shift from fundamental-
ist to secular world views (Lesthaeghe and Wilson,
1986).

Cleland and Wilson (1987) argue that the funda-
mental force behind fertility decline is not the chang-
ing balance of costs and benefits of childbearing, but a
change in ideas and norms, acting independently of
the level of economic development. They suggest that
“the fundamental forces of change operate at the soci-
etal level” (p. 24), not at the microlevel of individual
decision making. Differences between high- and low-
fertility groups in the World Fertility Survey are not to
be found in their reported preferences for children, but
in couples’ willingness or ability to regulate their fer-
tility in accord with these preferences.

Fertility transitions, both historic and modern, are
predominantly driven by stopping behavior. After a
specified number of children, couples adopt birth
control or otherwise limit the size of their families. One
suggestion is that modernization (by this we mean the
shift in economies driven by technological advances
that result in increased output) brings about a spread
of new ideas, a change in mentality, from a belief that
family size is a result of chance to a clear notion of
what family size ought to be, in van de Walle’s phrase
numeracy about family size. Means of regulating fertility
are known in most societies, but “any contraceptive
technique is probably most effective after the couple
has reached the number of children they do not want
to exceed” (van de Walle, 1992, p. 501).

How these new ideas arise and why new norms
develop are still unanswered questions. Cleland and
Wilson (1987) argue that the growth in human mastery
over nature and widespread mortality decline has facil-
itated the spread of fertility control by undermining the
reproductive imperative. Once the latent desire for lower
fertility appears, it is the spread of knowledge regard-
ing effective means of birth control that eliminates
excess or unwanted births.

Development is likely to facilitate the spread of
knowledge. Development is also likely to induce the
latent desire for lower fertility, particularly if it is of a
broad-based, rather than trickle-down nature. But eco-
nomic development cannot be claimed as a necessary
and sufficient condition for fertility decline as implied
in the Best Contraceptive slogan.

Finally, the explanations of the link from develop-
ment to fertility decline are multiple and not mutually
exclusive: reduced benefits; increased costs; demand
for quality; improved contraceptive technology or
delivery; changed perceptions of what behavior is
advantageous, appropriate, or even thinkable. These
could act singly or jointly. What operates in any par-
ticular situation does not necessarily apply in others.
Just as economic development cannot be simply repli-
cated from one country to another, the course of demo-
graphic development can follow diverse paths,
reflecting local features of both social and economic
structures, and drawing on the technology and expe-
rience of those who have gone before.

2. Can Fertility Decline in 
Poor Countries?

A closely related debate is whether fertility decline
is possible without economic development. The view
that it is not, or at least not likely, goes back at least as
far as the Bucharest Population Conference of 1974,
when the slogan was coined, “Development is the Best
Contraceptive.” This echoes classic demographic tran-
sition theory that social and economic development is
its prime cause. Development reduces dependence on
children or raises the cost of rearing them. Thomas
(1991) restated this slogan. He argues that programs
offering the means of fertility control will find more
willing takers if accompanied by measures to reduce
the risks or provide alternative sources of insurance to
poor parents.

In poor societies, the need for child labor, either for
wages or in family enterprise, is one source of the
demand for children. Insurance against risk in old age
or in times of crisis, which children can provide, is
another (Cain, 1982). One source of security, available
to some, is land holding, but any impact this may have
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on the need for a large family through greater security
may be offset by a demand for child labour. (For further
discussion of old age security see subsequent sections.)

In the joint-family systems of much of Asia, old-age
support is a family concern (Cain and McNicoll, 1987).
Sons bear the primary responsibility for care of elderly
parents, leading to a demand for sons, and a good
probability that at least one will survive to support his
parents in old age. Considerations of security, there-
fore, can outweigh the cost-benefit accounting, which
might precede the decision not to have another child
(Cassen, 1978).

Furthermore, the high mortality levels usually
prevalent in the poorest societies may lead to more
births in order to replace children who die to ensure
that at least some children, especially sons, survive to
adulthood. In poor societies, where education levels
are low, the costs of raising children may be exceeded
by the benefits those children will bring when they
reach the age at which they are net contributors to the
family income. For a number of reasons, therefore,
when parental income is low, the emphasis is on child
quantity rather than quality.

Nevertheless, traditions of filial support may be
compatible with low fertility (Cleland, 1993; Weinstein
et al., 1990). Examining fertility decline in Bangladesh,
a range of factors thought to reduce demand for chil-
dren were reviewed (Cleland et al., 1994). No signifi-
cant changes in school enrollment, the value of
children’s labour, social security benefits from the
state, female participation in the labor force, or
improvements in the educational or social status of
women were found. Conversely, some argue that 
economic reversals can induce fertility decline. For
example, increasing landlessness could drive families
from agriculture to the service and sales sector, 
where fewer children are needed to supply labor 
and costs of raising them increase. The Bangladesh
study detected no significant deterioration in the
economy to an extent that might decrease demand for
children. Despite the evidence that factors affecting
demand for children had not changed, fertility began
to fall in the late 1970s, accelerating in the mid 1980s,
reaching the level of about 4.5 children per woman by
1990. The authors suggest that the long-term decline 
in child mortality in Bangladesh led to a greater 
willingness to adopt innovative behavior. All that 
was necessary was access to the means of fertility
control, provided by a strong government family
planning program, which effectively removed barriers
to use of contraceptives by delivering advice and sup-
plies at the doorstep. Despite the evidence that
demand for family planning was low before the initi-

ation of the national program, its comprehensiveness
appears to have maximized the spread of new behav-
ior and sustained it.

These conclusions may be compared with those of
Dow et al. (1994) for Kenya. Here too, the resurgence
of a family planning program accompanies fertility
decline, but a deterioration of economic conditions 
is judged to have triggered the motivation to seek 
its services. However, identifiable transfers (that is,
support) to the elder generation did not appear to have
changed.

In yet another context, Martine (1996) examined the
fertility decline over a period of intense social change
and deep recession in Brazil. Total fertility fell dra-
matically and very quickly from an average of six
births per woman in the early 1960s to 2.5 births per
woman in the mid 1990s. This was achieved primarily
through high rates of abortion and sterilization.
Martine traces increased motivation for fertility regu-
lation to institutional changes in health and social
security. The expansion of health services served to
legitimize the use of birth control, even in the face of
strong church opposition, and increased the level 
of knowledge about, and access to, effective means of
regulating fertility. Government-sponsored attempts
to modernize also accelerated rural–urban migration,
and increased interest in consumer goods, which in
turn increased the costs of childrearing. Mass media
are also given credit for promoting consumption and
eroding traditional ideas about male authority. Cover-
age of the social security system was expanded and a
guaranteed income in old age established. This shifted
responsibility for the elderly from the family to the
state, and despite deliberate pronatalist elements of the
social security system, such as child allowances, the
impact of the system was in fact antinatalist. Changes
in government policies played an unintended role in
Brazil’s fertility decline.

Martine (1996) places less weight than others on the
argument that Brazil’s economic difficulties lessened
demand for children (Carvalho et al., 1981). Rather, his
evidence suggests that a constellation of factors—
structural and ideational—are at the heart of the sus-
tained transition. The aggregate analysis is persuasive,
but does not directly connect these changes in the
larger society to mechanisms at the individual level.
Can diffusion of new ideas be linked directly to
changes in individual behavior?

To put it briefly, fertility has declined in poor coun-
tries and poor communities. This is not necessarily as
a result of poverty. Ideational and structural factors
short circuit any iron link between development and
fertility decline.
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3. Women’s Education: Materialist or
Ideational Influence?

One oft-cited benefit of development is the
increased access to educational opportunities that may
accompany changes in the demands of the labour
market. How increased access to education affects the
status of women in general, and their fertility, is a
major concern of policy makers today.

It is well known that, for a number of reasons, edu-
cated women are more successful than their unedu-
cated sisters in bearing and rearing healthy children.
They are thus less likely to bear more children than
their family size goals (see Cochrane, 1979 and
Cleland, 1986, for evidence on maternal education and
fertility; Cleland and van Ginneken, 1988 for a review
of the evidence regarding child survival). The strong
and nearly universal link between female education
and fertility decline has provided further evidence on
how and why reproductive change occurs. It suggests
that the effects of education are both material and
ideational in nature.

Education can indirectly influence fertility through
several pathways: by affecting supply factors, the
demand for children, and the costs of control. The
mechanisms through which it works are unclear,
partly because in some circumstances very small
amounts of school attendance—just a few years—are
sufficient to observe an effect. Given the unequal and
very uncertain quality of education widely available in
many societies, this effect can hardly be due to actual
knowledge imparted and makes it unlikely that 
strikingly different attitudes toward the world are
imparted and absorbed by girls in so short a time.
Some have proposed that besides exerting a powerful
independent effect on fertility, education (or schooling)
may act to change reproductive behavior by increas-
ing a woman’s autonomy (her ability or freedom 
to make decisions about her own fertility) (see 
Basu, 1996, for a detailed exposition of these issues).
Moreover, the relationship may partly reflect selectivity
especially where the general education level is 
low. That is, educated women are more likely to come
from families of higher status or wealth, who want 
to educate their daughters and also may impart an 
orientation to lower fertility. This confounds the 
relationship between fertility and education (Sathar,
1996). We now look at the evidence for all of these 
relationships.

Jeejebhoy (1995) provides us with an extensive
review of evidence on the matter from demographic
surveys. Education can influence the supply factors by
breaking down traditional norms about breast-feeding

and postpartum abstinence. Even a little education
shortens the duration of breast-feeding. Breast-feeding
may be incompatible with the employment educated
women seek. They are also more likely to be aware of
and able to afford alternatives to breast milk. As edu-
cation increases, postpartum abstinence decreases, and
this is thought to be due to a greater intimacy between
husbands and educated wives. These education effects
raise fertility, unless countered by effective birth
control.

On the other hand, education raises the age at which
a woman marries (Appleton, 1996), reducing the
length of her reproductive life. The reasons are many:
Educated women have a greater role in decisions
about whom and when they marry; they are likely to
have greater control over resources due to employ-
ment before marriage; and, in some settings, they are
less marriageable than uneducated women (Jeejebhoy,
1995). However, postponement of marriage may
simply be followed by couples catching up to those
marrying earlier by increasing the pace of subsequent
childbearing (Sathar, 1996).

Women’s education, at least beyond a few years of
schooling, can also reduce the number of desired chil-
dren. Economic explanations emphasize the increased
costs of an educated mother’s time and increased
rationality of decisions about family size and desired
sex composition. When the education of women
becomes widespread, the value of their labor increases.
They become more active in the labor force, and more
economically independent. This in turn can reduce the
felt need for male children, either as labor or as secu-
rity in old age (Cochrane, 1979).

Women’s education can also reduce the obstacles to
contraception, lessening the psychosocial costs. There
is a direct relationship between education and the
practice of contraception, due in part, perhaps, to more
frequent interactions with the outside world (Basu,
1992). Thus, educated women are also more likely to
know about birth control and to have better access to
effective methods because they have more experience
in dealing with the world beyond the household. In
this sense, education may work by facilitating the
spread of knowledge about reproduction.

Another mechanism proposed is that education
increases a woman’s status and autonomy, giving her
more control over her own fertility and affecting her
motivation to bear children. There is a good deal of evi-
dence that a higher threshold level of education must
be reached in highly stratified societies than in egali-
tarian ones before fertility starts to decline (Jejeebhoy,
1995). This may be especially true where gender strat-
ification is strong, because it limits the domains over
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which educated women can make decisions and deter-
mines the amount of education necessary before they
are taken independently. The social context also con-
ditions the relationship between education and a
woman’s motives to bear children. Where her oppor-
tunities are greater, she may gain status in other ways
than by bearing sons, and may need to depend on
them less for security in old age. In gender-stratified
societies, more education is necessary before women
are confident of their own economic and social status
to revise their fertility goals (Jeejebhoy, 1995). It may
be that the education–fertility link is strongest where
education actually can be translated into employment.

Education may also help to increase a woman’s
autonomy over her own body, including her right to
refuse sex (Orobuyloye, 1995). It may also lead to
increased husband–wife communication regarding
fertility decisions and use of contraception. Evidence
from Africa suggests that educated women are more
likely to be in agreement with their spouse’s fertility
preferences than uneducated women (Bankole and
Olalaye, 1995), but this does not always result in lower
fertility. In Kenya and Ghana, for example, men and
women share a common goal of high fertility.

Educated women are more likely to marry men who
are also educated, and although women’s education is
a consistently stronger predictor of fertility than their
husband’s education, his role in shaping fertility
behavior is clearly pertinent. Husbands’ roles in
family-building strategies and decisions are important,
but the meager evidence available does not reveal any
consistent associations between husband and wife
preferences and other factors (Mason and Taj, 1987).
Basu points out that both men’s and women’s fertility
preferences are likely to be affected by the position of
women in society, so that for example, if women are
denied a place in the labor market, both husband and
wife should want more sons. This may extend to the
other actors in the household who influence family-
building strategies, such as mothers-in-law (Basu,
1992). Others have suggested that a husband’s non-
family experiences (such as changes in residence, and
work and leisure activities outside the family) have a
positive effect on contraceptive use (Axinn, 1992).
Opportunities for work and residence outside the
family may depend to some extent on the husband’s
educational attainment. If research designs exclude
men, important mechanisms involved in behavior
change may be missed.

Jeejebhoy’s extensive review of education-fertility
linkages concludes that in societies with strong gender
stratification, the most powerful effects of education
are to reduce traditional inhibitions on the supply
factors—to raise fertility. Only in more egalitarian set-

tings do the fertility-inhibiting effects of education—
on marriage age, family-size preferences and use of
contraception—counterbalance or exceed these. This
may explain why the relationship between education
and fertility is less clearcut than the relationship
between education and contraceptive practice. In 
some settings contraception may be initiated only after
unwanted births have already occurred. Jeejebhoy
(1995) argues that this may be the case where women
achieve the power to make reproductive decisions
rather late in their married lives, when desired family
size has already been exceeded, rather than earlier in
their life course.

In highly gender-stratified societies, religion and
patriarchal kinship structures shape marriage prac-
tices and female economic roles and sometimes make
them seem impervious to education, or at least resist-
ant to its effects. Cultural systems and social organi-
zation that strongly influence reproductive behavior
often have their roots in the predominant economic
structures and modes of production, at least histori-
cally. For example, higher levels of literacy and
employment among South Indian women do not
explain observed differences in female autonomy—
and fertility—between North and South India, which
have deeper historic roots (Basu, 1992).

This may be one reason why community context—
community-level effects—seems to operate when we
look at the relationship between fertility change and
education. Generally speaking, high societal levels of
education are strongly correlated with low fertility at
the aggregate level (Cleland and Jeejebhoy, 1996).
However, the overall level of education in a society can
exert a powerful effect on its own to influence the fer-
tility behavior of individuals regardless of their edu-
cational attainment. Cleland and Jeejebhoy show that,
in the Indian states of Kerala and Tamil Nadu, where
literacy rates are high, fertility at the individual level
is inversely related to years of schooling. Both states
have much lower total fertility than the low-literacy
states of Uttar Pradesh and Bihar. In the latter,
however, there is no consistent relationship between a
wife’s education and fertility at the individual level.
The contextual effect of education exerts a strong
influence on fertility behavior that is independent of
its individual effect.

A striking example of how contextual factors may
change is illustrated in a study examining education
and fertility decline in two Chinese provinces 
(Freedman et al., 1988). Early in the shift from moder-
ate to low levels of fertility in both provinces the edu-
cational level of the production brigade had an effect
on fertility that was independent of the effect of an
individual woman’s educational attainment. In rural
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areas, fertility of women at each level of education
increased steadily with the proportion of the local pop-
ulation that was illiterate, and where the proportion
illiterate was as high as 40%, the effect of individual
educational level was inconsistent (as seen in Uttar
Pradesh and Bihar).

Following large-scale campaigns and intensive
family planning program effort, these local (contex-
tual) differences were leveled, and the overall level of
literacy in the area was no longer consistently related to
the level of fertility. Moreover, the effect of education at
the individual level also disappeared very shortly after
inception of the government program. Where the gov-
ernment family planning program was strong, knowl-
edge and supplies quickly became available to
everyone in the area, and social differentials in fertility
disappeared (Riley and Gardner, 1997). Government
policies seem to have the power to diminish educa-
tional differences in contraceptive use and fertility.

LeVine et al. (1991), tried to investigate what
processes at the individual level that lead to lower 
fertility might be affected by increased education.
Their study in two Mexican communities found that
mothers with more education used child health and
family planning services more frequently than less-
educated mothers. Both factors increased child sur-
vival and lowered fertility, but some intervening
processes were found that provide clues to how
increased schooling may translate into changes in 
fertility.

Using in-depth interviews and observation, they
found that in contrast to less-educated women, more
schooling led women to aspire to higher status for
themselves. They were more likely to report making
major household decisions jointly with their husbands.
Educated women also spent more time talking to their
infants and were more responsive to them than uned-
ucated women. Such behavior has long-term effects on
an infant’s cognitive development. They expressed
higher occupational aspirations for their children,
while reportedly expecting less help from their chil-
dren in old age. These findings confirm that schooling
influences the attitudes of individuals, and also points
to the effect education appears to have in increasing
parental investment in a child’s human capital or
quality, directly raising the costs of children by
demanding more of a mother’s time. Whether new fer-
tility preferences and practices preceded and pro-
moted these educational differences in attitudes and
behavior or resulted from them cannot be deduced,
but this study is evidence of schooling’s wide-ranging
effects.

Finally, there are multiple mechanisms by which
increased female education affects fertility behavior,

and good evidence that its influence is both material-
ist and ideational in nature.

4. Is Childbearing for Old Age Security?

Caldwell’s theory of the fertility transition is an
elegant synthesis of material and social forces (Cald-
well, 1982). In the process of development, not only
does fertility decline but there is also an associated
reversal of intergenerational wealth flows. In the high-
fertility society, the elders are in control and draw eco-
nomic support from their adult offspring. This creates
a motive for high fertility, or at least an obstacle to the
adoption of family limitation. The more surviving 
children, the more secure will be those parents who
survive into old age. Those with few or no surviving
children will be endangered themselves. In the course
of development, children become a less reliable source
of support; the gerontocracy weakens, especially as the
younger generation gains skills and becomes more
mobile. Even without enforcement problems, alterna-
tive sources of security become more attractive: phys-
ical assets, purchased insurance, the capital market
and related institutions like credit unions or friendly
societies, and, eventually, social insurance pensions
providing old age security through the state. Caldwell
notes that the transition does not just involve the ces-
sation of wealth flows from younger to older genera-
tions, but a reversal. Parents invest more resources in
the human capital of their offspring, and bequeath to
the next generation whatever has not already been
used up.

There is conflicting evidence on whether the wealth
flows are always in the directions Caldwell posits (e.g.,
Dow et al., 1994). In rich counties there are gross flows
in both directions, and mutual dependence, in some
cases of the elderly and the middle-aged (Thane, 1989).
In some poor settings, fieldwork among primitive
groups in South America suggests children do not con-
tribute more than they consume and points to other
motivations or drives to reproduce (Kaplan, 1994).

People may still want to call on family members to
provide physical care, companionship, or emotional
support in old age, and in some cultures it is impor-
tant to know that a descendant will be on hand to lead
one’s funeral rites. In India, it has traditionally been
important for a son to survive to perform this fun-
ction, but isolated, although significant, incidents 
have recently been reported of daughters taking this
responsibility (P. Visaria, personal communication).

In more developed societies, with increased life
expectancy, the issue of old age dependency gains
salience over that of who takes care of the funeral. The
establishment of collective institutions for the material
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support of the elderly in developed countries removes
one reason for having children. Cigno (1991) points out
that there must be other reasons keeping childbearing
going at all. He also points to the irony that the pay-
as-you-go pension systems, mostly established when
the elderly were relatively less numerous than they are
becoming, are facing severe difficulties because of the
declining size of the contributing generations. If their
existence is deterring childbearing, pension schemes
can be said to contain the seeds of their own destruc-
tion. One may not need to have children to provide a
private source of income in old age, but someone has
to rear the next generation of contributors to the
pension scheme. This externality has led to the sug-
gestion that pension entitlements should be relinked,
positively to the number of offspring produced
(Demeny, 1987; Vallin, 1992).

At present, a large class of prolific pensioners are
actually penalized in the cash support they can expect.
Most state (and all private) pensions are positively
related to the earnings. Women who have raised chil-
dren often forgo at least some of their earnings during
their labor force years, which tend to be reflected 
in lower pension (Joshi and Davies, 1994). Thus the
opportunity costs of childbearing are carried on into
old age, reinforcing low fertility and further under-
mining the long-term viability of the pension scheme.
In the short term, elder dependents and child depend-
ents appear to be in competition for the resources
available. In the longer term, investment in the young
is still essential to ensure resources for the old
(Qvortrup, 1994).

Developed economies have many institutions other
than parenthood to secure income and services for the
aged. Less-developed societies have hitherto had rela-
tively few aged people to support and these have not
necessarily been dependent on their own offspring.
The empirical importance of the old age security
motive for childbearing has been inconclusively
debated. Old age security is still a reason for repro-
duction in aging societies, but one that is more likely
to be acted on collectively than individually.

5. What Makes Fertility Fluctuate in 
Rich Countries?

Has the fertility transition finished? Have the devel-
oped countries with their high-quality population,
their highly developed state and market institutions,
and their high levels of birth control technology
reached a new low-fertility equilibrium? Will decline
continue to be sustained below replacement and
beyond or is it the nature of reproductive behavior in
advanced societies to fluctuate?

Richard Easterlin’s famous hypothesis is that in
mature and stable posttransitional society, fertility
would have a tendency to fluctuate, sometimes below,
sometimes above replacement. As spelled out in his
popular book, Birth and Fortune, the central mechanism
is relative generation size and its influence on aspira-
tions relative to earnings (Easterlin, 1980). Members of
small cohorts would reap advantages in education and
the labour market; young adults would find life rela-
tively easy, so that their aspirations for living stan-
dards would be attained sooner, and permit the
forming of larger families than generations who were
more numerous relative to their predecessors. A key
link in the chain is the assumption that standards are
set by those the cohort enjoyed during their upbring-
ing. This relative income hypothesis is an example of how
preferences are determined within the system (endoge-
nous). Easterlin argues that relative generation size
determines a number of other series, from wives’
labour force participation, to divorce, suicide, and
crime. The evidence that relative generation size
affects earnings is mixed (Wright, 1991). The evidence
that a small generation became the parents of a baby
boom is strongest for just one cycle in the United States
and perhaps Australia, Canada (Wright, 1989), and
France (Leridon, 1978; Chenais, 1983). Ermisch (1988)
did find a modest contribution of relative generation
size, among other variables, to his analysis of parity-
specific birth rates in England and Wales between 1952
and 1985.

The prediction of self-perpetuating swings has not
been borne out. By the 1990s, the children of the 1960
to 1970s baby bust should have been generating a new
boom, but fertility in the United States has only moved
from around 1.8 in the 1980s to around replacement
(2.1) in 1990 to 1992 (Monnier and Guibert-Lantoine,
1995). Perhaps the conditions of economic stability on
which the hypothesis was founded have not held out
or perhaps the model never really worked.

A rival model, which also predicts fluctuating fer-
tility in advanced economies, was proposed by Butz
and Ward (1979) building on the microeconomic
Chicago school model of Willis (1973). Their prediction
was, contrary to Easterlin’s, that fluctuations in fertil-
ity would be counter-cyclical: more births in hard times
than times of prosperity. Their reasoning was based on
the growing proportion of wives in the labour force,
for whom increased wages would mean substitution
away from childbearing. As the proportion of two-
earner couples increased, presumed positive income
effects of men’s wages would be outweighed by the
negative effect of rises in women’s wages. The
upswing of the 1950s baby boom would fit with a
regime where income effects dominated. The end of
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the boom would be triggered by sufficient two-earner
couples confronting a continued wage growth. The
model was fitted to data for 1948 to 1956 and success-
fully predicted 1957 to 1975, but its fit to the earlier part
of the century or to subsequent years is questionable
(Olsen, 1994). Given continued rise in women’s labour
force participation, we should expect continued
decline in fertility into the 1990s, but as we have seen,
such a trend has reached a plateau (in most other
advanced countries except Southern and Eastern
Europe and Japan).

One reason for the failure of these models to find
confirmation in statistical data may be the annoying
habit of history not to stand still long enough for a
cyclic process to display any regularity. Another view,
perhaps another way of saying the same thing, is 
that there are other factors to be taken into account.
These include the policies adopted by governments
(described in subsequent sections), the growing com-
patibility of motherhood and employment, particu-
larly via the purchase of child care, the growing
instability of marriage, the dissociation of fertility from
marriage, and a climate of uncertainty and global inse-
curity (Ermisch, 1990, Olsen, 1994). Most of these
factors point to continued low fertility, if not continu-
ing flight from parenthood. Hobcraft and Kiernan (1995)
see “little prospect of a resurgence of parenthood”
without the help of “biological and social pressure to
reproduce.”

A word is necessary about the role of contraceptive
innovation in accounting for fluctuations in fertility in
industrial countries. In particular it is very widely
believed the introduction of the contraceptive pill
brought about the 1960s baby bust, and that periodic
scares about the health hazard of the pill bring about
blips in the birth rate as users rush away from that type
of birth control without substituting another. Murphy
(1993) argues that changing attitudes to the contracep-
tive pill are a major element in short-term fluctuations
in British fertility. In the work by De Cooman et al.
(1987), evidence of pill scares was not abundant, but
one year did show a slight excess of births, otherwise
unexplained. An alert about the health effects of some
types of pill in October 1995 was followed by a modest
rise in both abortions and maternities in England and
Wales (Wood et al., 1997).

The fact that there is a range of modern and tradi-
tional means of contraception should mean that
changes in the price, availability or quality of one
product would result in people choosing another
method. Some of the boom births were described as
unwanted in demographic surveys (Westoff and Ryder,
1977). Using demographic surveys for France, Leridon
(1985) estimates that 21% of births in 1965 were not

desired, and an equal number were not planned to
arrive at that particular time.

It is not only the absence of effective methods of
birth control that made this situation possible, but also
a general context in which the child that was one too
many was not altogether so . . . Contraceptive practice
may have slackened during the 1960s due to the fact
that couples’ intentions had become less certain during
this period.1

Over the years 1965 to 1975, as contraception
improved, unwanted fertility was halved, accounting
for a drop of 0.32 on the period fertility rate. However,
most of the births in both 1965 and 1975 were planned.
The fall in planned births accounted for 0.28 and in
mistimed births by 0.21. Even the unwanted births
could not have been too seriously unwanted as the
knowledge, in principle, existed of how to prevent
them. Even if the methods were somewhat old-fash-
ioned, inconvenient, and/or unreliable they served to
keep fertility low in the 1930s. One therefore needs an
explanation of the motivation, as well as the means, to
end the baby boom. Certainly, the demand approach
would admit that improved means of birth control
would tip the balance in favor of its use at the margin,
and could theoretically have a large impact if the con-
ventional methods were insuperably distasteful. There
is also the argument that the users of birth control
became more effective, or careful, as well as the
methods themselves.

Reliable birth control, accessible to all women has a
number of other consequences, which could in turn
help bring about fertility decline. It has permitted
widespread sex outside marriage. This increased
opportunities to form, and move between, partner-
ships. It has increased the freedom of both men and
women, which has arguably led to the revision of
norms about the formation of sexual unions. The easier
sexual mores added to other factors weakening the
institution of marriage (and ironically led to extra-
marital births). With partnerships less solid, people
become more cautious about committing themselves
to parenthood (Ermisch, 1990).

Posttransitional fertility is still relatively recent,
even in industrial countries. It may still be too soon to
generalize, but it does not seem to be characterized as
either a regular cycle or an inexorable downward
trend. No universally robust predictor has been found.
Those that have been considered include the relative
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generation size of men, the relative wages of women,
the reliability of marriage, the level of religiosity, and
the effectiveness of contraception. The latter may 
be the outcome of choices rather than a determinant.

6. Are State Policies Effective in
Accelerating Fertility Decline?

Few issues have raised such heated debate in inter-
national circles as the question of whether population
growth is so rapid that its effects should be curbed
through deliberate antinatalist government policies.
The effectiveness of state policies in curbing the rate 
of growth through promotion of family planning is a
major concern of demographers. There is still a good
deal of skepticism that policies can be effective in accel-
erating fertility decline due to the widespread belief
that only socioeconomic transformation can succeed in
providing couples with the motivation to reduce the
number of children they bear. Crook (1977) points out
that there was no state encouragement of the fertility
decline in England and Wales, in the 19th century, quite
the contrary. Yet almost all third world fertility declines
involve some degree of state involvement. Mauldin
and Berelson (1978) and later Lapham and Mauldin
(1984) were among the first to attempt a systematic
analysis of the impact of family planning program.
These studies pointed to the association between the
level of socioeconomic development and a measure of
program effort, but the major conclusion was that strong
programs do reduce fertility, a finding that reassured
governments and donor agencies (Lee et al., 1995).

The 1994 International Conference on Population
and Development, held in Cairo, marked a growing
consensus among developed and developing coun-
tries, and among women’s and environmentalist non-
governmental agencies, that they share an interest in
advancing women’s access to family planning.
National policies and plans of action were agreed in
Cairo, which had the objective of “incorporating pop-
ulation concerns in all relevant national development
strategies” (United Nations, 1995, p. 67). There remains
a need, however, to examine the factors that promote
the effectiveness of policy and related public family
planning services ( Lee et al., 1995). The debate still
hinges on whether family planning programs can
effectively reduce unwanted fertility, in the absence of
other broader social change.

Pritchett (1994) argues that the challenge is to
reduce people’s fertility desires, not to address the
unmet need for family planning. He argues that the
question is still whether family size preferences are
determined by economic influences or social and cul-
tural forces, concluding that family planning program

effort, which provides knowledge and access to the
means of control, is not a dominant factor determining
differences in fertility. Rather, a low level of demand
for children is both necessary and sufficient to reduce
actual fertility. While pronatalist policies that reduce
access to contraceptives will weaken the effect on fer-
tility of any changes in preferences, the reverse may
not work. Improvements in access to contraceptives
are neither sufficient nor necessary for fertility reduc-
tions to occur, he contends, contrary to the study in
Bangladesh. Some active family planning programs
have gone on the offensive to recruit users using coer-
cion. The Emergency in India in 1975 and some stages
of the One Child Policy in China would be cases in
point. Economic incentives (and sanctions) are then
focused on the motivators and officials of the program
(Crook, 1997). Curiously the much resented manner of
the Emergency Family Planning Drive resulted in the
overthrow of the Government of India, but not a sus-
tained family-planning backlash.

New work to assess the demographic consequences
of divergent population policies in a series of compar-
isons between pairs of countries similar in terms of
crude socioeconomic indicators has recently been com-
pleted (Lee et al., 1995). This study’s main conclusions
were that when policy elites, responsible for putting
family planning on the policy agenda, did not sustain
momentum by building broadly based political coali-
tions, the family planning agenda was less well for-
mulated and implemented. The study supports the
view that government policies and programs can make
a major difference, at least to the timing of fertility
decline. In three of the four pairs, in countries with
stronger programs the fertility decline started earlier;
in the remaining pair, the pace of decline was sharper
in the country with the stronger program. Moreover,
countries with weaker family planning programs dis-
played more pronounced social differences in contra-
ceptive use. In those with stronger programs, the main
function of the program was to accelerate the spread
of fertility control from the urban and educated elite to
the rural and less educated. National policy-making by
elites, and strong institutional and financial support
for family planning programs are unlikely to have had
direct relevance to fertility desires of individuals in
these countries. These conclusions are in direct con-
trast to Pritchett’s.

Both analyses appear influenced by ideology.
Neither presents direct individual level evidence that
might indicate which changes first, fertility preferences
or access to the means of control. Thus, we return to the
lament of Coleman and Schofield (1986) that demogra-
phy suffers from lack of a theory that would integrate
the influence of societal factors, such as social policies
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or economic development, with the individual-
level behaviors of which national fertility levels are
made up, a theory to integrate macro and micro.

In short, there are findings that government policies
can make a difference to fertility, but also suggestions
that they may not always be successful.

7. Are State Polices Effective in
Preventing Fertility Falling Below

Replacement?

Over the past century, there has been a gradual
increase in political interest in population and family
matters in developed countries. Common develop-
ments and diversity within them across countries are
fully described by Gauthier (1996a) and in greater
detail for Canada, the United States, Australia, and
Great Britain by Heitlinger (1993). They include public
regulation of abortion and contraceptives, cash bene-
fits to families, policies facilitating the employment of
women in general, policies facilitating the combination
of paid work and parenthood, provisions for childcare
and (although not specifically treated in these books)
housing policy and immigration control. Few govern-
ments, other than the French, have explicitly stated
pronatalist goals, although Nordic countries, espe-
cially Sweden, have a tradition of facilitating family
life through liberal policy on voluntary parenthood,
relatively generous social security, and a deliberate
policy of promoting sex equality through recognizing
a woman worker’s right to parenthood (rather than a
mother’s right to employment). Since the 1970s the
parental insurance scheme for the workforce has estab-
lished right for fathers as well as mothers to have paid
leave from employment in connection with their chil-
dren, in an attempt to make gender equality and
family life more compatible. The package of family
friendly policies in Scandinavia also includes wide-
spread public involvement in childcare. Elsewhere,
policies affecting the family have been more likely to
subsidize a traditional breadwinner–housewife divi-
sion of labor between parents. The history of the devel-
opment of this complex of policies suggests that they
are in part the outcome of demographic change (Gau-
thier, 1996a). Their effectiveness at changing demo-
graphic trends is more debatable.

Gauthier (1996b) reviews evidence of effects on fer-
tility (and family structure) of the impact of fiscal incen-
tives on fertility. The evidence is for nothing more than
a very modest effect (which was not altered when she
included maternity provisions and child care provision
in a study of twenty-two industrialized countries). The
study by Ekert (1986) of eight European Community
countries suggested that cash benefits of the order

offered in France raised total fertility by 0.2 children. A
similar result was confirmed by Blanchet and Ekert-
Jaffé (1994) using data on 11 European countries, and by
Ermisch (1988) on the basis of births of different order in
England and Wales. His estimate was that a doubling of
child-benefit would, eventually, raise completed family
size by 0.15 children. This implies that should the gov-
ernment wish to be so un-British as to manipulate the
birth rate, the costs of achieving significant change
through cash benefits would be prohibitive.

Ermisch’s analysis (and that of the study that pre-
ceded it, De Cooman et al., 1987) suggests that most of
the reaction of births in England and Wales to changes
in economic signals was in timing, particularly of the
first birth, rather than completed family size. Postwar
swings in period fertility have generally had a larger
component of tempo rather than quantum, timing and
spacing rather than completed cohort fertility. (Olsen,
1994; Hopflinger, 1994; Walker, 1995) While swings in
birth timing may not make any difference to the
family’s ultimate size, they make a difference to the
overall age structure, and make it difficult to plan age-
specific services like schools, jobs for school leavers,
and, eventually, pensions. It therefore remains impor-
tant to understand and anticipate movements in
births, even if there is little prospect of controlling
them. Cigno (1991) suggests that governments are
unintentionally fueling the deferment of childbearing
through tax policies conducive to female labour force
participation. This argument could be countered with
the suggestion that female labor force participation
need not be incompatible with childbearing, if policies
are in place to facilitate their combination.

Such policies have been developed in Sweden. In
the early 1990s, Sweden had one of the highest levels
of fertility in Europe, and many commentators have
been tempted to suggest that the package of family-
friendly policies were responsible for raising the birth
rate up to replacement levels. Two recent studies cast
some doubt on such an interpretation. Both stress the
importance of re-timing of Swedish births around his-
toric and projected cohort fertility close to two children
for all cohorts born this century. Hoem (1990) explains
how a specific change in the parental leave regulations
in 1986 created an inducement to space births more
closely. There is evidence people did this, a response,
perhaps unintended, to a policy change, but mainly
one of tempo rather than quantum. Walker (1995) also
concludes that there has been little effect of economic
variables on life-cycle fertility between the 1950s and
the 1990s, and that the impact of state policy was less
important than broad trends of economic change in the
labor market. He reaches this conclusion by estimating
how the cost of childbearing (the shadow price) has
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changed over the years. He constructs series for the
value of parental benefits, public child care, and child
allowances that are compared with direct costs and
opportunity costs in the labor market including fore-
gone opportunities to accumulate human capital. The
compression of wage differentials, another aspect of
Swedish policy, during the 1970s and 1980s, is said to
have reduced incentives for early childbearing and
could also account for the shift in birth timing over the
period (see also Cigno, 1991, Chapter 8), but pronatal-
ist policies would have had to be even more generous
than the standards set in Sweden to have much impor-
tance in the short or long term. The last resort for those
who wish to defend Swedish family policy as a prona-
talist instrument (rather than something that has merit
in its own right) is that without parental leave and
childcare apparatus the size of the Swedish family
would have been smaller. This is an unfortunately
unverifiable proposition. Drops in fertility in Sweden
(and Eastern Germany) in the 1990s, may still prove to
be temporary adjustments.

It remains to be seen whether pronatalist policies
are likely to be effective at changing anything other
than timing, and it is unlikely that we will see this put
to the test. Hobcraft and Kiernan (1995) offer another
reason to be skeptical of the state as engine of a rever-
sal of the fertility decline—that it is unlikely that the
public budget would ever devote substantial enough
resources to make much difference. As Folbre (1994)
would put it, the vested interests against investing in
children as public goods, leave social reproduction
increasingly the responsibility not just of private fam-
ilies, but the women left holding the baby as male
responsibilities are eroded. She calls for a new defini-
tion of family policy enshrining an egalitarian restruc-
turing of the genders.

Although state policies can certainly help to speed
up the decline of high fertility, there is little evidence
that they can successfully apply the brakes, should
they want to, when the process falls below replace-
ment level. Fertility and family life might be facilitated
by a wide range of economic and social changes, but
there is unlikely to be a substantial sustained response
to measures aimed only at women and to the proxi-
mate determinants of their fertility.

CONCLUSIONS

The mastery of nature displayed in the control of
fertility is itself one aspect of economic development.
It is possible for this aspect to run ahead, behind, or
alongside the mastery of other theaters of endeavor.
When they run together, ideational and materialist

explanations are compatible perspectives on the same
process, the economist’s signal is the sociologist’s sanc-
tion. However, development is not always even, nor
can one driving force always claim primacy. In some
situations it may be possible to test the predictions of
economic and social explanations against one another,
but not all. Explanations that are observationally
equivalent may have different implications for policy
or prediction according to what the underlying mech-
anism is. It is thus difficult to reach simple conclusions
about the social and economic determinants of fertil-
ity, other than to point to their complexity. Different
forces on beliefs and behavior operate at individual,
family, community and societal levels with different
strengths, on different time scales and in different
points in time and space. Furthermore there is feed-
back between the economic and the demographic,
reflecting human kind’s capacity to adapt and negoti-
ate. The data one would ideally need to test such a
model quantitatively defy description, let alone prac-
ticality in poor countries (David, 1998).

The lack of suitable longitudinal, multilevel, data
(on paid and unpaid work, family history and struc-
ture, attitudes in the home and outside, and so on) may
be one reason why social scientific knowledge of the
determinants of fertility is not a clear consensus. It is
easier to draw some conclusions about the beliefs of
social scientists than about the beliefs and reproduc-
tive behavior of real people. The economic approach
sees rational agents deciding to invest in child quan-
tity, child quality or birth control according to chang-
ing price signals in the economic environment. The
sociological view is that changing norms regarding
reproduction lie behind fertility decline, accompany-
ing, preceding and perhaps even promoting economic
development. The ideational theory of fertility change
has been criticized because it appears to allow no role
for the cultural context in which diffusion of ideas
takes place. Institutional theories of fertility contend
that particular historic and political configurations
shape social institutions in any society, and give rise to
particular patterns of social organization. The sociolo-
gist’s emphasis on the diffusion of ideas complements
the economist’s model in which agents are assumed to
be equipped at no cost with perfect information that is
assumed to permeate society (for an exception see
Pollak, 1985).

Economic and sociologic analysts of fertility are too
often in competition, but there is common ground.
Notable attempts to synthesize across disciplines are
offered by Folbre (1994), Hobcraft and Kiernan (1995),
Pollak and Watkins (1993), and Pritchett (1994). For
Folbre, constraints are gendered (men and women do
not always face the same choices about social repro-
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duction), but the salience of gender differences has
varied over time and space.

Cigno’s exposition of economic decision making in
and about the family takes a more narrowly focused
view. He confidently concludes that the decline in size
of the family, and in its role as an organizer of trans-
actions between generations are brought about as a
response to changes in the structure of incentives and dis-
incentives associated with economic development, rather
than caused by changes in preferences or culture.

Indeed, some of what goes under the name of
culture may be interpreted as the debris of past states
of the economic environment—a consequence of the
fact that, when the structure of incentives and disin-
centives changes, it takes time to realize it, time to
decide how best to respond to it, and time to modify
the pattern of one’s life (Cigno, 1991, p. 195).

Most other economists writing about the family
have been less sanguine about the completeness of the
explanations to be offered by models of constrained
optimization. Montgomery and Trussell (1986, p. 266)
point out that the family still has to be set aside from
other subjects of economic research because of “the
pervasive roles played by individual physiology, by
uncertainty, by irreversibility and by social norms.”
Irreversibility refers to the fact that responsible parents
at least cannot trade in their children even if they turn
out unsatisfactorily, like Gary Becker’s Rotten Kid.

Readers may be more comfortable with the line
taken by Pollak and Watkins (1993). They suggest that
different cultural settings mediate how preferences
and opportunities operate within groups differenti-
ated by “language, ethnicity, region, and dress” (p.
488). They also suggest that opportunities and prefer-
ences are inseparably bonded, as the warp and weft of
a fabric, and warn against pulling it apart. In declar-
ing the need for a multidisciplinary approach they
remark:

The rational actor model is silent about the boundary
between choice behavior and nonchoice behavior and about
the determinants of nonchoice behavior. Perhaps ‘culture’ can
fill this analytic vacuum by describing or explaining the loca-
tion of the boundary separating nonchoice and choice behav-
ior (p. 499).

The strength and diversity of social norms helps
explain variation in behavior between and within soci-
eties. Secular and sacred values help to set targets and
to sanction deviant behavior. But just as individuals
may not be purely rational actors, neither are they
merely passive agents of culture. They can shape and
re-shape their culture, and may re-negotiate the norms,
rules or values to their own benefit. The political and
economic forces shape the cultural context of behavior,
and individuals continually renegotiate their behav-

iors, rationalizing them within the context of social
norms (Bledsoe et al., 1993).

Neither the view of individuals as passively adher-
ing to cultural values, nor as rational utility maximiz-
ers is satisfactory. The notion that human motivation
extends beyond economic incentives is useful not only
for the understanding of fertility, but also relevant to
other fields of activity, including the management of a
paid workforce. No one set of explanations is suffi-
ciently developed to provide an integrated view of
why and how reproductive change occurs. There is a
need for testable theories for how sociocultural and
economic forces can be linked to variations in individ-
ual behavior. Both macro- and microlevel analysis is
required to provide an understanding of how the polit-
ical economy evolved and how the individual creates
his definition of proper behavior (Greenhalgh, 1995;
Kertzer, 1995).

The theories and evidence we have assembled paint
the picture of the process of social reproduction as
vitally connected with the process of production. They
are not always harmoniously adjusted to one another.
The gender division of labor and power sets the terms
of cooperation and conflict between men and women
in the reproductive and productive spheres. As their
work so often spans reproductive and productive
fields, it is obvious that women’s lives need more than
economics to explain them, but so do men’s. Just as
men and women have seldom been successful at coop-
erating on equal terms to achieve reproductive and
productive goals, social scientists have not always
found cooperative solutions to the challenge of under-
standing these important processes. We hope this
chapter points toward a constructive renegotiation of
the division of social scientific labor.
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Maps are not solely indispensable instruments for
navigation on a plane or in space. Maps, and particu-
larly historic ones, may also offer startling testimonies
on how we have altered our environment, both urban
and rural. Spatial representations of social science data
furthermore offer clues about relationships between
forms of collective behavior. Deductively, they can be
used in hypothesis testing, or, inductively, for propos-
ing broader theories. In other words, maps produce
good narratives, and these in their turn are valuable
for theory formation as well (van de Kaa, 1996).

In the sections that follow we will give two 
examples of such map-based narratives and their sta-
tistical elaboration. The first example deals with the
history of the fertility transition in France, and subse-
quently with Coale’s much broader formulation of 
preconditions for behavioral innovation (Coale, 1973;
Lesthaeghe and Vanderhoeft, 1999). The second
example illustrates with Belgian data how successive
waves of demographic innovation, from adoption of
contraception in the 1880s until the spread of premar-
ital cohabitation in the 1980s, can follow stable diffu-
sion patterns over a period of a century. The latter
finding can be matched by counterexamples in which
new behavior forms are spreading along different
lines, but both types of spatial patterning beg the ques-
tion of stable versus changing underlying causes and
mechanisms. But before turning to the details of illus-
trations, a word needs to be said about the feature of
ecological fallacy.

Maps representing social science data have a crucial
drawback: They only tend to represent averages, not
distributions, for spatial aggregates. Of course, out-
comes of multivariate analyses, even if they use indi-
vidual level data, showing means or relative odds for
subclasses of covariates do exactly the same. In both
instances, we are not producing Quetelet’s single
homme moyen, of which all real men would be imper-
fect copies, but a set of little average men, each repre-
senting a robot picture of the real ones that are brought
together in the various categories of our covariates
(Desrosières, 1993; Lesthaeghe, 2001). Hence, the
covariate of spatial proximity is just as relevant as the
others, such as age, gender, educational level, or social
stratum. Nevertheless, statistical analyses performed
on data for spatial aggregates have frequently been
accused of falling into the trap of ecological fallacy. But
there are two issues here, not just one. First, since indi-
vidual variance within an area is dramatically reduced
by just retaining the area’s average, correlations
between such averages are higher than correlations
computed for individuals as data points. This is indeed
a statistical artefact. But the real ecological fallacy only
arises if relationships observed at the level of aggre-
gates are being projected on individuals. An indicator
reflecting an attribute of an aggregate (e.g., the pro-
portions used in agriculture) cannot automatically
lead to the pronouncement that individuals with this
attribute (e.g., farmers) would exhibit the same 
statistical association (e.g., with fertility). In fact, 
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coal-mining regions in Belgium in 1900 had lower fer-
tility, but coal-miners themselves did not. In short,
associations between characteristics of specific aggre-
gates only have interpretations at this specific level of
aggregation, and at no other, higher or lower. This
holds a fortiori also for individual level data: If coal
miners have higher fertility, then the same must not of
necessity be true for coal-mining regions. Coal mining
could trigger other forms of industrialization, which
could raise aggregate incomes and so forth, and the
whole industrialization package—of which the pro-
portions in mining would be an excellent indicator—
could produce lower, not higher, fertility. Attributes of
regions and of individuals can have very different
meanings.

Armed with this major caveat, we can now turn to
our two examples and their relevance for theory.

I. A NARRATIVE OF THE HISTORIC
FRENCH FERTILITY DECLINE

The control of fertility in France has attracted the
attention of demographers and historians alike
because it occurs very early (i.e., already in part during
the second half of the 18th century) and precedes the
great transformations of the 19th century associated
with urbanization and industrialization. The history of
the French fertility decline has been a major challenge
to classic demographic transition theory because rising
real incomes, investments in education, did not drive
it nor did declines in child mortality.

1. The Geography of French Fertility at 
the Beginning of the 19th Century

Detailed descriptions of the geography of the fertil-
ity decline in France have already been presented by
other authors (van de Walle, 1974; Wrigley, 1985; 
Bonneuil, 1997), but it is clear that by 1831 highly 
contrasting levels of marital fertility had come into
existence. For instance, at that date, Coale’s index (see
Chapter 34) of marital fertility Ig indicates that the level
had already dropped below 40% of the Hutterite 
standard of uncontrolled fertility in several Normand
departments and in the Garonne valley, whereas it had
remained in the vicinity of 80 percent of Hutterite 
fertility in Brittany, the southern part of the Massif
Central and the Hautes-Alpes. The map of the index
of marital fertility Ig as of 1831 and reconstructed by
van de Walle is also shown in Figure 38–1 (map C) and
clearly shows that there were essentially five zones of
high fertility and late control:

The smallest area is the Département du Nord,
which corresponds to parts of Flanders and
Hainaut (former parts of the Austrian Low
Countries);

To the east there is a larger zone made up of
Lorraine, Vosges, Alsace and the Franche-Comté;

In the middle, there is an extended zone of high
fertility linking departments north and south of
the Massif Central (from Nièvre to Aveyron), and
continuing across the Rhone valley into the
departments of Ain, Isère and Hautes-Alpes. This
also includes the Savoie area, which was then not
yet a part of France.

The southern zone of high fertility is located along
the Pyrenees and in the Landes, and also includes
Corsica.

The western area, finally, covers the departments of
Brittany and stretches as far south as the Vendée.

In an independent reconstruction of the index of
overall fertility (i.e., without the partitioning in the
shares of marital fertility, illegitimate fertility and mar-
riage postponement), Bonneuil (1997) equally shows
that there are essentially three zones of innovation of
fertility control before 1830. These are:

The Normandy area, stretching further south to the
Pays-de-Loire;

The departments of the Champagne area and
northern Burgundy;

The southwestern area located in the Garonne valley
and also comprising adjacent Charentes. It should
be noted, however, that this southwestern corner
had relatively low fertility to start with (i.e., before
1790), possibly as a result of a more marked
pattern of birth spacing and more prolonged
lactation ( Lesthaeghe, 1992).

To sum up, van de Walle’s map of the marital 
fertility index Ig as of 1831 still gives a good picture of
the geographic demarcations of areas with an earlier
rather than later pattern of fertility control.

In addition to innovation with respect to fertility
control, France is also the country with a pronounced
correlation between the levels of marital fertility and
the degree of marriage postponement (van de Walle,
1974). More precisely, areas with lower marital fertil-
ity tend to have the earliest ages at first marriage, and
areas with higher marital fertility are also the ones
with the latest and least universal marriage pattern.
This can easily be seen on Figure 38–1 (map D) by com-
paring Coale’s index of early marriage (Im) to his index
of marital fertility (Ig). In the North, the Malthusian
pattern of late and nonuniversal marriage (i.e., higher
definitive celibacy at age 50 for women) still prevails
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in 1831 in the departments of Nord and Pas-de-Calais.
The eastern zones of high fertility from Lorraine to
Franche-Comté are almost perfectly replicated on the
map of late marriage. The southern half of the central
area of high fertility and the Alpine area across the
Rhone are also represented on the late marriage map,
and the same holds for the western Pyrenees and

Landes, and for the Brittany-Vendée western area. In
short, with relatively few exceptions (parts of 
Normandy, northern half of the Massif Central), areas
that had reduced marital fertility levels were equally
the ones that had earlier marriage patterns and there-
fore deviated the most from the typical Malthusian
system with postponed and nonuniversal marriage.
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2. Explanatory Hypotheses

In this section we will treat four major hypotheses
in accounting for the spatial patterns of marital fertil-
ity control and nuptiality. The first one deals with the
production structure and with the economic moti-
vations for reduced fertility centering on child utility.
The second one links fertility to household structure,

parental control, and patterns of inheritance. The third
one is the secularization hypothesis and focuses on the
moral legitimization of a new form of behavior. The
last argument is of a political nature, and deals with
the process of nation building and with patterns of
regional and linguistic particularisms.

In earlier work dealing with the Western European
fertility transitions (Lesthaeghe, 1983; Lesthaeghe and
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Wilson, 1986) we have argued that familial forms of
production such as small-holder or tenant-agriculture,
whether or not in combination with cottage industries,
are characterized by a high economic utility of children
and by strong parental control over such family labor.
Conversely, both the utility of children for household-
based production and parental authority would
weaken in systems with proletarization (i.e., with the
growth of a wage earning class employed outside
familial production sectors). Such wage earning popu-
lations can be used either in agriculture or in industry,
but for the early French history of fertility control, only
agricultural wage sectors are of importance.

Microeconomic theory has a similar point of depar-
ture. Weir (1982) argues that it is the relative value of
children over the parents’ life course that determines
fertility. The value of family labor in its turn is a func-
tion of the economic situation of the family and of the
prevailing labor market conditions in the community
or wider area. Hence, Weir makes a distinction
between the French areas with traditional peasant agri-
culture operating on a familial basis and redistributing
any surplus labor via a domestic service outlet and
areas with an early proletarization and a labor market
recruiting wage earners for large agricultural states,
typically owned by nobility, bourgeoisie, or the church.

According to these views, familial forms of produc-
tion are conducive to the maintenance of high fertility,
whereas the growth of agricultural wage labor fosters
a fertility decline by virtue of reduced child utility over
the parental lifetime.

The mode of production argument is of further signi-
ficance for the nuptiality system as well. Peasant 
agriculture based on family labor is characterized 
by limited opportunities for an earlier establishment 
of new and economically independent households.
Hence, according to the Malthusian principles of
neolocal marriage (i.e., no coresidence of two or
several married couples) and of economic independ-
ence, this means that those areas with small-holder
and tenant farming ought to be characterized by 
late marriage. Furthermore, the circulation of surplus
labor via domestic service (maids, manservants) 
also forcefully contributes to prolonged or even de-
finitive celibacy (Hajnal, 1965, 1982). At this point, the
interaction with the prevailing inheritance system 
has to be introduced. In regions with unequal division
of property marriage postponement is typical for 
those who do not inherit or only get a smaller share,
often in the form of a pension. Such persons tend to be
pushed out of the system and enter other branches
such as domestic service, army or navy, administra-
tion, or the clergy. They are also prime candidates for
emigration.

One can also expect that families tied to small farms
or to artisanal workshops are more heavily involved
in arranging their children’s marriage. A younger son
from one family would be an ideal match for another
family’s heiress. The protection or enlargement of
familial property is served by endogamy and even
more by consanguineous marriage. By contrast, the
predominance of wage labor in capitalist forms of
extensive agriculture would not be associated with
further marriage postponement or celibacy, since wage
laborers have little to inherit and to wait for. House-
holds can be set up independently more easily on the
basis of wages earned outside the familial sector, and
there is no pressure for arranged marriages and 
consanguinity.

The mode of production hypothesis has the advantage
that it explains both the nuptiality and the fertility
pattern: The duality between peasant agriculture and
capitalist agriculture can be viewed as a common
cause capable of explaining the observed correlation
between nuptiality and marital fertility. In statistical
terms, the strong negative correlation between Coale’s
indices Ig and Im in France should largely vanish once
a control is introduced for the prevailing form of agri-
cultural production.

We now turn to the hypotheses focussing on pat-
terns of parental and institutional authority. Todd
(1983, 1988) introduces the parental control variable
through a cross-tabulation of two other key vari-
ables—generational coresidence and form of inheri-
tance system. He distinguishes between four types of
family systems:

The nuclear residence pattern with equal division of
property;

The nuclear residence pattern with unequal division;
The stem-family with a privileged son (primo- or

ultimogeniture) who does not leave the family of
origin upon marriage (whereas all others do);

The extended family in which coresidence of parents
and married sons is maintained. Upon the death of
the older generation, coresidence between married
brothers remains possible, and inheritance tends to
be egalitarian.

In Todd’s patterning, the egalitarian nuclear family
with equal division of property is characterized by
weak parental control, and it would therefore also be
a weak basis for authoritarian religious or political
doctrines. By contrast, the stem family with its marked
inequality among children and the extended control of
the parental generation over the privileged son would
be most supportive of strongly hierarchic religious
structure. Todd’s reasoning, although originating from
variables other than those connected to the mode of
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production, bears some resemblance to our own line
of argument. In our view, parental control is strongest
in areas with familial forms of production by virtue of
the restricted opportunities for adult children to set up
their own independent household and because of the
need to control marriages.

The argument of parental and religious authority is
equally of relevance for the marital fertility decline
since it provides a basis for the secularization hypoth-
esis. If the act of consciously controlling fertility
depends on the moral legitimization of the act as well as
on the calculus of advantage, then areas with strong
structural props in favor of institutional moral or 
religious patronage would lag behind in the fertility
transition, whereas those without these props would
be characterized by earlier secularization and by an
earlier or faster fertility transition.

The last argument is of a political nature and deals
with the process of nation building, and more parti-
cularly with regional or linguistic forms of particular-
ism. It equally relates to patterns of spatial diffusion
with particularisms of this nature acting as barriers to
the spread of new forms of behavior. France obviously
provides an example of early nation building with a
central government gradually extending its unifying
influence. As a result we should expect that character-
istics of the core (here the larger Parisian Basin) would
gradually be exported to the structurally and linguis-
tically different periphery. Also Le Bras and Todd
(1981) have stressed this feature and its corollary (i.e.,
the power of linguistic particularisms in France in
defending the original structural characteristics of the
periphery against the pressures stemming from the
core). In addition, both authors point again at the
importance of the various agricultural systems, but in
contrast to Weir, much more attention is also being
paid to other structural and cultural variables. Their
position can be summarized as follows: Fertility
control emerges in regions with early secularization,
which in turn is fostered by the existence of a large
rural proletariat and by nuclear family systems with
equal division of property. Fertility control and secu-
larization are both slowed down by the survival of
peasant agriculture with inegalitarian inheritance 
and endogamy protecting the family capital from 
fragmentation, authoritarian family relationships, and
linguistic particularism.

3. Empiric Evidence

The strong spatial resemblance between the fertility
levels and marriage patterns of French departments
and the pattern of secularization can be appreciated
from the maps of Figure 38–1. Map A shows the 

religious divide as measured via the proportion of
priests who refused to take the oath of allegiance to 
the secular government of the new Republic in 1791
(i.e., prêtres réfractaires). These priests remained loyal to
the Pope, and their spatial distribution shows the
extent of Catholic resistance to the Revolution. Tackett
produced the original map in 1986. About 160 years
later (i.e., in 1960–1970), Boulard’s map of Sunday
Mass attendance in the rural part of the departments
(map B) exhibits a striking resemblance to Tackett’s
map of prêtres réfractaires: Five zones of greater fidelity
to religion again appear. These five zones correspond
once more with higher marital fertility in 1831 and
later ages at first marriage as well.

A more elaborate statistical analysis is required to
check our hypotheses. To this end, we have created a
set of variables that characterize (a) the properties of
the demographic regime (marital fertility, nuptiality,
illegitimacy, endogamy); (b) the agrarian production
system (peasant farmers versus wage labor, i.e., jour-
naliers and métayers, domestic servants) and related
inheritance systems; (c) the degree of secularization
(prêtres réfractaires, ordinations, priests among army
recruits, vacant vicarages, and Sunday Mass atten-
dance); and (d) indicators of linguistic particularism
and literacy. These indicators are defined in Table 38–1
for easy reference, and all but one pertain to the period
between 1790 and 1900. Hence, they can be taken as
typical for the 19th century.

In Table 38–2 we report the zero-order correlation
coefficients between the level of marital fertility in 1831
(Ig) and the other indicators characterizing the agr-
arian modes of production, the cultural dimensions,
and the nuptiality patterns. The structure is clear: high
marital fertility and a late fertility transition are posi-
tively associated with two characteristics of peasant
agriculture (servants in households, inegalitarian
inheritance), with Catholic strength (refusal of revolu-
tionary oath, priests among army recruits), linguistic
particularism (no writing in French, survival of other
languages) and with endogamy (cousin marriages). 
A low level of marital fertility and an early transition
are associated with capitalist agriculture operating
with wage labor, with high secularization (vacant 
vicarages), earlier marriage and higher illegitimate 
fertility.

The indicators used by Weir (1982) corroborate
these findings in Table 38–3. The three indicators of the
presence of familial peasant agriculture (fallow land,
survival of the commons, and high percentage of
owner-cultivators) are all three negatively correlated
in a sample of 40 French villages with the amount of
fertility decline witnessed among two sets of marriage
cohorts (cohorts married between 1790 and 1819 
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compared to those married before 1770). Conversely,
the indicators of the predominance of capitalist agri-
culture (artificial meadows, high percentage absentee
landlords and high prices of arable land) are all three
positively correlated with a faster decline of marital
fertility.

The overall patterning can be brought out by means
of a canonical correlation analysis. In this analysis we
have brought together all demographic variables in
one set (Y) and all the other indicators in a second set
(X). From both sets, latent dimensions (canonical vari-
ables) are constructed in such a way that there is a
maximal correlation between them. As the results in
Table 38–4 indicate, the first canonical variate yields a
correlation coefficient of 0.87 between the first Y-
dimension and the first X-dimension (rx1y1). For each of
these dimensions, the best indicator can be listed by
means of the correlations between dimension Y1 or X1,
and their respective indicators. In this fashion, dimen-
sion Y1 is best identified by the indices of proportions
married (Im), the indices of marital fertility (Ig), the

index of illegitimate fertility (Ih) and by endogamy. The
signs reveal that Y1 captures a slow demographic tran-
sition: marital fertility and endogamy are high, pro-
portions married and illegitimate fertility are low.
These features are strongly correlated with the best
indicators of the dimension X1: Strong adherence to
Catholicism (five indicators), inegalitarian inheritance,
and linguistic particularism. Conversely, negative cor-
relates of dimension X1 are capitalist agriculture and
vacant vicarages, which are associated with faster
demographic innovation. Finally, the second canonical
variate, which is uncorrelated with the previous one,
tells us that there is a separate dimension indicated by
a high difference in ages at marriage between spouses.
This specific demographic feature is more exclusively
correlated with areas of inegalitarian inheritance and
with the survival of languages other than French.

An analysis of correlations brings out the 
general pattern of association, but it says little about
synergistic or combinatory effects. A Boolean analysis
highlights these interactive effects by exploring 
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TABLE 38–1 Definition and Sources of Indicators in Analyses of French Reproductive Regimes in 19th Century

A. Demographic indicators
*Ig (1831, 1876) Index of marital fertility relative to the Hutterite standard van de Walle, 1974: 226–467

of uncontrolled fertility (Coale)
*Im (1831, 1876) Index of proportions married (Coale) ibidem
*Ih (1831) Index of illegitimate fertility (Coale) ibidem
*Age difference at marriage (1861–65) Husband-wife difference in age at marriage Le Bras & Todd, 1981: 440
*Endogamy (1911–13) Rank order of départements according to the percentage Le Bras & Todd, 1981: 215

cousin marriages (grouped from 0 = lowest to 11 =
highest incidence)

B. Agricultural system and inheritance pattern
*Capitalist agriculture (1852) Areas of large farms operating with journaliers and areas Todd, 1998: 84

with metayage (=1) versus areas with smallholders and
tenants (17% + fermage) (=0)

*Inegalitarian inheritance (1900) Inegalitarian system (=1) with primogeniture or other Todd, 1988: 32 (based on A. de
preferential treatment, versus egalitarian system (=0) Brandt, 1901)

C. Secularization
*Refusal revolutionary oath (1791) Refusal of revolutionary oath by clergy: 2 = more than Todd, 1988: 64 (based on T.

50% refused, 1 = 40%–50% refused, 0 = less than 40% Tackett, 1986)
refused

*Priests among army recruits (1825) Priests per 10,000 recruits Le Bras & Todd, 1981: 430
*Ordinations (1876) Ordinations of priests per 100,000 population ibidem
*Vacant vicarages Proportion of vicarages that were vacant, i.e. without ibidem: 379

priests. Grouped values: 0 = less than 6%; 1 = 6%–15%;
2 = 15%–21%; 3 = more than 21%

*Sunday Mass attendance (1960–1970) Percent of rural population attending Sunday Mass ibidem: 430 (based on R. Boulard)

D. Literacy and language
*No writing (1872) Percentage of the population that can at most read ibidem: 454

French, but cannot write it
*Linguistic particularism (1863) Persistence of patois or languages other than French. ibidem: 279

Grouped values: 0 = all speak French; 1 = traces of 
patois; 2 = large proportions or entire villages do not 
speak French; 4 = more than 50% non-francophone
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TABLE 38–2 Correlation Coefficients Between Level of
Marital Fertility (Ig) in 1831 and Selected Agricultural,

Socioeconomic, and Cultural Variables; French 
Départements, 19th Century

Correlates (various dates) Correlation 
coefficient with Ig

A. Modes of production
Capitalist agriculture (versus -0.46

smallholders and/or 
tenants), 1852

Servants in households, 1856 +0.33
Inegalitarian inheritance, 1900 +0.40

B. Secularization
Clergy refusing revolutionary oath, 1791 +0.46
Priests among army recruits, 1825 +0.31
Vacant vicarages, 1885 -0.52

C. Literacy and language
No writing in French, 1872 +0.55
Persistence of patois or language +0.40

other than French, 1863

D. Nuptiality system
Index of proportions married (Im), 1831 -0.73
Index of illegitimacy (Ih), 1831 -0.30
Endogamy (cousin marriage), 1911–1913 +0.47

Source: see TABLE 38–1.

TABLE 38–3 Correlation Coefficients Between Change
in Marital Fertility Among Cohorts Married Before 1770

and Marriage Cohorts of 1790–1819 and Indicators 
of Type of Agricultural Production (INED Sample of 

40 Villages)

Indicators in 1852 Correlation coefficient with
(agricultural census) marital fertility decline in 
A: Familial peasant two marriage cohorts
agriculture (decline Ig)
B: Capitalist agriculture 
with labor market

A: percent fallow land -0.31
Percent common land -0.46
Percent owner cultivators -0.48

B: Percent artificial meadows +0.58
Percent absentee landlords +0.46
Price per hectare of first quality +0.40

arable land

Source: D. Weir, 1982. Fertility transition in rural France, 1740–
1829. Palo Alto, Dept. of Economics, Stanford University, 366 p. 
(PhD Economics).

TABLE 38–4 Canonical Correlation Results for Indicators of the Demographic Regime and for 
Socioeconomic or Cultural Indicators, 19th Century France, 90 Départements

First canonical variate: Canonical correlation rx1y1 = 0.87
Wilks lambda: 0.05
Eigenvalue: 0.76

Best indicators reproductive regime (Y1) Best indicators socioecon/cultural dimension (X1) 
(r > 0.40) (r > 0.40)

*Im, index of proportions married 1831: -0.86 *Sunday Mass attendance, 1960: +0.90
*Im, index of proportions married 1876: -0.82 *Proportion not writing French, 1872: +0.73
*Ig, level marit. fertility 1871: +0.77 *Refusal revolutionary oath, 1792: +0.70
*Ig, level marit. fertility 1831: +0.75 *Ordinations per 100,000 pop., 1876: +0.66
*Ih, level illegitimate fertility, 1831: -0.65 *Capitalist agriculture, 1851: -0.68
*Endogamy (cousin marriage) 1911–1913: +0.46 *Vacant vicarages, 1855: -0.61

*Priests per 1000 recruits, 1825–1835: +0.59
*Inegalitarian inheritance, 1900: +0.53
*Linguistic particularism, 1863: +0.50

Second canonical variate: Canonical correlation rx2y2 = 0.74
Wilks lambda: 0.21
Eigenvalue: 0.54

Best indicators reproductive regime (Y2) Best indicators socioecon/cultural dimension (X2) 
(r > 0.40) (r > 0.40)

*Husband–wife age difference at +0.64 *Inegalitarian inheritance, 1900 +0.59
marriage 1861–1865: *Linguistic particularism, 1863 +0.49



combinations of factors that are propitious in producing
specific outcomes (Ragin, 1987). In the present
example we have first dichotomized the independent
variables as follows:

C: Capitalist agriculture with a substantial rural
proletariat of journaliers and métayers

c: Peasant agriculture with a dominance of small-
holders and tenants (1852)

P: Mainly partible inheritance
p: Mainly impartible or inegalitarian inheritance

(1900)
F: Mainly French-speaking area
f: Matois or major non-Francophone groups (1863)
S: More secularized, with 50% or more of the clergy

taking the oath of allegiance to the Revolution
(1791)

s: Less secularized, with less than 50% taking the
oath.

The dependent variable is equally dichotomized
and indicates whether a department had marital 
fertility levels higher or lower than the mean in 
1831 (mean Ig = 0.56). With four dichotomous predic-
tors, one can inspect 16 different combinations ranging
from cpfs to CPFS. The use of lower-case letters in 
cpfs means that none of the characteristics that are
propitious to producing lower than average fertility
are present, whereas the use of capitals in CPFS iden-
tifies the areas where all four of the conditions for a
faster marital fertility transition are present. Among
the possible 16 combinations, two have empty cells:
CFps and CFSp, or simply CFp. In other words, we
encounter a case of limited diversity. This is common 
in social science applications: systems have a degree 
of functional consistency and may therefore lack a
number of inconsistent combinations. In this instance
there were no departments with capitalist agriculture
(C), and French speaking (F) and with impartible or
inegalitarian inheritance (p): The latter seems to be
inconsistent with capitalist agriculture or vanished
during the course of history in the core regions of
France.

Boolean minimization allows us to combine two
Boolean expressions that differ in one and only one 
condition, yet produce the same outcome, into a new
expression without that single contrasting condition.
For instance if both CPfS and cPfS produce a faster 
fertility transition, the contrasting condition (here c
versus C) can be dropped and the condition can be
simplified to PfS. We have considered two types of out-
comes for the 14 cells. First we wanted to establish
which combinations of conditions are associated with
less than a quarter of departments in each cell having
Ig-values below the mean. In other words, what 

combinations lead to a strong majority of departments
with a late or slow fertility transition? The resulting
Boolean expression for strongly lagging is:

LAG = Fcps + Cpfs + Pfc

This expression states that Francophone (F) depart-
ments failed to experience a fast fertility decline by
1831 if this characteristic was combined with three
counteracting conditions (i.e., c and p and s). Similarly,
departments with only capitalist agriculture (C) also
largely failed if the other three obstructing conditions
(p and f and s) were simultaneously present. Finally,
departments with egalitarian inheritance (P) also
failed if they had a dominance of peasant agriculture
and were not Francophone (c and f). If the last term
were Pcfs, the rule would have been very simple: The
effects of F, C and P, which on their own are propitious
for low fertility, are neutralized if they are combined
with the joint operation of counteracting factors. Stated
differently, if three of the four factors pushing in the direc-
tion of a faster fertility decline are missing, then the vast
majority of such departments would lag behind in the fer-
tility transition.

The Boolean expression for the combinations
leading to at least three quarters of the departments
having lower than average levels of marital fertility in
the 14 cells is:

LEAD = CP(F + s) + S(Cpf + Fcp)

The first term, CP(F + s), describes the prevailing
conditions in 21 of the 24 departments that have a very
early fertility decline. It indicates that the joint pres-
ence of capitalist agriculture and partible inheritance
was necessary but not sufficient. These two conditions
need to occur in tandem with either being Francoph-
one or having low secularization. The second term,
S(Cpf + Fcp), spells out the prevailing conditions in the
remaining three departments (Creuze, Dordogne, Lot
et Garonne). For these secularization is necessary but
not sufficient since it has to be combined with another
factor (either C or F) that is conducive to a low fertil-
ity level. Equally striking is that these three depart-
ments are located in the southwest and may have had
the more marked pattern of birth spacing, leading to
low pretransitional marital fertility already referred to
for the Garonne area.

The main conclusions to be drawn from the Boolean
analysis are as follows:

The sole distinction with respect to the type of
agriculture does not constitute a sufficient
condition for lower marital fertility in 1831. Other
propitious factors need to be added to the
combination.
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When partible inheritance is added, the results are
much stronger.

Cultural factors strongly interfere as brakes on the
transition. This holds in particular for religious
fidelity and linguistic particularism, as can be seen
in the Boolean expression for LAG.

The present analysis is only based on regional cross-
sectional data, and not on a more elaborate time–space
analysis. Bonneuil (1997) offers such a more complete
picture for the period 1831 to 1906, using Coale’s index
of overall fertility (If). This added time dimension leads
this author to consider extra variables such as urban-
ization, the decline in mortality, the rise in education
and migration. All of these become much more impor-
tant after 1830. Yet, by that date, the basic map of the
French marital fertility transition was already largely
drawn, and as we have shown, it was shaped by more
general systemic characteristics of both a structural
and a cultural nature. Most of these are absent in 
Bonneuil’s analysis for the subsequent period. In
essence, these systemic characteristics have their roots
in the diversity of agrarian production systems that
developed in France prior to the 19th Century. These
agrarian systems are associated with different nuptial-
ity systems, differential use of nonfamilial labor (ser-
vants versus wage earners), contrasting inheritance
patterns, strong timing differences in secularization,
and patterns of marital fertility control. The diffusion
of the latter innovation probably originated in more
than one center, and it followed the lines of weakest
resistance as spelled out by the covariates used here. Of
equal importance is that this diffusion was hitting the
obstacles formed by both linguistic and religious bar-
riers. These barriers were not crossed so easily after
1830 either: In 1901 the map of marital fertility (van de
Walle, 1974) still reflects the five zones of high fertility
shown by the map for 1831, and the same holds in 1906
for Bonneuil’s index of overall fertility, despite its con-
tamination by differential marriage patterns.

II. NARRATIVE OF BELGIAN
DEMOGRAPHIC INNOVATION

The Belgian example is an even more striking case
of consistency in the spatial patterning of new forms
of demographic behavior. We will try to document the
following:

The features of the second demographic transition, 
such as the rise of divorce and of cohabitation 
after 1970, are strongly spatially correlated with
the geography of the first demographic transition
(i.e., the control of marital fertility and the

weakening of the Malthusian marriage pattern
after 1850);

Both are reflect a basic socioeconomic and cultural
map that started to differentiate Belgian regions
since the middle of the 19th century.

1. Background

As in France, there was older contrast between
Belgian regions characterized by more intensive and
more extensive farming. The former type was operated
by family labor supplemented by unmarried servants,
and it was mainly located on the sandy soils of 
Flanders. Since the beginning of the 18th century, 
such small-scale intensive farming was often com-
bined with cottage industrial activities (especially tex-
tiles). The more extensive form is more common in the
southern part of the country (i.e., in Wallonia) and uses
wage labor as well. Cottage industries are rare. The
demarcation is, however, not always clear-cut and
does not exactly follow the linguistic border between
the Dutch-speaking North and the French-speaking
South. There are also exceptions within each of the lin-
guistic areas. For instance, in Flanders more extensive
agriculture is practiced on the rich alluvial clay soils of
the Polders along the North Sea coast and of the
Scheldt river estuary, whereas many Walloon farm
laborers also operated their own small plots.

Nevertheless, political and religious differences
developed along these lines, and most noticeably from
the French period (1794–1815) onward. In fact, there
was a first groundswell of secularization inspired by
the ideals of the French Revolution, and carried by
intellectuals and bourgeoisie, and later on (i.e., after
Belgian independence [1830]) by the Liberal party. At
the same time, Catholic opposition had also hardened,
first against the French occupation (peasant revolts)
and then against the Dutch king during the period of
reunification of the Low Countries (1815–1830).

At the time of independence in 1830, two political
pillars had formed, Liberal and Catholic, and until the
1880s these two were increasingly vying for popular
support. Crucial for our purposes is the fact that the
Liberal party remained strong, not only among the
urban bourgeoisie, but also in the Walloon country-
side. By contrast, the Catholic party remained firmly
anchored in rural Flanders and particularly in the high
population density belt characterized by intensive
farming and cottage industries. For the period 1841 to
1847, for instance, we already have a good measure-
ment of secularization for the entire territory via the
percentage of annual marriages taking place in March
and December (i.e., violating the Catholic ban on 
marriages during the two closed periods of Lent and
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Advent). During the French period, there were clear
signs of a weakening of this ban in various Walloon
areas, but the map for 1841 to 1847 leaves no doubt:
The secularization movement started from rural south-
ern Wallonia and from the Liège area, and stops at the
language border with Flanders by the 1860s. Contrary
to common belief, the initial roots were not to be found
in differential industrialization, since many strictly
rural Walloon arrondissements showed levels of secu-
larization that were as high as those witnessed in the
emerging Walloon industrial belt (Lesthaeghe, 1991).
In Flanders, there were only a few pockets with some-
what higher levels of secularization: the two towns of
Antwerp and Ghent and to some degree the Polders
strip along the coast.

The second wave of secularization is more closely
associated with industrialization and urbanization,
and its effect emerges essentially during the second
half of the 19th century. It is also linked to the growth
of the third political pillar (i.e., the socialist move-
ment). At the same time, it is also matched by the
Catholic revival and popular mobilization, as in other
parts of Europe. New shades are then added to the
map of secularization. By 1880, this map looks as
follows:

There is a Walloon zone with the highest levels in the
industrial belt, but also in all adjacent rural
arrondissements (e.g., Thuin, Philippeville, Huy).
The northern edge of this zone corresponds
perfectly to the linguistic border with Flanders.

A second Walloon zone with somewhat lower levels
dates back to the first secularization wave, and it is
entirely made up of rural arrondissements, mainly
located in the Ardennes region.

High levels are found in Brussels, the bilingual
capital.

Moderate levels are found in a number of Flemish
urban areas (Antwerp, Ghent) and in a few
industrialized towns (e.g., Aalst).

Low levels prevail in the central part of Flanders
(provinces of East Flanders and Brabant) and along
the coast.

Very low levels are encountered in the western and
eastern corners of Flanders, i.e., in the interior of
the province of West Flanders and in the Antwerp
Campine area and adjacent Limburg. These areas
remain strongholds of Catholicism until the 1960s
at least.

Much of this story is reflected in the statistical 
correlations presented in Tables 38–5 and 38–6. In
Table 38–5 we have brought together the correlations
between our various measurements for secularization,
starting with the index of marriages during Lent and
Advent (MLA) in 1841 to 1847, continuing with the
parliamentary election results for 1919 (male universal
suffrage) and 1958 (last school war between the Catholic
pillar and the other two), and ending with absenteeism
in the Sunday Mass attendance survey of 1964. As was
expected, the spatial pattern of secularization meas-
ured through MLA in 1841 to 1847 is an early indica-
tor that remains valid till the 1880s (correlation with
MLA 1860 to 1865 = 0.91 and with MLA 1881 to 1884
= 0.83), but the added effect of the second wave of sec-
ularization, associated with the rise of the Socialist
pillar, leads to a reduction of the spatial correlation (r
with vote for secular parties in 1919 = +0.55). If, on the
other hand, we start with MLA in the 1880s, the spatial
pattern remains more intact, and if we take the elec-
tion results of 1919 as a starting point, the subsequent
maps of secularization remain almost identical till the
1960s. Table 38–6, finally illustrates that the rural char-
acter of arrondissements was less discriminating with
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TABLE 38–5 Correlation Coefficients Between Various Indicators of Secularization, Belgian Arrondissements 
(N = 41)

Marriage index during Socialist + Liberal + Absenteeism
Lent and Advent Com. vote Sunday Mass

1841–1847 1860–1865 1881–1884 1919 1958
1964

Marriage index Lent + Advent (MLA)
*1841–1847 — +0.91 +0.83 +0.55 +0.36 +0.26
*1860–1865 — +0.87 +0.73 +0.58 +0.50
*1881–1884 — +0.83 +0.72 +0.65

Vote Socialist + Com. + Liberal (Sec vote)
*1919 — +0.91 +0.81
*1958 — +0.91

Com. = Communist; MLA = marriages during Lent; Sec. = Secular.



respect to secularization levels until the 1860s, and
these were better predicted by adult literacy (higher 
in Wallonia than in Flanders, also in Walloon rural
areas) and by the proportion French speakers. The
rural–urban distinction emerges more strongly after
1880, but the linguistic divide survives. The effect of
differential adult literacy disappears of course during
the 20th century as a consequence of universal primary
education.

The overall outcome of the two-wave secularization
process was a profound pillarization of Belgian society.
Many aspects of public life (e.g., cooperative shops,
labor unions, charities, pension funds, schools, leisure
activities, media, and so forth) were organized by the
three political families (Catholic, Liberal, and Social-
ist). In addition, the Flemish-Walloon contrast was
further enhanced. Only after the 1960s would the polit-
ical pillars weaken. The growth of other parties is
related to this new process of depillarization, such as the
Greens during the 1970s and right wing extremists
(e.g., Vlaams Blok) during the 1990s. Both Liberal and
Socialist parties had abandoned their anticlerical 
ideology, and at present, even the Christian democrats
are debating whether the C should represent Christian
or Centrum. But, as we will show, old and new forms
of demographic behavior are still closely related to 
the older maps of secularization. It apparently takes
longer for Belgian demography to depillarize than for
the Belgian political scene.

2. Belgium’s Spatial Aspects of the First
and Second Demographic Transitions

A first impression of Belgian spatial pattern stabi-
lity can be gleaned from the four maps presented in
Figure 38–2. At the top we have juxtaposed the map of
the speed of the marital fertility transition for the
period 1880 to 1910 (map A) and the map of voting for

the secularized parties in 1919 (map B). On both maps
the central Walloon belt of industrial and adjacent
rural arrondissements emerges very clearly. This was
the area of early demographic innovation with respect
to the adoption of birth control and the weakening of
the Malthusian late-marriage pattern. This zone stops
at the language border over its full east–west length.
Fertility control has only spilled over this border in
Brussels, which was already then a largely French-
speaking city. It also started to develop in the 
urban arrondissements of Antwerp (to the north) and
Ghent (to the west). The two zones of late adoption of
fertility control and of Catholic loyalty also show up
clearly at the eastern (Limburg + Campine) and
western ends (Interior West-Flanders) of the Dutch-
speaking region.

The last two maps in Figure 38–2 present two indi-
cators of the second demographic transition (i.e., the
rise of unmarried cohabitation during the 1970s and
80s [map D]) and the concomitant increase of the share
of births out of wedlock in the 1980s (map C). The
central Walloon zone shows up again in tandem with
a broad ring of rural French-speaking arrondisse-
ments. Only in the southern corner of Wallonia is the
rise of cohabitation more modest. The linguistic border
is once more a major dividing line. In Flanders the
growth poles are again the urban areas of Antwerp and
Ghent, now followed by the urban area along the
coast. The eastern and western corners of Flanders
stand out by virtue of low levels of cohabitation and
small shares of nonmarital births, in the same way as
they were the last regions to practice fertility control a
century earlier.

The story can also be told with a larger set of indi-
cators measured over a period of about 150 years.
These indicators are presented in Table 38–7, and
include early and later measures of secularization,
socioeconomic indicators in 1900 and 1970, and 
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TABLE 38–6 Correlation Coefficients Between Indicators of Secularization and Their Determinants, 
Belgian Arrondissements (N = 41)

Marriage index during Lent and Socialist + Absenteeism
Advent (MLA) Liberal + Com. Sunday Mass

vote (Secvote)
1841–1847 1860–1865 1881–1884

1919 1958

1964

*Percent male active population in agriculture, 1890 -0.45 -0.59 -0.67 -0.81 -0.70 -0.72
*Percent male active population in agriculture + -0.26 -0.43 -0.59 -0.75 -0.75 -0.80

cottage industries, 1900
*Percent population aged 15–55 years, literate, 1880 +0.56 +0.46 +0.31 +0.13 -0.13 -0.14
*Percent Francophone, 1880 +0.63 +0.70 +0.76 +0.79 +0.61 +0.52

MLA, marriages during Lent and Advent.



historic literacy differentials. They are paired to indi-
cators of the first and second demographic transitions,
including levels of marital fertility and nuptiality for
the earlier period, and indicators of divorce, cohabita-
tion, and nonmarital fertility for the later period. As in
the example of France, a canonical correlation analysis
has also been performed on these indicators, and the
results are shown in Table 38–8.

As before, the demographic indicators are brought
together in the Y-set and the socioeconomic and 

cultural factors in the X-set. The first canonical variate
absorbs most of the information, and Y1 and X1 are
very strongly correlated (r = 0.98). Virtually all demo-
graphic indicators load strongly on Y1, starting with
the speed of the marital fertility decline in 1880 to 1910
and with the recent level of nonmarital fertility of 1992
and the divorce incidence in 1967 to 1970. The current
levels of cohabitation are next in line, together with the
level of marital fertility more than 100 years earlier.
The historic indicators of the weakening of the 
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A. Speed of marital fertility transition (1880-1910)

Percentage of the total marital fertility transition
completed by 1910,
Belgian arrondissements
(NUTS 3)

less than 40
40 - 54
55 - 69
70 and more

German territory

Language border (Dutch-French)
Brussels bilingual Capital Region

National level : 55 %

In %
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B. Secularization (1919)

Percentage votes for Socialist, Liberal and 
Communist parties in 1919,
Belgian arrondissements
(NUTS 3)

less than 40
40 - 54
55 - 69
70 and more

German territory

Language border (Dutch-French)
Brussels bilingual Capital Region

National level : 51 %

In %

FIGURE 38–2 Pace of the marital fertility transition at the end of the 19th century (A), and level of secularization in Belgium (B).



Malthusian late marriage pattern are the weakest cor-
relates of the dimension of demographic innovation,
but still have loadings of +0.070. The corresponding X1

dimension is almost perfectly identified by the voting
for secularized parties in both 1919 and 1958 (loadings
of 0.90 or more), closely followed by Sunday Mass
absenteeism in 1964. This also reflects the socioeco-
nomic structure as it existed in 1900 and indicated by
the proportions then employed in agriculture and
cottage industries. The 19th century measures of secu-

larization are weaker indicators, but the index of mar-
riages during Lent and Advent (MLA) of the 1860s still
correlates with X1 to a respectable degree (+0.69).

The only demographic indicator that identifies a
second and uncorrelated canonical variate is the level
of illegitimate fertility near the end of the 19th century.
This map does not correspond as well to the secular-
ization dimension, but is much more in line with the
urban–rural divide and 19th century literacy levels. At
that time, urban and especially industrial environ-
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C. Births out of wedlock (1992)

Indirectly age structure standardized 
index of extramarital fertility for
unmarried women, 
Belgian arrondissements
(NUTS 3)

0.15 - 0.25
0.26 - 0.39
0.40 - 0.51
0.52 - 0.63

Language border (Dutch-French)
Brussels bilingual Capital Region

National level : 0.39
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D. Unmarried cohabitation (1991)

Percentage cohabiting among all women 
in age group 25-29, census of 1991, 
Belgian arrondissements
(NUTS 3)

2.9 - 4.4
4.5 - 7.0
7.1 - 8.4
8.5 - 12.0

Language border (Dutch-French)
Brussels bilingual Capital Region

National level : 7.0 %

In %

FIGURE 38–2 (Continued) Births out of wedlock in 1992 (C), and unmarried cohabitation in 1991 (D).



ments with a concentration of low literacy working
class populations were the main settings of high ille-
gitimacy. The present levels of nonmarital fertility are,
as already indicated, spatially differentiated along the
axis of the first canonical variate since they reflect much
more the fertility levels of cohabiting couples, and are
therefore typical indicators of the second wave of
demographic innovation developing since the 1960s.

III. OTHER NARRATIVES: AN
INVITATION FOR NEW RESEARCH

Obviously similar narratives can be produced for
other European countries, and not all should exhibit
similar degrees of spatial continuity over time as the
examples of France and Belgium used here. For several
countries a good start of the analysis is available, and
many possess the necessary range of socioeconomic
and cultural indicators. For instance, Livi-Bacci’s work
on Portugal (1971) and Italy (1977) clearly indicates
that there are promising avenues to be followed for
documenting the survival of older spatial patterns in
the genesis of newer forms of demographic behavior.
For Italy, the author is rather disappointed about the
statistical explanatory power of classic socioeconomic
variables in accounting for the historic marital fertility
transition, but he finds that provincial fertility levels
measured as early as 1911 are the best predictors of the
regional voting results in favor of a liberalization of
divorce laws in 1974 (Livi Bacci, 1977). Also the Swiss
and Austrian narratives can be explored further
because these countries too have long histories of
spatial heterogeneity with respect to cultural, socioe-
conomic, and demographic variables. Both of them are
therefore excellent testing grounds for the study of
spatial continuity of first and second demographic
transition variables.

There are of course counterexamples. The British
history of the fertility decline is still an elusive case.
Except for the initial Scottish–English divide, there 
are no clear geographic patterns of innovation and
subsequent diffusion (Bocquet-Appel, 1997), nor are
regional socioeconomic indicators providing convinc-
ing explanations (Teitelbaum, 1984). Social class dis-
tinctions rather than geographic ones may have been
more important. Some Scandinavian countries may
also produce a distinct class of narratives. For instance,
unmarried cohabitation and concomitant extramarital
fertility may have been features that were pushed to
the northern frontiers of Norway and Sweden during
a first phase, only to spread back south during the
second demographic transition. Such a revenge of the
fringe-hypothesis needs, however, more detailed doc-
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TABLE 38–7 Definitions of the Demographic, 
Socioeconomic, and Cultural Indicators Used in the

Analysis for 41 Belgian Arrondissements

Ig Coale’s index (1963) of marital fertility, 
indirectly standardized for age and marital 
status composition and based on the Hutterite 
fertility standard; measured for 1880 and 1900.

Speed fertility Percentage of the total marital fertility 
transition transition already completed before 1910; 

measured as Ig(1910) - Ig(1880)/Ig(1880–0.200), 
where Ig = 0.200 is considered as the end point 
of the transition.

Im Coale’s index of proportions married weighted 
by Hutterite fertility, 1880.

EM Percentage ever-married women aged 20–24 
years, 1880.

Ih Coale’s index of illegitimate fertility, 1880.

Divorce Divorce rate per 10,000 married women, 
1967–1970.

Ic Index of nonmarital fertility comparable to 
Coale’s Ih, except weighting by Belgian national 
age-specific fertility rates of 1989–1991 instead 
of Hutterite fertility, 1992.

Cohab Percentage of all women aged 20–24 or 25–29 
years currently in cohabitation, 1991.

MLA Marriage index Lent and Advent (i.e., percent 
of total annual number of marriages in March 
and December divided by 2/12 [normal share 
for 2 months]); averaged over several years to 
neutralise effect of variable date for Easter. 
Measured for 1841–1847, 1860–1865, 1881–1884.

Sec vote Percentage of votes for socialist, liberals and 
communists, parliamentary elections of 1919 
and 1958.

Absent Mass Percentage of adult population 15+ absent at 
Sunday Mass, 1964.

Agcot Percentage of male active population employed 
in agriculture and cottage industries, 1900.

Agric Percentage of male active population employed 
in agriculture, 1970.

Literacy Percentage of population 15+ able to read +
write, 1900.

Note: There are currently 43 arrondissements instead of 41. The
old Brussels arrondissement has been reformed by bringing the
Brussels Capital Region together with the Flemish arrondissement
of Halle-Vilvoorde, whereas the newly formed French-speaking
arrondissement of Mouscron (formerly a small section of the
Flemish arrondissements of Ypres and Kortrijk) was dropped from
the analysis. In other words, we have stayed as closely as possible
to the historic division of the territory.



umenting than is hitherto available. Furthermore, both
Norway and Sweden have their more traditional Bible-
belts, and to our knowledge, there has been no sys-
tematic investigation of this spatial cultural feature
and its impact in shaping both first and second demo-
graphic transitions.

To sum up, many European countries provide set-
tings of highly spatially differentiated cultural, socioe-
conomic and demographic developments that can be
captured statistically since the 19th century. With a bit
of imagination and luck, new indicators can be mined.
The socioeconomic and demographic ones are easier
to find, whereas the cultural ones may need more
probing. However, a greater reward in the form of a
more complete narrative may be down the line.

IV. NARRATIVES AND THEORIES OF
DEMOGRAPHIC INNOVATION

The narratives produced in the Princeton Project of
the 1970s on the history of fertility control and the
modernization of the nuptiality systems in Europe
inspired Coale (1973) to specify three preconditions for
demographic innovation and adaptation. They are
known as the Ready, willing and able specification.
These terms refer to the following:

Ready: The new form of behavior must be
economically advantageous and more so than the
older form;

Willing: The new form must be culturally acceptable
and not run counter to prevailing ethical or
religious (or other ideational) convictions and
values;

Able: There must be means, old or new, to implement
the choice. This implies that these means must be
known and are accessible.

In the narratives, readiness has been connected to
socioeconomic structures and changes, to the evolution
of real wages ( Lesthaeghe, 1992, for France) and to eco-
nomic aspirations (e.g., Dumont’s social capillarity, 1880,
or Denis’ relative deprivation theory, 1899). At the
micro-level, readiness also refers to the terms of eco-
nomic calculus as for instance defined in Easterlin’s
(1978) demand function for children: utilities, disutili-
ties, and relative means or income. Willingness, on the
other hand, has been operationalized through the secu-
larization indicators on the assumption that religious
barriers would inhibit the adoption of new forms of
demographic behavior, whereas secular outlooks foster
the adaptation of behavior to new objective circum-
stance. The ability condition has not been operational-
ized here since we obviously do not have spatial
information on the methods of contraception being
used in historic times. In studies of much more recent
fertility transitions, however, the ability condition could
be operationalized via spatial patterns of knowledge
and availability of modern methods of contraception.

At the micro-level, we can imagine that an individ-
ual or household i has a score on readiness (Ri), 
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TABLE 38–8 Canonical Correlation Results for Indicators of the First and Second Demographic Transitions and 
for Socioeconomic and Cultural Indicators, 19th and 20th Centuries, 41 Belgian Arrondissements

First canonical variate: canonical correlation rx1y1 = 0.986
Wilks lambda = 0.00
Best indicators demographic innovation Y1 r > 0.40 Best indicators socio-econ. & cultural factors X1 r > 0.40

*Speed marit. fertility transition 1880–1910 +0.95 *Vote for secular parties, 1919 +0.95
*Level marital fertility, Ig 1900 -0.93 *Vote for secular parties, 1958 +0.90
*Level nonmarital fertility, Ic 1992 +0.92 *Absenteeism Sunday Mass, 1964 +0.83
*Divorce, 1967–1970 +0.91 *Percent male act. pop. agric. + cottage ind., 1900 -0.82
*Cohabitation women, aged 25–29, 1991 +0.86 *Marriages Lent + Advent, 1881–1884 +0.79
*Level marital fertility, Ig 1880 -0.82 *Marriages Lent + Advent, 1960–1965 +0.69
*Cohabitation women, aged 20–24 years, 1991 +0.78 *Marriages Lent + Advent, 1841–1847 +0.47
*Percent ever-married women, aged 20–24 years, 1880 +0.70
*Index proportions married, Im 1880 +0.70

Second Canonical Variate: Canonical Correlation rx2y2 = 0.927
Wilks lambda = 0.01
Best indicators Y2, r > 0.40 Best indicators X2, r > 0.40

*Index illegit. fertility, Ih 1900 +0.78 *% act. pop. in agriculture, 1970 -0.76
*Literacy adult pop., 1900 -0.64
*% male act. pop. agric + cottage ind., 1900 -0.42



willingness (Wi), and ability (Ai), each ranging from 
low or unfavorable (0) to high or favorable (1), 
and with a zone of uncertainty in the middle (0.5).
Coale’s specification is a bottleneck model because the
three conditions need to be met simultaneously. This
means that the final decision score (Si) is the minimum
of the individuals’ values for Ri, Wi and Ai. In other
words:

Si = minimum(Ri, Wi, Ai)

A particular person or household would only
switch to the new behavior if his or her Si is greater
than 0.5 (i.e., when the minimum of the three compo-
nent scores has crossed the boundary of indecision).
Aggregating over all individuals or households
implies that we are dealing with distributions for R, W,
and A and for the minimum S (Lesthaeghe and 
Vanderhoeft, 1999). This, however, is a model for a
single, homogeneous population. The spatial pat-
terning requires a disaggregation according to distinct
regional networks. A classic specification focussing on
individual and network effects (Montgomery and
Casterline, 1996) takes the following form:

The Greek letters indicate coefficients or weights,
and the roman letters refer to variables. In this equa-
tion an outcome Y for individual or household i at time
t is made up of the influence bi of a set of individual
characteristics Xi,t and the influence di attributed to the
influence of a network composed of N persons or
households. In this network, members j have charac-
teristics Zj, but the actor i gives differential credibility
scores wi,j to each of them. These are then summed over
all network members. The last term, ei,t, is the error
term.

Applied to Coale’s conditions, we have to set 
up three such equations, one for Ri, Wi and Ai, 
respectively:

The superscripts of the individual and network
members’ characteristics X and Z imply that these
characteristics may vary or be of unequal relevance,
depending on whether R, W, or A is considered. These
characteristics can of course be objective attributes
(e.g., wealth, income, and so forth), forms of behavior,
or opinions and values. The individuals in the actor’s
network are likely to belong to the same kinship
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group, social class or have a shared location. The cred-
ibility weights are highly likely to vary according to
social distance. The model above does not imply that
Ri, Wi and Ai have to change at the same time: one of
the three can be lagged and this would cause the
minimum Si to lag as well. Nor does the model imply
a fixed sequence such as RÆWÆA (i.e., readiness
increasing first, thereby causing a reevaluation of nor-
mative barriers, and then leading to a search for appro-
priate means). It may well be, as possibly in the case
of the early French fertility decline, that normative bar-
riers had weakened before (early secularization) and
that means (e.g., coitus interruptus) were already well
known before the economic motivations developed. In
this instance, it would be the population distribution
for R that would be the last to shift, and the bottleneck
condition would not be defined by the distributions of
W or A.

Let us now consider how the French and Belgian
narratives fit with the model above. Familial forms of
production (small-scale owner or tenant farming or
cottage industry), inegalitarian inheritance (avoidance
of fragmentation of land) and endogamous marriage
strategies imply lower scores on readiness. Conversely,
capitalist agriculture (C) and partible inheritance (P)
imply higher scores on R. Early secularization (S)—
whatever its initial cause—means higher scores on W.
And linguistic particularism signals nonmembership
of the core network. In this fashion, the Boolean
expressions for LEAD and LAG describing the French
marital fertility transition can be translated into the
RWA model. Recall that the presence of one propitious
factor (either P or C related to R, or S related to W, or
F related to a core connection) but the absence of the
other three are closely associated with a slow fertility
transition. In other words, there was not one but a
combination of bottlenecks (pc, ps, cs . . .) that pro-
duced the LAG-outcome. All such departments are
low on secularization (s), and all of them have a
missing element of the CP combination. Conversely,
this CP-combination was the best predictor of a faster
fertility transition and in the majority of LEAD depart-
ments, this was also combined with F (i.e., being part
of the innovating core).

The Belgian fertility decline is characterized by two
separate models as a result of the linguistic divide. In
the South, the levels of secularization were already
high before the start of the fertility decline so that W
was no longer the bottleneck condition. The fertility
transition can then be seen as advancing in tandem
with the socioeconomic changes that influenced child
utility and child costs. In the North, by contrast there
were several urban centres of innovation with respect
to fertility control, but this new form of behavior could
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only spread to the eastern and western corners of
Flanders when moral and religious obstacles were
weakening. In fact, the adoption of family limitation in
these Catholic parts of Flanders may, at a later stage,
have contributed to the gradual secularization of these
areas as well (reversed causation).

The importance of region-linked networks in 
the Belgian example is further highlighted by the 
survival of subcultures that are either more permissive
or more obstructive with respect to the typical features
of the second demographic transition. Stable local 
networks then explain the replication of the diffusion
model exhibited during the first demographic 
transition on both sides of the linguistic border: (a) 
diffusion from the Walloon core region towards the
Ardennes in the southern corner of the country, 
and (b) diffusion from Brussels and urban areas in
Flanders to the middle of Flanders first, and to the two
Flemish corners later on. The connection with the 
secularization maps prior to 1970 furthermore 
indicates that the local subcultures kept their differen-
tiation along the normative or the willingness dimen-
sion, even if the issues have changed (now: divorce,
cohabitation, procreation within cohabitation). To sum
up, countries characterized by strong and stable sub-
cultures are also likely to produce narratives of long-
term demographic continuity, similar to the Belgian
experience.

CONCLUSION

The conclusion can be brief. In social science theo-
ries developed after the 1960s, it has become fashion-
able to attribute innovation of new behavior to the
powers of individual agency. Individuals can cut all
ties with tradition and adopt modes of action that are
economically and functionally most suitable for a
given objective situation. But, as our narratives have
shown, demographic innovations over more than a
century can originate in very much the same places,
they can diffuse geographically in the same hierarchi-
cal fashion, and this can be steered along the same
lignes de force governed by a normative dimension.
Clearly, such a pattern can only emerge if (a) there is a
continued and locally differentiated ethical and poli-
tical socialization of successive generations, (b) if
members of local and regional networks reinforce each
others ways of thinking and of acting, and (c) if no
outside forces (such as large migration streams) upset
the stability of normative subcultures. In this sense,
many Europeans may be more the product of their
regional roots than that the primacy of individual
agency has led them to believe.
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Demography is largely a social science and is becoming
more so. In the special issue of Population Studies to
commemorate the journal’s 50th anniversary, John
Caldwell reached this conclusion after an assess-
ment of demography’s position in the scientific world
(Caldwell, 1996). The unique character of demography
may lie in the discipline’s emphasis on quantification,
analytical models, censuses, and large-scale sample
surveys. It remains, nevertheless, a social science 
in that the central subject it deals with—population
and population dynamics—is a social phenomenon:
emerging from the aggregation of individual life
events, to a great extent socially determined and with
profound social consequences. The situation is aptly
described by Schofield and Coleman (1986) in their
introduction to The State of Population Theory. They
characterized demography as a discipline with a hard
mathematic core and a softer surrounding of an
explanatory body of theory. Whereas this mathematic
core has been called a point of proper disciplinary pride
(McNicoll, 1989, p. 433), its development is not paral-
leled by an equally mature development of theory. The
emerging picture of demography is that of an accurate,
but relatively dull science; strong in accountancy, but
relatively weak in conceptualization.

This unbalanced state of affairs is a matter of
concern to many demographers. Schofield and
Coleman, for instance, stated that

Any subject which finds it necessary, or indeed possible, to
consider its material divorced from an appropriate body of
theory must be in trouble. This seems to be the case with
demography at present (Schofield and Coleman 1986, p. 1).

During the development of the discipline of demog-
raphy in the past decades, similar statements have
repeatedly been made (e.g., Vance, 1959; Ford and De
Jong, 1970; McNicoll, 1980, 1992; Greenhalgh, 1995b).
Indeed, a one-sided sophistication of data collection
and mathematic analysis can never substitute the role
of theoretical fundament for the formulation of
research questions and the interpretation of data. To
reach a true understanding of demographic phenom-
ena, we require theories, conceptual frameworks, and
models that identify the causal mechanisms underly-
ing the relations between relevant variables (Wunsch,
1995).

Demography traditionally focuses on three main
subjects—fertility, mortality, and migration—and of
these three, fertility has perhaps the most abundant
and comprehensive theoretical foundation. However,
even here complaints can be heard that although
demography has yielded adequate descriptive instru-
ments, the emerging vision is still insufficient; at least
insufficient to be relevant for concrete situations (e.g.,
Freedman, 1987; Handwerker, 1986; McNicoll, 1992;
Ryder, 1983; Willekens, 1990a). This may seriously
impede development in areas in which demographic
expertise is called on, such as the provision of sound
population forecasts (Willekens, 1990b) or the under-
pinning for efficient and effective population policies
(Andorka, 1989; Tsui et al., 1992; World Bank, 1992).
These complaints should not, however, disguise the
fact that these inadequacies are not typical of demo-
graphy alone, but represent the situation of social 
sciences in general. Furthermore, over the years a sub-
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stantial number of theoretical orientations have
entered the realm of fertility studies, leading to new
and complementary insights.

I. THE STRUCTURE 
AND DEVELOPMENT OF 

FERTILITY THEORY

More than probably any other social science,
demography is identified and demarcated by its
subject matter—population and population change—
rather than by conceptual premises of how to study it.
The easily quantifiable nature of the major phenomena
of interest bolsters up this empiricist bias. Other disci-
plines—economics, sociology, history, anthropology,
biology, psychology and medical science—have
invaded the relative vacuum of theoretical substance,
justifying the label demography as an interdiscipline
(Mayone Stycos, 1987). If this represents the status of
demographic theory in general, it equally pertains to
that of the theoretical body that deals with fertility,
although several approaches are firmly grounded
within the borders of demography itself. The resulting
theoretical landscape of fertility is a colorful and
mountainous patchwork of ideas, often without much
coherence or substantial cross-fertilization. Leridon
(1982) depicted the situation as a cubist painting, and in
a recent overview of half a century of research into the
determinants of fertility, van de Kaa (1996) recounts it
as an evolving story consisting of a series of subnarra-
tives from different disciplinary orientations. Each of
these disciplinary approaches introduced a different
perspective, a specific focus, methodology, level of
analysis and assumptions about the mechanisms
underlying reproductive behavior. In this respect,
Hauser and Duncan’s observation that demographic
inquiry did not yield a principle coherent body of
knowledge to explain the discipline’s phenomena of
interest is still valid today (Hauser and Duncan, 1959).
A grand unifying theory remains far beyond the capac-
ities of the discipline (Freedman, 1987; van de Kaa,
1996; Schofield and Coleman, 1986; Wunsch, 1995)
and, for that matter, of any social science.

However, the inclination to adopt insights from
neighboring sciences to study the determinants of fer-
tility has not proven to be a guarantee to keep up with
the developments at the frontiers of knowledge in
these fields (Greenhalgh, 1996; McNicoll, 1992). The
application of micro-economics theory has largely
stuck to the new-home economics of 15 to 20 years ago
and there seems to have been little development in
psychological theorizing in demography since the
emergence of the value-of-children concept in the 1970s

and the early applications of the Fishbein-Ajzen type
of attitude models. The notion of culture in demo-
graphic studies is notoriously reduced to austere pro-
portions—if it is conceptualized at all—and stands a
long way from the evolution of cultural understand-
ing in the last decades (Greenhalgh, 1995b; Hammel,
1990; Handwerker 1986). New institutional ap-
proaches, social learning theory, and cognitive sciences
in general have hardly touched the work of 
demographers or have only recently entered the field
(Burch, 1980; McNicoll, 1992). Some theoretical tradi-
tions—like phenomenology, holistic anthropologic
approaches—have never made it into the canonical
streams of demography because they stand too far
apart from the starting points of objectivity and quan-
tification that are valued in demographic inquiry.

Nevertheless, theoretical developments in other
social and behavioral sciences had their share in the
shifts that occurred in the main orientations of fertility
research. A prominent example is the application of
economic decision models to fertility since the 1960s in
the wake of the general expansion of the economic
principles of consumer choice into other life domains.
But other forces also operate on the direction of fertil-
ity research and its conceptualization. Thus, the avail-
ability of a huge amount of data after the series of the
World Fertility Surveys (WFS) and the Demographic
and Health Surveys (DHS) has been an important
factor in the popularization of Bongaarts’ model of
proximate determinants of fertility. Partly also, demog-
raphy followed the fashion of the day in scientific and
policy circles: the prewar flirt with—and subsequent
hasty abandonment of—eugenics, the attachment to
the family planning movement, the nexus between
population and environment and, especially since the
run up to the 1994 International Conference on Popu-
lation and Development in Cairo, the issue of repro-
ductive health. Several authors have dealt in this
respect on the influence of governments, pressure
groups, scientific journals, funding agencies, and intel-
lectual and institutional backgrounds (e.g., Caldwell,
1996; Caldwell and Caldwell, 1986; Demeny, 1988;
Greenhalgh, 1996; McNicoll, 1992; Szreter, 1993).

In spite of the disciplinary variety in the approaches
to fertility and the various orientation shifts over time,
explaining the differences and changes in patterns and
levels of fertility continues to be a central concern for
demographers. In this respect, the theory of demo-
graphic transition offers a paradigmatic framework in
which each of the theoretical contributions can be
viewed as part of the total explanation of the generally
observed trend from high to low fertility (Beaver, 1975;
van de Kaa, 1996; Kirk, 1996). To organize a review of
theories and models of fertility, one dimension that
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may therefore be used is the relevance of these theo-
ries for the explanation of fertility in the different
stages identified in the perspective of demographic
transition. Thus, the model of proximate determinants
and its underlying concept of natural fertility bears par-
ticular relevance for the situation in (pretransition) 
historic populations and in many contemporary devel-
oping countries, whereas psychological choice models
are fairly limited to the explanation of fertility in (post-
transition) developed countries, and diffusion
approaches seem to apply to the transition stage in
between. Another, and perhaps even more important,
criterion to classify theories and models of fertility is
their emphasis on macro- or microlevel explanation. To
provide a full understanding of fertility and fertility
change, we must encompass both the structural 
determinants of the embedding context and the role 
of individual and intraindividual processes, and, 
consequently, the mechanisms that relate macro- 
and microlevels (de Bruijn, 1999; Greenhalgh, 1990;
McNicoll, 1994; Wunsch, 1995).

The subsequent sections will address the major lines
of thought in current demography as far as they are
relevant to the study of fertility. We will leave aside
strict mathematic demographic theories—stable popu-
lation theory, the work of Lotka, model life tables, and
so forth—and theoretical considerations in other disci-
plines that deal with the analysis of fertility—such as
economics and anthropology—but remain outside
mainstream thinking in demography.

1. Malthusian Thoughts and 
Population Theory

Ideas and observations with regard to fertility and
population can be traced back to classic antiquity and
ancient Chinese philosophers. Although these consid-
erations foreshadowed the development of many 
principles of population, population growth, and
development, and often addressed the implications for
public policy, they remained largely speculative and at
a low level of generalization (United Nations, 1973).
The writings of Malthus at the end of the 18th and
beginning of the 19th centuries are usually credited
with being the first systematic account of the princi-
ples of population change. Malthus’ body of thought
was clearly rooted in the political, economic, and social
issues of his time. The core of his first Essay on the Prin-
ciple of Population, published in 1798, is the idea that
the capacity of human populations to reproduce is (in
principle) unlimited and proceeds with a geometric
ratio, whereas the capacity to produce the means of
subsistence is necessarily limited and increases at best
in arithmetic fashion (Malthus, 1976). In subsequent

versions of his Essay, Malthus further developed his
theory and added various considerations.

The belief that population and means of subsistence
increase with different ratios means that populations
will grow where food production increases, but that
eventually they will face a level where no more people
can be sustained and any surplus population will die
of starvation. Whereas Malthus maintained that pop-
ulations always tended to a maximum increase, 
they were limited by the positive checks of mortality.
These positive checks not only included famine and
starvation, but also other misery, such as epidemics,
wars, and plagues. In addition, he conceived of a
number of preventive checks, which operated through
people’s voluntary acts to limit their number of 
children. The major principle Malthus saw in this
respect—although it surprisingly only appeared in 
his later writings—was deferring marriage or refrain-
ing from marriage altogether. The other moral restraint
he acknowledged—sexual abstinence within mar-
riage—was considered ineffective because of the over-
powering passion between the sexes. Malthus’ world
view (particularly as that of a clergyman) was vio-
lently opposed to other means of birth control, like
abortion and contraception.

Since its inception, the Malthusian project has been
often and severely criticized on empirical as well as
ideologic grounds, and indeed it is still the subject of
heated debate among scientists and policymakers
(Rothchild, 1995). One of the main lines of attack 
concerns Malthus’ assumption of the capacity to
increase agricultural output. Preceded by many 
others, Boserup’s orientation is a main contender of
Malthusian theory. She advances that technologic
progress might keep food production ahead of 
population increase (e.g., Boserup, 1981; see also J. L.
Simon, 1977). In her view, population growth, and 
particularly increasing population density, is a main
stimulus to innovative techniques in agriculture.
Moreover, she reverses the Malthusian logic by sug-
gesting that technologic progress only occurs under
pressure of population growth. In other publications,
Boserup elaborated on the intricate links between tech-
nology and fertility, asserting that modes of produc-
tion have far-reaching effects on marriage patterns,
gender relationships, and reproduction (Boserup,
1970, 1990).

Another shortcoming of Malthusian reasoning is its
failure to distinguish the power of populations to
increase from their tendency to do so. Many anthro-
pologic studies (e.g., Bledsoe, 1990; Kreager, 1982,
1986; Howell, 1979, 1986) have shown that populations
have a large variety of mechanisms at their disposal to
keep population size in accordance with the carrying
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capacity of their environment, ranging from marriage
patterns and migration to contraception and child fos-
tering. However, this is an adaptation of the Malthu-
sian scheme of balancing population and subsistence
rather than a rejection, and in this respect Malthus’
ideas remain an important background of fertility
analysis.

This is also the case with regard to public policy and
developmental issues. Despite the recognition that
technologic innovations keep on pushing up the limits
of population growth, the essence of the problem con-
tinues to permeate the debate, not only with regard to
the food supply, but also in the broader perspective of
sustainable development with regard to the exhaus-
tion of non-renewable sources of energy (Meadows et
al., 1972), global warming (Flavin, 1989), water scarcity
(Falkenmark, 1990), soil erosion (Brown, 1989), global
deforestation (Myers, 1990), and so forth.

2. The Theory of Demographic Transition

For most of this century, demographers and social
scientists have been intrigued by the regularities of
demographic change in many different settings all
over the world. These regularities were considered so
remarkable that their occurrence spurred the develop-
ment of the major body of conceptualization available
to demography. The apparent process of demographic
transition proceeds in the course of modernization and
economic development from a situation characterized
by high mortality and high fertility to one where mor-
tality and fertility are low, via a stage with declining
death rates and declining birth rates lagging behind.
This notion of demographic transition gained full
momentum only after the seminal publications by
Davis (1945) and Notestein (1945), although the full
essence of the contingency between modernization
and declining mortality and fertility, as well as the
three-stage evolution had already been comprehen-
sively formulated by Thompson in 1929. The major
elements had also been addressed by Landry (1909,
1934) and in the ethnographic wealth of the work of
Carr-Saunders (1922, 1964/1936).

The classic representation of the demographic tran-
sition, as for instance sketched by Notestein, claimed
that mortality declined in the wake of the industrial
revolution, which brought material changes in the
sense of agricultural innovation, better communica-
tion, higher productivity, and improved health condi-
tions. Fertility was much less responsive to such
modernization and its decline depended to a large
extent on the collapse—following mortality decline—
of ideational and normative systems that supported
high fertility.

In the past decades, what started out as a mere
description or explanation of historic trends of 
mortality and fertility in Europe has become increas-
ingly elaborated and has incorporated additional 
considerations, like different conceptualizations of
modernization and the shift from socioeconomic to
cultural–ideational and psychological determinants of
fertility decline. The principles of historic demo-
graphic transitions were thought to be applicable to
any contemporary situation in the sense that every
nation, region, or population could be located on the
evolutionary track of modernization and mortality
and fertility decline. Other notions that transformed
the concept from empirical observation to theoretical
assumption posit that a substantial mortality decline
invariably precedes a major decline in fertility, that the
mortality decline is followed inevitably by reduced
fertility, and that once a substantial fertility decline has
been established, the process is irreversible and
inescapable. In these respects, the notion of demo-
graphic transition has increasingly been considered as
a theory with universal validity and predictive power.
It is in this respect worthwhile mentioning that Dudley
Kirk, another demographer who contributed to the
initial formulation of the demographic transition
concept, claims that neither Notestein nor Thompson
initially thought of their ideas as a theory (Kirk, 1996).

In 1973, Ansley Coale stated that

The power of the demographic transition concept . . . lies in
the undeniable fact that with sufficient modernization fertil-
ity and mortality change in a predictable manner.

But the weakness of the concept, according to 
Coale, is

The difficulty of defining a precise threshold of moderniza-
tion that will reliably identify a population in which fertility
is ready to fall (Coale, 1973, p. 64).

Thirteen years after Coale’s remarks in what can be
considered the last monument in the tradition of the
demographic transition theory, Chesnais had to phrase
the strengths and limitations of the theory in almost
identical terms (Chesnais, 1986). Meanwhile, Coale
and his associates from Princeton University had tried
by means of a large-scale survey to identify the crucial
variables that had determined the onset and pace of
Europe’s fertility transition. Their attempt failed in the
sense that their study could not find any socioeco-
nomic indicator of modernization that could unequiv-
ocally explain the occurrence of fertility decline in
Europe (Watkins, 1986). Socioeconomic factors, which
were emphasized by transition theory, appeared to be
either spurious or inconsistent in the explanation of
the timing of the decline or its tempo The simultane-
ous fertility decline in Hungary and England is a case
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in point, as in terms of socioeconomic indicators,
Hungary lagged far behind England, at that time eco-
nomically the most advanced nation in the world. With
regard to contemporary societies, China, Kerala State,
and Sri Lanka may also serve as illustrations, because
there fertility is near or even below (Kerala) replace-
ment level without meeting the assumed requirement
of socioeconomic development. Bangladesh, one of the
least-developed countries in the world, may be
another good candidate, given the significant fertility
reduction observed there. Evaluating the contempo-
rary record on the onset and pace of the fertility tran-
sition, Bongaarts and Watkins (1996) found an
enormous diversity in each of the socioeconomic indi-
cators applied, confirming the conclusions of the
Princeton study of historic Europe.

The presupposed sequence of mortality and fertil-
ity decline has also been called into question. In a his-
toric perspective, France is the classic example of
analysis contradicting the idea that mortality decline
preceded fertility decline (E. van de Walle, 1978). Evi-
dence from the Princeton study suggested that France
was not an isolated case, and there is no statistical evi-
dence for a general trend in the sequence of mortality
and fertility decline (F. van de Walle, 1986). Sometimes
fertility decline was found to follow a fall in infant
mortality, sometimes it preceded it, and often they
dropped simultaneously. Chesnais (1986), however,
argues that some of these findings are based on
methodologic inadequacies and in second instance
results appear to be in accordance with the theory.
Nevertheless, the exact causal relation between the
decline in mortality and fertility remains difficult to
establish (van de Kaa, 1996).

Although the theory of demographic transition sug-
gests a historic perspective, the construct is largely
devoid of time and change except for the intermediate
stage of transition (Greenhalgh, 1995b). In the frame-
work of transition theory, there is no history in either
the pre- or the post-transition stage: In terms of devel-
opment, time stands still. According to Greenhalgh
(1994), many descriptions and analyses of fertility
within the perspective of transition theory exist in his-
toric vacuums and are not guided by the notion that
the specific histories of the social environment can bear
much relevance to their fertility patterns (McNicoll,
1994). The suggested homogeneity and immobility of
traditional societies—historic or contemporary—is
indisputably refuted by the empirical demographic
record, which shows a large variety of fertility patterns
and levels (Blake, 1985). Neither could transition
theory adequately cope with the significant (although
temporary) posttransition, postwar reversal of fertility
trends in a number of Western countries, which

resulted in the baby boom cohorts. To dispose of such
phenomena as temporary blips (Kirk, 1996) is totally
unsatisfactory and unacceptable given the huge
impact they can—and do—have on society. Also, to
find solace in an equilibrium or homeostatic frame-
work, as Kirk suggests, to take account of the problem
of where the fertility decline will eventually end, prob-
ably reflects more normative hope than a realistic fore-
cast. The observation that in most European countries
fertility dropped below the level of mortality—where
transition theory assumed it to end—and a supposed
historic inflection point in European society, inspired
the conceptualization of a second demographic transition
(Lesthaeghe and van de Kaa, 1986; Lesthaeghe and
Verleye, 1992; van de Kaa, 1987).

Greenhalgh, among others, rightly claims that many
of the assumptions of transition theory closely resem-
ble those of evolutionary theories that formerly fea-
tured in anthropology and raise similar contempt with
regard to overdue generalization, Eurocentrism, and
supposed unilinearity of development (Greenhalgh,
1989, 1995b; Handwerker, 1986). Although the concept
of demographic transition (or its fertility transition
subset), if seen from sufficiently afar, stands better
against the empirical record than comparable evolu-
tionary thought in anthropology, closer scrutiny sup-
ports this criticism: There seem to be many roads to
lower fertility, and onset and pace of the decline cannot
be predicted anywhere near satisfactorily. This con-
firms the truth of Greenhalgh’s statement “that the
closer we get to understanding specific fertility
declines, the further we move from a general theory of
fertility transition” (Greenhalgh, 1990, p. 85). There-
fore, the practical content of transition theory—either
in terms of revealing the specific determinants of
demographic change or in terms of providing tangible
handles on population policies—is less than it initially
promised. Szreter in this respect reflected that

The principal [sic] virtue and function of the idea of demo-
graphic transition has always been in providing a graphic
metaphor that summarily describes—and predicts—a long-
term overall emergent pattern of change. As such it has
enormous justification, motivational, and communicative
value for agencies and institutions wishing to effect change.
But, . . . a summary description of this metaphorical sort
offers no necessary assistance or insight into the causal expla-
nation of how such change occurred or occurs in any partic-
ular case (Szreter, 1993, p. 692).

What we need to explain and predict population
development or design population policies is specific
knowledge of particular settings and the mechanisms
of social change and structure–agency interaction
(Greenhalgh, 1988, 1990; McNicoll, 1992, 1994; Szreter,
1993; Teitelbaum, 1976; Willekens, 1990a, 1990b) and
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this cannot be adequately provided by the transition
framework.

3. Biology and Proximate Determinants

A notion often associated with the transition from
high to low fertility is the idea that in the posttransi-
tion stage, fertility is under complete control of couples
and individuals, whereas in the pretransition stage it
is to a large degree left to biologic principles, although
constrained by socially constructed bounds. This
notion was already conceived in the work of Landry,
but the analysis of fertility in pretransition populations
has immensely improved since Louis Henry’s (1953)
development of the concept of natural fertility. Henry
defined this concept as fertility that existed in the
absence of deliberated control through abortion or
contraceptive practice, implying that reproductive
behavior does not depend on the number of children
already born to a couple. In these natural fertility sit-
uations, reproduction is determined by biologic prin-
ciples, such as age at menarche, fecundability (the
monthly probability of conception), time required for
gestation, intrauterine mortality, and postpartum
amenorrhea. In addition, fertility is determined by a
number of social–behavioral factors, which are—at
least from the point of view of the couples concerned—
not intended to restrict childbearing. These factors
might include marriage patterns (in particular as far as
related to marital duration), spousal separation, (reli-
gious) rules for sexual abstinence in certain periods,
and duration and intensity of breast-feeding, with its
effects on the period of postpartum amenorrhea. The
observed levels of natural fertility differ widely
between societies especially because of the wide dif-
ferentiation in these social mechanisms (Blake, 1985).
It is, however, not always easy to establish whether
behaviors are socially or individually determined and
whether birth control considerations are involved.
Thus, although people may want to abstain from
sexual intercourse on the basis of normative rules, the
efficacy of this may depend on motives of child health,
birth spacing, and, for that matter, limitation of off-
spring (Caldwell et al., 1982; Kakar, 1989; Knodel,
1983).

The concept of natural fertility has evolved over
time (Henry, 1957, 1961; Leridon, 1977; Leridon and
Menken, 1979) and has found its culmination point in
the model of proximate determinants as developed by
Bongaarts (Bongaarts, 1978; Bongaarts and Potter,
1983). Earlier, Kingsly Davis and Judith Blake pro-
vided a seminal contribution with the development of
an analytical framework of intermediate determinants
of fertility that affected either the exposure to inter-

course or the exposure to conception or gestation and
successful parturition. Divided over these three cate-
gories they identified eleven behavioral and biologic
factors “through which, and only through which, any
social, economic and environmental variable can 
influence fertility” (Davis and Blake, 1956, p. 214). 
Bongaarts further developed this framework by quan-
tifying the effect of Davis and Blake’s intermediate
variables and collapsing them into eight, and later
seven, proximate determinants of fertility. This
resulted in a simple but powerful model for analyzing
how fertility changes over time or differs from one
group to another: Any level of fertility in a population
can always be traced to variations in one or more of
the following determinants:

1. The proportion of women of reproductive age that
is married (as a measure of the proportion
exposed to sexual intercourse)

2. The use and effectiveness of contraception
3. Induced abortion
4. Postpartum infecundability (as primarily

determined by the duration and intensity of
breast-feeding)

5. The frequency of intercourse (including the effect
of temporary separation and abstinence practices)

6. The onset of permanent sterility (particularly as
related to menopause)

7. Spontaneous intrauterine mortality

Each of these factors contributes to a reduction of
the approximately 15 children a woman can have
during her reproductive career. The empirical evi-
dence showed that marriage, contraceptive practices,
abortion, and postpartum infecundability have by far
the strongest effect on levels and differentials of fertil-
ity (Bongaarts, 1993; Bongaarts and Potter, 1983). The
model suggests therefore that the total fertility rate can
be described as:

TFR = C(m) ¥ C(c) ¥ C(a) ¥ C(i) ¥ TF

where TFR is the total fertility rate, C(m) is the index
of proportion married, C(c) is the index of noncontra-
ception, C(a) is the index of induced abortion, C(i) is
the index of lactational infecundity, and TF is the
potential total fertility.

The framework’s exceptional clarity and organiza-
tional power had an enormous impact on the research
agenda of fertility studies—particularly for develop-
ing countries, but also for historic populations—and
the WFS and DHS provided the necessary data to
apply the model in a comparative perspective. The sig-
nificance of the model is partly situated in the struc-
turing of attention and efforts in the search for the
ultimate determinants of fertility and fertility change.
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Fertility itself is no longer the sole subject of research;
in addition we need to look for the institutional and
behavioral backgrounds of marriage, contraceptive
use, breast-feeding, abstinence practices, and so 
forth or, to cite Freedman, we are faced with “the chal-
lenge of specifying the determinants of the proximate
determinants” (Freedman, 1986, p. 30; Hull, 1983;
Leridon, 1982). Whereas any such attempt was com-
pletely absent in the work of Bongaarts, Davis and
Blake in fact used their framework of intermediate
variables as a starting point to determine and 
analyze the institutional factors affecting fertility. Their
explanation of fertility rested on the comparative
analysis of social organization, which largely boiled
down to an explanation in terms of family and kinship
organization.

Whereas Bongaarts’ model of proximate determi-
nants, as well as the version of Davis and Blake, ana-
lyzes fertility at the level of populations and societies,
several researchers tried to translate it to the individ-
ual level. Hobcraft and Little (1984), for instance, cal-
culate fecundity and fertility as the outcome of the
fecundity-reducing effects associated with the particu-
lar set of states that describe women’s positions in their
reproductive career (states related to pregnancy,
absence from sexual relations, contraceptive use, post-
pregnancy infecundity). Becker’s model of adolescent
fertility (S. Becker, 1993) specifies conditional proba-
bilities of live birth, conception, and coitus on the basis
of individual data. Hull (1983) and de Bruijn (1999)
explicitly incorporate the proximate determinants in a
decision-making approach. The value of this integra-
tion is that fertility is not seen as the product of one
single decision, but as the possible combined effects of
numerous decisions with regard to the—behavioral—
proximate determinants such as marriage and divorce,
contraceptive use, abortion, frequency and patterns of
sexual intercourse, and breast-feeding practices. This
reformulation represents a means to increase the rele-
vance of the concept of individual choice for situations
under conditions of natural fertility.

Although the popularization of the proximate
determinants model is mainly due to its application to
developing countries, it is perhaps a mistake to
presume that its value may be discarded completely
for developed countries (Easterlin and Crimmins,
1985). Although in Western countries fertility is con-
sidered to be under volitional control and childbirth to
be a matter of demand rather than supply, it is worth-
while recognizing that here too fertility not only
depends on behavioral factors, but also on biologic
processes. Until recently the main fertility problem
was the control of unwanted childbearing and the
attainment of a perfect contraceptive population

(Bumpass and Westoff 1970). In this respect Menken et
al., reflected that

With great effort, fertility has been “turned off”: People had
come to believe that controlling fertility was the real problem
and to expect that having children was easy (Menken et al.,
1986, p. 1393).

With respect to the ease of having children, they
indicated the growing concern in both the popular 
and scientific literature with problems related to 
infecundity and infertility in Western countries, 
which have become increasingly evident with the gen-
erally observed rise in age at birth (see also te Velde,
1992).

4. Economic Theories of Fertility

The writings of Malthus left their mark in the field
of classical and Marxist economics in the 19th and
early 20th centuries, and later in the economic analy-
sis of population and development in less-advanced
countries, particularly in view of their unprecedented
rates of population growth (United Nations, 1973).
These macro-economic approaches never became stan-
dard material in demographic theorizing, unlike the
micro-economic orientations that firmly entered the
field in the 1960s.

Harvey Leibenstein (1957) may be called the pro-
genitor of the view that the number of children is the
result of individual decision making within an eco-
nomic context of income and prices. Among others,
Nerlove (1974), Willis (1973), Schultz (1981), and, most
prominently Gary Becker (G. A. Becker, 1960, 1965,
1976, 1981, 1991; Becker and Lewis, 1973) developed
the consumer choice theory into what became known
as the new home economics of the Chicago school.
This micro-economic approach not only involves the
traditional variables of income and prices, but also the
quality of children and budget constraints in terms of
allocation of time and opportunity costs. Given these
variables, households are assumed to produce a
bundle of consumer commodities—including chil-
dren—in accordance with the maximization of house-
hold utility. The model thereby links fertility decisions
to other household decisions, including labor force
participation and consumption. The notion of child
quality became a key factor in Becker’s work to account
for the inverse relation between income and number
of children as experienced in the fertility transition.
The quality of children is assumed to be elastic with
respect to income, whereas the quantity of children is
not. This implies that the desired number of children
may fall as income increases because the average cost
per child may increase even faster.
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The economic approach to fertility has been chal-
lenged on several grounds. Part of the criticism can be
traced back to the concepts of choice and decision-
maker that underlie micro-economic theories: strongly
individualistic, decontextualized, static, relying on a
narrow, substantive notion of rationality, and without
a sufficient degree of (psychological) realism (de
Bruijn, 1999). Obviously, representatives of rival disci-
plines embark upon such general criticism, but it is
also voiced by a number of (behavioral and institu-
tional) economists themselves (e.g., Simon, 1987; Lea
et al., 1987; North, 1994). Among the economists
working in the field of demography, Leibenstein and
Arthur share some of these concerns. Arthur, in a crit-
ical review of Becker’s Treatise of the Family, “call[s] for
the use of rules, rights, agreements, hierarchies, orga-
nizational institutions—in short, structure” (Arthur,
1982, p. 395). These remarks touch upon the neglect by
most economists of the social, cultural, and political
environment of decision making. Leibenstein (1977,
1981, 1982) articulates that the concept of choice as
used in economic choice theory is only selectively
applicable in the study of reproductive behavior, and
much of the fertility outcome must be seen as the result
of routine and rule following procedures. With regard
to the static nature of the new home economics, it can
be observed that by and large economic analysis in
demography does not allow for changes in preferences
over lifetime as the result of learning and personal
experience, and it assumes couples to have defined
these preferences at the onset of marriage. Changes in
behavior over time are in this perspective considered
to be the result of variations in restrictions facing the
decision-maker. However, a number of economists
provide a more dynamic perspective by applying a
life-cycle approach to fertility or accept the possibility
of preference shifts (e.g., Moffit, 1984; Namboodiri,
1980, 1983; Rosenzweig and Wolpin, 1980; Siegers,
1987; Turchi 1991).

Although crucial to Becker’s interpretation of fertil-
ity, the notion of child quality is not free from contro-
versy, both in terms of conceptualization (e.g.,
Robinson, 1997) and with regard to the assumption
that all children born in a family embody the same
quality. The last assumption is refuted by the em-
pirical findings that the value of children may differ 
by parity (Bulatao, 1981; Bulatao and Fawcett, 1981;
Namboodiri, 1983) and by sex (e.g., Miller, 1981;
Koenig and Foo, 1995; Nag, 1991; UNICEF, 1991). Crit-
icism of the new home economics approach to fertility
also refers to the assumption of a single joint house-
hold utility function. For one thing, it assumes altru-
ism (with which Becker [1981] tries to deal) and
harmony on behalf of both partners, which does not

seem very plausible as both power and the distribu-
tion of costs and benefits of children may differ sub-
stantially between them (Caldwell and Caldwell, 1987;
Lee and Bulatao, 1983; Fawcett, 1983; Simmons, 1985).
Economic decision-making models are usually com-
pletely silent about the bargaining processes that settle
possibly conflicting interests with regard to progeny.
In several societies, even the absolute authority on fer-
tility decision-making by the parents themselves may
be seriously questioned (Khan and Singh, 1987; Koenig
and Foo, 1992; Ryder, 1983). Furthermore, the defini-
tion of the household concept is notoriously difficult,
not only with regard to relevant criteria, but also
because of possible shifting and rotating membership
of both parents and children. The widespread phe-
nomenon of child fostering, especially in West Africa
(e.g., Bledsoe, 1990, 1995; Page 1989), puts the standard
economic view on direct and substitution costs of
raising children in a different perspective. For these
reasons, and because in many instances fertility is not
a matter of demand but a matter of supply, the new
home economics model is still relatively ill-suited for
the analysis of fertility in developing countries
(Simmons, 1985).

With regard to the neglect of supply mechanisms in
the standard consumer choice theory and its new
home economics version, a very important extension
is provided by Richard Easterlin and collaborators
(Easterlin, 1975, 1978a, 1978b; Easterlin and Crimmins,
1985; Easterlin et al., 1980). Easterlin’s approach com-
plemented the strictly demand-oriented model of new
home economics with notions concerning the produc-
tion side of fertility as derived from the intermediate
variables framework of Davis and Blake and that of
Bongaarts and the concept of natural fertility. In this
synthesizing effort, he brings together the scientific
paradigms of economics and sociology; but this effort
clearly should also be considered as an attempt to
bridge the gap between fertility analysis in contempo-
rary Western situations and that under non-Western or
historic conditions. This Easterlin synthesis has gained
wide acceptance in demographic research and pro-
vided the basis of the agenda of the U.S. National
Academy of Sciences (Bulatao and Lee, 1983). The
model assumes that all determinants of fertility—
public health, education, urbanization, family plan-
ning programs, and so forth—work through the
categories of the demand for children (depending on
household tastes for children and alternative goods,
income, and costs and benefits of children), the supply
of children (reflecting natural fertility determinants
like exposure and frequency of intercourse, postpar-
tum amenorrhea, spontaneous intrauterine mortality,
and sterility) and the costs of fertility regulation
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(lumping together attitudes toward and access to fer-
tility control methods and supplies, as well as the time
and money required to obtain the birth control
methods). Motivation to limit fertility only occurs if
the supply of children exceeds their demand and the
greater the excess of supply over demand, the greater
this motivation. But the actual restriction of fertility
also depends on the (economic and psychological)
costs associated with various birth control methods. A
modification in the specification of the demand func-
tion compared with the Chicago approach is that 
Easterlin’s model incorporated variable and endoge-
nous preferences, which allowed the explanation of
difference in behavior on the basis of opportunities,
but also in terms of differences in tastes. Furthermore
the final dependent variable in Easterlin’s model is not
children, as much as children surviving to adulthood,
thus making not only the supply of children endoge-
nous to the explanatory framework, but child survival
as well.

Easterlin contributed another important theoretical
proposition to the economic perspective of fertility
behavior. This contribution (Easterlin, 1978b, 1980)
provided a dynamic element to the analysis of fertility
and stands out as the sole fully developed cohort
theory in demography. The Easterlin hypothesis con-
cerns the adaptivity of fertility preferences (and sub-
sequent fertility behavior) to the realization of a
preconceived lifestyle. It asserts that an individual’s
desired lifestyle is molded by experience during the
formative period in adolescence at the parental home.
The degree of affluence promised by (male) labor
market perspectives during the reproductive period
determines the number of children that can be sus-
tained while maintaining the standard of living that
was experienced during the formative period. The
labor-market or income-earning opportunities, in turn,
are assumed to be negatively related to cohort size.
This implies that the tastes for children or reproductive
goals are not given, as assumed in traditional eco-
nomic theory, but formed during the experience of the
income effects caused by the entry of differently sized
cohorts on the labor market.

Ní Bhrolcháin (1992) disputes the role of cohort
effects in fertility. Although she recognizes the evi-
dence of cohort mortality, which finds convincing
foundation in epidemiologic and medical research
(e.g., Barker, 1992; see also Caselli, 1990), she is unable
to find similar evidence for fertility. Similarly, Wright
(1989) has tested the Easterlin hypothesis for 16 
European countries but has failed to find a statistically
significant correlation between relative cohort size 
and fertility. From a review of empirical studies,
Pampel and Peters (1995) conclude that the evidence

for the Easterlin effect proves at best mixed and at
worst completely wrong and that the degree of
support varies across time periods, nations and level
of measurement.

Apart from a number of technical difficulties
involved in the measurement of the effect, there are
also some conceptual inadequacies. For instance the
theory focuses too much on men’s roles in the labor
market—whereas new home economics emphasizes
the role of women—and there is some discussion
about whether Easterlin’s index of relative cohort size
is a good indicator of relative income (Wright, 1989, p.
118). Furthermore, the theory’s conceptualization of
socialization is rather plain: The influence of personal
experience operates from a distant and rather fixed
past and neglects the influences of changing social
environments apart from cohort size. Exclusive
emphasis on the effects of the early socialization expe-
rience on a person’s aspirations amounts to the 
neglect of the effect of peer group influences in new
environments or experiences in adulthood in general
(Freedman, 1987; Namboodiri, 1980). Moreover, there
are other lifetime-specific experiences, such as educa-
tion and labor force participation, which can have deci-
sive impact on (later) considerations in decision
making, for instance with regard to goal setting,
dependency of others, or the value of children. Lastly,
Easterlin’s theory needs to specify better the mecha-
nisms through which relative income influences moti-
vation for fertility. Pampel and Peters (1995) suggest
that if a number of additional conditions are met, the
Easterlin effect still might emerge.

5. Psychological Approaches to Fertility

Compared with the impact of economics, sociology,
anthropology, and biology, the contribution of psy-
chology to demographic theory has been very limited
(Burch, 1981; McNicoll, 1992b). The encounter between
demography and psychology witnessed the applica-
tion of two main theoretical approaches: the value-of-
children approach and applications of psychological
value-expectancy models.

The first line of thought can be traced back to a
Maslowian perspective on motivation. Taking this as a
starting point, Hoffman and Hoffman (1973) con-
structed a conceptual framework that depicted the
way in which children could contribute to satisfying a
number of material, social, and intrinsic needs.
According to this framework, childbearing motivation
depends on the evaluation of these satisfactions and
the economic and noneconomic costs of children. The
associated perceived value of children appears as an
intermediate variable in the explanation of the relation
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between socioeconomic, cultural and gender aspects,
and fertility behavior. The framework was elaborated
and operationalized in the value-of-children project in
the early and mid 1970s by James Fawcett and others
(Fawcett, 1972, 1983; Fawcett and Arnold, 1973;
Fawcett et al., 1972). Survey data were gathered in dif-
ferent countries, and subsequent analysis compared
data for different countries and regions within coun-
tries at different levels of socioeconomic development.
In this way the model tried to underpin the proposi-
tions of the theory of fertility transition, confirming
some of them, but remaining undecided on others
(Fawcett, 1983; Bulatao, 1982). It did suggest an evo-
lution during socioeconomic development from eco-
nomic and material considerations with regard to
children, to more emotional rewards and psychologi-
cal appreciation, which induced the introduction of the
concept of the transition in the value of children. Whereas
most applications of the model were carried out within
the international comparative framework of the value
of children project, several individual studies also
relied on it (e.g., Niphuis-Nell, 1981). The value of chil-
dren approach produced a substantial body of litera-
ture especially in the early 1980s, but has not been
pursued much since then. Perhaps this is due to the
fact that the research has provided relatively few gen-
eralizations about how background variables influ-
ence the perceptions of satisfactions and costs of
children in order to affect fertility preferences and
behavior (Fawcett, 1983).

Value-expectancy models like expectancy x value
and, notably, the Fishbein–Ajzen model of reasoned
action (Fishbein and Ajzen, 1975; Ajzen and Fishbein,
1980) were introduced into demography with regard
to the field of fertility, contraceptive use, and female
labor market participation (e.g., Bagozzi and Van Loo,
1991; den Bandt, 1982; Fishbein, 1972; Jaccard and
Davidson, 1976; Moors et al., 1989; Rosenstiel et al.,
1982; Wijsen, 1994). The Fishbein–Ajzen model states
that the intention to perform certain behavior is a reli-
able indicator of the performance of that behavior. In
turn, this intention can be assessed by measuring
beliefs with regard to consequences of the behavior
and the valuation of these consequences on one hand
and perceptions of the opinions of others in combina-
tion with the importance attributed to these opinions
on the other. An advantage of the model is that it takes
into account to a certain extent the influence of the
social environment by including a normative compo-
nent in terms of the opinion of the important others.

To some extent, psychological approaches share the
problems associated with micro-economic theories.
These concern particularly the volitional character of
individual behavior formation and the less than ade-

quate incorporation of the institutional backgrounds
determining that behavior. The theoretical framework
underlying the value of children framework, and more
explicitly the one underlying the psychological value-
expectancy models, assumes deliberate choice and
purposeful action, which do not always seem to be the
most appropriate assumptions given the supply mech-
anisms of natural fertility, the lack of effective knowl-
edge, the possibility of overriding social pressure in
favor of childbearing, and the possibly restricted avail-
ability of and access to the means to control it. Ajzen
and Fishbein themselves, in fact, recommended their
model especially for situations where individuals have
strong control over the factors associated with decision
making, which is more applicable to developed than
to less-developed countries. In this respect, the incor-
poration of the concept of self-efficacy (Ajzen, 1991;
Bagozzi and Van Loo, 1991) may improve the explana-
tory power of psychological choice models. Other
options to increase the relevance of decision making
approaches to the situation in developing countries—
although at the expense of quantification—relate to a
broader definition of the concept of choice: either by
extending decision-making analysis to the proximate
determinants of fertility or by incorporating the process
of choice in the sense of processes of attention and
(routine and institutionalized) styles of decision
making (de Bruijn, 1999; Bulatao, 1984; Shedlin and
Hollerbach, 1981; Hull, 1983; Leibenstein, 1982). Such
reformulations at least avoid the unjustified distinction
between the concept of the person who populates pre-
transitional societies and who is cast in terms of
passive recipients of culture and normative rules and
guided by irrational beliefs, and the one who inhabits
posttransitional societies and who is viewed as an
active, independent decision maker with the capa-
city for rational thought and behavior (Blake, 1994;
Greenhalgh, 1994).

6. Diffusion of Ideas and Technology

Over the years, the theory of demographic transi-
tion has incorporated a number of additional ideas to
remedy some of its shortcomings. Many of these
efforts were related to the failure to define socioeco-
nomic development as the crucial variable of demo-
graphic change. The incorporation of some concept of
culture—especially perceived as a principle involved
in the spread of ideas—seemed to provide a promis-
ing alternative. In its wake, the concept of diffusion
entered the theoretical edifice of demography (Cleland
and Wilson, 1987; Retherford and Palmore, 1983;
Watkins, 1986, 1987), or better, was reinstituted as a
major explanatory strand.
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Diffusion can be understood as the process by
which innovations spread from one locale, social
group, or individual to another (Retherford and
Palmore, 1983). The spread of ideas, behaviors, and
techniques has often been found to follow the grooves
laid down by sociocultural forces, such as language,
ethnicity, neighborhood, and workplace or channels of
communication and exchange. Thus, Lesthaeghe’s
study of fertility decline in Belgium showed a clear
demarcation of fertility patterns and levels along lan-
guage borders for communities, which were other-
wise—socioeconomically—very similar (Lesthaeghe,
1977). Kirk attributes the early transition in countries
such as Hungary and Bulgaria to their location along
the Danube as a prime artery of communication and
commerce (Kirk, 1996). Various others point to migra-
tion avenues, network channels, and institutionalized
lines of communication for the spread and explanation
of family planning acceptance (e.g., Bongaarts and
Watkins, 1996; Freedman, 1987; Cleland, 1987;
Watkins, 1987, 1989). Entwisle et al. found evidence of
the importance of conversational networks to directing
and controlling the flow of information about contra-
ceptive methods in rural communities in Thailand
(Entwisle et al., 1996). They associated the variety of
method acceptance between communities and the
typical predominance of one method within the com-
munities with the structure of largely village-based
social networks. The notion of diffusion also focuses
attention on the different contextual levels—interper-
sonal, local, national, and global—involved in the
transmission of information (Bongaarts and Watkins,
1996; Hammel, 1990; Montgomery and Casterline,
1996; Retherford and Palmore, 1983).

The reception of diffusion into fertility theorizing
brings along its own conceptual and methodologic
problems. With respect to diffusion, Greenhalgh cau-
tions against a too reductionistic approach focusing
almost entirely on communication about birth control,
while neglecting the exchange of a broad scale of per-
ceptions on other issues relevant for reproductive
behavior (Greenhalgh, 1995b). To parts of the family
planning movement the contribution of diffusion was
even restricted to the spread of contraceptive technol-
ogy (e.g., Ravenholt and Chao, 1974). Pollak and
Watkins (1993), like Greenhalgh, argue that diffusion
involves more than techniques and mere information.
They refer to van de Walle who states that in early 19th
century condoms were licit in extramarital liaisons, but
not within marriage, and to Bledsoe who reaches a
similar conclusion for several African countries. This
pertains to the critique that the diffusion approach is
problematic in its omission of the context of contra-
ceptive communication, especially with respect to the

requirement of its social legitimation and the spread of
values (Lesthaeghe and Wilson, 1986; Handwerker,
1986). Related to this critique, many consider the dif-
fusion concept merely a description without notable
theoretical content (McNicoll, 1992; Pollak and
Watkins, 1993); sometimes it entails just summary sta-
tistics that reflect the pattern of spatial and temporal
spread of some phenomenon. Hammel’s (1990) contri-
bution can be mentioned as an important step to
provide more substance to the notion of diffusion, but
within demography, of course, Rogers (1962/1983,
1973) must also be referred to, with the work of 
Montgomery and Casterline (1996), who try to model
the social structure of contraceptive diffusion. Still, a
fundamental underpinning of the working of the dif-
fusion mechanism—how information is conveyed in
the social environment and how the messages are
organized and interpreted, and finally lead to behav-
ior—is in the lap of other disciplines such as (cogni-
tive) anthropology, sociology, and, importantly, social
learning theory (de Bruijn, 1999).

7. Culture, Structure, and 
Social Organization

The field of fertility theory covers a large number of
interpretations and approaches that are not neatly clas-
sifiable as a disciplinary theory. In contrast to, for
instance, economic, psychological, and proximate
determinants approaches to fertility, they do not have
an internally agreed set of variables, concepts, and the-
oretical propositions nor a strict methodology. Their
common feature is the focus on the structural level of
society, culture, institutions, or social organization—
and often in combination—but otherwise it is a very
heterogeneous compilation, its backgrounds largely in
the more holistic disciplines of sociology and anthro-
pology. They may involve aspects from theoretical
approaches mentioned above, and many of them, in
fact, can be interpreted as enrichments or modifica-
tions of the theory of demographic transition. Far from
claiming to be exhaustive, a list of such approaches to
fertility might include system–functionalist ideas
derived from Adam Smith’s invisible hand hypothesis
(Wrigly, 1978) and other homeostatic interpretations
(Howell, 1979, 1986; Kreager, 1982, 1986; Lesthaeghe
1980), modes-of-production paradigms (Boserup, 1970,
1990; Goody, 1976), Lesthaeghe’s production–repro-
duction thesis (Lesthaeghe and Surkyn, 1988b;
Lesthaeghe, 1989b), Cain’s institutional approach of
risk and insurance (1981), Caldwell’s wealth flows
theory (Caldwell, 1976, 1982), family-oriented analyses
(Ariès, 1962; Cain, 1989; Freedman, 1975, 1987; Davis
and Blake, 1956; Khan, 1987; Ryder, 1983), the notion
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of the second demographic transition (Lesthaeghe and
van de Kaa, 1986; Lesthaeghe and Verleye, 1992; van
de Kaa, 1987) and the recently emerging institutional
approaches in the line of Greenhalgh (1988, 1990, 1994,
1995a) and McNicoll (1980, 1985, 1988, 1994).

In disappointment at failing to find the crucial
determinants of fertility in socioeconomic indicators,
some demographers have turned to culture (Cleland
and Wilson, 1987). Research based on the results of the
WFS (e.g., Cleland, 1985) and the Princeton study on
the European transition experience (Anderson, 1986;
Knodel and van de Walle, 1979; Watkins, 1986) signi-
fied the importance of cultural factors as the major
independent determinants of fertility levels and the
onset of fertility decline. These studies, however, did
not elaborate on what was exactly meant by culture.
Greenhalgh (1994) and Hammel (1990), therefore,
accuse demographers of a widespread incompetence
to conceptualize culture meaningfully. Apart from the
work of a small number of researchers, culture has
hardly gained any depth; it is usually only grasped in
terms of language, ethnicity, or geographic region.
Large-scale surveys on which traditional demographic
research is based cannot grasp the meaning of culture,
and so to many demographers, the concept connotes a
messy bag (Lesthaeghe, 1989a), which may be assumed
to contain all residual explanation. The problem of
incorporating culture into theory, however, is not
restricted to demographers alone: All social sciences
consider culture a notoriously difficult concept,
perhaps even more than the concept of social structure
(Archer, 1996).

Culture is usually claimed to stand for the shared
and intergenerationally transmitted beliefs and evalu-
ations about the world and people’s place in it. The
role of culture in fertility change is presumed to be par-
ticularly located in this feature of transferring values
and information within a culturally identifiable group
(e.g., Lesthaeghe, 1977). But apart from this commu-
nicative feature, culture provides the normative and
interpretive or meaning-giving rules with which
people consider fertility and its proximate and ulti-
mate determinants. The link between culture as an
ideational or meanings system and social organization
lies in the common order it provides for the definitions
of social relationships and evaluation of individual
behavior. Modes of production, intergenerational and
gender relations, marriage systems, and so forth are
reflected in culture. However, by providing social
structure with a meaning, culture also legitimizes and,
therefore, (re)produces society. This dualist manifesta-
tion has been acknowledged in demographic literature
by several exponents of a cultural approach to fertility
theory (e.g., Greenhalgh, 1989; Hammel, 1990;

Lesthaeghe and Surkyn, 1988a). In the social, political,
and anthropologic analysis of fertility, the family is the
dominant institution: It is the locus of demand and
supply of children, by and large it retains the function
of socialization base, and often it constitutes the prime
avenue to achieve things that are important in life,
such as economic assistance, security, social interaction
and status, information, and emotional and political
support (Davis and Blake, 1956; Dyson and Moore,
1983; Freedman, 1987; McNicoll 1994).

Several broad lines of thought on the rather elusive
concepts of culture and social structure can be distin-
guished in demography. Most of them are not
acknowledged as separate theories, so the discussion
here is arranged around the work of the major propo-
nents and publications.

A first mode of thought with social structure as its
point of departure is the holistic representation of
society as an integrated system of arrangements and
mechanisms that are principally geared to the repro-
duction and maintenance of that system. It can be
viewed as a continuation of the Malthusian program,
but based on modern research and insights. A mile-
stone publication in this respect is Coleman and
Schofield’s The State of Population Theory. Kreager’s
work (1982, 1986) may be representative for this
approach when he paints an anthropologic vision of
demographic regimes as Durkheimian organic soli-
darities. Population process components—fertility,
nuptiality, migration, and mortality—work in a coor-
dinated fashion so as to adjust population size and dis-
tribution to the capacities of the environment.

Such studies concentrate on the colorful anthropo-
logic uniqueness of societies, but sometimes tend to
over-emphasize the cultural barriers to demographic
change (Robinson, 1992; Lockwood, 1995). By their
nature they are not infrequently rather static and
descriptive, and fail to provide the links of encoun-
tered feedback mechanisms to the motivation of indi-
viduals to act in line with the long-run societal benefit.
Lesthaeghe, for instance, rightly points out that there
is no need to assume a latent aim of controlling popu-
lation growth if other explanations, centering on 
direct goals, like survival of children or maintaining
power relationships, are available to account for it
(Lesthaeghe, 1980). On the macrolevel such individual
pursuits of goals—importantly shaped by the struc-
ture and content of the social environment—may have
the effect of maintaining a functional demographic
balance in the long run (Blake, 1994).

Explaining demographic patterns only in terms of
system needs easily ends in ad hoc or tautologic theo-
rizing. The demonstration of the functional quality of
certain collective behavior to a population system
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cannot demonstrate its necessity to be there, at that
time and in exactly that form; there may very well be
other, functionally equivalent, behavior patterns that
could respond to the same motives (McNicoll, 1992;
North, 1994). It is easy to interpret some institutional
arrangement as valuable if it has found its established
place in some situation, but the danger of ex post
rationalization is acute: Conceivably under a different
arrangement the situation would have been served
even better. This reflection led Demeny to his gloomy
remark that “the impression is overwhelming that
history is a story of unrealised [sic] potentials that
could have been within our grasp” (Demeny, 1986, 
p. 483).

The only line of thought that may claim the status
of demographic theory and is as yet the only one that can
conceptually rival the conventional transition theory
(particularly in the setting of contemporary less-
developed countries), is Caldwell’s wealth flows
theory (1976, 1982). Culture, here, is importantly rep-
resented by the meaning of kinship and family, tradi-
tionally a central issue in the anthropology tradition
from which Caldwell originates. The theory states that
the level of fertility is primarily imposed by the direc-
tion of the net wealth flows between parents and chil-
dren, which include all the present and anticipated
benefits over a lifetime. The outcome of this economic
rationale is either maximum or zero fertility, but this is
adjusted by the impact of personal, social, and physi-
ological reasons. The commanding principle underly-
ing the direction of intergenerational wealth flows is
the social organization of the society, and specifically
family structures. Caldwell argues that in all tradi-
tional societies the net wealth flow has been from
younger to older generations, which means that eco-
nomic motives promote high fertility. This flow will
only be reversed if the economic and emotional
primacy is withdrawn from the grip of broader family
ties and is focused on the conjugal family. The nucle-
ated family is, therefore, a sine qua non for low fertility
and the transition from high to low fertility is a
product of social change with economic implications,
rather than economic change alone.

The primary force behind the transformation of the
family is credited to universal education across a
nation or cultural group. Mass education changes the
values and costs of children within the family and
introduces a Western family model into the society.
Capitalizing on the general failure to identify critical
socioeconomic variables for the onset of fertility
decline, Caldwell argues that it is the process of West-
ernization, rather than economic modernization,
which initiates the change toward low fertility (Ryder,
1983). Put to the test (e.g., Dow et al., 1994), Caldwell’s

theory received less support than might have been
expected on conceptual grounds. It is not clear to what
extent this is due to the severe operationalization and
measurement problems—for instance the measure-
ment of wealth flows—that are inherent in the theory’s
formulation (Schultz, 1983).

A third line of thought, like Caldwell’s intergenera-
tional perspective, involves the institution of the
family, but with a different nuance. Here, family is 
primarily the outcome of large-scale historic socioeco-
nomic and cultural processes, rather than the exclusive
focus of demographic change. This tradition is 
most prominently recognized in the work by
Lesthaeghe. The gist of his work is best articulated 
by the attention to the analysis of the first two of
Coale’s prerequisites for a fertility transition: First 
that the very deliberation about pros and cons of 
additional children to the family must be an acceptable
form of behavior, and second that perceived social 
and economic circumstances must make reduced fer-
tility seem an advantage to individual couples (Coale
1973, p. 65). Both preconditions are clearly anchored in
the context of ideational systems and social organiza-
tion, which is formulated by Stamm and Tsui as
follows:

The impact of family-planning technologies on reproductive
parameters is a function of the systems of meaning which
underlie the reproductive choices and preferences of the indi-
viduals comprising a society. Such systems of meaning define
both what is and what is not subject to choice and the value
of choice options (Stamm and Tsui, 1986, p. 159).

To arrive at reduced levels of fertility, there must be
a favorable meaning-giving or ideational environment
to direct the preferences and considerations that
authorize the legitimacy of individual control over fer-
tility as well as the desirability of smaller family sizes
(Lesthaeghe and Wilson, 1986). Falling back on
Maslow’s notion that, along with development, intrin-
sic personal needs will become increasingly important,
a universal emancipatory tendency of individualiza-
tion may be assumed to have its effects on fertility
behavior (Lesthaeghe, 1983; Lesthaeghe and Surkyn,
1988a). This may lead to a decline in fertility, but only
if existing institutions that exert a pronatalist influence
lose the legitimacy of their grip on individual decision
making, and if socioeconomic conditions are such that
the balance of subjective cost-benefit considerations 
is tipped toward smaller families. Although the
complex associations between socioeconomic devel-
opment and ideational change are explicitly discussed
(e.g., Lesthaeghe,1989b; Lesthaeghe and Wilson, 1986),
Lesthaeghe stresses the importance of autonomous
ideational shifts toward liberal and, especially, secular
values. In this respect Lesthaeghe’s ideation with
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social–organization approach is a major modification
of the classical notion of demographic transition.

This general scheme has been applied to the 
situation in sub-Saharan Africa (Lesthaeghe, 1989a,
1989b; Lesthaeghe and Eelensm 1989; Lesthaeghe 
and Surkyn, 1988b), to historic Western Europe
(Lesthaeghe, 1983; Lesthaeghe and Wilson, 1986), and
to recent demographic change in Western Europe
(Lesthaeghe and Moors, 1992; Lesthaeghe and Surkyn,
1988a), cumulating in the concept of the second demo-
graphic transition (Lesthaeghe and van de Kaa, 1986;
van de Kaa, 1987; Lesthaeghe and Verleye, 1992). Each
time, the picture is painted differently, highlighting the
specific relevant elements of the historic and institu-
tional background. During Europe’s fertility transition
this included the nuclear family dominance, the evo-
lution of a capitalistic mode of production, the waning
of religious doctrines as guiding principles and
general economic growth, fueling individual aspira-
tions (Lesthaeghe, 1983; Lesthaeghe and Wilson, 1986).
The second demographic transition can be distin-
guished primarily on the basis of a marked accelera-
tion of the trend toward self-fulfillment and individual
autonomy, bringing about new types of demographic
behavior in the sense of new living arrangements and
changed timing and prevalence of marriage and child-
birth (Lesthaeghe and Verlye, 1992; van de Kaa, 1987).
With regard to sub-Saharan Africa, the designation of
social organizing principles relies heavily on the intel-
lectual legacy of Boserup (1970) and Goody (1976) with
respect to the structuring impact of modes of produc-
tion on patterns of nuptiality, gender relationships,
and progeny; but it also relies on classifications in
terms of religious background (especially Islamization
and the survival of traditional religions), female edu-
cation and contraceptive use. The emerging picture
reveals the complexity of the effects of interactions
between socioeconomic development and social insti-
tutions on patterns of starting, spacing, and stopping
childbearing (Lesthaeghe and Eelens, 1989).

A promising new line of interpretation is the insti-
tutional analysis of fertility. This approach, again, may
be viewed as a reaction to the theory of demographic
transition. Whereas the classic transition theory
searched for general processes (including, at least in its
original formulation by Notestein, the role of social
institutions) and focused on macrolevel and socioeco-
nomic aspects, the new institutional approach seeks
situational and path-dependent specificity, and is sen-
sitive to cultural interpretations and the interaction
between structure and agency. The research and analy-
ses of Lesthaeghe and Caldwell clearly largely fall into
this interpretive framework. Well-known is also Cain’s
(1981, 1989) analysis of the value of children as a

source of risk insurance in villages in India and
Bangladesh, which suggests that the differences
between the settings can be largely attributed to insti-
tutional elements like labor division between the sexes,
patriarchy, legal status, and social security systems.
The leading demographers in the field, however, are
Susan Greenhalgh and Geoffrey McNicoll. Although
Greenhalgh starts out from a political-anthropologic
perspective and McNicoll particularly relies on a soci-
ologic and institutional economics background, they
are remarkably in unison in voicing the needs for and
elaboration of institutional analysis.

Both largely reject the possibility of general schemes
of fertility change. Compare, for instance, McNicoll’s
statement that:

[F]rom a distance, the process of fertility transition that
accompanies social and economic development shows many
similarities across major world regions [. . .]. Yet at closer
range fertility transitions are idiosyncratic. Their course is
influenced by the institutional endowments each society 
has inherited through its particular historical experience
(McNicoll, 1994, p. 2)

with that of Greenhalgh:

There is no single demographic transition, caused by forces
common to all places and all times. Rather, there are many
demographic transitions, each driven by a combination of
forces that are, to some unknown extent, institutionally, cul-
turally, and temporally specific (Greenhalgh, 1990, p. 88).

A seminal article that contributed much to the atten-
tion for the institutional background of fertility and on
the micro–macro link of fertility explanation was con-
ceived by McNicoll (1980). Relying on Herbert Simon’s
concept of bounded rationality, he argued that the
options for fertility behavior that are salient to the indi-
vidual consist of only a selection of all options and that
this salience depends on the structure of the informa-
tion environment that is shaped by social institutions.
In McNicoll’s perspective, social institutions may be
interpreted as the socially constructed (and sanctioned)
rules that provide solutions to recurrent problems of
individual action and interaction (McNicoll, 1985). This
normative character of institutional rules may be com-
plemented with their representational or meaning–
giving dimension, which fits better with Greenhalgh’s
cultural interpretation. Both McNicoll (1994) and
Greenhalgh (1995b) view institutions as social con-
structs that are constantly being made, remade and pos-
sibly dismissed in processes of negotiation and
individual action. Although neither of them elaborate
much on this issue, it may provide a tangible opening
toward psychological and economic choice considera-
tions, and thus a unique opportunity to narrow the gap
between macro and micro approaches, structure and
agency, and context and choice (de Bruijn, 1999).

562 de Bruijn



The identification of interpenetrating local, regional
and national institutions reflect the multi-level nature
of context. Greenhalgh (1990, 1995) even goes on to the
international arena, extending Watkins’s remark that
in 1870, the relevant community to which behavior
pertained was largely local whereas in 1960 it was
largely national (Watkins, 1989). Thus, aims of the
international community with regard to women’s
rights and reproductive health as voiced at the 1994
Cairo Conference on Population and Development can
be effectuated by supportive legislation at state level
and women’s organizations at lower levels, but can
also be impeded by adverse family and gender
systems or local labor market opportunities. Overar-
ching institutions like religion or national family plan-
ning programs may be negotiated differently in a rural
farming community than in the neighboring fishing
community, because of the differences in the local
economies (Niehof, 1985). Due to the sustained con-
juncture of various institutions in specific social set-
tings, the meaning of the individual institutions may
change in the course of time, which is why, for instance
Catholicism in Ireland has become different from that
in Mexico or Sri Lanka (Handwerker, 1986). An insti-
tutional approach finds the understanding of fertility
at least partly in the historic evolution of the specific
amalgam of institutions: It views them as evolving
processes that not only depend on current circum-
stances, but also, and crucially, on their past his-
tory, and, which moreover, evolve at every point in
time, rather than only during a transition phase
(Greenhalgh, 1995; McNicoll, 1994).

Most of the structural-cultural approaches may be
understood as a reaction to the theory of demographic
transition as a leading paradigm in demography. This
reaction takes shape in various ways, from a reformu-
lation of the central concepts of a transition (Caldwell),
via a further specification of particular conditions
under which transition is likely to occur (Lesthaeghe),
to an outright rejection of a common force of fertility
change (Greenhalgh), and further to the adoption of a
situational analysis of the specific combination of rel-
evant institutional forms (McNicoll). The theoretical
profundity of the study of fertility declines essentially
in the same order. Caldwell’s approach is a straight-
forward theory, McNicoll’s yields an analytic frame-
work and, hopefully, a methodology or research
agenda (McNicoll 1985, 1992).

CONCLUSION

The theoretical orientations presented here provide
distinctive angles to view one and the same object of

study. The consequence is a corresponding range of
different answers to principal questions and require-
ments with respect to theory building and methodol-
ogy. On its own, each theoretical approach does not
provide a complete picture, but each advances its own
propositions that contribute to understanding of fer-
tility behavior. To a large degree, their differences are
not complementary, but reflect different interests and
assumptions, differences that might be irreducible
unless human science in general succeeds in develop-
ing an encompassing meta-theory.

Given the state of fertility theory, how is it likely to
evolve in the near future? This will depend on a
number of factors, such as developments in other dis-
ciplines, newly emerging issues—childbearing at
advanced ages, new fertilization technologies—and
demands with respect to forecasting, policy develop-
ment, and contributions to intervention programs.
With respect to the latter, demographers have long
been called upon to contribute their views, but have
seemed to lack the appropriate conceptual competence
to do so effectively. The demographic transition theory,
and in a further distance Malthusian notions, provide
a general background for family planning, but have
not yet yielded the insight into individual behavior
formation nor the specific knowledge about the
context of that behavior that is necessary for the design
of effective intervention programs. With regard to the
interpretation of individual behavior, more contribu-
tions might have been expected from psychology, but
psychological demography has largely stuck with the
value-of-children approach and the 1970s based ver-
sions of choice models. It might be useful to consider
recent developments in the area of cognitive psychol-
ogy, and especially learning theory, for instance with
regard to information education and communication
activities, and, in general, the diffusion of knowledge
and ideas. With respect to the situational analysis,
demography has made prominent advances. The
recently emerged institutional approaches offer good
scope to provide an adequate representation of the
social, economic, cultural, and political dimensions 
of the situation-specific context of fertility. Given
advances in cognitive anthropology, sociology, and
institutional economics, further elaboration and matu-
ration of this field can be anticipated.

Finally, most theoretical approaches to fertility lack
a dynamic perspective. Again, institutional analysis,
relying on its historic and path-dependent interpreta-
tion, might improve this situation with respect to the
social context of fertility. At the level of individual
time, further development in the area of life course
analysis is likely to occur. Although there is substan-
tive literature in this respect (e.g., Birg et al., 1991;
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Coleman, 1983; Courgeau and Lelièvre, 1989;
Willekens, 1991), it has not yet entered mainstream
theoretical thinking in demography.
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S E C T I O N  

I

DETERMINANTS OF MORTALITY
Introduction to Volume II

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Section I of Volume I examined the concept of population dynamics and its mecha-
nisms, and Section II assessed the determinants of one of the three main factors of that
dynamic: fertility. In Section I this volume, we consider the determinants of the second
factor: mortality. Later sections look at the determinants of migration, the history and
future of population settlement, the relations between population and society, the accu-
racy of population policies and theories, and the methods of data collection and com-
plementary tools of analysis.

By definition, death is the end of a life course, and it often is the result of a shorter
or longer process of failing vital energy. Determining the factors of mortality therefore
requires examining the process that leads from health to illness and death. This is the
subject of Part I (Health, Morbidity, and the Causes of Death), in which the process is
considered only in terms of its medical connotations. However, the process resulting in
death has a wide range of beginnings. The human organism has an inherently finite life
span, and each individual is biologically predestined to die once his or her time has
come, but the time of death may be precipitated or delayed by external events or by
human behavior. Life and death are the result of a subtle balance between endogenous
and exogenous factors, which are considered in Part II (Endogenous and Exogenous
Mortality).

No individual is an island. Each person is part of a group whose characteristics pre-
dicate the biologic environment and influence behavior. These effects create a wide
range of situations between populations and among the constituent groups and sub-
groups of each population. These differences are difficult to interpret. Evaluation of sig-
nificant factors, such as gender, social status, and place of residence, is provided in Part
III (The Intricacy of Differential Mortality Factors).

Diversity in populations is temporal as well as spatial. Morbidity and mortality rates
have changed dramatically since humans first trod the Earth. The conditions of



humankind’s survival changed with the increasing ability to control the natural 
world. After millennia of hesitant progress, a sweeping revolution began in the 
18th century. The attempts made to explain the dynamics of these changes and 
the diversity of situations are reviewed in Part IV (Theories and Frameworks of 
Mortality).
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P A R T  

I

HEALTH, MORBIDITY, AND
CAUSES OF DEATH

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

In purely medical terms, death is usually a multifactorial event, the result of a shorter
or longer process of failing vital energy leading from health through the various 
manifestations of morbidity—acute or chronic diseases, accidents, and other forms of
violence—to the medical causes of death. The statistical and demographic approach to
analyzing this process is the subject of Part I.

In Chapter 40, Catherine Gourbin and Guillaume Wunsch first discuss the pertinent
concepts. Health, illness, and death are simultaneously biologic and cultural events, as
well as individual and collective facts of life. Observational designs and data analysis
must take these circumstances into account.

In Chapter 41, Catherine Sermet and Emmanuelle Cambois review the methods of
collecting and analyzing data on morbidity, the state of impaired health that is curable
but that may become a cause of death.

Chapters 42 and 43 address the collection and analysis of cause-of-death data. The
first, by France Meslé, paints the general picture in which good records are system-
atically kept, and in the latter, Vincent Fauveau demonstrates the value of verbal
autopsy methods in countries where vital registration is lacking or is deficient.

Cause-of-death analyses often erroneously assume that causes are independent. In
Chapter 44, Guillaume Wunsch offers a causal approach that helps clarify cause-of-
death interrelationships.

The next two chapters address two particular types of causes of death requiring spe-
cific study methods. Maternal mortality is examined in Chapter 45 by Judith Fortney,



and the determinants of infant mortality are considered by Godelieve Masuy-Stroobant
in Chapter 46.

Part I concludes with the presentation in Chapter 47 of a model by Viviana Egidi and
Luisa Frova designed to estimate the unknown prevalence of a disease in a population
on the basis of existing mortality data for that disease.
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To your health!

Apart from violent deaths due to accidents, homi-
cide, or suicide, among other causes that may result
from physical or mental ill health, most deaths are the
result of a disease process and health impairment. But
what is illness, and what is health? René Dubos
defined health as “the circumstances in which an
organism reacts by adaptation, at the same time pre-
serving its individual integrity” (Dubos, 1973, p. 245).
For Ivan Illich, “health is the ability that every indi-
vidual has to cope with or assume responsibility for
changing his environment” (Dufresne, 1985, p. 989).
According to René Leriche, “health is life untroubled
by one’s body” (Leriche, 1936, p. 6.16.1), and for
Jacques Dufresne, “health is not having to think about
health” (Dufresne, 1985, p. 985).

I. HEALTH

Health is a concept that varies with time and place.
Illness, as “the irrevocable decree of the Olympian
gods,” was thought to be a tragedy, and in the Judeo-
Christian tradition, disease is considered a punish-
ment (Arsenault, 1985). It is reasonable to wonder to
what extent this conception still prevails, given the
medical profession’s reluctance in many Western
countries to provide pain relief. In the Baoulé commu-
nity of Ivory Coast, seers and augurers prescribe what
is normal and abnormal—“evil possession to be
treated and joyous possession to be preserved”—and

these concepts are seen as norms with which to justify
the existing social order (Laplantine, 1986, p. 37). In
every age and in every society, the dominant models
assign causes to diseases, whether ascribed to earth
spirits or evil spirits, drinking, smoking, a fatty diet,
viruses, or the gene pool.

The World Health Organization (WHO) defines
health as “a state of complete physical, mental, and
social well-being” and “not merely the absence of
disease or infirmity” (WHO, 1958). Although it reflects
the multidimensionality of the concept of health, this
definition raises other issues. It misreads health as 
well-being, but health is only one component of 
well-being. It also refers to health mainly in terms of
the individual’s personal experiences, blurring the 
two dimensions of objective and subjective health. A
diabetes sufferer may feel perfectly well as a result 
of irrefutable medical advances in the control of dia-
betes, but does that mean he is in good health? By the
WHO definition, health is specific for the individual,
making it hard to identify a common denominator to
use as an aggregate health indicator (i.e., measure of
the state of health of a population). For that measure,
the society in which the individual lives must 
have consensus on what is meant by a state of complete
well-being.

Another approach, exemplified by Christopher
Boorse (1977), is to regard health as coextensive with
the normal functioning of the individual, with normal
being a statistical attribute. As pointed out in the liter-
ature on this topic, this definition does not accommo-
date the dynamic interaction between an organism and
its environment, and it does not help the medical pro-
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fession in addressing the demands of patients (with or
without physical symptoms). Roberto Mordacci (1995)
posited that there are two dimensions to health: adap-
tation and development. A healthy person can adapt
to the physical or mental stressors of the environment,
and health is one condition necessary for individual
physical and psychological self-realization. Social
health (reflecting the WHO definition) arguably refers
to the network of social relations (e.g., family, friends,
colleagues) that enables the individual to better with-
stand adversity.

Although the WHO defines health as more than the
absence of disease, there is a clear connection between
the two. Most people tend to think about health only
when faced with illness. It may be, as Roberto 
Mordacci (1995) argues, that health is a precondition
for being ill, but it remains a fact that only through
illness (patient’s own or that of others) do individuals
compass their health. A distinction must be drawn
between the subjective and objective components of
health. An individual may feel unwell but not be suf-
fering from any disease detectable by medical science,
or a person may feel well but have a latent tumor, func-
tional disorder, or organic condition with no external
or perceived signs. In the former case, the individual
is considered subjectively ill but objectively well, and
the opposite descriptions obtain in the latter case. Sub-
jective health is the status perceived by the individual,
and objective health is the condition diagnosed by the
expert (e.g., physician, healer, shaman). In these defi-
nitions, we find the components of health mentioned
earlier: a properly functioning human organism as
described by medical science and the individual’s self-
rating of well-being.

Most information on subjective health has come
from cross-sectional or follow-up health surveys. The
oldest was conducted in the 1950s in the United States.
Annual health surveys have been done since 1956 in
the United States, since 1964 in Finland, and since 1971
in Great Britain (Bowling, 2004). In the surveys,
general health is assessed by questions such as How
would you describe your health? These questions offer a
range of answers, such as very good, good, fairly good,
average, poor, very poor. Although common, this
approach is not watertight. As sociologists have
shown, using a single question to gauge a self-
assessment is open to criticism. What is needed is a
scale based on a range of propositions that can be 
synthesized into a single indicator as proposed, for
example, by Likert or Guttman (Babbie, 2004). The
question as asked tells nothing about the individual’s
reference norms. Are they peer-comparative, age-
adjusted, lifestyle-referenced (e.g., smoking, diet,
sport) standards, or are they referenced to already

diagnosed health problems? Can health as a multidi-
mensional concept be described by a single indicator
even when multiple attributes are mentioned (Larson,
1994; Bergner, 1985; Boyle and Torrance, 1984)?

To resolve the difficulty of gauging health by a
single question, medical sociology has developed a
wide range of scales to assess the different components
of health. Many measure the individual’s self-
assessment of health status, and some focus on mental
well-being or happiness, defined as the individual’s
self-rated satisfaction with life. Other scales measure
the extent of the social network and support or the
individual’s physical abilities. An excellent assessment
of these scales has been provided by Ann Bowling
(2004). These scales often are devised by health pro-
fessionals, but the criteria articulated by individuals
with no diagnosed illness are also significant. Most of
the scales are based on closed questions, which may
exclude other factors that some individuals may con-
sider relevant. Another drawback is that the indicators
used to measure different aspects of health do not nec-
essarily carry equal weight within different cultures or
social classes, at different life stages, for different dis-
eases, or for different sexes (Bowling, 1995).

Individuals’ subjective assessments of health are
bound up with their life histories. Health is a personal
concept, but it is also shaped by the individual’s cul-
tural environment and adaptability. Healthy, unhealthy,
abnormal, and normal are concepts that vary with the
beliefs and with the values of each society. Health is
therefore a composite picture made up of the experi-
ences, values, and information available to each 
individual and his or her understanding of the infor-
mation. The medical knowledge that the individual
acquires, particularly through the media or contacts
with health practitioners, varies with time and place
because of advances in medical knowledge, changing
value systems, and improvements in information dis-
semination (Currer and Stacey, 1993). Of particular sig-
nificance in this respect are the health education
campaigns channeled by the medical literature and
(mostly women’s) mass-market magazines. These
publications have revised individuals’ subjective
assessments of their health and changed their use of
the care system, thereby altering the rates of diagnosed
diseases. Health is a dynamic concept that differs
between individuals and that changes for the same
individual with age and circumstance, even when in
good health. Health has become inseparable from the
concept of well-being and physical and social adjust-
ment to the environment. It includes the concept of
improved well-being and quality of life, which may,
for example, be expressed through sporting activity, a
more balanced diet, or even cosmetic surgery insofar
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as it helps an individual become more socially inte-
grated and have an improved sense of well-being.

In some Western societies, health has even become a
right, like the right to education, security, free speech,
or work. This concept was embodied in the WHO
slogan—Health for all by the year 2000—which, however
far-fetched, could be envisaged as an aim to be
achieved in the remote future. With rights come
responsibilities; if individuals have a right to health,
they also have the duty to preserve their own and
others’ health. If health is everyone’s business, the issue
of individual responsibility for lifestyle choices then
arises. An awakening to high-risk behaviors is benefi-
cial in and of itself, but a society in which the right to
health is a core precept and health costs are rising may
qualify the principle of equal access to health care with
that of individual responsibility, such that the cost of
accidents sustained in freely chosen dangerous activi-
ties may not be picked up by the community. Eric
Rakowski (1991) makes the distinction between brute
bad luck, which is compensated by the social security
system, and option bad luck, which is the result of a
choice and the costs of which the victim (or private
insurance) should bear. This kind of approach raises
significant ethical questions. To what extent is option
bad luck really chosen (Gilain, 1995)? Smoking is a
matter of social circumstance as much as individual
choice. The worst-off social groups are exposed to a
high concentration of risk factors. Are they to be
blamed for drug taking, smoking, or excessive drink-
ing because of a harsh life, lack of education, failure to
understand the health message, and the risks inherent
in their conduct? In a resource allocation context, any
health priority setting will come up against ethical
problems. Quality-adjusted life years (QALYs), for
example, attempt to evaluate treatment impacts on
adding to life expectancy and quality of life, encom-
passed within a single measure. This prompts a host of
questions. How should we compare the benefits of
certain kinds of health care delivered in different care
facilities according to different criteria to patients with
different characteristics and different severities of
illness? Are collective priorities compatible with 
essentially individual medical ethics? What considera-
tions will apply: those of health professionals or 
those of healthy individuals? Does a year of healthy life
have the same value for everyone? Should we be 
thinking in terms of health gain or level of health
(Williams, 1996)?

Individuals’ subjective assessments of their health
is inseparable from their life histories. Broadly speak-
ing, each person begins life with a health potential,
which varies between individuals, improves or
declines over the life course, and influences indivi-

duals’ assessment of their own health. In Chapter 46,
Godelieve Masuy-Stroobant describes the causes of
heterogeneity in health at the youngest ages. She
argues that this potential then increases over the life
course in line with factors such as the place of children
in each society, the role assigned to parents, vaccina-
tions, lifestyle, a healthy diet, public health, rising
living standards, rising educational levels of individu-
als and in society, and improved health infrastructure.
However, these positive factors may be influenced by
a series of individual or collective determinants,
including an unhealthy lifestyle (e.g., alcohol abuse),
an unhealthy environment, or malnutrition1 due to
drought or periods of economic uncertainty. Over
time, the adverse factors will outweigh the beneficial
ones, producing a gradual decline in health that leads
to illness and death. Within this long-term decline,
periods of improved health occur, only to be canceled
out by new external or internal health stressors.

II. SICKNESS

H e’s sick, he tells us . . . I bet he is! Sick! So am I sick!
What does “sick” mean? We’re all sick! You’ll be sick too,
and not before long what’s more! (Céline, 1952, p. 130)

The concept of disease has assumed many guises in
time and through history. The exogenous model views
disease as an accident due to the action of an actual or
symbolic element extraneous to the patient. Depending
on the time and place, the disease would be thought to
originate in the malignity of a supernatural power or in
a harmful agent perceived as natural and present in the
environment. Disease presented incipient threats to the
stability of the social order, which society must bring
under control through modern or traditional medicine.
It deviated from social norms whereby individuals had
functions and duties to fulfill in society.2 An extrinsic
cause of disease had to be met by an equally extrane-
ous cure. Depending on the culture, this might have
been by thwarting the lot cast by fate or by administer-
ing appropriate medical treatment. The disease, being
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1 The United Nations (United Nations, 1992) estimates that 3%
of the world’s children are severely malnourished and that 34% of
those younger than 5 years have average or moderate malnutrition
or are underweight. Severe malnutrition affects children’s physio-
logic and cognitive development.

2 The purportedly neutral medical model in fact imbues the def-
inition of disease with an ethical and moral dimension. For example,
homosexuality was classed for a long time as a psychosis by the
American Psychiatric Association (Renaud, 1985).



a foreign body, had to be expelled by ritual purification,
bleeding, or antibiotic treatment. In this scheme of
things, however, the disease, albeit extraneous to the
patient, could nevertheless be caused by the patient’s
own failure to avoid it by breaking a taboo or adopting
a risky behavior.

In the endogenous model, disease is caused by a
general imbalance in the host organism. In this case,
there would be, for example, an infectious agent, but
it could develop only in conducive personal condi-
tions. The disease would therefore stem partly from
the individual himself. This model is specific to 
psychosomatic medicine disciplines, such as psycho-
analysis and homeopathy. This twin-track model
explains why there is no single definition of the
morbid state or a single biomedical blueprint, but there
are instead multiple concepts of disease and therefore
many possible forms of medicine. This model explains
why, even in Western societies, modern treatment
based on the experimental scientific model is found
rubbing shoulders with psychosomatic therapies and
with lay healers. Likewise, in African societies, the
treatment of disease symptoms may be left to the
health clinic or hospital, and treatment of the cause
would be the purview of the village shaman and healer
(Zempleni, 1991).

For Claude Bernard, the father of modern medicine,
health and disease are not two opposing qualities but
the outcomes of mere physiologic changes that are 
simply stages along the health-disease continuum
(Laplantine, 1986). The doctor approaches health and
illness within the framework of an interpersonal rela-
tionship with the patient, whereas epidemiology and
demography seek to identify diseases within a popula-
tion group (Jenicek and Cléroux, 1982). Population
morbidity research would therefore entail recognizing
and evaluating the scale of health disorders within that
population, identified from the number of diseased
persons and their diseases (see Chapter 41). The demo-
graphic or epidemiologic approach is twofold: to
measure the incidence of the disease in the population
and to identify the determinants or risk factors
involved in the occurrence of the disease. Public health
epidemiology3 is more concerned with individual risk
factors such as lifestyle, whereas demography puts a
greater focus on the impact of the economic and social
context on behavioral variables.

Three components must be distinguished in 
analyzing morbidity. Perceived morbidity, also called
subjective morbidity, enables a population’s perceived
needs and therefore health care demands to be esti-

mated. However, it only partially reflects the degree of
health care demand. Perceived morbidity can be
determined through health surveys of a population or
a sample population. Diagnosed morbidity is the extent
of morbidity observed on use of medical provision
(e.g., general practitioner, specialist, hospital) or deter-
mined in specific epidemiologic surveys designed to
identify the scale and causes of a disease in a popula-
tion, such as a prospective survey of cardiovascular
disease. This is the type of morbidity found in hospi-
tal statistics or reports from sentinel networks of
general practitioners. Both approaches to morbidity—
through medical symptoms and by means of epidemi-
ologic surveys—enable diagnosis of one or more
disease processes and, if relevant, determination of
their severity. The early stages of some diseases, such
as Alzheimer’s disease, are hard to diagnose because
of their multiple, nonspecific symptoms. Alzheimer’s
disease is diagnosed on the basis of clinical criteria
generated using standardized scales and protocols
from which only a probability of the disease can be
given. Only histopathologic criteria met by biopsy or
during a postmortem examination make a certain
diagnosis possible. Objective morbidity is the degree of
morbidity identified by the methods of current medi-
cine. It is measured by routine examinations of a pop-
ulation or subpopulation group (e.g., school students,
company employees). The latter two aspects of mor-
bidity initially were classified by the WHO as a cause-
of-death classification, a category later extended to the
diseases themselves (e.g., tooth decay, myocardial
infarction). The WHO’s International Classification of
Diseases (ICD) has undergone adaptations for various
medical disciplines, such as for oncology, ophthalmo-
logy, and stomatology. The ICD and other possible
classifications are considered more extensively by
France Meslé in Chapter 42.

As with health, different scales have been devel-
oped to measure quality of life during illness in
general and especially to evaluate quality of life for
those affected by specific diseases, because a cancer
patient’s quality of life, for instance, must be assessed
differently from that of a mental patient. We therefore
have tools for measuring general quality of life and
various scales more specifically applicable to cancers,
respiratory diseases, cardiovascular diseases, psy-
choses, neurologic disorders, rheumatic disorders, and
other disease states. Ann Bowling (2001) has provided
a detailed analysis of these scales, making it possible
to gain insights into the effects and treatment of a
disease.

Determining the incidence of diseases and their
causes in a population necessarily involves measuring
the phenomenon. In public health, the study of disease
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in a population can be characterized by its incidence
and its prevalence. The incidence is the number of new
(or recurrent) cases of a disease in a given period in a
population, whereas the point prevalence is the total
number of people affected by that disease in a given
population at a point in time. As in demography, the
following equation can be used in the absence of
migratory flows:

Prevalence (t + n) = Prevalence (t) + Entries 
(t, t + n) - Exits (t, t + n)

In this equation, entries are determined by the inci-
dence of new or recurrent cases and exits by the inci-
dence of deaths or cures.

The incidence rate over a given period is calculated
as the ratio of new cases observed in the period com-
pared with the population at risk. The measure is
similar to that of a death rate (see Volume I, Chapter
11). The prevalence rate is calculated as the point
number of ill persons divided by the point population
size. This gives a proportion of ill persons similar to
that of the single population of marriageable age (see
Volume I, Chapter 25).

A disease process may also be characterized by its
severity, which can be measured by the length of sick-
ness absence, the number of days of bed confinement
or hospitalization, or even by severity scoring (Jenicek
and Cléroux, 1982). Severity can also be measured by
the lethality of the disease process, which is the ratio of
the number of deaths from a disease to the number of
people who contracted that disease over a given
period. In certain circumstances, there is a relationship
between mortality, incidence, and lethality (Jenicek
and Cléroux, 1982). If entries to and exits from the ill
population remain time constant, the ratio is deter-
mined by the following equation:

Mortality = Incidence ¥ Lethality

For example, if the annual incidence of a cancer is
80 cases per 100,000 people in the general population
and the mortality is 40 cases per 100,000 people, letha-
lity is calculated as follows:

Lethality = 40/80 = 0.5

Cancer will therefore be fatal for one-half of those
affected. A health policy focused on reducing morta-
lity may seek to reduce incidence, lethality, or both.

Often, data are lacking to calculate the morbidity
indicators detailed previously. Two alternatives are
then possible: measure mortality by cause or use what-
ever data may be available on care supply or demand.
In the former case, life tables can be constructed by
medical cause of death or life expectancies estimated
in the absence of a given cause (see Chapter 42). The

value of this approach depends greatly on the relation
between the initial cause of death and the underlying
disease process. Many diseases, such as osteoarthritis,
have little impact on mortality, and an individual may
live with a chronic disease for years before dying 
of it. The changing health landscape, increased life
expectancy, and the emergence of chronic diseases
have led to the definition of new indices that reflect
quality of life more than quantity in terms of duration.
At the same time, the WHO’s development of the Inter-
national Classification of Impairments, Disabilities, and
Handicaps has helped to clarify the concepts. Into the
basic sequence of etiology Æ pathology Æ manifesta-
tion were integrated the consequences of diseases that
also predicate the demand for health care, generating
the following proposed sequence: disease Æ impair-
ment Æ disability Æ handicap. These concepts are
defined with more precision by Jean-Marie Robine and
Carol Jagger in Chapter 80 along with the newer indi-
cators (e.g., health-adjusted life expectancy, disability-
free life expectancy) developed from these ideas.

Another proxy of the measure of morbidity is based
on health care supply and demand. For supply, health
service infrastructure or macroeconomic indicators can
be used. The first set of indicators comprises items
such as the total number of physicians (e.g., general
practitioners, specialists), ancillary medical personnel,
dentists, and pharmacists per 1000 people in the
general population; hospital provision (e.g., total and
types of hospitals, total and types of beds); collective
preventative medicine services (e.g., tuberculosis
clinics, maternal and child welfare services, cancer
screening centers, school and occupational health serv-
ices); and the availability of home medical care 
services, nursing homes, home help services, and
dependency treatment centers. The second set of indi-
cators refers to items such as the share of gross national
product spent on health and the percentage of the pop-
ulation covered by medical benefits insurance. Care
demand indicators naturally focus on the use of this
provision and therefore refer to total consultations of
general practitioners or specialists, total hospital
admissions and surgical operations, bed occupancy
rates, total pharmaceutical consumption (distin-
guished by the targeted disease), total laboratory tests
and clinical examinations performed, percentage of
inoculated children, proportion of malnourished chil-
dren, and type of malnutrition. Several sources
provide an overall picture of the type of indicators pro-
posed (OECD, 1996; WHO, 1986; Deliège, 1983). Eval-
uations of data on the use of private care provision or
consumption of medicines not refunded by social
security systems are other ways of assessing health
care demand.
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Factors other than morbidity also influence health
care supply and demand (Béresniak and Duru, 1995).
Health service funding affects mainly the private pro-
vision supply. The financing mechanism also affects
demand, because extending health care coverage
increases the use of medical services across the board.
Supply and demand of health care also are affected by
demographic factors; for example, specialist doctors
are often concentrated in large towns and cities. A
range of socioeconomic factors influences the market.
The quantity and structure of supply are dictated by
the level of economic development, whereas demand
and its characteristics (e.g., uptake of preventative or
curative care) vary significantly by the individual’s
age, sex, and social status (Grandfils et al., 1995).
Demand and supply are not independent; demand
rises as the number of doctors and hospitals and the
level of diagnostic and treatment provision expand.
There is a pull effect of supply growth on demand
growth. For all these reasons, extreme caution must be
exercised in using care demand and supply statistics
as a proxy measure of morbidity, especially when the
data for comparison is from countries with different
health care and social security systems.

III. DEATH

All that is upright will be laid low.

(Mandenka proverb, Senegal oral tradition)

You die not because you are sick; you die because you 

are living. (Montaigne, Essays, Book III, Ch. XIII)

Under French and Belgian civil law, death results in
the total loss of physical and legal personality; no other
event results in such a total loss. The registrar draws
up the death certificate, but as lawyers have pointed
out, advances in medical science have complicated the
problem of certifying death. Death has ceased to be a
single event involving all the vital functions simulta-
neously, because current medical technologies allow
individuals to be kept alive on prolonged life support
who in other circumstances or times would have 
been pronounced dead (Philippart and Stroobants,
1984; Weill and Terré, 1978). The definition of death
therefore varies with medical progress, and the same
issue arises with euthanasia. According to the Code of
Medical Ethics drawn up by the National Medical
Council of Belgium (1975), the decision to turn off the
life support systems of a person in irreversible coma

can be made only in light of current medical knowl-
edge (article 98).

The Petite Encyclopédie Médicale Hamburger (Lepor-
rier, 1994) defines the end of life according to current
medical thinking as brain death in the individual. This
event results in a death certificate being issued certi-
fying that irreversible damage has occurred to the
central nervous system that is inconsistent with life. A
patient whose lungs and heart are still functioning
may therefore be clinically dead (Farber, 1988). Brain
death may be diagnosed if four clinical conditions are
met: total loss of consciousness and absence of any
spontaneous activity apart from reflex responses,
absence of reactivity of all cranial nerves, absence of
spontaneous respiration, and a flat electroencephalo-
graphic pattern. All circumstances that may simulate
death must be controlled for within a sufficiently long
observation period (12 to 48 hours, depending on age)
during which the signs of brain death remain
unchanged.

The definition of death, like those of health and
illness, is spatiotemporally variable. Likewise,
humankind’s representation of death has changed
over the centuries. The conceptions of death and
funeral rites partake of the entire sociocultural system.
As Louis-Vincent Thomas points out, “Death is a bio-
logical occurrence but also a cultural fact for the per-
ceptions that it creates about its nature and origins, the
beliefs and representations it gives rise to, and the
ways in which it is accepted, denied, or transcended.
The funeral rites it brings about are a specifically
human practice” (Thomas, 1985, p. 115). Drawing
extensively on Philippe Ariès’ work, it must be
stressed that attitudes about death must be considered
relative to the awareness of self and others and to the
sense of individual or collective destiny. In the first
millennium Christian West, death was prepared for
within the family and represented the final rest
accepted by people resigned to the fact of their own
mortality. Death is also an organized public, albeit
nondramatic, ceremony. In the Early Middle Ages
(12th century), fear of Judgment Day transformed
society’s conception of death. It became a more har-
rowing experience, because the individual’s final
deeds would weigh more heavily in the scales. It had
become what Philippe Ariès (1975) calls “the death of
self,” at least for the literate, powerful, and wealthy
who saw the essence of themselves in their own death
and discovered their individuality. In the 18th century,
Romanticism changed the idea of death. The Western
world dramatized and exalted it; the locus shifted to
the death of the other, “the death of the significant
you” (Ariès, 1975). Funeral rites had to reflect the grief
of the survivors and the depth of their despair.
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In the 20th century, death became a matter for
shame; society and the family had to be spared the
hideous anguish of it. We now die in hospitals, and
death becomes a technical fact for the medical profes-
sion alone. Medical progress has helped change our
conception of death, and we now expect science to
postpone death indefinitely. Modern society, ensnared
by its own technological progress, wonders about the
fitting way to die, and the current debate on death is
crystallizing around medical euthanasia. According to
Louis-Vincent Thomas (1985),4 this is likely to result in
the loss of symbols, an extreme simplification of rites,
desensitization symptomatic of desocialization (e.g.,
shortened ceremonies, handwritten letters of condo-
lence, discreet mourning), and abnegation of death.
However, in a survey conducted in France in 1994,
approximately three-fourths of the respondents
thought that people were more open about death than
in earlier periods. That reaction was probably a conse-
quence of the spread of acquired immunodeficiency
syndrome (AIDS), which has claimed a variety of high-
profile victims, but it also reflected the fact that death
is a big seller for the film industry and other media (de
Cacqueray, 1997).

Death in Western countries may be more an indi-
vidual affair and less one of the family and society, but
some writers such as David Armstrong (1987) or
Lindsay Prior and Mick Bloor (1993; cited by Lupton,
1994) argue that since the mid-19th century, death has
become a public affair. The introduction of death cer-
tificates has brought death into the realm of statistics,
and the construction of life tables makes it a whole-
population phenomenon. Concern has shifted from
individual deaths to focus on the mean age at death or
the sex- and cause-specific distribution of deaths.
Death has become the subject of rational, mathemati-
cal representation. The force of mortality (i.e., instanta-
neous death rate) falls under the Gompertz-Makeham
law (see Volume I, Chapters 8 and 11).

Each civilization in every era has developed its own
strategies for dealing with death and its rituals for
transcending this point of separation. In African tradi-
tional societies, death is the subject of public repre-
sentations and ceremonies, because the community
takes precedence over the individual. Death is part of
life in these societies, and it is a daily presence because
of the high incidence and the many songs, tales, and
proverbs that feature it. Death is a moment in a process
that encompasses life and continues after death. The
life force leaves the body to continue in eternity. The
dead are still therefore part of time and can be called

on to resolve the problems of life. What remains is not
a dead body, but an ancestor invested with new func-
tions. The anguish of death is no less present in these
traditional societies than in the Middle Ages or the
modern Western world, but it is a socially regulated
anguish, channeled through ritual and borne by belief:
“Death is not freely vanquishable” (Thomas, 1975, p.
310). The fundamental difference between the Western
and African traditions may be in the representation of
ego:

The African approach is participative and socially regulated;
the West a heightened sense of personhood grappling 
with the godforsakenness of nothingness. The result is dia-
metrically opposing attitudes to death and the dead: the one
refusing the separation of life-death and living-dead; the
other emphasizing both points of severance (Thomas, 1982,
p. 251).

CONCLUSIONS

Health, illness, and death are at once biologic and
cultural, individual and collective realities. Healthy
and unwell individuals self-define themselves as such,
but their health and their illness are also dictated by
the norms of the society in which they live. Even death
is a cultural fact according to whether it leads to the
annihilation of ego or the survival of the ancestor in
the afterlife. In the Western world, which is rational
and ruled by science, the corpses of some wealthy
Americans are lying cryogenically frozen, like the trav-
eler in the Space Odyssey, in the unrealistic hope that
the march of medicine will vanquish old age and
disease. The ancient world, traditional Africa, and
Western society each has its own way of answering
Hamlet’s question: “To be or not to be?”
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Measuring the states of health of a population leads
to certain questions: What is health? What do we wish
to measure, and for what reason? The responses to
these interrogations subsequently will determine the
nature of the mechanisms that can be devised.

Health status is a continuum from good health to
death by way of disease or any other form of physical
or mental change or decline. Definitions concerning
states of health therefore depend on the definitions
chosen to define good health. The World Health Orga-
nization (WHO) employs a positive idea of health
(“state of complete well-being”) that cannot be
equated with “an absence of disease or infirmity”
(WHO, 1946). Health is also “a state characterized by
anatomic, physiologic, and psychologic integrity;
ability to perform personally valued family, work, and
community roles; ability to deal with physical, bio-
logic, psychological, and social stress; a feeling of well-
being; and freedom from the risk of disease and
untimely death” (Last et al., 2001) or “an essential
dimension in the quality of our lives . . . the opportu-
nity to make choices and to gain satisfaction from
living” (CDNHW, 1986). These definitions, which are
based on the idea of positive health, are satisfactory on
a conceptual level but are often considered barely
operational because they are too general (Basch, 1990;
Young, 1998). Unlike the positive definition of health,
most assessments for measuring the health status are
negative; they measure diseases and their conse-
quences rather than health itself (Bergner, 1985). At the
individual level, every person has a different view of
health. Some think of it in terms of symptoms and dis-
eases, whereas others define health in terms of inter-

ference with the normal activities of life, deviation
from a norm, or an inability to respond to an environ-
mental aggression. Confronted by a patient, the doctor
attempts to make a diagnosis, estimate the need for
care, and evaluate the results of treatment.

More collectively—and it is this aspect that we con-
sider here—the approaches to the health of the popula-
tion are equally varied. From the point of view of
public health, interest is directed toward epidemic,
acute, and chronic diseases; their causes and risk
factors; and their distribution among the people. This
approach attempts to anticipate diseases, reduce their
consequences, and promote health. Those who control
the health care system and its policies have other per-
spectives that reflect their preoccupation with the well-
being of the population, the seriousness of handicaps,
the costs of diseases, the evaluations of inequalities,
and their definitions of priorities. Epidemiologists
relate diseases to the individual and the environmen-
tal and social factors that are prone to change the fre-
quency, distribution, and evolution of diseases and to
define the biologic and environmental determinants of
diseases. Demographers approach health matters in
terms of the consequences on the duration of life 
(i.e., mortality rates, causes of death, and life
expectancy) and knowledge of the social determinants
or epidemiologic history of populations.

We therefore need to address two questions: What
do we wish to know, and how should we apply this
knowledge? Kue Yung (1998) encapsulated the princi-
pal reasons for inquiries into the health status of popu-
lations: “to describe, to explain, to predict, to control.”
Studies concerned with the health of populations
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enable the health status to be described, the causes of
diseases to be explained, the individual and collective
risks to be anticipated, and solutions for anticipating
and controlling health problems to be proposed.

The WHO has listed eight ways of using morbidity
statistics: control of communicable diseases; planning
for development of preventive services; ascertainment
of relation to social factors; planning for provision of
adequate treatment services; estimation of economic
importance of sickness; research into cause and patho-
genesis; research on efficacy of preventive and thera-
peutic measures; and national and international study
of distribution of diseases and impairments (Basch,
1990).

These various measurement targets and the uses
that arise from them show that there cannot be a sole
indicator for gauging a population’s health status.
Four large categories may nevertheless be distin-
guished: demographic data (e.g., age, sex), statistics on
vital events (e.g., births, deaths), health statistics (e.g.,
morbidity, impairments, perceived health), and statis-
tics relating to the health services (e.g., use of the ser-
vices, indicators of medical supply) (Basch, 1990). To
judge the realization of the objective proposed in
Health for All in the Year 2000, the WHO asked all
member countries to provide a series of indicators cov-
ering all the following categories: life expectancy at
birth; infant mortality rate; proportion of persons aged
65 and older; percentage of gross national product
devoted to health; and the number of cases of diseases
such as acquired immunodeficiency syndrome (AIDS),
poliomyelitis, and measles.

With these indicators, health statistics inform
directly about the health status of populations, and the
other three categories provide indirect information.
These specific health indicators are evaluated in this
chapter.

I. HOW TO MEASURE 
HEALTH STATUS

Until the beginning of the 1960s (Bergner, 1985),
death rates formed the principal measure for the
health of populations. With the lengthening of life
expectancy, it became progressively evident that mor-
tality no longer sufficed for measuring the changes
that had come about in health and medical care. It was
then that health surveys enabled the collection of
numerous indicators of health status, environmental
conditions, available health care, biochemical and
physiologic measures, and days of inability to work.

In the 1970s, synthetic indicators appeared that
were founded, for instance, on the combination of

mortality rates and data on the incidence or prevalence
of diseases or on distinguishing the years of life
expectancy according to their quality. Some indicators
of impairment or functional disability were also per-
fected, and they ranged from simple measures of phy-
sical limitations to the inclusion of a much wider field
of physical, social, and psychological functions.
Although they had been tested and validated before
being widely used in many studies, very few had been
routinely employed to measure the development of
the state of population health over long periods. Indi-
cators of mental health had been developed more
quickly, probably because of the greater difficulties in
providing precise diagnoses in this domain (Bergner,
1985).

Parallel to the development of general indicators,
clinicians perfected their own evaluation tools for their
patients. Directed toward diagnosis or surveillance,
some of them had then achieved wider employment in
more extensive population studies. There has been
particular interest in measures of the quality of life,
covering a considerable number of physical, social,
and psychological dimensions and enabling many of
them to calculate synthetic quality of life scores.

As suggested by Mildred Blaxter (1989), the various
instruments for measuring the health status can be
placed in three categories. The first set is determined
according to a medical or biologic model of the
disease, which defines the poor health status as a
divergence from a physiologic or psychological norm.
The second corresponds to a social and functional
model in which the poor health status is defined as an
inability to fulfill normal tasks or roles. In the third cat-
egory, the measure of the subjective health status pre-
dominates, a model in which individual perception is
paramount (Table 41–1). This idea of subjectivity
merits clarification. Essentially, what is recorded in the
subjective model is the deep feeling of the individual,
his symptoms, and his physical or mental identifica-
tion of health problems. In the medical model, as in the
functional model, the account of the information may
rest on the declaration of individuals and therefore be
partly subjective, but the content of the information
has a basis that can be objective, such as a diagnosis of
disease or functional incapacity.

This classification system reflects the differences in
the three English language terms employed when
speaking of worsening of the health status (Blaxter,
1989). Disease represents the functional and structural
perturbations of the human body that produce clinical
signs and symptoms that are labeled as deviation from
the norm (Young, 1998). This term generally refers to a
biomedical nomenclature, and the diagnosis of diseases
is within the province of physicians. It is essentially
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within the scope of Baxter’s medical model. Illness rep-
resents the subjective experience of diseases, which
Mildred Blaxter calls a subjective model. It is the percep-
tion of a change in the habitual functions or feelings of
an individual. Disease can exist without the patient
feeling ill, as in cases of hypertension. A person also can
feel discomfort that cannot be expressed in diagnostic
terms. Sickness is the societal response to diseases, and
the term expresses the consequences of the latter on the
relations of the individual with other people. This term
is used more within the functional model, although this
does not suffice to describe it completely.

II. THE MEDICAL MODEL: 
MEASURING MORBIDITY

1. Definitions

a. Morbidity

For morbidity, the epidemiologic dictionary offers
the following definition (Last et al., 1995): morbidity is
“any departure, subjective or objective, from a state 
of physiological or psychological well-being.” This
approach covers the whole range of health, and it
refers equally to medical diagnoses, functional dis-
abilities, and subjective health.

The same source indicates that morbidity can be
measured according to three units: the persons who
were ill, the illnesses that theses persons experienced,
and the duration of these illnesses. The term morbidity
surveys makes explicit reference to the frequency of
diseases within the population. This measure of mor-
bidity is primarily a medical measure, because ideally,
we want to count the diseases that are confirmed by a
medical diagnosis and whose denomination necessi-
tates highly encoded nomenclatures. In practice, the

assessment is often based on the declarations of indi-
viduals, and it is this definition that we employ in this
section.

b. Incidence and Prevalence

Incidence and prevalence are the two basic indica-
tors for measuring the frequency of diseases in the
population. Strictly speaking, the prevalence of a
disease is the proportion observed at a given moment
of people suffering from this disease. It represents the
stock of diseases prevailing at a given moment, and it
equals the number of sick people recorded in relation
to the total population.

Incidence expresses the frequency of new cases of a
given disease (i.e., persons newly attacked) during a
given period within a certain population. It equals the
number of events commencing during the period
under consideration relative to the average population
during the period.

When the population is stable, there exists a con-
nection between the incidence (I) and the prevalence
(P), which is expressed as follows (Bouyer et al., 1995):

In the previous equation, d is the average duration
of the disease, t+1 is the date on which the prevalence
is observed, and t,t+1 is the period of observation of
the incidence. In the particular case when the incidence
and prevalence are constant and when the prevalence
is weak (<10%), the prevalence can be approximated
as follows (Freeman, 1980; Bouyer, 1995):

Pt+1 = It,t+1 ¥ d

The prevalence of a disease is therefore a function
of its duration, which sometimes makes the interpre-

P
I d

I dt
t t

t t
+

+

+
=

¥
¥( )1

1

1

,

,1+

Chapter 41/Measuring the State of Health 15

TABLE 41–1 Commonly Employed Indicators for Summarizing States of Health

Medical or physiologic Social-interaction or Subjective or illness
and psychiatric model functional model model

Clinical examination, physiologic or psychiatric Test of physical or psychological disability Self-assessment of health
screening for abnormality

and/or and/or and/or
Medical diagnosis of physical or psychiatric Ascertainment of functional status associated Reported experience of physical

disease with the ill health (e.g., bedridden, not symptoms of ill health
working)

and/or and/or and/or
Self-report of the existence of medically defined Inability to perform normal tasks because Reported experience of psychosocial

diseases or abnormality of diseases, impairments, or illness malaise

From Blaxter, 1989.



tation of its variations, in terms of the health status of
the population, difficult. Eileen Crimmins (1996)
stresses that if life expectancy lengthens as a result of
a diminution in the incidence of diseases; it can effec-
tively be maintained that the health status has
improved. On the contrary, if it is longer because of an
increased survival of the sick, it is not accompanied by
an improvement in the health status.

The latter affirmation appears to be open to discus-
sion. Improvement in medical care and therapeutic
progress may prevent a certain number of deaths
without curing the sick persons. Their survival is
therefore prolonged, and prevalence increases. Can it
be said that there is a decline in the health status of the
population because the number of sick people has
increased, or should it be maintained that there is an
improvement, because the diseases that were hitherto
mortal no longer systematically lead to death (Sermet,
1998)? The reply is subjective and depends on the
quality of life experienced by people with the disease.
To answer these questions, indicators were devised for
healthy life expectancy—with or without chronic dis-
eases, but also with or without disability or in good
health as subjectively perceived. The WHO modeled
this problem area and presented various possible
developments in the health of the populations accord-
ing to the evolution of the survival curves for the dif-
ferent states of health (WHO, 1984).

2. The Measure of Morbidity

The measure of morbidity of a population encoun-
ters two major difficulties: the definition of the disease
and the type of morbidity measured. Definition of the
disease immediately questions the very concept of
normal and pathologic. Where does disease com-
mence, and where does normality end? That which is
normal for one population in a given culture is not
inevitably so in another. What was normal 10 years ago
might have become abnormal at the end of a decade.
What is normal at the age of 60 years is not always so
at 20 years. A normal clinical state may mask a com-
plaint at a different clinical stage. When does a disease
begin and end? When is a patient cured? In reality,
there is a continuum between normal and pathologic
states at the inception of a disease and at the end of it.
Measuring morbidity bears a resemblance to measur-
ing the surface of a field whose boundaries are
unknown.

Recognition of a state as constituting a disease is far
from being universal, and examples of cultural varia-
tions are numerous. For example, the hematuria that
accompanies Schistosoma infection, a parasitic disease

endemic in certain regions of Africa, is seen in certain
cultures as a normal phenomenon, not requiring
medical attention. In this situation, a record of mor-
bidity based on the declarations of individuals cannot
enable this symptom and the disease to be recognized
as such. This example leads us to consider the ques-
tion of the norm. We have become accustomed to con-
sider the biomedical model developed in Western
societies as the universal norm, but certain people con-
sider that this model is only a reflection of our culture
and that reality and objectivity are only social construc-
tions (Young, 1998). For this reason, they are difficult
to transpose from one society to another.

The role of cultural phenomena is even more 
important when it concerns the state of mental health.
Many authorities emphasize the existence of syn-
dromes that are closely linked to particular cultures.
These culture-bound syndromes constitute entirely sepa-
rate diseases in these societies, but they are not found
in the models or classifications of other societies. The
mal ojo of children in the Mediterranean and South
American populations attributes sleep problems,
crying, or diarrhea to the diabolic glance from a
stranger, the evil eye. On the other hand, pathologies
such as bulimia and anorexia are accepted in Western
countries (Basch, 1990).

The temporal definition of the disease also is subject
to discussion. Inasmuch as it is simple to establish the
beginning and end of an acute disease such as
influenza, it is just as difficult to determine the start
and finish of a disease such as cancer. How should we
date the commencement of the tumor when it might
have been developing insidiously for years without
being detected (not even clinically detectable), and
how should we date its termination when metastases
may occur several years after the treatment of the
initial tumor?

The second difficulty to be confronted in the analy-
sis of morbidity data depends on the definition
adopted for the type of morbidity being studied. Mor-
bidity based on the declarations of individuals repre-
sents only a partial view of the pathology because it is
subject to voluntary or involuntary omissions, the pos-
sibility of considerable variations in individual per-
ceptions of the disease, and sociocultural and
psychological factors. Diagnosed morbidity requires
contact with a doctor, and it covers only the pathology
that motivated the person to seek treatment or that was
revealed during a medical examination.

Three components of morbidity can be described
according to the source of information (Fig. 41–1).
Diagnosed morbidity, measured morbidity, and self-
reported morbidity all exist within the framework of
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the medical model described by Mildred Blaxter
(1989).

Diagnosed morbidity corresponds to illnesses among
individuals who have consulted doctors and been
diagnosed and treated by the medical corps. A certain
amount of data of this type is routinely recorded in
many countries, such as notification of infectious 
diseases, registers of chronic diseases (particularly
cancer), and hospital statistics, diseases, and accidents
related to work. Only surveys conducted among
doctors can provide pertinent data about diagnosed
morbidity.

Measured morbidity can be objectified by clinical or
paraclinical health examinations of the population. It
forms a subsection of diagnosed morbidity.

Some large demographic surveys on health
enhanced by a medical examination have been carried
out on the whole or part of the sample. One of the first
such surveys, the National Health Examination Survey
(NHES), was begun in the United States in 1960. At
first, it concerned only a few diseases and enrolled
individuals between 18 and 79 years old. It was then
extended to become the National Health and Nutrition
Examination Survey (NHANES), which has been reg-
ularly repeated since 1974. Health examination
surveys also exist in Canada (Canada Health Survey)
and in various European countries, including
Germany, Finland, Spain, and Great Britain. A
European Commission study examined these surveys
to evaluate the collected data (Koponen and Aromaa,
2001). The report showed that although costly and dif-
ficult to set up, this method of collecting data is
increasingly used. A health examination will be 
integrated in the next French, Italian, Norwegian, and
Portuguese health surveys.

One of the main difficulties in setting up such
studies lies in the complexity at a national level, for

example, of a standardized medical examination and
of the limited number of diseases whose diagnosis
depends on simple, noninvasive, and inexpensive
examinations that can be applied to a large sample.
Only a few illnesses, such as hypertension, or diseases
whose diagnosis is biologic, such as diabetes, are easily
measurable.

Frequently, national and regional surveys that
include medical examinations confine themselves to a
particular pathology, such as mental health in the
Netherlands or diabetes in Greece. Surveys of this type
have also been carried out on a European or inter-
national level; such is the case with the multicentric
surveys of cardiovascular diseases (MONICA), 
osteoporosis (EVOS), or cancers (EPIC).

Self reported morbidity is information that can be
obtained directly from individuals. It is also a partial
and subjective view of the pathology, because no one
can claim to know all the diseases with which he or
she is afflicted, particularly those whose clinical pres-
ence is not yet detectable, and because of omissions
and intentional nondeclarations. By definition, the
data are subjective, because all people have their own
conceptions of what is normal and pathologic and
their own scale of values in ordering illnesses and
naming them.

Self-report of morbidity is most frequently carried
out through population surveys, commonly called
health surveys. In France, those that are directed toward
the general population include the Decennial Survey
on Health and Medical Care of the National Institute
of Statistics and Economic Studies (INSEE) and the
Health Care and Health Insurance Survey of the
Research and Information Institute for Health 
Economics (IRDES, formerly Centre de Recherhce,
d’Etude et de Documentation en Economie de la Sante
[CREDES]). Many countries in the world conduct
surveys of this type. The European Commission has
launched a program listing health interview surveys,
which has enabled the compilation of about 40
national surveys of this type in Europe (Hupkens and
Swinkels, 2001).

Many factors influence the declared level of dis-
eases without affecting real morbidity. There are the
individual factors, with the cultural and social charac-
teristics of the individuals and their level of medical
knowledge and their own health status. There also are
factors associated with social organization, the envi-
ronment, and medical development. The development
of diagnostic methods, as well as those of the supply
and quality of treatment, has enabled certain diseases
to be detected more easily and to be identified more
precisely. For example, the improvement in detection
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and the increased use of treatment for elderly people
have greatly contributed to the prevalence of hyper-
tension diagnosis in the United States. In France
between 1980 and 1991, the number of lipid metabo-
lism disorders reported by individuals was multiplied
by three, indicating an increase in medical knowledge
and improvement in diagnostic methods (Sermet,
1998). Societal changes also have amplified health-
related expectations and requirements, as on the fron-
tier between normal aging and geriatric pathology.
Arthritis and dementia, formerly regarded as the 
signs of normal aging, are now designated diseases
(Crimmins, 1996).

The characteristics of the illnesses themselves have
influenced their declaration on surveys. Although it
may be easy to recognize the presence of an acute
disease whose symptoms may be evident and well
delimited in time, what should be done in the case of
diseases that manifest only sporadically? Sciatica, for
example, is characterized by its successions of acute
periods and more or less prolonged phases during
which the anatomic damage persists but there are no
clinical manifestations. The same can be said for other
illnesses, such as myocardial infarction, transitory
ischemic cerebral accidents, and seasonal allergic
rhinitis. In this type of disease, individual attitudes
vary considerably; some people declare the diseases,
whereas others fail to do so when the diseases are not
active.

As evidenced by the European inventory of health
surveys, many methods are employed during the
surveys to ask people about their diseases. There are
questions of a general nature, such as that recom-
mended by the European Office of the WHO within its
harmonization program of measuring instruments for
surveys by interview (Euro-HIS): “Do you have any
long-standing illness or health problem?” Numerous
variations of this question are to be found in the
various surveys, and a question of this type has
figured since 1990 in the United Kingdom census ques-
tionnaire. In other cases, to encourage those concerned
to make declarations, lists of diseases or disorders are
made available during the surveys. The methods
employed in gathering the information are not without
an effect on the declarations, such as the type of ques-
tion (open or closed) and the recall period. Mental dis-
eases constitute a particular case in the area of
self-reported morbidity, because the disablement they
cause and the taboos and misunderstandings of which
they are the objects frequently lead to their being
under-reported. Rating scales have been developed to
enable mental diseases to be traced indirectly through
the declarations of symptoms, such as the Self-Rating
Depression Scale (Zung et al., 1965), or by measuring

their functional consequences, as in the Mini-Mental
State Examination (Folstein et al., 1975).

III. THE FUNCTIONAL MODEL: 
THE MEASURE OF DISABILITY

Because of the demographic evolutions at work and
the increasing proportion of old and very old people,
questions relating to the functional state of health have
become decisive for public health. The functional
model approaches health in terms of the consequences
of diseases, accidents, or physiologic aging on the
functioning of the individual in daily life. Conse-
quently, the question that arises at the level of mor-
bidity concerning the consequences of increased life
expectancy applies equally to the level of functional
health. As suggested by the WHO (WHO, 1985), a
person must not only be “adding years to life, but life
to years.” Authorities should appreciate the burden of
disability and dependence that has evolved within the
population. Some biomedical models have been devel-
oped to provide a conceptual framework for these
investigations. They have enabled a precise meaning
to be attributed to the terms disability, handicap, depend-
ency, and impairment that previously were often con-
fused. Models have placed these concepts within a
dynamic process that includes various levels, at which
the repercussions of the disease, accident, or aging are
expressed in terms of the body’s functioning, daily
activities, and social integration.

1. Concepts and Definitions

Saad Nagi (1965) developed the first conceptual
works devoted to the disablement process. His 
aim was for a better definition of these concepts in the
areas of functional health. From these activities and a
revision in 1976, several important definitions
emerged to describe the different levels of the 
disablement process. Impairment was defined as an
anatomic, physiologic, intellectual, or emotional
abnormality or loss (Nagi, 1976). Nagi then defined the
level of organismic performances, for which he distin-
guished three dimensions: physical, emotional, and
mental. Disability was defined as an inability or limi-
tation in carrying out the activities and social roles
related to work, the family, and an independent life. At
the same time, the work of Philip Wood and Elisabeth
Badley (1978) led to the development of the WHO
International Classification of Impairments, Disabilities,
and Handicaps (WHO, 1980). The WHO approach dis-
tinguishes the following levels: impairment, disability,
and handicap.
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a. Impairment

Impairment is defined (WHO, 1980) as “any loss or
abnormality of psychological, physiological, or
anatomical structure or function.” The abnormalities
are of a physical, mental, or sensorial nature, and
according to the expression used by the WHO, they are
the “exteriorized” form of the disease, malformation,
or accident. Sometimes, the disease is assimilated to
this exteriorized form, or in other words, to the impair-
ment that it entails. Confusion then arises between the
source and its consequences on the psychological,
physiologic, and anatomic functions. Macular degen-
eration is a good example. The name of the disease is
nothing other than the impairment it provokes, and it
is difficult to clearly define the frontier between the
impairment and its cause.

b. Disability

Disability corresponds to “any restriction or lack
(resulting from an impairment) of ability to perform an
activity in the manner or within the range considered
normal for a human being” (WHO, 1980). For the
WHO, this limitation of activity is the “objectified”
form of the disease, accident, or malformation. For
example, macular degeneration can lead to a curtail-
ing of activities, such as reading or driving, that are
considered to be essential for the life of individuals,
their work, social integration, and leisure activities.

In the first model proposed by Philip Wood and
Elisabeth Badley (1978), a distinction was made within
disability between functional limitations and activity
restrictions. This distinction is related to that which
Saad Nagi proposed in his model when defining the
performance of the organism on one hand and activi-
ties on the other. Later studies based on numerous data
collected in this domain have demonstrated that dif-
ferentiating functional limitations from activity restric-
tions at the level of disability enables vital public
health questions about taking care of the disability and
dependence of people to be addressed (Robine et al.,
2000).

Functional limitation is situated at the level of the
physical, sensorial, or mental body functions. It is the
result of a disease, accident, aging, and consequent
impairment on the functional abilities of the indivi-
dual, independently of the environment or available
technical aids. Functional limitation is expressed
through difficulties in mobilizing body functions to,
for example, walk, extend an arm, hear, or remember.
In the example of macular degeneration, a functional
limitation associated with this impairment would be
difficulty in seeing. However, the localizations are not
necessarily identical, and impairments linked to brain

injuries, for example, may occasion motor, sensory, or
mental functional limitations. Functional limitations,
whether reversible or definitive, form intrinsic charac-
teristics of individuals and determine their functional
state. Environmental factors, personal resources, or
technical aids, however, may modify the effect of 
functional limitations on the performances of the 
individual for daily activities.

Activity restrictions correspond to the individual’s
dysfunction in daily activities (e.g., personal care,
household activities, work), and they depend on the
person’s functional status and environment. The WHO
definition of disability is related to so-called complex
activities. Macular degeneration that entails difficulties
in seeing may compel the individual to limit activities
such as driving a car or shopping.

In clarifying and ordering these two levels, a dis-
tinction can be made between people having func-
tional limitations but who manage to compensate for
them and those for whom the functional limitations
result in restriction of the activities of daily life. This
means that account may be taken of environmental
influence and the personal resources of individuals
that favor the adoption (or not) of a compensatory
strategy. The literature on the subject presents func-
tional limitation as a preclinical stage or predictive of
activity restrictions (Fried et al., 1996; Lawrence and
Jette, 1996). Studies have given prominence to the
determinative role of functional limitations in the dis-
ablement process (Fried et al., 1996; Harwood, 1998;
Lawrence and Jette, 1996; Tager, 1998). Mobility limi-
tations, for example, have proved to be more predic-
tive of activity restrictions than other categories of
limitations (Lawrence and Jette, 1996; Manton et al.,
1998). They may also generate more recourse to the
health services (Wolinsky and Johnson, 1991).
Although fundamental, this distinction was not
adopted by the WHO in its classification, and it re-
appeared only in the 1990s through the initiative of the
Council of Europe (Council of Europe, 1990) and then
on the occasion of later studies.

c. Handicap

Handicap for a given individual results from “an
impairment or a disability that limits or prevents the
fulfillment of a normal role (depending on age, sex and
social and cultural factors)” (WHO, 1980). According
to the WHO, handicap is a “socialized” form of
disease, accident, or malformation. The WHO pro-
poses six roles according to which handicap may be
evaluated, among which are minimum independence
(i.e., to be independent of someone’s assistance for per-
sonal care activities), independent mobility, and social
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integration. The combination of several activities, such
as washing oneself, feeding oneself, and going to the
toilet, enables these roles to be carried out for the role
of minimum independence. For this reason, the fron-
tier between disability and handicap is blurred. Dis-
ability is usually measured by the activities that
comprise these roles (e.g., personal care, professional
activity) and as a consequence, while measuring dis-
ability, a handicap is at the same time being suggested.

In a classic scenario, a handicap results from a dis-
ability, which is itself provoked by an impairment.
However, the WHO classification makes clear that in
certain cases this sequence no longer exists or does not
exist. In the realm of mental health or malformations,
impairment may be the cause of a handicap without
inducing a flagrant disability, but general behavior or
stigmatization of the disease may form an obstacle to
social integration.

The several reference models developed in the
1970s have generated discussion and debate. Newer
models and definitions have been suggested for inte-
grating the essential factors involved in the process
(e.g., environment) or for defining more accurately the
frontiers between the steps, which are sometimes dif-
ficult to discern (Robine et al., 1997). In this context, the
WHO classification, which served as a reference model
for many years, has been revised to address the
various criticisms of its original version. The main
development to be found in the new version (Interna-
tional Classification of Functioning, Disability, and Health,
[WHO, 2001]) has been better weighting for the effect
of the contextual factors, both environmental and per-
sonal, on the functioning of individuals. It no longer
rests directly on the principle of the disablement
process, but it instead provides blocks of definitions
that enable the functioning problems to be classified.
As for the classification of diseases, the newer 
version provides a nomenclature for the problems of
functioning:

Impairments are problems in body functions or
structure such as significant deviation or loss. Body
functions are the physiologic functions of body
systems (including psychological functions). Body
structures are the anatomic parts of the body, such
as organs, limbs, and their components.

Activity limitations are difficulties an individual may
have in executing activities, defined as execution of
a task or action by an individual. Participation
limitations are problems an individual may
experience in involvement in life situations.

Environmental factors make up the physical, social,
and attitudinal environment in which people live
and conduct their lives.

The new version of the WHO classification does not
explicitly mention the distinction between the func-
tional limitations and activity restrictions. As with dis-
ability in the previous version, the current level of
activity limitations covers both of these concepts, and
what the WHO now calls limitation of participation des-
ignates the consequences of these activity limitations
in the real life situation.

2. Measuring Instruments

a. Measuring the Various Concepts of the 
Disablement Process

As for morbidity, the various concepts of functional
health may be understood through individual self-
reports in interview surveys or by measurement
during clinical examinations.

Impairment

Impairment is close to disease and constitutes the
first consequence of it. The divide between disease and
impairment is blurred, and for that reason, measure-
ment of the latter is not easy. When health is measured
through diagnosis, impairments may be approached
on the basis of the diagnosed diseases or injuries by
questioning about the commonly observed conse-
quences of these diseases or injuries (e.g., altered
visual systems, loss of memory). However, when the
measurement is based on self-reported health, impair-
ment is a level of alteration that is difficult to identify
and evaluate. A number of surveys, such as the French
Health Survey or the disability survey (i.e., Handicaps,
Incapacités, Dépendance), include questions about
disability and impairment, which is considered the
source of the disability. These surveys list examples
such as motor and auditive impairments, directing the
person toward the level of body alteration. It is 
difficult, however, in this type of questioning to 
differentiate diseases, impairments, and functional
limitations.

Disability

The aim is to measure the ability of individuals to
carry out activities in terms of their state of health (i.e.,
diseases or impairments). For this purpose, scales were
employed within the field of clinical research well
before development models of disability came on the
scene. In 1963, Sidney Katz and others set up the scale
of elementary activities in daily life (i.e., activities of
daily living [ADLs]), which was based on observing
the development of independence in children: feeding
themselves, dressing and undressing, showering or
bathing, going from bed to armchair, using the toilet,
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and continence. This scale was later enhanced by
Powell Lawton and Elaine Brody (1969) with so-called
instrumental activities of daily life to measure the
ability of individuals to live alone (i.e., instrumental
activities of daily living [IADLs]): doing the house-
work, preparing meals, keeping the accounts, and per-
forming other chores. In 1976, Saad Nagi introduced a
scale for evaluating what he called bodily performance
(i.e., functional limitations). The typical survey ques-
tions were about difficulties in activities such as seeing
the printed characters of a newspaper, walking 500
meters, and going up and down stairs. The various
scales were transformed into questionnaires and used
in health interview surveys. Today, most of the health
surveys conducted in developed countries include
such question modules to evaluate disability and often
target the elderly population (Cambois and Robine,
1994; Cambois et al., 2000; Wiener et al., 1990).

For organizing this field of research and providing
the means of comparing the results of surveys, stan-
dardized instruments were proposed or recommended
by bodies as the Organization for Economic Co-
operation and Development (OECD) (McWhinnie,
1981) or the WHO (WHO and Statistics Netherlands,
1996). Certain instruments, particularly that recom-
mended by the OECD, include simultaneously the
ADLs, IADLs, and functional limitations such as those
suggested by Saad Nagi (1976). Amalgamation of these
different scales within one instrument makes the
interpretation of the collected information difficult.
What can be concluded in terms of the need for aid and
care when classified together are a difficulty in going
up and down stairs and a difficulty in feeding oneself? Dis-
entangling the levels of functional limitations and
activity restrictions enables prominence to be given to
the disablement process; it allows consideration of the
possibility that limitations are predictive of activity
restriction and then consideration of the possible dif-
ferent needs for help and care associated with these
two levels.

Measuring Functional Limitations The function-
ing of the individual is sought within different cate-
gories of functional limitations (e.g., physical, sensory,
mental), based on the difficulties expressed (e.g.,
seeing, walking, remembering), the resort to a technical
devices, or the reliance on personal assistance. In a
survey based on interviews, the principle is to help the
person to self-report possible limitations by suggesting
to her or him some gestures or scenarios requiring
various functions to figure out possible alterations,
such as “bending the arm to shake hands” or “hearing
what is said during a conversation.” These questions
constitute only suggested situations not indispensable

in everyday life. Therefore, concerning the formulation
of this type of questions, the individual must not be
interrogated in terms of effective performance (Do 
you . . . ?), but should be asked in terms of ability (Can
you . . . ?) (Glass, 1998). Different instruments have
been suggested on the basis of Saad Nagi’s proposals in
1976. A review of these instruments shows that func-
tional limitations can be put into the following cate-
gories: physical functional limitations (e.g., balance,
mobility, strength, endurance, agility), sensory limita-
tions (e.g., vision, hearing), and mental limitations (e.g.,
memory, comprehension) (Coutton et al., 2000). Each of
these categories can be understood on the basis of one
or several questions: “Can you go up and down stairs
without difficulty? Can you walk 500 meters without
difficulty?” These functional limitations can also be
tested during a medical examination by asking the indi-
vidual to carry out certain gestures. This type of test is
common in the practice of gerontology. Because of their
specificity, mental functional limitations are most fre-
quently tested in such a way, using instruments such as
the Mini-Mental State Examination (Folstein et al., 1975)
or small exercises involving reminding about the date
of an important event, given the name of the present
head of state, or counting backward.

In the interview surveys, the questions may be
asked in two stages. The first is to find out the intrin-
sic functional level of the individual (i.e., excluding an
adapted environment and without resort to specific
aids or devices). These questions measure the intrinsic
functional condition and enable a comparison of the
functional state of the population in time or compari-
son of population groups. Second, by introducing the
use of a device, it is possible to measure the effective
functional state of individuals (i.e., their intrinsic state
corrected by the aids available to them that may
prevent further activity restrictions despite functional
limitations).

Measuring Activity Restrictions Today, the refer-
ence activities for measuring activity restrictions are
still those of the ADLs proposed by Sidney Katz (1963)
and adopted in the recommendation by WHO
Regional Office for Europe (1996). This indicator is
generally employed for the older population, for
whom it had been developed. Nevertheless, the per-
manent health survey in the United States, the
National Health Interview Survey (NHIS), asks the
population from the age of 5 years or older questions
relating to activity restrictions of the ADL type. Acti-
vity restrictions may also be measured by the IADLs
proposed by Powel Lawton to enlarge the ADL
approach for assessing the chore daily activities, but
what these activities really measure is now debated
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(Robine and Jagger, 2000). Some studies suggest 
that the IADL assessment does more than evaluate the
ability to live alone, because activities such as manag-
ing accounts or writing checks demand a certain
degree of mental lucidity and could be useful to detect
restriction due to cognitive functional limitations
(Wolinsky and Johnson, 1991). Studies of these indi-
cators have also shown the existence of a veritable
hierarchy between the ADL and IADL assessments
(Ferrucci et al., 1998; Finch et al., 1995; Lazaridis et al.,
1994; Spector and Fleishmen, 1998). A scale of severity
of the restrictions can be constructed by ordering these
activities. Difficulties in feeding oneself generally
reveal the most severe level of disability, and difficul-
ties in showering or bathing (without other difficulties)
indicate the most moderate level among the ADLs,
therefore a deterioration process can be observed
along the scale. In the same way, the IADL assessment
can indicate a less severe level of functional deteriora-
tion, except for using the telephone, which approaches
the severity levels of the ADL type.

Activity restrictions are measured through the inter-
view surveys by using a formulation based on the
effective performances of the individual such as, “Do
you feed yourself on your own without difficulty?” It
is also possible to incorporate the use of a technical aid
or the assistance of another person (Cambois et al.,
2000). Observation through performance tests, as
described for functional limitations, does not furnish
reliable information in this field (Kempen et al., 1996;
Reuben et al., 1995); simulating activities such as
feeding, preparing of a meal, or getting dressed pro-
vides more information about functional limitations
than about the difficulties encountered in daily life to
be independent in these activities in the person’s own
environment. These tests constitute laboratory condi-
tions, which have very little to do with real life.

The soundness of instruments for measuring dis-
ability has been widely studied in relation, for
example, to their sensitivity and reproducibility (Fried
et al., 1996; Kempen et al., 1996; Reuben et al., 1995;
Tager et al., 1998). The choice of items used and the for-
mulation of the questions in measuring the functional
limitations and the activity restrictions are important.
The information can be refined by employing the
quality criteria suggested by these studies.

Handicap or social participation is inferred from the
activity restrictions, because the scales used are made
up of activities considered to be necessary for ensur-
ing social integration. Restrictions on activities for per-
sonal care may indicate the loss of minimum
independence; restrictions on instrumental activities
reveal difficulties in living alone at home. Handicap is
frequently inferred from the restrictions on profes-

sional activities. This is most often measured through
a synthetic question, and many surveys employ a
single question for evaluating activity restrictions or
handicap. However, the level of handicap may be
studied more specifically. Within the sphere of the
current European program, specific questions on social
participation are being considered to estimate inequa-
lities in the degree of social integration of persons with
or without disability (e.g., work, leisure).

b. Synthetic Questions

Along with the scales, functional health can be eval-
uated through general questions about limitations in
usual activities due to health problems. These ques-
tions are to be found in various forms in most health
surveys (Perenboom et al., 2000). They sometimes
concern short-term limitations occurring during the 15
previous days or consider long-term problems by
excluding transient problems. Although the scales pre-
sented previously are mostly employed for evaluating
long-term disabilities, synthetic questions apply as
much to long-term as to short-term problems. The
information collected does not have the same use in
both cases; the choice of questions depends on what
the information is used to measure. The public health
concern about care for disability and dependence
tends to be evaluated through questions about long-
term problems. In this context, a review of the indica-
tors demonstrates that a period of more than 6 months
enables transient problems to be screened out. Global
questions about limitations in professional activity are
also to be found in surveys, and in this case, the inter-
rogations are related to the interruptions of activity
because of a health problem or the modifications in the
quantity and type of activity because of a health
problem.

c. International Comparability

Relying on the international recommendations for
disability measurement instruments, health surveys
throughout the world have included such instruments
in their questionnaires, adapting the formulation of the
questions and the number of activities considered or
sometimes adapting the type of activities considered
according to their needs or to the place available in the
surveys. The formulation of the questions and the
choice of activities considered are important, and the
variation from one survey to another on certain aspects
makes the collected information difficult to compare.
The European Union is developing research programs
for evaluating the degree of comparability between
these measures in Europe and concentrating on those
that should be improved and recommended to obtain
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the most precise information. These studies have
shown that it is difficult to implement recommenda-
tions such as those of the WHO and that the developed
questions do not overall necessarily fulfill the quality
criteria of such instruments. Proposals have been
made in these European programs for promoting
instruments that depend on current scientific knowl-
edge (i.e., distinction between functional limitations
and activity restriction, formulation of the questions,
and hierarchy in the items) (Robine et al., 2000).

IV. THE SUBJECTIVE MODEL:
PERCEIVED HEALTH AND 

QUALITY OF LIFE

1. Concepts and Definitions

Perceived health is a subjective measure that
conveys the way in which individuals perceive their
health status. It reflects the feeling, ideas, and beliefs
held by the individuals concerning their health, and it
does not necessarily represent the objective state of
health. This perception varies according to the person.
Two people with the same general state of health may
have very different perceptions of it. As for the decla-
ration of the diseases, perceived health is conditioned
by the expectations of individuals concerning health,
their general medical knowledge, and the information
available to them concerning their objective state 
of health—diagnosed or undiagnosed disease and
knowledge of the nature and severity of the complaint.
Psychological problems also have an influence on the
perception of the disease and may introduce symp-
toms that reduce the sense of well-being. Psychologi-
cal problems may also provoke an exacerbation of
signs that leads to a belief in a preexisting pathology
(Connelly et al., 1989).

Perceived health can be measured by various types
of instruments, and the data collected informs about
its various dimensions, such as quality of life, well-
being, and physical and mental symptoms. Synthetic
instruments enable wider evaluations to be made.

2. Measuring Instruments

a. Global Approach of Perceived Health

One of the most frequently used instruments 
for assessing the subjective state of health is the ques-
tion commonly entitled perceived general health. It
involves assembling the general feelings of persons
about their own state of health in relation to their expec-
tations. It appears that one of the first questions of this
type was asked in 1963: “How would you rate your

health at the present time? (Excellent—Excellent for my
age—Good—Good for my age—Fair—Fair for my
age—Poor—Very Poor)” (Heyman and Jeffers, 1963).

A review of the instruments in current use and the
investigations associated with them reveals the many
formulations existing in the various surveys through-
out the world (Sanderson et al., 2000). The terms used
in the question and the number and type of response
items proposed initiate a variety of replies and pre-
clude comparisons between surveys. For the purpose
of encouraging comparisons, the European Office of
the WHO has suggested a standardized question
(WHO and Statistics Netherlands, 1996): “How is your
health in general?” It has five levels of response: very
good, good, fair, bad, and very bad.

A particular method of response to this general type
of question is the analogic visual scale. Individuals
must locate their state of health on a thermometer-type
vertical scale whose 0 point usually indicates death
and the 100-point indicates the best possible state of
health.

The interest of this question lies in its simplicity; it
is easy to understand and administer, and it is easy to
analyze and very informative. It includes all the phys-
ical, emotional, and social factors that enable individ-
uals to judge their health status. Studies first revealed
the correlation between replies to this type of question
and mortality (Kaplan and Camacho, 1983; La Rue et
al., 1979; Mossey and Shapiro, 1982). Many studies
have subsequently confirmed this relationship, while
showing a better correlation for men than for women
(Idler and Benyamini, 1997). Perceived health is corre-
lated with other health indicators, such as disability,
chronic diseases, and symptoms (Kristensen et al.,
1998) or even the consumption of medical care
(Bergner, 1985).

b. Physical and Mental Symptoms

One of the methods used for measuring perceived
health, associated or not with averred pathologies, con-
sists of questioning individuals from lists of symptoms
or requiring a more or less lengthy account of the symp-
toms using agenda-type techniques (Blaxter, 1989).
Some surveys in Europe have collected symptoms
according to one or the other method. The General House-
hold Survey in 1977, the British Health and Lifestyle Survey,
and the survey by the National Institute of Statistics and
Economic Studies on living conditions in France in 1987
include questions on physical symptoms, such as fever,
constipation, sour stomach, or others pains.

The last Decennial Health Survey in France (1991 to
1992) included a list of symptoms within the sphere of
minor mental health problems, such as anxiety, sleep
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problems, fear of the future, loneliness, and nervous-
ness. These types of symptoms relating to mental well-
being have aroused considerable interest, and 
many indicators have been devised, ranging from
simple lists to much more elaborate and validated
rating scales. The General Health Questionnaire (GHQ)
is a self-administered questionnaire comprising 28
questions about psychological symptoms and 
social insertion, enabling a total score and four sub-
sidiary scores to be obtained (Goldberg and Hillier,
1979). As with the GHQ, there are numerous 
mental rating scales that inquire about symptoms of
this type, and their intention is frequently to detect real
pathologies, not just a feeling of discomfort. Some of
these are disease specific, and they are about diseases
that are very prevalent, incur a risk of prolonged hos-
pitalization, or have a high mortality rate (Robine et al.,
2000).

c. Quality of Life

A complete review of health indicators must include
the indicators of the quality of life. Their importance
has grown in proportion to the increasing need to
control the costs of health systems, and they have
become invaluable for economic evaluations of costs
in health systems. Paul Dolan (2000) describes four
applications for these indicators of life quality: in ran-
domized, controlled trials (e.g., to evaluate new thera-
pies or technologies); in individual patient care to
improve clinical practice; in describing, monitoring,
and predicting overall levels of population health; and
in informing resource allocation decision in health
care. This latter category is not specific to the indica-
tors of quality of life, but it is often proposed within
this framework. These instruments also fulfill a fre-
quently expressed need for synthetic indicators to
incorporate diseases, functional state, mental state,
and diverse measures of health status.

Various devices for measuring the quality of life
have been developed. Alain Leplège (1999) highlights
the existence of two types of indicators. The first of
these, health-related quality of life indicators, is
intended for measuring the effect of diseases on the
quality of life. The assumption is that it is possible to
separate what affects the quality of life from what does
not. For the most part, these instruments combine four
main dimensions:

1. The physical state of the subjects
2. Their somatic feelings
3. Their psychological state
4. Their social relations and relationship with their

environment

These factors give considerable weight to functional
abilities, according to the assumption that a person
having difficulties in walking, for example, has a
diminished quality of life compared with one who has
no difficulties. A certain number of approaches
combine life expectancy and health-related quality of
life indicators. The disability-adjusted life years (DALYs)
evaluate the loss associated with disability and pre-
mature death in terms of healthy life years. The quality-
adjusted life years (QALYs) approach attributes a
weighting of 0 to 1 for each period, corresponding to
the quality of life associated with health status during
that time. QALYs measure results in terms of increases
in health, whereas the DALYs express them in terms
of loss (Dolan, 2000). The years of healthy life (YHLs)
measure life expectancy adjusted to quality.

The second type of indicator has a wider objective
in that it measures the quality of life in general rather
than that which is associated with health. As with
health, the definitions of quality of life are numerous.
The definition of the WHO adopted by Alain Leplège
(1999) defines it “as an individual’s perception of his
place in existence, in the context of the culture and
system of values within which he lives, and in relation
to his objectives, expectations, norms and anxieties.”
Marilyn Bergner (1989) introduces the main areas in
the quality of life as follows:

1. Symptoms
2. Functional status
3. Activities allied to the social role
4. Social functioning
5. Cognition
6. Sleep and rest
7. Energy and vitality
8. Emotional state or status
9. Perception of health

10. General satisfaction with life

In practice, most of the existing scales are instru-
ments for measuring the health-related quality of life.
They may, however, include aspects of the patients’
lives that are only indirectly influenced by the state of
health, and the frontier with instruments for measur-
ing the quality of life is tenuous.

They may be divided into two groups, depending
on the type of measure obtained: profiles and indices.
The first group offers a multidimensional measure of
life quality, whereas the second group provides a syn-
thetic score (Teeling-Smith, 1988). In the latter case, the
question of weighting the different items is essential.

Among the scales currently in use, some (e.g.,
Quality of Life Index [Spitzer et al., 1981]) were initially
constructed to measure the well-being of patients 
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suffering from cancers or other serious diseases and
receiving palliative treatment, and they can only be
used for seriously ill patients (Nelson and Berwick,
1989). Others (e.g., Nottingham Health Profile [Hunt et
al., 1985]) seek to evaluate the effect of diseases and
treatments on health. They are not recommended for
the general population, however, because they have
poor discriminatory power (Leplège, 1999). The
dimensions evoked vary according to scales, but
physical and social fields are included in almost all of
them. The number of questions may vary from about
20, as in the Psychological General Well-Being, to almost
140 in the Sickness Impact Profile (Bergner et al., 1981),
and the length and complexity of the questionnaire
does deter some people from using it on a routine basis
(Nelson and Berwick, 1989). The number of conditions
offered for each of these questions constitutes an
important differentiation factor of the scales, and some
(e.g., Mos SF-36 [McDowell and Newell, 1996]) are
reputed for having a greater sensitivity because of the
greater number of response possibilities (Leplège,
1999). In certain cases, the causal link with health prob-
lems is explicit. If health problems are not the cause, it
can be assumed that the person has no problems, and
for certain people, this constitutes an important limit
for the instruments (Strawbridge, 1998).

Specific scales of quality of life are supported 
by many international projects. In Europe, the 
European Quality of Life Scale (EuroQOL) (Brooks, 1996)
was developed in the early 1990s. On an even broader
level, the World Health Organization Quality of Life
Assessment (the WHOQOL group, 1998), supported by
the WHO, was destined to be used worldwide. 
This questionnaire provides an examination with six
fields: physical health, the psychological domain, level
of independence, social relations, environment, and
spirituality.

CONCLUSIONS

All the indicators mentioned—morbidity, disability,
and quality of life—are in one way or another accurate
indicators of health states. Their diversity is a reflec-
tion of the multiplicity of possible approaches. The
choice of indicator therefore depends solely on the aim
of the measure. The indicator depends on the question
asked. If the interest is focused on the need for the care
of elderly people, it is important to assess disability. If
the survey is devoted to the dissemination of diseases,
measures of morbidity would be used. The diversity
of the instruments enables differentiation and the pos-
sibility of covering different health dimensions to be

able to reply in the most appropriate way to the ques-
tions asked.

Developments enabling reflection on health indica-
tors tend to serve a double purpose in harmonizing
and synthesizing the information. This desire to syn-
thesize underlies the construction of numerous indi-
cators. Is it therefore possible to imagine a single health
indicator incorporating life expectancy, presence of
diseases, functional state, and other health dimensions
in such a way that it reflects the contributions of each
element? Such an indicator would enable direct com-
parison of different population groups and follow-up
of developments while also providing essential indi-
cations on each of the elements in its composition.
However, this approach implies that it is possible to
describe the continuum from health to disease to death
in an unequivocal way and that every combination of
factors leads always to a predetermined level of health
(Bergner, 1985). Such an indicator still remains to be
invented.

Harmonization is no easier to obtain. The proof of
this lies in the profusion of scales for measuring dis-
ability or quality of life that have been produced in
recent decades. International organizations are
increasingly engaged, however, in procedures aimed
at proposing common tools for the member states. It
was in this way that the European Community set up
a program for harmonizing the health information
system in Europe (i.e., Health Monitoring Programme).
The European Office of the WHO has been trying to
promote the use of common measuring instruments
for national health surveys, and from these activities,
scales for measuring disability and instruments for
measuring the quality of life have come about. Syn-
thetic questions have aimed at providing a global
approach to the state of health by covering the three
health areas of perception, morbidity, and functional
health.

The following three examples are questions pro-
posed in Europe for measuring health:

1. How is your health in general? (Very good, Good,
Fair, Bad, Very bad)

2. Do you suffer from any long standing illness or
condition? (Yes/no)

3. For at least the past 6 months, have you been
limited because of a health problem in activities
people usually carry out? (Yes/no)
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Whether it is a question of understanding the devel-
opment of mortality or of explaining the differences
between groups, there must be resort to the cause of
death. Nevertheless, responses to the question “what
did he die of?” are not straightforward. The same
death that can be attributed to heart failure, myocar-
dial infarction, angina pectoris, or hypertension also
can be related to smoking, working conditions, stress,
and diet. Must all these factors be taken into consider-
ation, can some of them be eliminated, or can only one
be retained? The first series of causes are the medical
causes of death, and it is these to which this chapter is
devoted. The second series is part of an entire socio-
economic and cultural context that is considered from
different viewpoints in Chapters 48 to 52. The bound-
ary between these two groups of causes is not certain;
for example, it is not clear how to categorize alco-
holism, nutritional problems, suicide, or accidents at
work.

From the first attempts at collecting the causes 
of death to the very elaborate statistical systems
employed in the developed countries, the main con-
cern has always been to identify causes that could be
prevented or treated. The search for classification cri-
teria has led to the adoption of the International Classi-
fication of Diseases (ICD), which is used by most of the
countries that collect cause-related mortality statistics.
With the compilation of a body of strict rules for select-
ing the cause of death, physicians and statisticians
have endeavored to improve temporal and spatial
comparability. Attributing death to a single cause,
however, remains simplistic in view of the complex
succession of pathologic changes that finally lead to

death. The study of multiple causes permits a better
appreciation of the weighting of different pathologies
but is still too limited.

The first part of this chapter retraces the path that
led to the current system and stresses the difficulties
shared by all classification research. After the infor-
mation has been collected and classified, the analysis
of levels and trends in causes of death entails the 
calculation of indicators that mostly employs classic
demographic tools. In the second part, I describe the
indicators that are most frequently used and compare
their results.

I. COLLECTING, CLASSIFYING, 
AND CODING

The systems of health statistics in use in developed
countries have been progressively constructed by two
intersecting processes: setting up a system for collect-
ing the causes of death and elaboration of a classifica-
tion of these causes. A short history of this twofold
process can elucidate the difficulties specific to this
area of mortality statistics.

1. History of the Collection of the 
Causes of Death

As long as the means of combating diseases and
death remained rudimentary, collecting the cause of
death had little real interest for communities. The first
experiments fell within the scope of the struggle
against epidemics (Biraben, 1973). The records of
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causes on which John Graunt based his main observa-
tions were carried out after the 1592 plague epidemic
in London. Following the example of Graunt, the first
cause-related death tables appeared in Europe during
the 18th century. In France, the first such table was
published in 1767 by Jean Razoux, and it was based on
the deaths recorded at the general hospital in Nîmes
over 5 years. In 1776, in response to an investigation
into the study of epidemics led by the Royal Medical
Society, many physicians provided tables of mortality
figures. In Denmark, after a plague epidemic, the cause
of death was recorded in the town of Copenhagen
from 1709 onward (Johansen, 1993). In Berlin, a weekly
report on the causes of death was introduced in 1737
to follow the development of infectious diseases
(Kintner, 1993).

In the 19th century, the first systematic cause-related
mortality records were set up throughout Europe. In
England and Wales, the 1837 Registration Act intro-
duced, in addition to the registration of vital events
(e.g., births, marriages, deaths), listing the cause of
death (Fagot-Largeault, 1989). The British system was
the first to be extended to the whole territory. In
France, registration of the cause of death was first
applied to Paris from the end of the 18th century, but
it had to wait until 1855 for the system to be extended
to towns with more than 10,000 inhabitants and until
1906 for the whole territory to be covered. In Scandi-
navian countries, the collection of the causes of death
was organized at a national level in the middle of the
19th century.

By the early 20th century, the principle of a national
registration of the causes of death was established in
many European countries. Subsequent changes have
essentially been of a qualitative nature. Medical certi-
fication of the cause of death has become the rule 
in Europe (Meslé, 1995a). Suitable arrangements for
ensuring confidentiality most frequently accompany
it, and these have contributed to an improvement in
the quality of the statistics. The World Health Organi-
zation (WHO) proposes a standardized certificate, to
which a number of countries have conformed more or
less faithfully. This certificate enables the physician to
declare several causes contributing to the death, and
to better define the complex sequence of pathologic
processes involved.

Although it has become standard practice in devel-
oped countries, statistics for the causes of death in
most developing countries are lacking. To counter the
shortcomings of the civil registration in these coun-
tries, survey methods have been developed to allow
non-physicians to collect information from close rela-
tions regarding the symptoms and problems that 
preceded the death (an aspect that is developed by

Vincent Fauveau in the next chapter). Verbal autopsies
have contributed to a better understanding of the
causes of death, particularly for children (Desgrées du
Loû, 1996; Garenne and Fontaine, 1988, 1990; Zimicki,
1988, 1990). Such investigations cannot, however,
replace regular statistics recording deaths by cause.

2. Classification Problems

Collecting the cause of death does not suffice for
establishing a statistic. To exploit this information, it
must be classified. The choice of classification criteria
was at the heart of the discussions that finally pro-
duced the first version of the ICD. Successive revisions
of this have not basically called into question its
primary structure, but they have been responsible for
some very unfortunate interruptions in the statistical
series. The categorization now used by most of the
countries that issue statistics on the causes of death
remains organized around several lines of classifica-
tion, but without any of them spanning it entirely.

a. Origin of the International Classification

The Bills of Mortality, on which John Graunt (1662)
worked, presented the causes of death in alphabetical
order. This type of classification was the one most fre-
quently used in the first statistical collections. The first
attempt at a systematic classification of diseases was in
the 18th century. Anne Fagot-Largeault, in her work on
Les causes de la Mort (1989), recorded several dozens of
classifications published between 1718 and 1855. The
best known was that of Boissier de La Croix, called
Sauvages (1731), whose nosography in 10 categories
was partly adopted by Linnaeus (1763) for the Genera
Morborum (Vallin and Meslé, 1988).

The first attempt to devise a common classification
for several countries appeared at the International 
Statistical Congress of 1853. Two physicians, William
Farr and Marc d’Espine, responsible respectively for
the health statistics of England and Wales and the
canton of Geneva, were entrusted with “establishing a
uniform nomenclature of the causes of death applicable to all
countries” (Registrar general, 1856). Two years later,
each of the two men presented his nomenclature based
on different principles. The discussion that then
opposed them is still a current one. Marc d’Espine
(d’Espine and Farr, 1855) attempted to define a coher-
ent classification according to the nature of the diseases.
William Farr, more pragmatic, isolated the best-known
diseases of the time, such as smallpox, scarlet fever,
and tuberculosis, and classified the others according to
their anatomic location. A compromise was adopted at
the Congress of Paris in 1855, which tended to favor
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the Farr concept (IIS, 1956). Although revised three
times (1874, 1880, and 1886), it was never intended to
be used by any national statistical service with each
country employing its own nomenclature.

In Paris, notably, a nomenclature, largely inspired
by the classification proposed by Philippe Pinel (1797),
was used for the cause-of-death statistics from 1802
onward. It was revised nine times during the 18th
century, taking regular account of advances in medi-
cine especially concerning progress in bacteriology,
with the result that in 1886, the date of the last revi-
sion, it was quite modern in conception. When, in 
1891, the International Statistical Institute decided to
prepare a new international classification, the work
was quite naturally entrusted to Jacques Bertillon,
head of Statistical Work in the City of Paris. Taking up
the nomenclature framework agreed to in Paris in
1886, he proposed, in 1893, a new international classi-
fication that was to enjoy rapid success (Bertillon,
1896).

This classification consisted of 14 divisions (Table
42–1), comprising a total of 203 categories (or items)
whose precise contents were listed. Bertillon proposed

two other, more abridged nomenclatures, one with 116
and the other with 44 items. Several countries and
many towns immediately adopted the new classifica-
tion. It was first revised in 1900 and then revised a total
of 10 times during the 20th century. The number of
countries using the ICD has not ceased to grow. All the
countries with regular cause-related mortality statis-
tics now use the ICD.

b. Successive Revisions

If the chapter headings of the 1893 ICD (Bertillon,
1896) are compared with those of the 10th revision
adopted in 1989 (WHO, 1993) almost a century later,
the changes appear to be unimportant (see Table 42–1).
The number of chapters has increased from 14 to 21,
but this results from an expansion of the first two chap-
ters. The general diseases have been divided into infec-
tious and parasitic diseases, neoplasms, diseases of the blood
and blood-forming organs and certain immunity disorders,
and endocrine, nutritional and metabolic diseases. Simi-
larly, diseases of the nervous system and sense organs
are now divided into four chapters, distinguishing
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TABLE 42–1 Chapter Headings of the 1893 International Classification of Disease 
Compared with Those of the 1989 Tenth Revision

1893 Classification 1989 Classificationa

No. Heading No. Heading

I General diseases I Certain infectious and parasitic diseases
II Neoplasms
III Diseases of the blood and blood-forming organs and certain

immunity disorders
IV Endocrine, nutritional and metabolic diseases

II Diseases of the nervous system and sense organs V Mental and behavioral disorders
VI Diseases of the nervous system
VII Disorders of the eye and adnexa
VIII Diseases of the ear and mastoid process

III Diseases of the circulatory system IX Diseases of the circulatory system
IV Diseases of the respiratory system X Diseases of the respiratory system
V Diseases of the digestive system XI Diseases of the digestive system
VI Diseases of the genitourinary system and adnexa XIV Diseases of the genitourinary system
VII Puerperal diseases XV Pregnancy, childbirth, and the puerperium
VIII Diseases of the skin and adnexa XII Diseases of the skin and subcutaneous tissue
IX Diseases of the locomotive organs XIII Diseases of the musculoskeletal system and connective tissue
X Congenital malformations XVII Congenital malformations and chromosomal anomalies
XI Diseases of infancy XVI Certain conditions originating in the perinatal period
XII Diseases of old age XVIII Symptoms, signs, and anomalous clinical and laboratory 
XIV Ill-defined diseases results, not elsewhere classified
XIII Conditions produced by external causes XIX Injury, poisoning, and certain other consequences of 

external causes
XX External causes of morbidity and mortality
XXI Factors influencing health status and contact with health

services

a Tenth revision of the International Classification of Diseases.



mental disorders from different localizations (e.g.,
nervous system, eye and ear).

The expansion of the chapter on conditions produced
by external causes into two chapters on injury, poisoning,
and certain other consequences of external causes and
external causes of morbidity and mortality relates to
another type of reasoning. This distinction, introduced
in 1948, recognized the necessity with violent deaths
for a double classification according to the nature of
the lesion (e.g., wound, fracture) and according to the
external cause (e.g., road accident, suicide). The only
regrouping concerns the diseases of old age and those
that are ill defined, which have constituted a single
chapter since 1948. This attests to the increased preci-
sion of diagnosis and the desire of the medical com-
munity to assimilate senility to an ill-defined cause of
death. The last chapter, factors influencing health status
and contact with health services, was created by the last
revision and has a particular status. Its items cannot be
used as a principal cause of death.

Despite changes, the structure proposed by Bertillon
has stood up well to 100 years of medical progress. It is
true that because it depends essentially on the
anatomic localization of diseases, it has a lesser risk of
losing its relevance than a classification based on more
evolutive criteria, such as etiology or avoidability.

This apparent stability of the structure masks the
profound upheavals that the ICD experienced during
the past century. The items have increased from 203 to
more than 10,000. This enormous increase in precision
reflected the progress made in the knowledge of dis-
eases and the causes of death, which led those res-
ponsible for the nomenclature to refine the medical
definitions, but it arose equally through the extension
of the fields of use of the classification. When it was
created, it was essentially a tool designed to serve 
the purpose of cause-related mortality statistics, it has
been increasingly employed for all sorts of purposes in
the realm of health statistics, leading to a not indis-
pensable refinement in the study of cause-related mor-
tality. In this respect, the title of the volumes of the 10th
revision is revealing: International Classification of 
Diseases and Related Health Problems (WHO, 1993). The
expression causes of death has entirely disappeared.

The multiplication of items with each revision
would not be very troublesome if it concerned a simple
phenomenon of expansion. In reality, the exchanges
between the items are much more complex, making it
impossible to follow a coherent series of causes of
death through the various revisions. At the time of the
first revisions, the authors meticulously justified the
changes they introduced. This preoccupation has grad-
ually disappeared coincidentally with the nomencla-
ture becoming more complicated. Except in rare cases

in which the body responsible for the cause-related
mortality statistics has taken the trouble to operate 
a dual classification with the implementation of a 
new classification1, it is necessary to undertake the
painstaking task of comparing the contents of the
items of the former classification with those of the new
to identify the exchanges between items.

This comparison, term by term, of six transitions
from one revision to the following one has been carried
out by Institut national d’études demographiques
(INED). It forms the first step in a method enabling the
reconstitution of coherent series of deaths by cause
(Vallin and Meslé, 1988, 1998; Mesléand Vallin, 1996).
From the correspondence table established, it is possi-
ble in a second stage to define elementary associations
between the items of the former and the new revision.
These associations are constructed in such a way that
the medical and statistical content are the same in the
two revisions. In a third stage, they provide the neces-
sary safety rail for calculating the coefficients of dis-
tribution by sex and age that permit the reclassification
of deaths by sex and age from one revision to another.

The method applied to the available French data has
enabled the 1925–1999 cause-related mortality series,
classified according to the ninth revision of the ICD, to
be obtained. For this purpose, it was necessary to deal
with six transitions from the third to the ninth revision.
Each of these presented particular problems, but the
most acrobatic exercise was in the transition from the
fifth revision (adopted in 1938) to the sixth revision
(adopted in 1948). Despite an increase in precision, the
first revisions of the ICD remained broadly influenced
by the spirit of Bertillon and the European medical
schools, especially that of France. After World War II,
this changed. The revision of the International Classi-
fication was entrusted to the young WHO, in which
the American school of medicine predominated. The
nomenclature was overturned, and the number of
items increased from 450 to 2000, producing the most
detailed level ever offered. Only the structure in chap-
ters remained relatively undisturbed.

c. Different Lines of Classification

As it appears in its most recent version, the ICD is
still traversed by different lines of classification. At the
most unrefined level, the division into chapters is not
according to a single axis. Most chapters refer to an
anatomic classification. This reflects a legacy from the
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according to the intermediate lists of the eighth and ninth revisions
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first Bertillon nomenclature and the influence of
William Farr’s classification favoring the classification
of diseases according to their localization. Some chap-
ters, however, come within the etiologic axis. This is
the case in Chapter I for certain infectious and para-
sitic diseases, in Chapter II for neoplasms, and in
Chapter XX for violent deaths. Other chapters refer to
a time axis, such as diseases of early childhood, preg-
nancy, childbirth, or puerperium. The double classifi-
cation axis introduced in 1948 for violent deaths has
remained the exception. No other attempt has been
made within the ICD to classify the different diseases
according to more systematic criteria.

The diversity of classification criteria can be found
at all classification levels, even within the basic items.
Besides the detailed list of items and independent of
the chapters, the ICD proposes different levels of
groupings with a certain number of “intermediate”
lists. These lists also are heterogeneous in respect of
classification axes.

One of the essential aims in the study of cause-
related mortality is to identify homogeneous patho-
logic groups whose developments may be influenced
by common factors on which action may be under-
taken. Many investigators have suggested more perti-
nent classifications than that of the simple anatomic
reference. Many of these classifications focus on the
concept of avoidable mortality. Causes of death may be
divided into two groups, according to whether they
are avoidable or unavoidable. This enables effective
health policies to be determined, which are relevant to
the first group.

The well-known distinction drawn by Jean 
Bourgeois-Pichat between endogenous and exogenous
mortality (see Chapter 48) originates from this concept.
He aims at identifying the causes of avoidable mortal-
ity that may be eliminated to reach as closely as 
possible the “hard core” of completely resistant causes.
Working first on infant mortality, he relies more on
age-specific mortality than on causes of death that are
considered to be too imprecise at that age (Bourgeois-
Pichat, 1951a, 1951b). In seeking to quantify a biologic
mortality limit, he also distinguishes the deaths arising
from exogenous causes (i.e., infectious diseases, respi-
ratory diseases, and accidents) that it would be 
possible to eliminate from deaths arising from endo-
genous causes related to a weakening of the organism
(Bourgeois-Pichat, 1952).

Employing the same idea, Erica Taucher proposed
a division of avoidable deaths into several groups
according to the type of intervention that could
prevent them (Taucher, 1978). In this way, she distin-
guishes four categories of avoidable deaths (i.e., by
vaccination or preventive medicine, by early diagno-

sis or medical treatment, by improvement in sanitary
conditions, and by mixed actions) and three other cat-
egories (i.e., difficult avoidable deaths, those where the
cause is ill defined, and other cases).

The concept of avoidable mortality enjoyed great
popularity in the 1980s, and a European atlas of 
avoidable mortality was published by the European
Community (Holland, 1988). It contained cause-spe-
cific mortality maps for a certain number of categories,
assembling diseases that were recognized as avoidable
within the framework of current medical knowledge.
The limitations of such a classification are evident,
however, in that revisions become continually neces-
sary as medical knowledge advances. Although of
practical use for establishing a health policy, the idea
of avoidable mortality is ineffective in analyzing future
developments.

The ideal solution would be to discover keys to a
classification that would enable the cause of various
diseases to be identified. This was the idea supported
by Marc d’Espine at the International Statistical Con-
gress in 1855, when he proposed distinguishing dis-
eases solely according to their nature. A perusal of the
classification that he had then established (Table 42–2)
shows how utopian the idea was at a time when the
nature of the pathologies was little understood. It is a
pity, nevertheless, that the attempt declined in the 
mid-19th century has never subsequently been retried,
except for the timid double classification of violent
deaths.

After various attempts (Vallin and Nizard, 1978;
Baloche and Nizard, 1973) in the area of reconstituting
coherent cause-of-death series for France subsequent
to 1925, we proposed the reclassification of deaths
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TABLE 42–2 Nomenclature Proposed by Marc d’Espine
at the 1855 International Statistical Congress

1st division: stillborn
2nd division: death from congenital malformation
3rd division: death from old age or senile marasmus
4th division: violent death or from an external accident
5th division: death from morbid accident
6th division: death from acute diseases, subdivided into three 

classes:
I. Acute generalized or local inflammation
II. Specific or general inflammation
III. Inflammation allied to certain physiologic conditions

7th division: death from chronic diseases, subdivided into two 
classes:

I. Chronic inflammation or chronic diseases of local 
origin

II. Chronic diseases resulting from various defects or 
chronic generalized diseases

8th division: death from undetermined cause



according to an etiologic axis comprising seven major
categories:

Infection
Malnutrition, intoxication (including drugs), allergy,

and immunologic disorders
Accidental traumas and homicides
Neoplasms
Hereditary and congenital conditions
Degenerative disease
Suicide
Diseases of unknown origin and ill-defined or

undeclared causes of death

The content of all the items in the eighth revision of
the ICD was redistributed according to this axis. Most
of the items only corresponded to a single etiologic 
category. Sometimes, however, it was necessary to 
distribute their contents among several causes. We
then cross-referenced this etiologic dimension with an
anatomic axis, which served as a safety device, having
regard to the essentially anatomic character of the ICD.
This type of exercise does not escape criticism that may
be leveled at the fragile nature of such a classification
and the arbitrary nature of certain etiologic groupings.
The degenerative category, especially, is far from 
satisfactory. Above all, it hides our ignorance of the
factors concerned with the origin of certain pathologic
processes.

Nevertheless, the analysis of the evolution of mor-
tality from this angle is not without interest. It enables,
for example, more light to be cast on the real impor-
tance of infectious mortality, which is largely underes-
timated in the case of the ICD chapter on infectious
diseases. Numerous items containing infectious dis-
eases can be found in other chapters (e.g., influenza in
diseases of the respiratory system, appendicitis in dis-
eases of the digestive system), and the content of
certain items even mixes infectious diseases with other
conditions that relate to other causes. In the case of
France, infectious mortality as estimated in 1925 was
about 70% higher than that attributed to it in the single
ICD Chapter I, and in 1978, it represented more than
double of ICD Chapter I mortality (Vallin and Meslé,
1988).

It could be thought that in carrying out ad hoc
regroupings of the items, the ever-increasing precision
of the ICD enables the most pertinent classification
axis to be selected. This is partly true, but it still
remains for the authors of the ICD to rethink a 
more coherent and better-adapted classification for 
the cause-of-death statistics. One solution may be 
to develop a more systematic interlacing with an
anatomic axis, unavoidable with an axis designed to
define the etiologic process as precisely as possible.

3. Choice of Cause

A death results from the succession of a certain
number of pathologic processes whose appearance or
development may have been encouraged by other pre-
existing conditions. Nevertheless, most of the studies
carried out on the causes of death make reference to a
single cause. Identification of this so-called initial or
underlying cause is decisive. With the changes in the
structure according to age and cause of death that have
come about over the past 50 years, this identification
has become increasingly delicate, with the majority of
deaths occurring among old people most frequently
suffering from several chronic pathologies intertwined
one with another. To ensure the coherence of statistics
from one country to another, the WHO recommends a
standard medical certificate of cause of death and a
body of fairly strict rules for coding.

a. Rules of the World Health Organization

The death certificate has two parts (Fig. 42–1). The
first is intended for a summary of the succession of the
various processes that led to the death. The physician
reporting the death must specify chronologically the
various conditions that played a part in the occurrence
of death. There is space, with three lines for three pos-
sible stages. On the first line (Ia), the physician states
the condition immediately responsible for the death,
entitled direct cause. The following line (Ib) is provided
for the intervening cause, and on the third line (Ic), the
underlying cause (i.e., primary or initial cause) is given.
To verify the order of appearance of these various con-
ditions, a column enables the interval between the
appearance of each morbid process and the death to
be recorded. The second part is reserved for the report-
ing of conditions that were not directly responsible for
the death, but which could have contributed to it. The
cause or causes appearing in this second part are the
contributory causes. Most countries have adopted cer-
tificates quite similar to the international model.

In formulating strict coding rules, the WHO was
aiming at a maximum guidance in the practice of
national statistical institutes. Coding of the cause of
death depends on a general rule, three selection rules,
and six modifying rules (WHO, 1995).

The General rule stipulates that “if more than one
condition is entered on the certificate, select the con-
dition entered alone on the lowest used line of part I
unless it is highly improbable that this condition could
have given rise to all the conditions entered above it.”

This principle is inapplicable if, on the last line of
part I, several conditions are stated or a single condi-
tion that appears completely unlikely to have given
rise to all the conditions mentioned in the previous
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lines. In this case, if it is impossible to obtain further
information from the reporting physician, one of the
first two rules of selection is to be applied.

Rule 1 stipulates the following: “If there is a
reported sequence terminating in the condition first
entered on the certificate, select the underlying cause
of this sequence. If there is more than one such
sequence, select the underlying cause of the first-
mentioned sequence.”

If no sequence is present, Rule 2 must be applied:
“If there is no reported sequence terminating in the
condition first entered on the certificate, select this
first-mentioned condition.”

Rule 3 may apply in addition to one of the above:
“If the condition selected by the General Rule or Rules
1 or 2 can be considered a direct sequel of another
reported condition, whether in Part I or Part II, select
this primary condition.”

In certain cases, however, the application of one of
the above rules leads to the retention of an underlying
cause that is of little interest from a statistical or 
epidemiologic point of view. The modification rules
permit, for example, the choice of a different underly-
ing cause when that which arises from the principal
rules is senility, an ill-defined state, a nonserious con-
dition, a cause allied to other conditions mentioned, a
condition whose nature may be determined by other
elements of the declaration, a condition comprising
several stages or a late effect.

The WHO also gives a certain number of coding
instructions for particular ICD items. However rigid

the body of rules, the assessment of the sequences and
links between various conditions remains very diffi-
cult. It may vary from one period to the next and from
country to country. In addition, the obligation to select
a single cause considerably reduces the information
that could be analyzed. That is why attempts are
increasingly being made to take account of the whole
information provided by death certificates by analyz-
ing the principal cause and all the conditions certified
by the physician.

b. Analysis of Multiple Causes

The attractive path of analysis of multiple causes
nevertheless encounters complex methodologic 
problems. The propensity of physicians to attribute 
the death to the concurrence of one or several causes
varies considerably from one country to another or
from one period to another, and this makes compar-
isons in space and time very difficult. In France, for
example, the proportion of deaths for which the cer-
tificate contains more than one condition increased
from 25% in 1955 to 67% in 1996 (Désesquelles and
Meslé, 2000, 2004). Rather than a real complication in
the pathologic phenomena, this must be seen as the
result of a growing desire by certifying physicians to
attempt a complete definition of the whole process
leading finally to death.

The absence of comparability also arises from sta-
tistical practices that may evolve with the passage of
time or vary between countries. In France, the National
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CAUSE OF DEATH

Disease or condition
directly leading to death *

Antecedent causes
Morbid conditions, if any, 
giving rise to the above 
cause, stating the underlying
condition last

contributing to the death, but 
not related to the disease or 
condition causing it

* This does not mean the mode of 
dying, e.g., heart failure, asthenia, etc. 
It means the disease, injury, or complication which caused death.

Other significant conditions

(a) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
due to (or as a consequence of)

(b) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .
due to (or as a consequence of)

(c) . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . .

. . . . . . . . . . . . . .

. . . . . . . . . . . . . .

. . . . . . . . . . . . . .

. . . . . . . . . . . . . .

Approximate
interval between
onset and death

I

II

FIGURE 42–1 International form of a medical certificate of cause of death proposed by the World Health
Organization.



Institute for Medical Research (INSERM), which until
then had retained senility if it was mentioned on the
death certificate as a contributory cause, decided in
1983 to no longer code this condition. The profile of
multiple causes at mature ages was completely upset.
The number of registered causes may also vary accord-
ing to the statistical rules of each country (Meslé, 2000).
In France, the statistics for the causes of death only
include a maximum of four causes of death: an under-
lying cause, a direct cause, and two contributory
causes. If the death certificate includes more, the
coders must make a choice according to criteria that
are not completely explicit. In the United States, the
whole information (up to 20 conditions for a single
death) contained on the death certificate is coded and
may be analyzed. In practice, the custom in France is
especially toward retaining a direct cause in addition
to the principal one and nothing else. Death certificates
only rarely contain contributory causes, and the
INSERM in any case only includes two at the most. In
the United States, the consideration of all the informa-
tion to be found on the death certificate, and a more
complete contribution by the physicians provides
much more information. In any case, comparison of
the two statistics based on such widely differing selec-
tion criteria could not be relevant.

Despite these difficulties, the analysis of multiple
causes at a given time and in a given country may
contain valuable information. Two principal paths 
are followed. On one hand, the number of times a 
condition is mentioned may be totalled, irrespective of
its level of appearance. This type of approach has 
the advantage of highlighting the role played in 
mortality by certain pathologies (e.g., alcoholism, dia-
betes) that appear more rarely as a main cause. In a
study conducted into the cause of death of people
older than 60 years in France, it was shown that the
proportion of deaths mentioning an endocrine disease
or mental disorders was tripled when the registered
causes as a whole were considered rather than the sole
underlying cause (Désesquelles and Meslé, 2000,
2004).

A more precise interest may be taken in the most 
frequent associations in an attempt to identify the
sequences of typical diseases in certain pathologic
processes. In France, an association is unsurprisingly
to be found between alcoholism and violent deaths, or
more unexpectedly, between skin diseases and mental
disorders. The problem with such analyses lies in the
fact that significant associations can only be identified
by using a very delicate level of detail. It is therefore
very difficult to formulate a general picture, but it does
nevertheless permit a very precise study of certain
pathologies.

Analysis of the multiple causes of deaths is still in
its infancy. Nevertheless, it will constitute an impor-
tant challenge for the study of cause-related mortality
in the future. The next step will entail the formulation
of common rules for choosing and classifying the mul-
tiple causes, such as was done by the WHO for choos-
ing the underlying cause of death. It is only in this way
that it will be possible to really profit from this type of
study.

II. ANALYTIC INSTRUMENTS

After collection and classification, the development
of cause-related mortality may be analyzed by means
of several indicators that generally assume the hypoth-
esis of independence between the causes (discussed in
Chapter 44). In reality, the hypothesis of independence
between causes of death is most probably unsatisfac-
tory. It constitutes, nevertheless, a useful simplification
for carrying out a first description of cause-related
mortality. The introduction of dependence between
causes would entail the ability to dispose at the very
least of a good recording of all the causes contributing
to death, or better still, information on the cause of the
disease.

1. Rates by Age and Standardized Rates

The use of rates (age-specific or standardized rates)
is common in describing trends. Age and cause-
specific rates are a simple way of measuring cause-
related mortality with the advantage of being additive:
the sum of death rates by cause equals the death rate 
from all causes. Table 42–3 gives the standardized 
male mortality rates in 1970 and 1992 in England and
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TABLE 42–3 Standardized Mortality Rates per 100,000
Men for Seven Groups of Causes in England plus 

Wales and in Russia in 1970 and 1992

Causes England and Wales Russia

1970 1992 1970 1992

Infectious diseases 10 5 57 25
Neoplasms 328 322 313 361
Cardiovascular diseases 851 550 999 1098
Diseases of the respiratory 299 142 228 134

system
Diseases of the digestive 39 34 48 56

system
Other diseases 95 104 61 73
Violent deaths 62 46 245 300
All causes 1684 1203 1951 2047



Wales and in Russia for seven major groups of 
causes. The use of a standard population, in this case
the European standard population proposed by the
WHO, enables a comparison of cause-related mortal-
ity levels in time and space, independent of the differ-
ences in the age structure of the population. It is
possible in this example to compare the cardiovascu-
lar mortality trends in England and Wales and in
Russia. Starting at a slightly higher level, the Russian
mortality from this cause increased between 1970 and
1992, whereas in England, it showed a net reduction,
with the result that in 1992 the first was twice as high
as the second.

Because this concerns an additive measure, it is pos-
sible also to measure the share of a cause of death in the
total mortality. In the two countries, cardiovascular
mortality accounted for 51% of the total mortality in
1970. In 1992, its share had reduced to 46% in England
and Wales, whereas is reached almost 54% in Russia.

It is often forgotten, however, that the standardized
mortality rate (see Chapter 15 of Volume I) is not an
absolute measure of mortality. According to the stan-
dard population chosen, with the same age-specific
death rates, the value of the standardized rates may
vary and the relation between the two measures
become reversed. This may be the case if comparison
is desired for countries or causes in which the age
structure of mortality is very different. Let us take the
example of Russia and England and Wales once more.
Figure 42–2 provides two versions of the annual evo-
lution of the standardized rates of mortality in the two
countries for three large groups of causes: neoplasms,
cardiovascular diseases, and violent deaths.

The first was obtained through the WHO European
standard population (see Fig. 42–2A). It shows a fairly
classic hierarchy of causes of death in the two coun-
tries: cardiovascular diseases, then neoplasms, and
finally violent deaths, at a very low level in England
and Wales, but very close to neoplasms in Russia. The
same divergence in the development of cardiovascular
mortality is found as that described above, whereas the
deaths from neoplasms are very close—slightly falling
in England and rising in Russia, with the two curves
intersecting in the mid-1980s.

Figure 42–2B presents, for the same causes and the
same countries, the trends in the standardized rates
calculated this time according to the world standard
population that is also proposed by the WHO. At first
sight, this new picture appears to be similar to the pre-
vious one. It differs from it, however, in a certain
number of respects. The level of the standardized rates
is much less high, irrespective of the cause. The
younger age structure of the world population gives
more weight to the ages where mortality is low. This
difference between standardized rates according to the
standard population adopted is all the more important
when the cause of death especially affects advanced
ages. In the case of Russia, employing the world stan-
dard population reduces the rates of mortality from
cancer more than those for violent death; with this ref-
erence population, violent mortality occupies second
place for almost the whole period.

Between Russia and England and Wales, at the level
of these big regroupings of causes, the change in the
reference population does not seriously change the
commentary suggested by the reading of Figure
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42–2A. Nevertheless, a greater divergence is to be
noted for neoplasms. The Russian cancer mortality, at
the same level as the English one until the 70s, then
rises above it very markedly. Cancers weigh more
heavily on the young ages in Russia than in England
and Wales. The use of a younger standard population
penalizes the former.

2. Cause-Related Life Tables and 
Cause-Elimination Life Tables

Although, despite these reserves, the standardized
rate remains a pertinent indicator of the trend and
level of cause-related mortality, it does not enable
cause of death and expectation of life to be directly
related.

It is possible from the age- and cause-specific death
rates to calculate the probabilities of dying by age for
a given cause and to establish cause-related life tables
(Monnier and Nizard, 1985; Baloche and Nizard, 1974;
Schwartz and Lazar, 1961; Elveback, 1958; Berkson and
Gage, 1950) (see Chapter 9 of Volume I). From these
tables, the average or median age at death for a given
cause can be calculated. The average age of death or
expectation of life resulting from the effect of a single
cause is not a very interesting indicator. In France, for
example, life expectancy resulting from the action of
cancer mortality changed, between 1925 and 1991,
from 92.9 years to 87.7 years for men and from 91.5
years to 94.4 years for women. It certainly indicates the
increase in male mortality and the decline in female
mortality, but these figures do not tell us very much—
what is the relevance of life expectancy related to the
effect of a single operative cause? It would have to be
possible to compare it to life expectancy in the absence
of any cause other than the inevitability of death (i.e.,
a sort of maximum possible life expectancy), and this
assumes the resolution of a very controversial question
(see Chapter 48). The median age at death from a given
cause informs more about changes in the age structure
of cause-related mortality. Graziella Caselli (1993)
showed how this median age at death had risen during
the century for death from all causes. She cites, for
example, the case of infectious diseases in Italy, 
for which the median age had increased from the 
10–14 age category in 1930 to that of 75–79 years in
1985. At the same time, this median age varied 
little for accidents, from only 50–54 years to 
55–59 years. This is an indicator that bears witness
faithfully to the greater or lesser precociousness of a
cause of death.

Nevertheless, if life expectancy resulting from a
single cause is in itself not significant, and it is possi-
ble to ask what the expectation of life would be if one

succeeded in completely suppressing certain causes of
death. From the early 19th century, Emmanuel Duvil-
lard had attempted to measure the increases in life
expectancy anticipated from the elimination of small-
pox, which it was then hoped to eradicate by means of
a vaccine (Duvillard, 1806). Other authors have subse-
quently been interested in this question (Benjamin and
Overton, 1981; Vincent, 1966; Greyville, 1954). It was
also the idea supporting the work of Jean Bourgeois-
Pichat when he differentiated endogenous and exoge-
nous mortality to determine the anticipated gain from
the complete suppression of mortality allied to exter-
nal agents (see Chapter 48).

By calculating the difference in life expectancy from
all causes and life expectancy obtained by removing
one cause of death, we obtain a measure of the impact
of a specific cause of death on life expectancy (Table
42–4).

At first sight, we have here a clear response to the
question asked: what gain, in terms of life expectancy,
can be anticipated by the removal of such and such a
cause of death? According to the example proposed, in
1925, it was the eradication of infectious diseases 
that would have enabled the most effective gains in 
life expectancy (11.6 and 10.9 respectively according 
to sex). In 1978, suppression of this pathology did 
not contribute more than an additional year to life
expectancy. On the other hand, the disappearance of
deaths due to cancer enabled a gain of 3.9 years for
men and 3.0 years for women, and that for degenera-
tive disease (basically due to diseases of the circulatory
system) was a gain of 6.4 or 6.7 years according to the
sex.

The response is in reality not so simple. If the gains
anticipated by the elimination of each cause are added
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TABLE 42–4 Gain in Life Expectancy at Birth (Years)
Anticipated by the Elimination of Certain Causes of

Death in 1925 and 1978 in France

Cause of 1925 1978
death

Men Women Men Women

Infectious process 11.6 10.9 1.0 0.9
Neoplasms 1.1 1.6 3.9 3.0
Hereditary process 2.8 2.4 0.8 0.7
Degenerative disease 6.1 7.2 6.4 6.7
Malnutrition, intoxication 0.9 0.9 1.0 0.6
Diabetes 0.1 0.1 0.1 0.2
Accidents and homicides 1.4 0.8 1.8 1.0
Suicides 0.5 0.1 0.6 0.3

Total 24.5 24.0 15.6 13.4

From Vallin and Meslé, 1988.



up, the difference between the expected and maximum
supposed life expectancy are not to be found. For 
the results presented earlier, the supposed maximum
expectation of life was 101.5 years. In other words, to
close the life tables, the life expectancy at 100 years was
fixed at 1.5 years. The sum of expected increases in
1978 amounted to 15.6 and 13.4 years according to sex.
If these gains in life expectancy in 1978 are added up,
we obtain 85.4 years and 91.3 years, which is well short
of the maximum of 101.5 years, which would logically
be obtained if all the causes were removed.

This arises because the calculation takes account not
only of the mortality due to the particular cause, but
also of the mortality due to other causes. The results
presented in Figure 42–4 were obtained by calculating
the anticipated gain thanks to the elimination of one
cause, all other causes remaining unchanged. If we
now proceed successively to eliminate all the causes,
the effect of each cause on life expectancy will depend
on the rank order of elimination of the cause. The later
this is eliminated, the greater will be the anticipated
gain.

This gain is not directly related to the level of cause-
related mortality. In 1978, women would have gained
3 years’ life expectancy from the elimination of cancer,
but in 1925, the difference was only 1.6. However,
female mortality due to cancer was higher in 1925 than
in 1978. There again, this paradox arises due to the fact
that the elimination of this cause comes about in a
certain context in which all the other causes of death
intervene.

The simplicity of this indicator is only superficial. 
It must be handled with care, and does not, in any 
case, give a clear picture of the relations between life
expectancy and causes of death.

3. Contribution of Each Cause to 
Differences in Life Expectancy

To have a measure of the weighting of each cause 
of death in life expectancy, several researchers 
have developed methods enabling differences of life
expectancy between two populations to be allocated
according to age or cause (Pressat, 1985; Arriaga, 1984;
Andreev, 1982; Pollard, 1982, 1988, 1990) (see Chapter
16). Devised at approximately the same time, these
various methods give very similar results (Toulemon,
1996).

They possess the enormous advantage of providing
an additive decomposition of the life expectancy 
differences. According to the question we wish to
answer, the basic elements of the decomposition can
be regrouped over a certain interval of ages or accord-
ing to the different causes of death.

It is therefore possible to quantify the contribution
of the different causes of death in trends of life
expectancy at birth (Table 42–5). Even if expectation of
life at birth increases, certain causes of death may act
negatively in hindering the progress. This is the case
for the French example in Table 42–5. Over the last 4
decades, average duration of life has constantly
increased, thanks primarily to the decline in mortality
from infectious diseases and diseases of the respiratory
system, then, more recently, to the fall in cardiovascu-
lar mortality (i.e., cerebrovascular diseases and other
cardiovascular diseases). Between 1952 and 1991, male
expectation of life has gained 8.5 years, for which
infectious diseases and respiratory diseases account
for 3.1 years and cardiovascular diseases as a whole for
2.8 years. Other causes, however, have hindered the
increase in life expectancy. This is the case for cancers
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TABLE 42–5 Contributions of Eight Major Groups of Causes to Variations in Life
Expectancy in France during the Past 4 Decades

Period All Infections Neoplasms Cardiovascular Cerebrovascular Respiratory Digestive Other Violent
causes diseases diseases system system diseases deaths

diseases diseases

Men
1952–1962 2.58 1.09 -0.23 0.32 0.14 0.75 0.02 0.73 -0.20
1962–1972 1.54 0.40 -0.19 0.35 0.22 0.38 -0.05 0.74 -0.31
1972–1982 2.23 0.15 -0.15 0.40 0.41 0.37 0.27 0.45 0.33
1982–1991 2.18 -0.19 0.18 0.62 0.37 0.19 0.35 0.22 0.44

Women

1952–1962 3.55 0.93 0.19 0.70 0.29 0.74 0.09 0.76 -0.12
1962–1972 2.46 0.22 0.25 0.64 0.34 0.55 -0.01 0.68 -0.21
1972–1982 2.66 0.12 0.25 0.60 0.51 0.36 0.24 0.40 0.18
1982–1991 2.25 0.02 0.20 0.60 0.53 0.13 0.24 0.27 0.26

From Meslé, 1995b.



(-0.39 years) and violent deaths over the first 2
decades.

The contribution of the causes of death to the dif-
ferences in life expectancy between the sexes can also
be calculated (Table 42–6 and Fig. 42–3). Table 42–6
may be read in two ways. Adding up the lines 
gives the participation of the different ages to these dif-
ferences, and that of the columns the participation of
the main causes. It is also possible to analyze which
cause of death plays a major role at a certain age or
even which is the age for which the contribution of a
cause is most important.

With the difference in life expectancy between the
sexes observed in France in 1990, it is violent deaths
that play an overwhelming role from 15 to 29 years:
83% of the total contribution of this age group. Con-
versely, it is from 30 to 59 years that the contribution

of violent deaths is greatest in absolute value: 0.71 per
year as against 0.59 per year between 15 and 29 years,
and much less for the other ages. The graphical repre-
sentation of these contributions by age and cause is
equally striking (see Fig. 42–3).

In the search for an indicator of the weighting of
causes of death in life expectancy, decomposing the
differences in average duration of life provides a tool
that is interesting but remains relative, because it is
always necessary to quantify the contribution of a
cause of death within a difference between two life
expectancies. An extension of this method (Vallin and
Meslé, 1988) makes possible to measure the weighting
of pathology in life expectancy at any given time, and
for a given year to calculate the contribution of a cause
to the difference between the life expectancy with all
causes calculated for that year and the anticipated
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TABLE 42–6 Contributions by Age Groups of the Major Causes of Death to
Differences in Life Expectancy between the Sexes in France, 1990

Causes All ages 0 yr 1–14 yr 15–29 yr 30–59 yr 60–74 yr 75 yr+

Infections 0.31 0.01 0.00 0.04 0.19 0.04 0.03
Neoplasms 2.85 0.00 0.01 0.01 0.82 1.29 0.73
Cardiovascular disease 1.61 0.00 0.00 0.01 0.46 0.69 0.45
Cerebrovascular disease 0.31 0.00 0.00 0.00 0.08 0.13 0.10
Respiratory diseases 0.56 0.01 0.00 0.00 0.07 0.19 0.28
Digestive diseases 0.43 0.00 0.00 0.01 0.18 0.17 0.07
Other diseases 0.54 0.13 0.01 0.04 0.16 0.12 0.09
Violent deaths 1.58 0.01 0.05 0.59 0.71 0.15 0.07
All causes 8.19 0.17 0.08 0.71 2.67 2.76 1.80

FIGURE 42–3 Contributions by age groups of the major causes of death to differences in life expectancy
between the sexes in France, 1990. (From Meslé, 1995b.)



maximum life expectancy in the absence of all mortal-
ity before 100 years and with an average of 1.5 years
of life to be lived after that age. The comparison
between the trend of this contribution and that of the
standardized rate is interesting (Fig. 42–4).

These two measures of the impact of infectious mor-
tality develop in a very similar way—the lessening of
the contribution of this pathology to the difference
between life expectancy and 101.5 years faithfully
follows the decline in the standardized rate of mortal-
ity. In the case of cardiovascular diseases, trends follow
the same direction, but the decline in contribution is
much slower than that of the rate. For certain periods,
the movement is even contrary—during World War II,
the standardized rate of cardiovascular mortality 
augmented, whereas the contribution of this cause to
the limitation of life expectancy was diminishing. The
paradox is even more evident for cancer mortality.
Seen from the viewpoint of the standardized mortality
rate, mortality was falling, whereas from the view-
point of contributions, it was rising; at least until the
end of the 70s.

The change in the standardized rate takes account
of the evolution of the risk of death from a cause, inde-
pendent of other causes. On the other hand, in the
development of the contribution of pathology to the
difference between life expectancy and a maximum of
101.5 years, changes in the structure of cause-related
mortality also intervene. The contribution of cardio-
vascular diseases decreased during the war, because
the increase in mortality due to this cause was rela-

tively less important than that due to infections, and
especially to violent deaths. Similarly, the increased
contribution of cancers in a period where cancer mor-
tality was diminishing is due to the fact that this reduc-
tion occurs at a much slower rate than the reduction 
in other conditions (infectious or cardiovascular dis-
eases). This indicator therefore depends both on the
level of mortality due to a cause and on the weighting
of the cause in the total mortality.

4. Potential Years of Life Lost

Epidemiologists often use another measure of
cause-related mortality: the potential years of life lost
(Jenicek and Cléroux, 1982; Romeder and McWhinnie,
1978). This indicator quantifies the number of years
that will not be lived because of premature deaths,
occurring before a certain age (e.g., 70 years). The more
a cause produces death at early ages, the more impor-
tant will be the potential years of life lost.

The use of such an indicator presupposes, therefore,
that an age is chosen at which death would subse-
quently be accepted as normal, whereas it would be
considered premature if it happened earlier. In France,
cancers were responsible in 1990 for a standardized
rate of potential years of life lost between 1 and 70
years that was much higher than from other causes
(Table 42–7). They were followed by cardiovascular
diseases and by violent deaths. In this case, we have
an indicator of the precociousness of a cause of death,
rather than a real level of mortality due to this cause.
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The main problem arising from this indicator lies in
the arbitrary nature of the fixed age limit. Table 42–7
compares the results obtained when the age limit is
increased from 70 to 75. The integration of a supple-
mentary group of ages quite clearly increases the stan-
dardized rate of potential years of life lost. The relative
increase is not the same for all causes, and this means
that the distribution of these lost years of life is modi-
fied. In the current example, the proportion of neo-
plasms varies little, but that of cardiovascular diseases
increases appreciably, and the contribution of violent
deaths diminishes.

To limit the arbitrariness of the choice of age limit,
certain authors have proposed adopting expectation of
life as the reference age (Estève et al., 1993). In this way
there is an estimate of the number of years lost in rela-
tion to the average number of years theoretically
remaining to be lived. As the study authors them-
selves stress, the comparison in the time and space 
of the results obtained is not of great significance,
because the calculations were based on different life
expectancies.

CONCLUSIONS

Whatever the imperfections of the methods for
measuring and the difficulties of ensuring compara-
bility of the data in time and space, a thorough analy-
sis of the causes of death has become indispensable 
for understanding the changes in mortality and for 
predicting its future developments. Throughout the
20th century, identification of the cause of death has
continually improved due to progress in medical
knowledge and the development of increasingly 

standardized tools for collecting and classifying. With
ever-increasing concentration of deaths in older age
groups, improved understanding about the morbidity
processes leading to death will require perfecting
newer analytic methods that take account of the mul-
tiplicity of causes and their interactions.
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The importance of collecting and analyzing causes
of death for demography and public health has been
much emphasized (Lopez, 1990; Vallin and Meslé,
1988; WHO, 1987, 1994). The concept of mortality by
cause has become predominant in the analysis of 
the evolution of general mortality and the mortality of 
particular groups (e.g., infants, children, women 
of child-bearing age), in comparing the mortality of 
different groups (e.g., rural–urban, boys–girls,
rich–poor) or evaluating the effect of public health
interventions (e.g., vaccinations, mass treatment,
hygiene). Health ministries of every country now have
a medical statistics department responsible for pub-
lishing the main causes of death, often relying on the
famous World Health Organization (WHO) Interna-
tional Classification of Diseases (ICD), which was
adopted for the first time in 1893, or on variants
adapted to local conditions.

If most developed countries fulfill the main condi-
tion for this analysis (i.e., good quality of collected
data) because of their rigorous medical tradition and
the generalization of deaths in medical environments,
the same is not true for developing countries. In situ-
ations where most deaths occur outside of a medical
context, it has become necessary to find alternative
solutions to the problem of establishing causes, either
in experimental and limited conditions (on sample
groups or in certain pilot zones) or preferably as a
routine practice. In this latter case, the first issue is to
ensure that all deaths in the population sample are
recorded, despite the absence of a reliable civil regis-

tration system. To consider only deaths occurring in a
hospital environment does not guarantee representa-
tion and is therefore not suitable for any satisfactory
statistical analysis from a public health point of view.

This chapter provides the historical background of
the origins of alternative methods of establishing
causes of death in developing countries, before intro-
ducing a detailed description of the practice of verbal
autopsy, its applications and its limitations. Other pos-
sible techniques are also mentioned. The chapter ends
with a discussion of the conditions of extension for the
use of these alternative methods of collecting causes of
death.

I. BACKGROUND

Arab doctors were the first to perform autopsies in
an attempt to understand causes of death. In medieval
Europe, autopsies were rarely performed, and if so,
they were done illegally. It was not until the beginning
of modern medicine at the end of the 18th century that
this technique was officially accepted, which is now
well codified.

As France Meslé described in Chapter 42, medical
certification and its corollary, the classification of the
causes of death, became widespread in France during
the 19th century, eventually leading to the develop-
ment of the international terminology that has been
several times revised by WHO (Vallin and Meslé, 1988;
WHO, 1977).
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Regarding the establishment of causes of death 
in countries with incomplete statistics, in 1956, Yves
Biraud published the first article recommending 
the use of information supplied by a deceased 
person’s family to estimate the cause of death. In 
1978, WHO started publishing lists of causes of death
for the use of nonphysicians working in developing
countries.

The first demographic studies aimed at collecting
information on causes of death in the general popula-
tion were conducted in Khanna, Northern India,
between 1955 and 1960 (Wyon and Gordon, 1971) and
in Companiganj, Bangladesh, between 1975 and 1978
(Chowdhury and Khan, 1980). In the same period, a
team from Johns Hopkins University were starting
work on a longitudinal study of a health program in
rural Punjab in Narangwal, India. Among those
researchers, Arnold Kielmann and colleagues (1983)
were the first to coin the term verbal autopsy, a ques-
tionable expression but one which is now universally
used.

Shortly after and in parallel, other researchers
worked on the same subjects in large longitudinal pop-
ulation study laboratories, which were run by demog-
raphers and physicians in Matlab, Bangladesh
(Zimicki et al., 1985; D’Souza, 1981), Niakhar, Senegal
(Garenne and Fontaine, 1988, 1990), Kenya (Omandi-
Odhiambo et al., 1984), and Gambia (Lamb et al., 1984).
Verbal autopsy methods were gradually theorized,
discussed and refined, particularly in Matlab (Fauveau
et al., 1994; Zimicki, 1988, 1990).

The first international seminar organized to share
different experiences of verbal autopsies took place in
Baltimore in March 1989 at the Johns Hopkins Uni-
versity School of Public Health (Gray et al., 1990).
During this meeting, the issue of multiple causes and
that of putting verbal autopsies into algorithms, par-
ticularly those concerning infant mortality, were dis-
cussed for the first time. In 1994, a second seminar 
was organized by the WHO at the London School of
Hygiene and Tropical Medicine, focusing on the use of
the verbal autopsy for the causes of female deaths and
particularly for maternal deaths. Once more, the
debates were focused on the analysis of multiple
causes, the design of algorithms, and on validation
problems (WHO, 1995).

Since then, the verbal autopsy method has been
widely used, particularly on samples from some
demographic and health surveys, and numerous pub-
lications report its use in several developing countries.
The Department of Reproductive Health and Research
of the WHO included the methodology of verbal
autopsy in their publication on maternal deaths,
Beyond the Numbers (WHO, 2003).

II. THE VERBAL AUTOPSY METHOD

Verbal autopsy can be defined as “a technique of
using the information acquired from a recently
deceased person’s entourage to reconstruct the events
and the symptoms that preceded the death so as to
deduct a medically acceptable cause or causes of
death” (Fauveau, 1995). This definition (every word
counts) contains the limitations of the method, partic-
ularly concerning the validity or the official recogni-
tion and the medically acceptable aspect. Its advantage
remains its capacity to compensate for the absence of
a medical certification in regions where that is not
available. Of the six successive stages of the method
and their potential variations described hereafter, the
most difficult is the first, the stage that affects the 
statistical validity of the entire procedure.

Stage 1: Gathering and Recording 
Death Information

To begin the procedure, all deaths occurring during
the considered period in the relevant age group (or if
necessary, in all age groups) must be counted and
recorded. The information should include the date and
place of death, sex, age (date of birth if known), and
name and address of the deceased person. This very
basic but precise task, which does not require any
medical knowledge, is generally undertaken by a rep-
resentative of the demographic surveillance system or
of civil registration. Using only deaths occurring in a
hospital environment must be avoided as in most
cases, these deaths constitute a biased group, and they
are certainly not representative of all deaths.

Stage 2: Interview on the Cause of Death

The information gathered on the deaths is trans-
mitted to a health agent (or health worker) who visits
the family or friends of the deceased, ideally within a
period of 1 to 3 months, to interview them about the
circumstances of death in the local language. This
interview, which must not under any circumstances be
perceived as a police interrogation, consists of two
parts. First, a free narration of the illness is recorded
with emphasis on the chronologic order of events.
Second, the important elements are revisited for
details of the patient’s observed symptoms or at least
those symptoms perceived and described by the
family. It is recommended that this interview is con-
ducted in the presence of two or three people who
were present during the progression of the illness to
be able to optimize the details by cross-checking. The
interviewer must be very knowledgeable in the local
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pathology and in the locally used names and explana-
tions, but she or he must not be responsible for the
diagnosis.

Stage 3: Interpretation by a Physician or
an Experienced Health Worker

The reported facts are then interpreted by a public
health doctor, an experienced nurse, or a community
health worker experienced in the interpretation of
local symptoms to make a diagnosis of the cause of
death: first the principal cause, which was responsible
for the original illness or the sequence leading to the
death; then the immediate cause, which directly caused
death; and finally, the associated causes, ailments that
were not responsible for the patient’s death but which
contributed toward the chain of events leading up to
death. The health professional notes his or her conclu-
sions and then compares the causes with existing lists
consisting of the categories of causes that are being
investigated and prepared by the public health author-
ity. In the most rigorous variant of this process, the
reported facts are given to three health professionals
who independently write their conclusions. A fourth
person then compares the diagnoses by applying the
rule of simple majority. If all three readers have
reached the same conclusion, it is accepted; if only two
have come to the same conclusion, a second reading
takes place before the conclusion is accepted; and if
none of the three readers is in agreement with the
others, the case is filed in the impossible to attribute
category.

Stage 4: Returning to the Field for
Incomplete Cases

When the readers indicate that they have been
unable to make a diagnosis in the absence of precise
information, they must list on the form the missing
information required to proceed. The visiting health
agent (or field worker) must return to see the deceased
person’s family to try to collect the necessary infor-
mation before resubmitting the completed forms into
the system.

Stage 5: Coding and Classifying

There are many classification and coding systems.
After a system has been selected, it is important to
adhere to it in the long term to be able to follow the
evolution of the causes of death over the years or
compare the development of certain causes over a
certain period. WHO’s detailed ICD list is not directly
useable for verbal autopsies because it is too complex

and detailed, and it is too often based on precise
medical diagnoses, relying greatly on anatomic-
pathologic information. However, it is useful to refer
to its main categories by allocating the first number of
a three-digit code according to large categories (e.g.,
respiratory diseases, diarrheal diseases, accidents). It is
also often useful to add certain codes according to a
combination of pathologies or frequently observed
local causes. For example, for a death attributed to a
complication of measles, three different codes can be
used: one for death due to an immediate neurologic
complication of measles (i.e., during eruption), another
for a death due to a late respiratory complication, and
a third for a death due to a late digestive complication
(i.e., an invasive type of diarrhea). During the analy-
sis, this cause of death could therefore be classified 
as neurologic, respiratory, digestive, or infectious
(measles) according to the chosen orientation. It could
also be useful to add a prefix or a suffix to indicate the
diagnostics confirmed by a paraclinical examination
(e.g., laboratory, radiology), even if these cases are rare.
Special procedures are recommended for certain cate-
gories of causes, representing three cases in particular.

a. Deaths in the Neonatal Period

Deaths in the neonatal period are great in number
but difficult to attribute using information collected by
verbal autopsy and particularly so in regions where
supernatural explanations persist (e.g., magic, linked
to the “evil eye”). To better process the causes of these
deaths, particular attention must be paid to the
chronology of events with regard to the birth. For
example, on the basis that it is biologically nearly
impossible to die of neonatal tetanus before the fourth
day of life and that these deaths are rare after the
fourth week of life, the diagnosis of neonatal tetanus
can be refined by differentiating it from neurologic
complications due to anoxia, obstetric trauma, or other
neonatal infections. By trying to determine the length
of the child at birth rather than the weight (which is
rarely measured), knowledge of deaths linked to pre-
maturity and intrauterine growth retardation can also
be improved (Fauveau et al., 1990c). If a special ques-
tionnaire is used for all neonatal deaths, it would be of
no use for any other deaths (Srivastava et al., 2001).

b. Deaths from Malnutrition

During an interview on infant death, particular
attention should be paid to symptoms of malnutrition
and their chronology. Except for certain cases of acute
malnutrition, these symptoms appear progressively
and are not immediately noticed by the mother. In
general, neither the traditional growth chart nor meas-
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urement of weight can be relied on. It is often remarks
made by family members who only see the child occa-
sionally that draw attention to the condition. More-
over, coding and classification of malnutrition will be
different according to whether it is to be presented as
one cause of death amongst others or as an underly-
ing cause, which is more plausible and more useful
from a public health point of view (Fauveau et al.,
1990a).

c. Deaths of Women of Child-Bearing Age

Regarding maternal mortality, as in the previous
case, and especially in those regions where the atti-
tudes and roles concerning female health problems are
very distinct (in particular when men have little access
to information concerning obstetrics and gynecology),
it is highly advisable to entrust the verbal autopsy
questionnaire to a female health worker who is
respected in the local community and who is knowl-
edgeable in local practices and beliefs. To detect the
specific role of the complications of an induced abor-
tion, a sensitive questionnaire should be used to deter-
mine the presence and regularity of menstrual periods,
the respondent’s (or her family’s) awareness of preg-
nancy in the early stages, her attitude and comments
regarding her wish to carry the pregnancy to term,
contraceptive practices and methods used, and social,
economic, or marital problems (Fauveau et al., 1988,
1989) (see Chapter 45).

Stage 6: Analysis and Publication

An initial analysis can be produced simply with a
spreadsheet (EPI-INFO type) which is capable of cal-
culating the exact age of the person at the time of death
from the dates of birth and death (when known). The
results are presented in tables organized by age group,
sex, and categories of causes of death. When several
years of observation are available, they can be grouped
in the same table, thereby neutralizing the effect of
annual variations (especially if the number of cases is
very low); otherwise, the annual results can be pre-
sented to analyze the trends. Obviously, aggregating
the causes of death for a whole population, including
all age groups, should be avoided because of the dif-
ferences in cause of death according to age and the
variations of age structure. The classic table includes
the absolute number of deaths by each category of
cause in one column and the percentage of each cate-
gory with regard to all deaths in the group in another
column. In this way, the proportional mortality rate is
obtained. This is the most frequently used indicator in
publications concerning these types of data. However,

if denominators are available, represented by the mid-
year population or the population of the middle of the
period under scrutiny, a third column of cause-specific
mortality rates per 1000 or 100,000 persons at risk by
age group and sex can be introduced. Table 43–1 gives
an example of both indicators.

Probabilities of dying for 1000 live births can also be
constructed, particularly for infant and child mortality.
It is interesting to compare causes of death between
years (or periods before and after a program), between
regions (e.g., a control zone with a case zone), and
between sexes using appropriate statistical tests 
(i.e., comparison of rates or proportions).

III. USES OF THE VERBAL AUTOPSY

A first use of the verbal autopsy method is to show
the comparative importance of the main causes of
death in a given population and in a given age group,
either in a relative way by ranking them, or in an
absolute way using cause-specific mortality rates. This
application can be made at a local level in a popula-
tion laboratory (Hoj et al., 1999; Marsh et al., 1993;
Chowdhury et al., 1991; Fauveau et al., 1991d; Fauveau
et al., 1989; Omandi-Odhiambo et al., 1984) or at a
national level from a representative sample, such as a
demographic and health survey (MSP, 1990) or by 
following the evolution of specific causes.

The verbal autopsy technique also is used in
guiding the decision-making process that precedes the
implementation of a specific intervention or set of
interventions, such as the targeting of nutritional 
programs (Fauveau et al., 1990a) or the choice of an
optimal age for vaccination (Fauveau et al., 1991a).

A third category of use is in evaluating the effect of
specific programs on the corresponding cause-specific
mortality. One of the classic objectives of public health
is to evaluate the effect of interventions (preventative
and curative) by a comparative examination of mor-
tality rates. In developing countries, analyses were
usually limited to crude death rates or restricted to
certain age-groups and sex, such as infant or childhood
mortality and mortality of women of child-bearing age
(Lamb et al., 1984). However, under pressure from
international organizations and in connection with the
establishing of large-scale vertical programs to fight
epidemics or endemic diseases, it quickly became
apparent that it was necessary to refine the presenta-
tion of mortality rates by subdividing them into cause-
specific rates. In the same way, analysts can combine
the cause-specific mortality rates with those by age
and sex to further refine the evaluation. This difficult
exercise was used to evaluate measles and tetanus vac-
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cination programs (Koenig et al., 1991; Aaby et al.,
1988), programs to reduce maternal mortality
(Fauveau et al., 1991c), programs to reduce mortality
from acute respiratory infection (Fauveau et al., 1992a;
Bang et al., 1990), and programs to reduce mortality
caused by acute diarrhea (Fauveau et al., 1992b) or
malaria (WHO, 1991). Verbal autopsy has also been
used in therapeutic tests on tropical pathology
(Pacque-Margolis et al., 1990).

A fourth category of the use of verbal autopsy
applies to the selection of strategies or packages of health
interventions with specific objectives, such as to reduce
the excess mortality of girls compared with boys in
certain communities (Fauveau et al., 1991b) or to opti-
mize the cost-effectiveness of a health program
(Attanayake et al., 1993).

Verbal autopsy techniques also can be used to make
international comparisons. For instance, in the case of

the International Study Group on Diarrhoeal Mortal-
ity (Victora et al., 1993), in a coordinated multicenter
study, a common methodology was applied to several
sites around the world and comparative results were
then produced.

IV. PROBLEMS AND LIMITATIONS 
OF THE VERBAL AUTOPSY

Several issues relative to the methodology appear in
publications reporting the use of the verbal autopsy:
coverage of deaths, the quality of the interview and the
aptitude of the interviewers, coding and classification,
processing of undetermined causes and multiple
causes, use of algorithms, validity and validation, cost
and continuity, and particular cases of diseases with
nonspecific symptoms.
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TABLE 43–1 Proportional Mortality Rates and Cause-Specific Mortality Rates by Sex for
Ages 1 to 4 Years According to Verbal Autopsy in Matlab, Bangladesh, 1986 to 1987

Causes of death Boys (n = 24,219) Girls (n = 22,652) Difference 

N CSMR (per 100) PMR (%) N CSMR (per 1000) PMR (%)
between rates

Acute watery diarrhea 12 0.5 4.7 22 1.0 5.2 0.5
Acute invasive diarrhea 21 0.9 8.3 35 1.5 8.3 0.7a

Post-measles diarrhea 14 0.6 5.5 27 1.2 6.4 0.6a

Persistent diarrhea 12 0.5 4.7 31 1.4 7.3 0.9b

Total diarrhea 59 2.4 23.2 115 5.1 27.2 2.6b

SM with chronic diarrhea 52 2.1 20.5 136 6.0 32.2 3.9
SM with respiratory infections 3 0.1 1.2 8 0.4 1.9 0.2
Other SM 16 0.7 6.3 23 1.0 5.4 0.4

Total SM 71 2.9 28.0 167 7.4 39.5 4.4b

Acute lower respiratory infection 34 1.4 13.4 27 1.2 6.4 -0.2
Vaccine Preventable Diseasesc 12 0.5 4.7 13 0.6 3.1 0.1
Fever, septicemia 5 0.2 2.0 0 0.4 2.4 0.2
Other infectious diseases 4 0.2 1.6 10 0.4 2.4 0.3

Total other infectious diseases 55 2.3 21.7 60 2.6 14.2 0.4

Drowning 50 2.1 19.7 51 2.3 12.1 0.2
Other accidents 4 0.2 1.6 4 0.2 0.9 0.0

Total accidents 54 2.2 21.3 55 2.4 13.0 0.2

Other causes 3 0.1 1.2 9 0.4 2.1 0.3
Impossible to determine 12 0.5 4.7 17 0.8 4.0 0.3

Total deaths 254 10.5 100.0 423 18.7 100.0 8.2b

CSMR, cause-specific mortality rate; PMR, proportional mortality rate; SM, severe malnutrition.
a P < 0.05.
b P < 0.01.
c Measles, whooping cough, and tetanus.



1. Coverage of Deaths

To maximize the value of interpretations of the
results of verbal autopsy analysis, it is necessary to
avoid selection bias and to ensure that all deaths in the
relevant age group occurring in the community have
been recorded and have been subject to the necessary
investigations. For example, a selection of deaths
recorded by a hospital or a community clinic would be
of no value in producing usable statistics in public
health in most developing countries. However, the
verbal autopsy method has been used for deaths in
hospitals in validation studies (Chandramohan et al.,
1998; Snow et al., 1992). The same problem applies to
verbal autopsies conducted on samples at the time of
demographic and health surveys if the samples are not
representatively weighted.

2. Quality Control of the Interviews

In the case of an issue as sensitive as that of the
death of a relative, the interview should take place as
soon as possible after the event, which means that it
will often take place during the period of mourning. 
It requires subtlety and tact to be comprehensive 
and precise while respecting local customs and cul-
tural sensitivity. The need for the interviewer to be
respectable and respected in the local community, to
be preferably female when a woman’s death is 
under review, to speak the local language, and to 
guide the progression of the interview without 
interpreting or speeding events has been emphasized.
It would not be appropriate for the interviewer to be
the same health worker who had treated the deceased
person before death. It is essential to pay attention to
the chronology of events. A supervisor should revisit
a certain number of interviews at random to check
their validity.

3. Algorithms

Taking into account the diversity of agents involved
in collecting information in this process and in a
concern for standardization, use can be made of deci-
sion trees or algorithms (Quigley et al., 1996; WHO,
1995; Chandramohan et al., 1994; Snow et al., 1992).
This procedure is useful to standardize interviews, but
it does require careful development and thorough val-
idation because an erroneous branch could be used
that would lead to an absurd conclusion. Standardized
questionnaires and simplified algorithms have been
used, particularly since 1992, for the Demographic and
Health Surveys (notably phase III, Macro Interna-
tional, 1992). An example is given in Figure 43–1.

4. Coding and Classification

WHO’s ICD cannot be applied in its initial state to
verbal autopsies because it is too complex and based
on anatomic-pathologic factors. A simplified classifi-
cation is therefore needed (Chandramohan et al., 2001).
Classifications are too frequently based on symptoms
because of the nature of the collected information, and
systems based on causes would be of better use in
public health care. Marie-Hélène Bouvier-Colle and
colleagues (1976) and Jacques Vallin and Alfred Nizard
(1978) proposed a more coherent classification based
on causes to be applied to developed countries (Meslé,
1999; Vallin and Meslé, 1988; Meslé and Vallin, 1984).
However, no standardized simplified classification has
been adapted for use with verbal autopsy.

5. Multiple Causes

If, as for the ICD, the practice has been spread to
code a principal cause (which initiated the sequence of
events leading to death, such as abortion), an immedi-
ate cause (which directly caused the death, such as
genital hemorrhage), and an associated cause (which
contributed to the death, such as anemia), the 
standardization of directives to attribute these codes
remains incomplete and the comparability of the
studies subject to caution. Several large categories of
causes present difficult coding problems: trauma or
violent causes, diabetes, alcoholism, malnutrition, and
acquired immunodeficiency syndrome (AIDS).

Moreover, it has often been recommended in public
health to consider the sociobehavioral causes of death
to shed more light on avoidable factors by approaches
that are not exclusively medical, such as “contracep-
tive failure,” “illegal abortion,” or “refusal of medical
assistance” (Fauveau and Blanchet, 1989). The famous
classification of “the three delays” has been proposed
as an explanation for maternal mortality: a delay in the
decision to refer the parturient in difficulty, a delay due
to transport time, and a delay in treatment once the
patient has arrived at the referral centre. It is clear that
this presentation leads to a proposal for preventive
action of a behavioral nature rather than medical 
intervention.

6. Undetermined Causes

The recognized proportion of causes impossible to
determine by verbal autopsy, without counting those
for which the information is not available, varies sig-
nificantly according to different studies. High propor-
tions (>20%) raise doubts about the interpretation of
the results provided, but recognition of the impossi-
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   YES 

NO     

   YES 

NO     

 YES 

NO     

 YES 

           NO     

NO

Call symptom: 
Death during pregnancy 
or post-partum period, 
with jaundice 

Ingestion of toxic or 
poisonous substances? 

Convulsions before death? 

History of anaemia and 
jaundice?

Appearance of jaundice more 
than 4 days after childbirth or 
abortion?

High or recurrent fever?  YES 

      ACUTE
   POISONING 

SEE ECLAMPSIA
ALGORITHM 

    HEMOLYTIC 
      ANAEMIA? 

SEPTIC ABORTION?
OR PUERPERAL
SEPTICAEMIA?

      MALARIA? 
RICKETTSIOSIS?

PROBABLE
ACUTE

HEPATITIS

ACCOMPANYING SYMPTOMS: 
Dark urine, itching
Recent contact with an icteric person
Spontaneous bleeding 

FIGURE 43–1  Example of an Algorithm for the Logical Progress of the Diagnosis by 
Verbal Autopsy of Puerperal Hepatitis

From WHO, 1995.

bility of attributing causes generally guarantees
greater credibility of the presented results.

7. Validation

The issue of objective validation of the results of
verbal autopsies was raised from the first tests of the
method (Mobley et al., 1996; Kalter et al., 1990; Dutta 
et al., 1988), only to run into the problem of the gold
standard. In theory, validation can be made only by
comparing verbal autopsy results with results from
medical certificates made by qualified doctors using

complete medical case records. Snow and colleagues
(1992) tested this comparison by administering a
verbal autopsy on a sample of 303 Kenyan children’s
deaths, the diagnoses of which had been established in
a hospital. They obtained a good specificity (between
80% and 95%) for measles, neonatal tetanus, and
trauma but an insufficient sensitivity (less than 50%)
for malaria, anemia, acute respiratory infections, 
gastroenteritis, and non-epidemic meningitis. Quigley
and colleagues (1996), using the same series, showed
that for the diagnosis of malaria, a sensitivity greater
than 70% could be obtained by using an algorithm



more adapted to the local symptoms. Validation
studies were applied to neonatal deaths (Marsh et al.,
2003).

8. Particular Cases of Certain Pathologies

Simple cases in which the presence of a pathogno-
monic sign indicates an indisputable cause without
any ambiguity are rare. Cases with nonspecific symp-
toms, for which the analyst must be satisfied with a
group of indicators (e.g., malaria, AIDS) are more
common.

a. Malaria

Numerous researchers have underlined the diffi-
culty of diagnosing malaria in endemic regions
because of the weak specificity of symptoms and clin-
ical aspects and the rarity of biologic confirmation
(Todd et al., 1994; Snow et al., 1992). The classic com-
bination of fever, headaches, shivers, and seasonal
anemia remain most common, but this profile is rarely
complete. Validation studies have shown sensitivity
below 50%. Clinical aspects of pernicious malaria are
often impossible to distinguish from those of menin-
gitis, except in the case of a typical epidemic.

b. Acquired Immunodeficiency Syndrome

In some countries or population groups, AIDS has
emerged as a major, if not principal, cause of death.
Knowing that AIDS sufferers generally die of interre-
lated infections or neoplasms and often of multiple
complications, it has become necessary to develop a set
of criteria that can lead to this diagnosis or at least indi-
cate a strong likelihood (Doctor and Weinreb, 2003;
Okongo et al., 1998; Kamali et al., 1996; Dowell et al.,
1993). Among the principal criteria are belonging to a
group most at risk (e.g., young adult, sex worker) and
the presence of characteristic symptoms (e.g., cough 
or recurring diarrhea, weight loss, buccal mycosis,
appearance of particular tumors). The diagnosis is
even more difficult in the case of the AIDS-tuberculo-
sis combination and AIDS in children.

V. OTHER TECHNIQUES

The objective of this chapter is not to detail the inno-
vative techniques intended to determine and record all
deaths occurring in a population. However, an alter-
native method of investigating the causes of death, the
medical audit, should be mentioned. This method was
developed to improve patient care in hospitals, partic-
ularly for perinatal (Edouard, 1985) and maternal mor-

tality (Anonymous, 1992). The method consists of
closely examining all elements of patient care from
arrival at the hospital or even from the decision to
transfer the patient to hospital. Factors such as deci-
sion-making delays, errors in orientation, errors in
diagnosis, treatment errors, and lack of surveillance
are analyzed by an external investigator or, more fre-
quently, by the hospital or clinic staff, always with a
view toward improving care by insisting on extra
training to prevent a future recurrence. Details of these
newer techniques applied to maternal deaths are
found in the WHO’s Beyond the Numbers (WHO, 2003).

CONCLUSIONS AND PROSPECTS

The increase in publications by public health organ-
izations concerned with developing countries and
using alternative methods to establish causes of death,
notably the verbal autopsy, indicates a growing inter-
est in these methods. Most authors express reserva-
tions about the absolute validity of the results, but they
recognize that in the absence of an universal, and uni-
versally reliable, medical certification, these methods
have acquired legitimacy. Several authors stress their
weak sensitivity, especially in the context of endemic
diseases with nonspecific symptoms. Nonetheless,
numerous organizations, health ministries, and
research institutes are still unable to respect the crite-
ria for reliability in the use of these methods and run
the risk of lessening their credibility.

Under what conditions can the extension of use of
the verbal autopsy be recommended?

1. The demographic surveillance system should be inde-
pendent from the service provider system. The neutrality
and objectivity of determining causes of death are not
guaranteed if we ask the physicians and nurses con-
cerned by these deaths (which are perceived as failures
of the system) to provide explanations for them.
However, maintaining two parallel systems at the
same time does require a large budget.

2. The quality of the procedures depends on training,
initial and continuous, of the agents involved and on
the constant and constructive supervision of these
agents. Combined with the logistic needs, maintaining
quality involves high costs.

3. Consistency, sustainability, and continuity of
quality, essential conditions for studying chronologic
series, involve high maintenance costs that are often
incompatible with the resources of a developing
country.

4. Validation by comparison with reliable hospital
data, when available, should be an integral part of the

52 Fauveau



procedure. However, hospital data too often include
only the diagnosis made on admission, which is not
reviewed on release after (or before) death. This can
lead to wrong conclusions.

5. International consensus does not exist in the stan-
dardization of procedures, making regional or interna-
tional comparisons difficult. Several decision trees and
algorithms have been published, showing that the best
combinations of sensitivity, specificity and replicabil-
ity can only be applied to a small number of distinct
pathologies (e.g., tetanus, measles, meningitis, epi-
demics of cholera). Sometimes, even algorithms have
been shown to be a source of confusion.

6. Standardization of classifications suffers from a lack
of consensus, even though it seems more feasible. Only
the WHO can propose appropriate lists. The process-
ing of principal, immediate, and underlying associated
causes, as well as multiple causes, remains subject to
debate. A certain amount of caution should also be
applied when processing causes that are impossible to
determine.
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The problem of competing risks and the assump-
tions of independence and of continuity are discussed in
Chapter 9. In this chapter, much of the same ground is
covered in relation to the possible dependencies
between causes of death or, more specifically, between
the risks of dying of these causes. Consider a group of
persons with ischemic heart disease followed over
time to determine age at death or, more generally, their
failure-time. In this situation, other causes of death
compete with heart disease in addition to loss attrib-
uted to follow-up because of, for instance, out-migra-
tion. All these events censor the observation, but one
cause of censoring—heart disease—is itself the topic of
the study. The question is not in this case what would
have been the result if there had been no censoring
effects but what would have been the probabilities of
dying of heart disease if there had been no competing
events and, in particular, no other causes of death. The
question is especially acute when computing proba-
bilities by cause of death. Because everybody dies from
one or another cause of death, some deaths (e.g., heart
disease) have not been observed because persons ill
from this disease have died of another disease (e.g.,
stroke) or an accidental cause (e.g., car crash).

I. PROBLEMS WITH THE CLASSIC
APPROACH TO PROBABILITIES OF

DYING

The probability of dying from one cause (e.g.,
ischemic heart disease) is usually estimated demo-
graphically by using the formulas of Elveback (1958) or
Berkson and Gage (1950) (see Chapters 9 and 42),

assuming independence between causes of death. This
approach to evaluating probabilities of dying by cause
of death is not without problems. First, because most
deaths in countries with low mortality are due to
chronic diseases, with often a long lag of time between
the onset of a disease (e.g., heart disease, cancer) and
death, it is often incorrect to assume, for example, that if
someone had not died of heart disease between ages x
and x + 5, he or she could have died of cancer. This
assumption becomes less valid as the age interval
decreases, because the chance of getting ill and dying of
the competing disease decreases with the length of the
period. Because a person has to be ill with cancer to die
of the disease, either the person could not possibly die
of cancer during the age interval considered if she or he
did not have cancer or (s)he already suffered from both
diseases. The single decrement approach would not be
correct in the first situation, and the methods used com-
monly in this approach (e.g., Berkson or Elveback for-
mulas for estimating the net probability) would
therefore not be plausible. Multistate morbidity-mor-
tality tables are required instead (see Chapter 47).

II. INDEPENDENCE OR DEPENDENCE
AMONG CAUSES OF DEATH

Consider the assumption of independence. Is the risk
of death from ischemic heart disease independent
from, for example, the risk of death from cancer?
Smoking has a negative impact on the incidence and
lethality of lung and breast cancers and heart disease.
For smokers, the probabilities of dying of heart disease
or cancer are therefore not independent, because these
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effects have a common cause (i.e., smoking). Probabil-
ities of dying from ischemic heart disease should there-
fore be computed among the nonsmokers, because in
this case cancer and heart diseases cannot be associ-
ated through smoking behavior, although other
known or unknown common causes can still play
havoc with the results. The common causes of death
should be controlled for when computing probabilities
of dying by medical cause of death. The same can be
said for the probabilities of becoming ill. For example,
it is necessary to distinguish breast cancer incidences
among female active smokers, passive smokers, and
those not exposed to smoking. In this case, for the pop-
ulation of Geneva between 1992 and 1993 (Morabia,
1996), the following incidence rates were obtained for
100,000 women: 276 for active smokers, 252 for passive
smokers, and 114 for the nonexposed subjects. These
differences point to a possible impact of smoking
(active or passive) on the incidence of breast cancer.

In the previous example, smoking behavior was a
common cause of cancer and heart disease. Other
common causes inducing dependencies between
medical causes of death can be of a genetic nature. It has
been shown, for example, that variations in the APOE
gene are associated with variations in the risks for
ischemic heart disease and Alzheimer’s disease
(Ewbank, 1997). These medical causes of death or
disease processes are not independent in a causal sense,
because they have a common genetic origin. When
speaking of causes, it must be understood that what is
meant is not a sufficient cause. There are few sufficient
causes in the social sciences. A weaker causal relation-
ship is assumed in our view of a causal structure, “such
that the truth of the antecedent statement would at least
give some support to the truth of the consequent”
(Karhausen, 1996) or, in other words, that the occur-
rence of the cause increases the probability of the effect.

What types of competing events can be distin-
guished? As discussed in Chapter 8, an event such as
migration competes with death for the censoring of the
individual life line in the geographic region concerned.
In a closed population, migration would not be prob-
lematic.1 In an open population, migration perturbs
the observation of mortality. Risks of dying can then
be corrected for the occurrence of migration, using the
Berkson method, for example, and assuming inde-
pendence between mortality and migration in the
absence of better information (Leridon and Toulemon,
1997). In the case of death, diseases may compete
among themselves as the cause. An interesting discus-
sion in the case of cancer is provided by Estève and

colleagues (1993). According to these authors, proba-
bilities of dying of cancer and those for other causes
could be positively correlated, because being ill from
cancer or being treated for cancer can increase the
probability of dying of other causes. The opposite sit-
uation also can happen according to Estève and col-
leagues (1993), because cancer patients are medically
monitored and adopt less risky lifestyles. In this case,
probabilities of dying of other causes may be lower
than in the general population.

What causal structures can be assumed among
causes of death? Suppose an individual suffers from
two lethal disease processes or causes of death, X and
Y. The occurrence of death due to X prevents the occur-
rence of death due to Y, and vice versa, but the occur-
rence of one or the other would lead to life’s end. X or
Y are, in this case, disjunctive causes of death, although
there can be interaction effects between X and Y. In this
latter case, if death due to X occurs before death due
to Y, death would not be due solely to X but also to the
XY interaction effect between both disease processes.
The same holds for Y happening before X. As an
example of interaction, smoking and carrying the
APOE4 allele are separate risk factors for Alzheimer’s
disease, but it seems that smoking has a beneficial
impact for those who have the APOE4 allele and
smoke (Breteler et al., 1999).

In another situation, both causes, K and L, lead to
death in conjunction. Death occurs because of both K
and L (e.g., acquired immunodeficiency syndrome and
tuberculosis), and attributing death solely to K or to L
would not be relevant.

In still another case, it is possible to have a situation
in which M causes N. If someone who has terminal
cancer (M) commits suicide by poisoning (N), cancer
should be considered the true cause of death, and
cancer would then be the initial or underlying cause of
death and suicide the immediate cause, because taking
the poison was intermediate in this case between
cancer and death.

The single decrement approach is not a very satis-
factory model in most of these circumstances, and
demographers should make more use, in a causal per-
spective, of the medical information available on the
lethal disease processes they are studying, taking into
account among others the underlying, immediate, and
associated causes of death as stated on the death cer-
tificate (Manton and Stallard, 1984). They should also
develop multistate morbidity-mortality models or sto-
chastic compartment models if the necessary data are
available (see Chapter 47). For example, Manton and
Stallard (1984) compute multiple decrement life tables
for chronic diseases based on the underlying cause and
on all medical conditions mentioned on the death cer-
tificate (i.e., the underlying, intermediate, immediate,
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genetic consequences can include health problems and death (see
Chapter 79).



and associated causes of death); the definitions are
provided in Chapter 42. They obtain the so-called
pattern-of-failure life tables better suited to multiple
pathologies than the classic tables by underlying cause
alone, because the former take into account patterns of
dependent conditions and the latter does not. Accord-
ing to these life tables, Table 44–1 compares for the
United States (1969) the proportion of white males
eventually dying of various chronic diseases (i.e.,
cancers, ischemic heart disease, stroke, diabetes melli-
tus, and generalized arteriosclerosis) with the propor-
tions derived from the underlying cause life tables.

Pattern-of-failure life tables lead to higher propor-
tions of deaths than the underlying cause life tables,
because the former are based on the additional men-
tions of chronic disease in the multiple-cause data,
whereas the latter take only the underlying cause 
into consideration. The difference between the two
approaches is small for cancers but large for general-
ized arteriosclerosis.

Mortality by cause can also be studied using statis-
tical methods, such as event-history analysis (see
Chapter 23), based on individual life courses. The
advantage of this approach is to take account of pop-
ulation heterogeneity and of the past and present indi-
vidual risk factors. However, these methods require
longitudinal individual data that are rarely available
in the field of mortality for the whole population.
Although statistical methods based on individual data
are used in the field of fertility research (see Chapter
23) because of the wide availability of retrospective
surveys, they are still not of common usage in mortal-
ity studies requiring costly and cumbersome prospec-
tive longitudinal surveys (Alderson, 1983), or
individual data linkage between census results and
vital registration data (Wunsch et al., 1996). As
Courgeau and Lelièvre (see Chapter 23) rightly point
out, although these methods are used in the field of
clinical tests and epidemiology, they have not had

great success in demography due to the nature of the
data required.

As an example, Zhu an colleagues (2000) used a Cox
proportional-hazard model (Collett, 1997) to examine the
possible relation between cognitive impairment and
mild dementia or stroke, controlling for various con-
founders such as age, sex, education, and systolic blood
pressure. The data were obtained from a population-
based, prospective, longitudinal survey conducted in
Kungsholmen (Stockholm); subjects were 75 years old
or older at the baseline date (October 1, 1987), and the
data were linked to the Stockholm inpatient hospital
register. Results of this research demonstrate a signifi-
cant positive relation between cognitive diseases and
stroke, probably because of a common cause such as
small cerebral lesions not detected at the clinical stage.
The study covered 1551 individuals followed during a
3-year period. Because of the high cost involved, such a
study could not be carried out on the whole population
of Sweden. Demographers can nevertheless take
advantage of this approach in the mortality field if they
are looking for an answer to a specific question that
does not require following a large sample of the whole
population of the country considered.

Continuing reflection on the possible relations
between causes of death, it was stated in Chapter 8 that
a condition of continuity was required when evaluat-
ing fertility rates or frequencies in the absence of com-
peting risks. Continuity supposes no causal relation
between competing processes, such as fertility not
changing the probability of dying. The problem is
more complex in the field of mortality. Suppose there
are only two causes of death or lethal disease
processes, A and B, and no common causes. The con-
dition of independence due to the absence of common
causes is therefore satisfied. A person may be affected
with A, with B, or with A and B, or the person may be
in good health during the time interval considered.
Being ill with A, however, may change the lethality of
process B or vice versa, as in the cancer case given pre-
viously. Suppose the analyst is interested in mortality
by cause A; cause B is therefore the disturbance or
competing risk. In this case, for individuals suffering
from both A and B, suppose that having contracted
illness B modifies the probability of survival due to A
(i.e., introduces a discontinuity). For example, the 
presence of syphilis modifies the risk of developing
arterial aneurism. In this situation, both diseases are
dependent, not because of a common cause but
because of a causal relationship between them.2
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TABLE 44–1 Proportions of White Males Dying 
from a Specific Chronic Disease According to the 

Underlying Cause and Pattern-Of-Failure Life 
Tables (United States, 1969)

Chronic disease Underlying cause Pattern-of-failure 
life table (%) life table (%)

Cancer 16.49 19.30
Ischemic heart disease 39.25 45.71
Stroke 9.54 15.12
Diabetes mellitus 1.47 5.74
Generalized arteriosclerosis 1.73 15.39

Manton and Stallard, 1984.

2 From a causal viewpoint, dependence between two (or more)
risks can result from common causes or from a causal relation
between the risks themselves. It can be shown that statistical inde-
pendence of the cause-specific ages at death is a sufficient condition
for risk independence (Manton and Stallard, 1984, chap. 4).



Probabilities or rates should take account of this
factor and compute one probability of dying due to A
conditional on the fact that the person is ill with 
A alone and compute a second probability of dying 
of A conditional on the fact that the person is ill with
both A and B, with the presence of B possibly modify-
ing the lethality of A. The population in good health
or suffering only from B cannot die of A during the
time interval considered because they are not ill with
A. We may conclude that demographic analysis
requires a thorough understanding of the processes
involved and that, in this case, methods such as causal
analysis (see Chapter 130), multistate increment-decre-
ment models (see Chapter 47), and event-history mod-
eling (see Chapter 23), would be better suited to the
study of complex phenomena such as mortality by
cause of death than the single decrement approach.

CONCLUSIONS

Because populations are heterogeneous, it must be
remembered (see Chapter 10) that individuals with the
higher risks of dying are on average excluded earlier
from the population than those with lower risks. The
frailty of the population therefore changes over time
due to this selection effect in favor of those in better
health. Without appropriate information, it is therefore
not possible to distinguish the situation in which the
age-specific heterogeneous probabilities of dying are
constant for each individual from the situation in
which probabilities decrease by age for a homoge-
neous group of individuals, because both cases lead to
declining average probabilities over time. In the field
of mortality by cause, this means that those who
become ill with the most deadly diseases die first,
leaving behind those with less severe conditions. This
selection effect can explain, for example, the possible
crossover in age-specific death rates between groups
of different mortality levels and the fact that those who

survive until old age can still be in quite good health
on average.
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Only 50 years ago, maternal mortality in Europe
was as high as it is in parts of the developing world
today, and it had a significant demographic and dynas-
tic impact. Maternal mortality has changed the course
of history and has resulted in untold suffering for the
mothers themselves and their bereaved husbands and
children. Princess Charlotte’s death in 1817, after 48
hours of mismanaged labor (Dewhurst, 1980), began
the chain of events that led to Queen Victoria’s place
on the British throne and her amazing impact on 
European history (Potts and Potts, 1995).

In a less spectacular way, the relentless loss—one
per minute—of women in childbirth affects families
throughout the developing world. Today, 99% of
maternal deaths occur in developing countries, and the
disparity between the developed and developing
world is the greatest of any public health indicator.
Estimates put the loss (in 1990) at 585,000 deaths per
year (WHO and UNICEF, 1996). Apart from these
maternal deaths, only 25% of their babies born alive
survived their first year (Koenig et al., 1988). Although
data are scarce, older children (especially girls) whose
mothers die often terminate their education to care for
the younger siblings, and many street children are
motherless (Piraino, 1991).

After discussing current definitions of maternal
mortality, this chapter describes measurement issues,
means of estimating maternal mortality, and levels of
maternal mortality in the world today and in the past.

I. DEFINITIONS

The definition of a maternal death is surprisingly
contentious. Although the World Health Organiza-
tion’s (WHO) International Classification of Disease, 10th
revision (ICD-10), definition of maternal mortality
(Table 45–1), and acknowledgment of “pregnancy-
related death” is an improvement over the ICD-9
version, some researchers think it does not go far
enough. There are two contentious issues. Maternal
mortality, like infant mortality, is partly defined by
time. Infant mortality is universally accepted to be
deaths of infants younger than 1 year of age from any
cause. In the case of maternal mortality, however, both
the period and the significance of cause are disputed.

Traditionally, a death is defined as maternal when
it occurs during pregnancy or within 42 days of ter-
mination of pregnancy, although there are variations
on this period. In the ICD-10, WHO acknowledges the
need for an extended period and refers to “late mater-
nal deaths,” which occur after 42 days and up to 1 year
after delivery. The call for extending the relevant
period comes mainly from the developed countries
where modern medicine can delay death beyond the
traditional 42-day period. This is not the case in devel-
oping countries. Research in Bangladesh, using a 90-
day definition, found that only 5% of maternal deaths
in that country occurred 43 to 90 days after delivery
(Koenig et al., 1988). Excluding the deaths after 42 days
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reduced the maternal mortality ratio from 550 to 520
per 100,000 live births.

Researchers must take care when making compar-
isons that the data are comparable with regard to the
period used in the definition, as well as other varia-
tions. Occasionally researchers use unconventional
periods; for example, Bardet and colleagues (1981) use
60 days. Even international organizations may use 
different periods (Table 45–2). This is unsatisfactory
because it discourages comparability.

There is another problem in comparative research in
addition to the period used for calculations. Tradition-
ally, maternal deaths have been divided into direct
obstetric, indirect obstetric, and accidental, and inci-
dental types (i.e., apparently not caused by the pre-
gnancy or delivery, such as accidents, homicides,
suicides), with the last category excluded from the
maternal mortality ratio statistic. Because it is some-
times difficult to distinguish between the last two cat-
egories in classifying a death, the maternal mortality
ratio may be underestimated because of misclassifica-
tions into the accidental or incidental category.

There is growing recognition that what the ICD-10
definition refers to as “accidental or incidental” causes
may not be incidental to the pregnancy. Vincent

Fauveau and Thérèse Blanchet (1989) working in
Matlab, Bangladesh, report that 20% of deaths of preg-
nant unmarried women were caused by suicide com-
pared with 5% for married women. Kleiner and
Greston (1984) and Frautschi and colleagues (1994), in
reviewing the literature, found that suicide precipi-
tated by pregnancy is not an uncommon occurrence.
Several investigators (Gazmararian et al., 1995) report
that domestic violence in the Unites States, regardless
of whether it results in death, may be triggered by
pregnancy, especially if the pregnancy was unin-
tended. Some pregnant, unmarried women are killed
by their families because of the pregnancy.

Some accidents may be pregnancy related. Fildes
and his colleagues (1992) refer to trauma as the leading
cause of maternal death in the United States. In the
state of Maryland, approximately 10% of pregnant
women are hospitalized for accidental injury during
pregnancy (Greenblatt and Dannenberg, unpublished
observations). Reviewing the literature on accidental
injury during pregnancy, Sherer and Schenker (1989)
ask, “Is the pregnant woman accident prone? Ever
changing physical dimensions, increasing abdominal
girth, continuous weight gain combined with physio-
logically compensatory lordosis create a change in the
pregnant woman’s center of gravity. Affected are both
her maneuverability as well as her ability to react to
approaching dangers. Neufeld et al. state that as preg-
nancy progresses, the incidence of minor trauma
increases and by the third trimester will occur more
frequently than at any other time during female adult-
hood.” This question is still debated. Some studies
show the opposite relationship, with pregnant women
being less accident prone than others (Ronsmans et al.,
2001).

Pregnancy affects immune status and therefore sus-
ceptibility to infections. Several infectious diseases are
more severe during pregnancy and are more likely to
cause death than in nonpregnant women. The most
important of these (in terms of numbers) are malaria,
tuberculosis, hepatitis, and measles. A study in Kenya
reports that there is an 11-fold decrease in recovery
from malaria infection among pregnant women
(Brabin, 1983). Kwast and her colleagues (1986) report
that 15.5% of maternal deaths in Addis Ababa,
Ethiopia were caused by hepatitis. For measles, there
is an excess female mortality, which peaks during the
reproductive years of 15 to 44 and lasts until age 50
years. In Senegal, for example, excess mortality during
the reproductive years is 43% (Garenne, 1994).

Breast cancer has a worse prognosis when diag-
nosed during pregnancy because it is usually in a more
advanced state at the time of diagnosis. Whether this
is because the hormonal environment causes it to grow
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TABLE 45–1 World Health Organization’s ICD-10 
Definitions of Maternal Mortality

Maternal death: The death of a woman while pregnant or within
42 days of termination of pregnancy, irrespective of the duration
and site of the pregnancy, from any cause related to or aggravated
by the pregnancy or its management but not from accidental or
incidental causes.

Pregnancy-related death: The death of a woman while pregnant
or within 42 days of termination of pregnancy, irrespective of the
cause of death.

ICD-10, International Classification of Disease, 10th revision.

TABLE 45–2 Variations in the Period for 
Defining Maternal Mortality

Organization Period

WHO, ICD-10 42 days
FIGO 42 days (follows ICD-10)
CDC 12 months
ACOG Indefinite if cause is maternal
RCOG 42 days (follows ICD-10)

ACOG, American College of Obstetrics and Gynecology; CDC,
U.S. Centers for Disease Control and Prevention; FIGO, Fédération
Internationale de Gynaecologie et Obstétriques; ICD-10,
International Classification of Disease, 10th revision; RCOG, Royal
College of Obstetrics and Gynaecology (UK).



more rapidly during pregnancy or because diagnosis
is delayed because of other changes in the breast due
to the pregnancy is unknown (Petrek, 1996). Regard-
less of the cause, pregnancy contributes a higher level
of mortality from breast cancer.

For the reasons previously cited, many of the
leading researchers in maternal mortality prefer a 
definition that includes all deaths of women who are
pregnant or within 1 year of termination of pregnancy,
regardless of the cause of death. Although this defini-
tion will doubtless include deaths that are not attrib-
utable to pregnancy or delivery, the resulting
overcount is less problematic than the previous under-
count, and it has the advantages of being conceptually
simple, having a precedent in infant mortality, and
being far simpler to implement than the present ICD
definition.

II. MEASURES OF MATERNAL
MORTALITY

Several indicators of maternal mortality are used in
the literature, and investigators should be aware of
their differences in comparative studies.

1. Maternal Mortality Ratio

The most frequently used measure of maternal 
mortality is the following ratio:

(number of maternal deaths / number of live births)
¥ 100,000

Although 10,000 or 1000 live births is sometimes
used, 100,000 is increasingly the preferred denomina-
tor, especially because ratios in the developed world
drop below 10 per 100,000 live births. For example, 8
maternal deaths per 100,000 live births is more easily
interpreted by nontechnicians than 0.8 per 10,000 or
0.08 per 1000. Use of the 1000 live births denominator
is largely a holdover from times and places with much
higher maternal mortality rates. Although developing
country researchers often (for good reasons) still use
the 1000 live births denominator, the 100,000 denomi-
nator is recommended in the interests of comparability.

Why use live births as denominator? It has been
suggested (Thuriaux and Lamothe, 1984) that the
number of all pregnancies is a more correct denomi-
nator. This suggestion has not received serious atten-
tion because of the impossibility of implementing it.
Few countries are able to count or even recognize all
pregnancies.

Any period can be used as a reference as long as it
is identical for both numerator and denominator.

Periods longer than 1 year are often desirable because
larger numbers of deaths make for more stable 
estimates.

The term maternal mortality ratio began to be used in
the mid-1980s. Before that (and still by some writers),
it had been called the maternal mortality rate. It is not,
however, a true rate because the numerator is not a
subset of the denominator. The misuse of the word rate
can be confusing to the beginning investigator of
maternal mortality.

2. Maternal Mortality Rate

The maternal mortality rate for a defined period is 
calculated as follows:

(number of maternal deaths / number of women
aged 15 to 45 years) ¥ 100,000

In this case, the numerator (i.e., maternal deaths) is
a subset of the denominator (i.e., women between 15
and 45 years old), and it is therefore a true rate.

Despite its usefulness and conceptual importance,
the maternal mortality rate is not widely used.
Although the ratio measures the risk to a woman once
she becomes pregnant, the rate measures the risk that a
woman will become pregnant and that she will die after she
has become pregnant. It is strongly affected by the level
of fertility in the region of interest. The ratio is influ-
enced by the quality and availability of health services,
but the rate is influenced by the quality and availabil-
ity of family planning as well as health services.

3. Lifetime Risk

The lifetime risk measures the risk that a woman
entering adulthood will die at any point from mater-
nal causes. The more frequently she becomes pregnant,
the more frequently she is exposed to the risk. The life-
time risk is written as “1 in N” risk of experiencing a
maternal death, and a smaller N represents a greater
risk. It is actually 1 minus the probability of surviving
all pregnancies.

For example, using age and parity-specific mortal-
ity data from Matlab in Bangladesh (Chen et al., 1974)
and assuming a TFR of 6, with one birth before age 20,
two births at age 20 to 29, two births at age 30 to 39,
and one birth at age 40 to 49, the following probabili-
ties of survival by age and parity are obtained (Table
45–3) multiplying the survival probabilities:

0.9912 ¥ 0.9964 ¥ 0.9964 ¥ 0.9975 ¥ 0.9975 ¥
0.9920 = 0.9713

This is the probability of surviving six births at
those ages in that place and time. The probability of

Chapter 45/Measurement and Levels of Maternal Mortality 63



maternal death given that reproductive pattern is cal-
culated as follows:

1 - 0.9713 = 0.0287

This is equal to about 1 in 35 (1/0.0287 = 34.8). In
practice, however, the calculation can be made without
access to such detailed data (i.e., parity-specific risks
are rarely available). The maternal mortality ratio
found in the study shown above was 570 per 100,000
live births or 0.0057 for each individual birth, or 0.0057
¥ 6 = 0.0342 (i.e., about 1 in 29, a close approximation
to 1 in 35).

4. Proportional Mortality

Proportional mortality refers to the proportion of all
deaths of women of reproductive age that are mater-
nal deaths (i.e., that occur during pregnancy or within
42 days [or 12 months] of the termination of preg-
nancy). In developing countries, it is typically 20% to
25% and the leading cause of death in this age group,
whereas in developed countries, it is usually less than
1%.

III. MEANS OF ESTIMATING 
MATERNAL MORTALITY

Adult mortality generally is not well measured in
the developing world. Maternal mortality, a subset of
adult mortality, is also not measured well.

There are several ways of estimating maternal mor-
tality and, for a variety of reasons, none is entirely sat-
isfactory (WHO, 1987). Even where maternal mortality
is very high, deaths are relatively rare in any one com-
munity. For example, with a maternal mortality ratio
of 500 per 100,000 live births, a crude birth rate of 30
per 1000 population, and a community population of
5000, the number of births per year is 150, and the

number of maternal deaths per year is 0.75, or an
average of three deaths every 4 years. Surveys
designed to identify maternal deaths must cover a
very large population base or extend over many years
(or both) to identify enough deaths from which to esti-
mate any measure with some degree of stability.

1. Vital Registration

Maternal deaths can be identified from several
sources. In principle, vital registration is the ideal
source of information on maternal death. However,
experience has shown that underestimation is usual
(Dye et al., 1992; Bouvier-Colle et al., 1991; Benedetti et
al., 1985; Speckhard et al., 1985). An extensive review
of deaths of women of reproductive age in France
(Bouvier-Colle et al., 1991) resulted in an increase in the
maternal mortality ratio from 10 to 22 per 100,000 live
births. In the United States, several states have added
pregnancy status to the death certificate or link birth
and death certificates. These efforts have increased the
maternal mortality ratio in those states by 30% to 153%
(Berg et al., 1996).

Few developing countries have systems of vital reg-
istration. Even where vital registration is of good
quality, there is underestimation of maternal mortality,
most often because the person certifying the cause of
death fails to mention the pregnancy status. The risk
of this occurring increases as the time after termination
of pregnancy is extended. For example, a woman who
experiences eclampsia (i.e., convulsion resulting from
hypertension induced by pregnancy) develops kidney
failure as a result of the eclampsia; she dies weeks (or
months) later from kidney failure, and her death takes
place on the medical rather than the obstetric ward.
The physician who is treating her is concerned 
only with the kidney failure (because that is what
requires treatment), not its underlying cause, and 
does not mention eclampsia or pregnancy on the death
certificate.

In another example, a woman with obstructed labor
(i.e., because the baby is in the wrong position, the
baby is too big, or the pelvis is too small) has a cesarean
section and dies because of an anesthetic accident. The
physician who certifies the death reports it as an anes-
thetic or surgical accident without mention of cesarean
section or pregnancy.

A physician certifying the death of a woman from
postpartum hemorrhage may write hypovolemic
shock on the death certificate. Research from devel-
oped and developing countries has repeatedly shown
that the contribution of pregnancy to a death is
omitted from death certificates. Few developing coun-
tries have functional systems of vital registration, and
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TABLE 45–3 Probabilities of Female Survival 
by Age and Parity: Statistics from Matlab, 

Bangladesh, in the Early 1970s

Age Probability of surviving (1 - probability of  
dying) at each specified age and parity

1 2–3 4–5 6+

10–19 0.9912 — — —
20–29 — 0.9964 — —
30–39 — — 0.9975 —
40–49 — — — 0.9920

Adapted from Chen et al., 1974.



even where registration is virtually complete, the
cause of death reporting is usually incomplete for
maternal deaths. For example, in Egypt, the deaths of
women who died of postpartum hemorrhage are often
reported on their death certificates (death certification
and recording of adult deaths is virtually complete in
Egypt) as hypovolemic shock (Grubb et al., 1988).
Although technically correct, postpartum hemorrhage
is more informative and permits designation as mater-
nal death, which the former designation does not. In
most developed countries, unexplained deaths are
usually investigated by autopsy, but in developing
countries, autopsies are most often reserved for situa-
tions in which violence is known or thought to have
occurred (even where the cause of death is obvious,
such as a motor vehicle accident).

2. Hospital Data

Hospital data are commonly used in developing
countries where other data are lacking. They are,
however, virtually impossible to interpret when some
births or other pregnancy terminations take place
outside of hospitals. Deaths from spontaneous or
induced abortions or ectopic pregnancies are most
likely to occur outside of hospitals, and in most devel-
oping countries, many births occur at home. It can be
safely assumed that hospital births are not representa-
tive of all births in this situation. However, are they
more representative of complicated deliveries, births
to wealthier women, or births to urban women? In any
case, it is not possible to infer anything about the pop-
ulation in general. Although hospital death rates are
indicative of conditions in hospitals and can be useful,
they should not be referred to as maternal mortality
ratios or rates.

3. Population-Based Surveys

Several population-based surveys are considered to
be of reasonably high quality (Boerma and Mati, 1989;
Bhatia, 1988; Fortney, 1986). In these surveys, the fam-
ilies of women who died are interviewed to determine
the circumstances surrounding the death and to deter-
mine the cause of death. This has been called the verbal
autopsy method (WHO and LSHTM, 1995) (see
Chapter 43). This approach has yielded useful infor-
mation about the circumstances surrounding maternal
deaths and for verifying that the deaths were mater-
nal. Deaths of young adults are relatively easier to
diagnose because they are more likely (than deaths of
children or older people, for example) to be caused by
accidents or acute conditions, and the deceased is
likely to have verbalized her symptoms. Nevertheless,

for some proportion of deaths, it will be impossible to
assign a cause.

Identifying the deaths being investigated can be
done by several means: vital registration, reporting by
community leaders, and reporting by multiple inform-
ants (Boerma and Mati, 1989; Measham et al., 1981). If
all deaths of women of reproductive age are investi-
gated, they are sometimes called reproductive-age 
mortality surveys (RAMOS), a term coined by James
Shelton of United States Agency for International
Development (USAID) in 1979.

One limitation of population-based surveys is that
deaths are often unreported or misreported if they are
an object of shame (e.g., after an illegal abortion, if the
mother was not married); are unrecognized (e.g.,
ectopic pregnancy); are forgotten (e.g., when the
mother has low status or has no surviving or nearby
relatives); occur to women who live in remote areas;
or involve illegal activity (e.g., abortions, homicides,
suicides). Other limitations include the large popula-
tion that needs to be covered (and therefore the high
cost) and the need for sensitive and expert interview-
ing, although families are often willing to discuss the
circumstances despite their grief.

4. Sisterhood Surveys

The sisterhood method (Graham et al., 1989) of esti-
mating maternal mortality was developed because of
the difficulty and expense in getting such data in other
ways. It involves asking just four questions, which can
be added relatively easily to an ongoing survey of an
appropriate population, thereby reducing costs.
Because of its relative ease of data collection it has 
been widely adopted and is routinely added to many
surveys, including the Demographic and Health
Surveys (DHS). The four questions cover the number of
sisters the respondent has (had), the number of sisters
who reached reproductive age, the number who are
still alive, and the number who died a maternal death.

An important limitation of the method is that it
cannot be used to measure short-term change because it
estimates mortality for an extended period (10 to 12
years) preceding the survey. Work in modeling esti-
mates of maternal mortality (Stanton et al., 1995) has
suggested that the sisterhood method consistently
underestimates, by about one-third, mortality due to
maternal causes. This claim is supported by work in
Bangladesh (Shahidullah, 1995a, 1995b) and Burkina
Faso (Garenne and Friedberg, 1997; Garenne et al., 1997).

5. Modeling

The numerous difficulties in estimating maternal
mortality and identifying maternal deaths have led to
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increased interest in indirect estimation through mod-
eling. Modification of the 1990 global estimate is a
result of modeling, and the numbers provided in the
next section are based on this model. There has been
only one published report of a model to estimate
maternal mortality (Stanton and Hill, 1996). This
model was based on indicators known to influence
maternal mortality.

An earlier model by the same authors was aban-
doned because it was based on life tables. Although a
model based on actual life tables would be acceptable,
for most developing countries, actual life tables have
not been calculated, and only model life tables exist. All
countries using the same model life table would have
the same estimated level of maternal mortality, regard-
less of variations in availability and quality of health
services. Model life tables are strongly influenced by
levels of infant mortality. This results in maternal mor-
tality being estimated from infant mortality, and they
are believed to be only moderately associated.

Garenne and colleagues (1997a, 1997b) used a sim-
ulation model with real data from Burkina Faso to
evaluate the direct and indirect methods of sisterhood
estimation. The use of models to estimate maternal

mortality remains controversial. The WHO and
UNICEF 1996 estimates were hotly contested by many
countries whose estimates were increased. Neverthe-
less, other methods also have their limitations, and an
increased role for models in the future is both likely
and desirable.

IV. LEVELS OF MATERNAL
MORTALITY

Table 45–4 shows levels of maternal mortality for
selected countries. All these estimates are taken from
the WHO and UNICEF (1996) estimates for 1990 based
on a model. The disparities between the developed
and the developing world are large, 300-fold when
comparing the highest (Sierre Leone: 1800) with the
lowest (Canada or Norway: 6; two small countries,
Iceland and Luxembourg, have an estimated ratio of
0). The developed world as a whole has a maternal
mortality ratio of 27, compared with 480 in the less
developed regions, almost a 20-fold difference.

What do these numbers mean in terms of demo-
graphic impact? In Afghanistan, with a maternal mor-
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TABLE 45–4 Point Estimates of Maternal Mortality Ratios for Selected 
Countries in Six Regions of the World, 1990

Europe North America Central and South America
(36) (11) (140, 200)

Bulgaria 27 Canada 6 Bolivia 650
Denmark 9 USA 12 Brazil 220
France 15 Mexico 110 Colombia 100
Germany 22 Costa Rica 55
Iceland 0 Guatemala 200
Italy 12 Haiti 1000
Norway 6 Peru 280
Sweden 7 Uruguay 85
UK 9 Venezuela 120

Africa Asia Middle East
(870) (390a) (330)

Angola 1500 Australia 9 Afghanistan 1700
Burkina Faso 930 Bangladesh 850 Egypt 170
Cameroon 550 Cambodia 900 Iran 120
Côte d’Ivoire 810 Hong Kong 7 Iraq 310
Ethiopia 1400 India 570 Israel 7
Gambia 1100 Indonesia 650 Kuwait 29
Ghana 740 Japan 18 Libya 220
Kenya 650 Nepal 1500 Pakistan 340
Nigeria 1000 Sri Lanka 140 Saudi Arabia 130
South Africa 230 Thailand 200 Syria 180

Source: a Excluding Australia and New Zealand.
From Revised 1990 Estimates of Maternal Mortality: A New Approach by WHO and UNICEF.
WHO FRH/MSM/96.11, Geneva, 1996.



tality ratio of 1700 and a total fertility rate (TFR) of 6.9,
a woman has a 1 in 8 or 9 chance of dying a maternal
death—a significant demographic impact. In Sri
Lanka, where the maternal mortality ratio is 140 and
the TFR is 2.6, a woman’s likelihood of dying a mater-
nal death is only 1 in 275—a relatively small demo-
graphic impact.

1. Decline in the Developed World

In historic times, maternal mortality in the devel-
oped world was at least as high as it is in the devel-
oping world today. Tables 45–5 and 45–6 show data
from some European countries for which historical
data are available. Table 45–5 presents maternal mor-
tality ratios, and Table 45–6 shows what is assumed to
be close to a maternal mortality rate. The existence 
of relatively complete records for England, Sweden,
France, and for the aristocracy in several countries
makes estimates possible (Högberg et al., 1986; Wrigley
and Schofield, 1983; Peller, 1965).

Elsewhere in Europe, the ratio in Geneva was 1470
in the 1600s, 1511 in the 1700s, and 1333 in the 1800s
(Perrenoud, 1981). In the United States, the ratio in the
year 1900 was about 600, which was quite similar to
that in Europe at about the same time (Högberg and
Broström, 1985). Between 1975 and 1982 in the United
States, a religious group that refused all medical care
had a maternal mortality ratio of 874 (Kaunitz et al.,
1986).

Högberg and Broström (1985) attribute the decline
in the number of maternal deaths in the 1700s in
Sweden to a decline in fertility rather than an improve-
ment in obstetrics. This trend is partly evident also in

Table 45–6, which shows rates (not ratios) from 
European ruling families.

Several events caused the decline of maternal mor-
tality in the developed world beginning in the 19th
century. In interpreting the data in this section, it is
necessary to understand that most (roughly 80%) of
maternal mortality can be attributed to the following
five causes:

Infection
Hemorrhage
Eclampsia (i.e., convulsion resulting from

hypertension induced by the pregnancy)
Obstructed labor (i.e., because the baby is in the

wrong position, the baby is too big, or the 
pelvis is too small)

Abortion

The first major breakthrough in obstetrics came
with discovery of the contagiousness of puerperal or
childbed fever. This appears to have been discovered
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TABLE 45–5 Maternal Mortality Ratios in Europe for the 
16th to 19th Centuries

Period European ruling Seven Swedish Thirteen English Franced

familiesa parishesb parishesc

1500–1599 1940 — — —
1600–1649 — — 1530 —
1650–1699 1949 — 1880 —
1700–1749 2020 — 1360 1140
1750–1799 — — 880 970
1800–1849 1880 546 — 850
1850–1879 1470 690 — —
1880–1889 — 537 — —
1890–1900 — 595 427 —

a Data from Peller, 1965.
b Data from Högberg and Broströ, 1985.
c Data from Wrigley and Schofield, 1983; adjusted for nonmaternal causes and unobserved

pregnancies.
d Data from Guitierrez and Houdaile, 1983. Actual periods are 1700–1749, 1750–1789, and

1790–1829.

TABLE 45–6 Average Maternal Mortality per 100,000
Fertile Women from the Ruling Families of Europe Who

Were Married in the Specified Years

Age 1500–1699 1700–1799 1800–1849 1850–1899

20–24 3100 5540 3400 2610
25–29 3450 2560 2470 1750
30–34 2450 1320 1250 1720
35–39 2740 1750 1330 1180
40–44 1770 — — —
45–49 300 390 — —

Adapted from Peller, 1965.



by Alexander Gordon in Scotland around 1790 and
independently in the 1840s by Oliver Wendell Holmes
in the United States and Ignaz Semmelweiss in
Austria. The discovery was resisted, perhaps as late as
the 1930s, by some obstetricians (Loudon, 1992), but
the idea was adopted by many others. Högberg and
his colleagues (1986) show that the incidence of puer-
peral sepsis in Sweden dropped from 5263 per 100,00
deliveries in 1881 to 220 in 1900. Obstetric forceps were
used by some obstetricians from about 1740 on
(Loudon, 1992), but they were a carefully guarded
secret and available only to wealthy patients.
Although they represented obstetric progress, they
had little impact on maternal mortality in general. The
development in the 1840s of anesthesia was not suffi-
cient to make cesarean section widely available, but
toward the end of the century, surgical techniques also
improved, averting many deaths from obstructed
labor (Loudon, 1992). Sulfonamides became available
in the 1930s, as did penicillin in 1945, providing the
means to treat puerperal sepsis. In Britain, more than
80% of the decline in total maternal mortality between
1934 and 1940 resulted from the decline in (non–abor-
tion-related) sepsis (Loudon, 1992).

A rapid decline in maternal mortality occurred in
the developed world between 1934 and 1950. In
Britain, these 16 years saw a drop from 440 deaths per
100,000 live births to 87. Loudon attributes this dra-
matic decline to the following factors:

Introduction of sulfonamides and penicillin
A decline in the virulence of Streptococcus (which

causes puerperal sepsis)
Introduction of ergometrine, blood transfusion on a

large scale, and the growth of obstetric flying squads,
all of which played a major role in reducing deaths
from obstetric hemorrhage

Improvement in the standard of living and the
nutrition of the population (reducing, for example, the
prevalence of rickets which cause pelvic deformity)

Improvements in obstetric training

More than most issues of public health importance,
the reduction in maternal mortality was a function of
medical intervention rather than prevention; the
important exception was the belated and reluctant
introduction of infection control, mainly by hand-
washing (Fig. 45–1). With the exception of rickets, the
role of nutrition is difficult to document and far from
clear. Historical fluctuations in maternal mortality
could have been attributed to variation in food avail-
ability or to variations in obstetric customs. Food avail-
ability is unlikely to have affected ruling families,
however, and great fluctuations are also evident in this
population.

The role of transport in reducing maternal mortal-
ity in the developed world has yet to be studied, but
the improvement of roads and the development 
of mechanical transport undoubtedly improved
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women’s access to medical care when it was necessary.
The midwife on her bicycle and the doctor making
house calls by car were common long before most
women delivered in the hospital.

2. Decline in the Developing World

The situation of maternal mortality in the develop-
ing world is fundamentally different from that in the
developed world in the early 19th century. In 1800,
there were no antibiotics, no barbiturates, no anesthe-
sia, and no blood transfusions. All of these are now
technically feasible, not technically difficult, and not
especially expensive, even in the developing world.
Why then do women still die in childbirth?

The reasons are many and complex, and they go far
beyond medical technology. In the developed world,
medical technology became available as economies
were burgeoning; charities often countered poverty;
educational opportunities expanded; and transport
improved. Although some of these changes are occur-
ring in the developing world, it is often at a slower 
rate and with more frequent setbacks than during 
the periods of economic expansion in the West. 
Desertification, war, anticolonialism, government inef-
ficiency, corruption, interrupted transport, structural
adjustments, and the brain drain all contribute to
reducing availability of health care. Where developing
countries (e.g., Sri Lanka, Costa Rica) have made
public health a national priority, maternal mortality is
relatively low.

The last 15 years of the 20th century saw great
strides in understanding the factors that contribute to
high maternal mortality in developing countries.
Although the developed world expresses its interest in
helping the developing world address the issue and
many developing countries have stated their desire to
address it, neither has yet made the necessary political
and financial commitment to achieve the goal.
Although medical and technologic advances of the
past century have given us the means to reduce per-
sistent high levels of maternal mortality in the world’s
less developed regions, the medical infrastructure is
not always in place, services are not always geo-
graphically and financially accessible, and the training,
accountability, and commitment of providers are
sometimes limited.

References

Bardet Jean-Pierre, Lynch Katherine, Mineau Géraldine,
Hainsworth Malcom, and Skolnick Mark, 1981. La mortalité
maternelle autrefois: une étude comparée (de la France de l’ouest
à Utah). Annales de démographie historique, p. 31–48.

Benedetti Jacqueline, Starzyck Patricia, and Frost Floyd, 1985.
Maternal deaths in Washington State. Obstetrics and Gynecology,
vol. 66, p. 99–101.

Berg Cynthia J., Atrash Hani K., Koonin Lisa M., and Tucker
Myra, 1996. Pregnancy-related mortality in the United States,
1987–1990. Obstetrics and Gynecology, vol. 88, p. 161–167.

Bhatia Jagdish C., 1988. A study of maternal mortality in Anantapur
District, Andhra Pradesh, India. Bangalore, Indian Institute of
Management, 24 p.

Boerma J. Ties and Mati Joseph K.G., 1989. Identifying maternal
mortality through networking: results from coastal Kenya.
Studies in Family Planning, vol. 20, p. 245–253.

Bouvier-Colle Marie-Hélène, Varnoux Noëlle, and Hatton
Françoise, 1991. Reasons for the underreporting of maternal mor-
tality in France, as indicated by a survey of all deaths among
women of childbearing age. International Journal of Epidemiology,
vol. 20, p. 717–721.

Brabin Bernard J, 1983. An analysis of malaria in pregnancy in
Africa. Bulletin of the World Health Organisation, vol. 61, p.
1005–1016.

Chen Lincoln, Gesche Melita C., Ahmed Shamsa, Chowdhury
Anwarullah I.A., and Mosley W. Henry, 1974. Maternal mortal-
ity in rural Bangladesh. Studies in Family Planning, vol. 5(11), p.
334–341.

Dewhurst John, 1980. Royal confinements: a gynaecological history of
Britain’s royal family. New York, St. Martin’s Press, 205 p.

Dye Timothy, Gordon Howard, Held Berel, Tolliver Nancy J., and
Holmes Alan P., 1992. Retrospective maternal mortality case
ascertainment in West Virginia, 1985 to 1989. American Journal of
Obstetrics and Gynecology, vol. 167(1), p. 72–76.

Fauveau Vincent, Blanchet Thérèse, 1989. Deaths from injuries and
induced abortion among rural Bangladeshi women. Social Science
and Medicine, vol. 29(9), p. 1121–1127.

Fildes John, Reed Laura, Jones Nancy, Martin Marcel, and
Barrett John, 1992. Trauma: the leading cause of maternal
death. Journal of Trauma, vol. 32(5), p. 643–645.

Fortney Judith A., 1987. The importance of family planning in
reducing maternal mortality. Studies in Family Planning, vol. 18,
p. 109–114.

Fortney Judith A., Susanti Inne, Saleh Sanneya, Gadalla Saad,
Rogers Susan M., and Potts D. Malcolm, 1986. Reproductive
mortality in two developing countries. American Journal of Public
Health, vol. 76, p. 132–138.

Frautschi Schuyler, Cerulli Annamaria, and Maine Deborah,
1994. Suicide during pregnancy and its neglect as a component
of maternal mortality. International Journal of Gynaecology and
Obstetrics, vol. 47(3), p. 275–284.

Garenne Michel, 1994. Sex differences in measles mortality: a 
world review. International Journal of Epidemiology, vol. 23, p.
632–642.

Garenne Michel, Friedberg Patrice, 1997. Accuracy of indirect esti-
mates of maternal mortality. Studies in Family Planning, vol. 28,
p. 132–142.

Garenne Michel, Sauerborn Rainer, Nougtara Adrien, Borchert
Matthias, Benzler Justus, and Diesfel Jochen, 1997. Estimating
maternal mortality in Burkina Faso. Studies in Family Planning,
vol. 28, p. 54–61.

Gazmararian Julie A., Adams Melissa M., Saltzman Linda E.,
Johnson Christopher H., Bruce F. Carol, Marks James S., 
Zahniser Christine, and Prams Working Group, 1995. The rela-
tionship between pregnancy intendedness and physical violence
in mothers of newborns. Obstetrics and Gynecology, vol. 85, p.
1031–1038. (Synthesized in Family Planning Perspectives, vol. 27,
p. 222–223.)

Chapter 45/Measurement and Levels of Maternal Mortality 69



Graham Wendy, Brass William, and Snow Robert W., 1989. Esti-
mating maternal mortality: the sisterhood method. Studies in
Family Planning, vol. 20, p. 125–135.

Greenblatt Jesse F., Dannenberg Andrew L., and Johnson
Christopher J., 1997. Incidence of hospitalizations for injuries
among pregnant women in Maryland, 1979–1990. American
Journal of Preventive Medicine, 13(5), 374–379.

Grubb Gary S., Fortney Judith A., Saleh Sanneya, Gadalla Saad,
El-Baz Ahmad, Feldblum Paul J., and Rogers Susan M., 1988.
A comparison of two cause-of-death classification 
systems for deaths among women of reproductive age in
Menoufia, Egypt. International Journal of Epidemiology, vol. 17, p.
201–207.

Guitierrez Hector, Houdaille Jacques, 1983. La mortalité mater-
nelle en France au XVIIIe siècle. Population, vol. 38(6), p. 975–993.

Högberg Ulf, Broström Göran, 1985. The demography of 
maternal mortality Seven Swedish parishes in the 19th century.
International Journal of Gynaecology and Obstetrics, vol. 23, p.
489–497.

Högberg Ulf, Wall Stig, and Broström Göran, 1986. The impact of
early medical technology on maternal mortality in late 19th
century Sweden. International Journal of Gynaecology and Obstet-
rics, vol. 24, p. 251–261.

Kaunitz Andrew M., Spence Craig, Danielson T.S., Rochat Roger
W., and Grimes David A., 1984. Perinatal and maternal mortal-
ity in a religious group avoiding obstetric care. American Journal
of Obstetrics and Gynecology, vol. 150(7), p. 826–831.

Kleiner George J. and Greston Wilma M. (eds.), 1984. Suicide in
pregnancy. Boston, John Wright, 213 p.

Koenig Michael A., Fauveau Vincent, Chowdhury Anwarullah I.,
Chakraborty Jyotsnamoy, and Khan Mehrab A., 1988. Mater-
nal mortality in Matlab, Bangladesh: 1976–85. Studies in Family
Planning, vol. 19(2), p. 69–80.

Kwast Barbara E., Rochat Roger W., and Kidane-Mariam Widad,
1986. Maternal mortality in Addis Ababa, Ethiopia. Studies in
Family Planning, vol. 17(6), p. 288–301.

Loudon Irvin, 1992. Death in childbirth: an international study of mater-
nal care and maternal mortality, 1800–1950, p. 160, 258. Oxford, UK,
Clarendon Press, 622 p.

Measham A.R., Obaidullah M., Rosenberg M.J., Rochat Roger
W., Khan A.R., and Jabeen S., 1981. Complications from induced
abortion in Bangladesh related to types of practitioner and
methods, and impact of mortality, Lancet, 1(1), 199–202.

Peetrek J., 1996. Breast cancer and pregnancy, in: J.R. Harris, M.E.
Lippman, M. Morrow, and S. Hellman (eds.), Diseases of the breast.
Philadelphia, Lippincott-Raven.

Peller Sigismund, 1965. Births and deaths among europe’s ruling
families since 1500, in: David V. Glass and David E.C. Eversley
(eds.), Population in history: essays in historical demography, p.
87–100. Chicago, Aldine Publishing Company, 682 p.

Perrenoud Alfred, 1981. Surmortalité féminine et condition de la
femme (XVIIe–XIXe siècles). Une vérification empirique. Annales
de démographie historique, p. 89–104.

Piraino M., 1991. Pathways of child survivors of maternal mortality in
Africa. an exploratory report on Kenya, Namibia, Tanzania, Zambia,
and Zimbabwe. New York, Defence for Children International—
USA.

Potts D.M. and Potts William T.W., 1995. Queen Victoria’s gene.
Gloucestershire, Alan Sutton Publishing, 100 p.

Ronsmans Carine, Khlat Myriam, Kodio B., Ba M., Bernis (De) L.,
and Étard Jean-François, 2001. Evidence for a “healthy pregnant
women effect” in Niakhar, Senegal? International Journal of Epi-
demiology, vol. 30, p. 467–474.

Shahidullah Mohammed, 1995a. The sisterhood method of esti-
mating maternal mortality: the Matlab experience. Studies in
Family Planning, vol. 16, p. 101–106.

Shahidullah Mohammed, 1995b. A comparison of sisterhood
information on causes of maternal death with the registration
causes of maternal mortality in Matlab, Bangladesh. International
Journal of Epidemiology, vol. 24, p. 937–942.

Sherer D.M. and Schenker J.G., 1989. Accidental injury during
pregnancy. Obstetrics and Gynecology Survey, vol. 44, p. 330–338.

Speckhard M.E., Comas-Urritia A.C., Rigau-Perez J.G., and
Adamsons M., 1985. Intensive surveillance of pregnancy-related
deaths, Puerto Rico, 1978–1979, Boletin de Asociacion Medical de
Porto Rico, vol. 77, p. 508–513.

Thuriaux Marie-C. and Lamotte Jean-Marie, 1984. Maternal mor-
tality in developing countries: a note on the choice of denomi-
nator, International Journal of Epidemiology, vol. 13, p. 246–247.

WHO , 1987. Studying maternal mortality in developing countries: rates
and causes. A guidebook. Geneva, World Health Organization, 63
p. (Document WHO/FHE/87.7.)

WHO and Lshtm (London School of Hygiene and Tropical Medi-
cine), 1995. Verbal autopsies for maternal deaths. Geneva, World
Health Organization. (Report of a WHO Workshop, London,
10–13 January 1994.; WHO/FHE/MSM/95.15. Geneva.)

WHO and Unicef, 1996. Revised 1990 estimates of maternal mortality: a
new approach by WHO and UNICEF. Geneva, World Health Orga-
nization, 16 p. (Document WHO/FRH/MSM/96.11.)

Willmott-Dobbie B.M., 1982. An attempt to estimate the true rate
of maternal mortality, sixteenth to eighteenth centuries, Medical
History, vol. 26, p. 79–90.

70 Fortney



Starting from a level of potential health capital at
birth, which can be roughly estimated through indica-
tors such as birth weight, gestational age, or the pres-
ence of a congenital handicap, an infant’s capacity to
maintain or restore this potential, if necessary, depends
on a whole series of factors on which the newborn has
almost no means of action. These are referred to by
demographers and epidemiologists as determinants of
perinatal, infant, or child health and mortality.

I. DETERMINANTS OF WHICH 
INFANT MORTALITY?

Infant mortality, which is defined as the probability
for a live-born child to die before its first birthday, is a
multifaceted phenomenon that needs to be placed in its
historical, geographic, and social contexts. This partic-
ularly frail year in the life of a human being is, at the
individual level, part of a process that from conception
to death could potentially last more than 100 years.
Being born alive presupposes having escaped fetal
death, and the study of the first year of life is a recog-
nition of its specific nature, resulting primarily from the
very high mortality risks observed therein compared
with succeeding ages. In very-low-mortality countries,
equivalent mortality risks are only reached at 60 years
of age. In situations of high mortality, only old people
are exposed to risks higher than those for small chil-
dren, and going beyond the stepping stone of the first

birthday is but one stage in the race for survival
because child mortality (from 1 to 4 years) is still far
from negligible (see Table 46–3), whereas it is mainly
due to accidents in low infant mortality countries.

In a historical context, the rapid and continuous
decline in infant mortality in countries where it has
reached current in low levels was accompanied by a
concentration of deaths at even younger ages. Between
40% and 50% of the deaths that occur during the first
week of life are mostly children born preterm (less
than 37 weeks’ gestation) or with low birth weight
(less than 2500g or even 1500g). It is therefore not sur-
prising that research is increasingly focusing on the
cause of late fetal deaths, which are deaths immedi-
ately preceding the early neonatal period, of which it
is conceptually and chronologically the extension (see
Chapter 32). In these situations, the concept of perina-
tal mortality (grouping late fetal deaths or stillbirths
and early neonatal deaths) tends to supersede that of
infant mortality, even if there is regained interest in the
post-neonatal period in the context of prevention 
of the sudden infant death syndrome. In situations 
of high mortality levels, attention is focused on the
already born child, and the concept of infant mortality
is completed by that of child mortality (1 to 4 years),
because mortality risks remain high until the age 
of 5.

Today, we are faced with two mortality systems 
that differ fundamentally in their levels, timing (age 
at death), structure of medical causes, measurement,
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search for determinants, and identification of priorities
for action. Through these differences, a certain number
of regularities are observed, such as the well-known
phenomenon of social inequality, which persists irre-
spective of mortality levels, or the series of measures
applied toward their elimination.

At the global level, the most recent estimates 
produced based on civil registration for developed
countries, on retrospective surveys such as the Demo-
graphic and Health Surveys (DHS), or generated by
indirect methods from census or survey questions on
the survival status of children for developing coun-
tries, show that infant mortality varies from 195‰ in
Sierra Leone to 4‰ in Japan (Lévy, 1999). The levels
by large regions are shown in Table 46–1. Europe was
still characterized by differences in risks of such mag-
nitude in the early 20th century, with an infant mor-
tality rate of 80‰ in Norway from 1901 to 1905
(Masuy-Stroobant, 1997) and perhaps more than 300‰
in Russia (Zakharov, 1996) at the same period.

As much as available data permits, the high mor-
tality levels of the past show some similarities with
what is observed in many poor countries today. Mor-
tality remains high beyond the first year of life, and the
causes of death were mostly of infectious origin. It is
paradoxical that we have civil registration data for
medical causes of infant mortality in 19th century
Europe, that, although containing a high proportion of
ill-defined causes of death, give a good idea of the sit-
uation at the national level. In Belgium between 1895

and 1900, enteritis and diarrhea were leading causes,
followed by infectious diseases (e.g., measles, small-
pox, whooping cough, scarlet fever, diphtheria) and
then by acute respiratory diseases (Masuy-Stroobant,
1983, p. 32). Concerning early neonatal mortality,
Iceland showed very high levels of mortality due to
tetanus in the 18th century (Vasey, 1997).

For developing countries and especially for coun-
tries with very high infant mortality, these sources of
data do not exist, and it is often necessary to rely on
intensive surveillance systems, which are generally not
representative of the countries in which they function,
or on highly selective hospital data concerning pre-
dominantly urban populations. In these cases, the
major causes of death in childhood (0 to 5 years) are
mainly infectious or parasitic: “They are mostly severe
respiratory conditions, diarrhoea and enteritis,
malaria, measles and tetanus” (Hill and Hill, 1988, p.
75). Undoubtedly, we must include today the devasta-
tion caused by the acquired immunodeficiency syn-
drome (AIDS) epidemic that directly, by transmission
from mother to child, or indirectly, by the greater risk
of becoming an orphan, increases the risk of mortality
in childhood, especially in urban areas of Central and
Eastern Africa (Rossi-Espagnet et al., 1991).

At the other extreme, the main causes of infant
deaths in low-mortality countries are perinatal condi-
tions, among which those related to immaturity are
most common, followed by congenital anomalies and
the sudden infant death syndrome, which in certain
countries belongs to the larger category of “ill-defined
symptoms and morbid states”. If perinatal causes are
concentrated in the first month of life and cot death
appears after the first month, infant deaths due to con-
genital anomalies, especially frequent during the first
month, may also occur later. These three large groups
represented 73% of infant deaths in Belgium and in
Great Britain in 1994.

The fact that measles, enteritis, diarrhea, and other
infectious diseases, considered preventable today by
vaccination or easily cured and rarely lethal in low-
mortality countries, are such terrible killers in poor
countries no doubt evokes the nutritional hypothesis
proposed by Thomas McKeown (1976) to explain the
general mortality decline in Europe since the middle
of the 19th century. According to him, the reduction in
lethality of disease was brought about by an improved
resistance of the host (in this case, children) because of
improved living conditions in general and better 
nutrition in particular. Other authors invoke the
advantages of public health measures, which by the
end of the 19th century provided cities with sewage
systems and drinkable water distribution services,
when domestic and personal hygiene practices became
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TABLE 46–1 Infant Mortality per 1000 Live Births in 
the World in 1999

Region Rate Region Rate
(‰)a (‰)a

Africa 88 America 28
North 51 North 7
West 86 Central 34
East 105 South 35
Central 104 Caribbean 41
Southern 55
Asia 56 Federation of Russia 17
West 54 Europe 8
South Central 74 North 6
South East 46 West 5
East 29 East 13

South 7
Oceania 24 World 57

a Most of these figures are the results of estimates made by the
Population Reference Bureau based on available statistics in differ-
ent countries. In low-mortality countries, they come from civil reg-
isters, and in high-mortality countries, they come from retrospective
surveys.

From Lévy (1999).



more popular. As much as it is possible to understand
and explain a posteriori events that belong to the 
past, these two hypotheses have been confirmed by
facts.

Infant feeding however, shows some specificity, and
if the medical corps had already noticed a higher
weight gain among breast-fed newborn babies com-
pared to bottle-fed babies (Bouchut, 1878), artificial
feeding of the newborn could not yet be carried out
safely. Pasteur’s discoveries were applied on a large
scale only at the end of the 19th century by methods
of industrial pasteurization of milk and by the diffu-
sion of Pasteur’s recommended hygiene rules and
pediatric care (through well-baby clinics) and by the
sterilization of milk and feeding bottles at home,
hygiene, and care of babies. These rules are still prac-
ticed today, and their spread and the measurement of
their effects by regular medical check-up of children
(e.g., weight, height, monitoring of changes in feeding
habits, general vaccination) are the basis of the Euro-
pean organization of preventive medicine, which has
since spread all over the world.

The observed past interaction between malnutrition
and infectious diseases is quite similar to morbidity
and mortality by infectious diseases among children in
the Third World today. It is estimated that malnutri-
tion is associated with 60% of deaths in childhood for
developing countries (Blanc, 1991). Measles among
malnourished children is frequently associated 
with other infectious diseases such as pneumonia or
diarrhea. Children who survive this severe episode
remain weakened for a long time, and various studies
show a delayed effect of measles on the children’s sur-
vival, particularly in sub-Saharan Africa (Clements et
al., 1992). Maternal malnutrition is also partly respon-
sible for the high proportion of low-birth-weight 
children reported in some estimations (Kramer, 1987).
These children, already weakened at the onset, 
will show lower resistance to subsequent infectious
diseases.

Pasteur and the improvement in infant nutrition are
not the only factors responsible for the steady decline
in infant mortality, which for developed countries 
constitutes one of the most important achievements of
the 20th century. This decline was accompanied by a
general economic and social development that seems
to have been particularly favorable to women and chil-
dren; the generalized access to education and the
development of effective contraception gave rise to an
unprecedented improvement in women’s status in
these societies. Equally important was the consider-
able development in medical care during pregnancy
and delivery and the fight against infectious diseases
by means of vaccination or antibiotics.

Medically assisted procreation and the care of
increasingly preterm and low-weight babies have
since the mid-1980s gradually reshaped the context of
health and infant mortality in rich countries. An
increasing number of children, who otherwise would
not even have been registered because of their extreme
immaturity, can be now be cared for and saved. 
There is an increase in low-birth-weight births (less
than 2500g) and of very low birth weights (less than
1500g) in most developed countries with the access to
intensive neonatal care techniques. This phenomenon
may cause an apparent stagnation in infant mortality
levels, but the increasing possibility saving babies of
very low weight does not exclude the risk of handicap
for those who survive (Topp et al., 1997). The question
for these countries is that of the consequences of this
decrease in mortality on the health of children, espe-
cially children being born with a very low birth
weight.

II. A COMPLEX PHENOMENON TO BE
ANALYZED AT DIFFERENT LEVELS

The determinants of infant mortality, which are gen-
erally different from medical causes of death, can be
analyzed, explained, or acted on at different levels. The
coexistence of very different mortality systems is 
generally interpreted at the macro-societal level in
terms of the level of economic and social development.
The association between national or regional levels of
infant mortality and level of development, measured
according to various indicators, is so systematic that
infant mortality is generally considered to be one of the
most sensitive indicators of a country’s level of devel-
opment. At the individual level, the extent of social
inequality in infant mortality could also serve as an
indicator of equity in the distribution of resources
within a country.

The determinants of infant mortality have been tra-
ditionally identified by simple comparative analyses 
of available data. The term determinants was then
attributed each time a variable shows a recurrent sig-
nificant association with infant mortality in various 
situations.

At the national level, political choices made by gov-
ernments are likely to improve female literacy and
education of young girls, increase access (physical and
financial) to health care, and improve living conditions
(e.g., through reclamation of swampy land, installation
of sewage systems, extension of drinkable water dis-
tribution, collection and treatment of waste). They may
also promote access to employment with a view to
ensuring better living standards for all.
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At the community level, the quality of water for
domestic use or the availability of drinking water;
access to electricity and to a sewage system; a healthy
environment; adequate housing; and climatic condi-
tions have been major determinants of the mortality
decline in Europe until the early 20th century and are
still important factors in poor, high-mortality 
countries. Access to health services (preventive and
curative) at the local level is also a part of this 
group of determinants. Generally, the urban or rural
nature of the area determines access to such collective
services.

The household’s composition where a child is born and
the importance given to each member in the division
of tasks or the distribution of available resources (e.g.,
food, health care, education) may be promising
research themes, as well as the status of women 
and girls in particular and the relation of children to
adults in general. Beyond the analysis of the 
bargaining power between generations or between
spouses, an analyst has to consider the help and the
affective or psychological support the household
members, relatives, and friends can provide in sharing
childcare.

At the individual level, the position of the infant’s
family in the social hierarchy affects in various ways
access to resources needed to maintain good health
and coping strategies for everyday life conditions. This
position is often measured by the father’s income and
occupation or the mother’s level of education. The
legal nature of the union, the nationality, and the ethnic
group are other social status criteria.

The mother’s biologic characteristics, such as her
own weight at birth, her pregestation weight, and
weight gain during pregnancy, are other nutritional
indicators that enable us to predict a child’s birth
weight and, consequently, its frailty.

1. Preventative Behavior

The fertility scheme (i.e., age at child birth, number
and spacing of births, and in particular, the last birth
interval) adopted by the mother is part of the numer-
ous recommended preventive behaviors to carry her
pregnancy to term and maintain her child in good
health. The identification of risk factors in her past
pregnancies history, such as miscarriages, preterm
births, or infant deaths, is part of the standard anam-
nesis during pregnancy because of their predictive
power on the outcome of the current pregnancy.

Prevention can start before conception by the search
for hereditary defects likely to be transmitted to the
child. It may continue during pregnancy by early 

prenatal care and the search for signs of acquired
immunity by the mother (e.g., tetanus, rubella, toxo-
plasmosis, sexually transmitted diseases, testing for
human immunodeficiency virus) against a certain
number of infectious or parasitic diseases (malaria)
and the existence of maternal pathologies (e.g., dia-
betes, heart disease) that could endanger the life of the
mother, the fetus, or the newborn.

The early detection of congenital anomalies can 
lead to the decision to undergo a so-called therapeutic
abortion, thereby reducing the infant mortality level
but mostly reducing the prevalence of handicapped
children in the population. Beyond this medical 
type of prevention, there is also the adoption of daily
preventive behavior, which can be summed up as
living a healthy life: not overtiring oneself, avoiding
stress and heavy or tedious work, having a balanced
diet, and when necessary, using vitamin supplements
to manage preexisting deficiency (i.e., anemia) or 
deficiency caused by the pregnancy itself, avoiding
alcohol but especially smoking or taking drugs. 
Childbirth should, if possible, take place in a hospital
equipped to cope with dystocic pregnancies and 
high-risk births.

As soon as the child is born, prevention should be
continued by providing the baby with adequate nutri-
tion (especially in the case of artificial feeding and
during the delicate weaning period), ensuring the
newborn’s body hygiene, remove sources of infection
or accidents, and give it the attention and love
enabling it to grow well. From a medical point of view,
vaccinations should be done according to a recom-
mended schedule, and attention is paid to the baby’s
growth by regular visits to well-baby clinics or health
centers. It is also necessary to have the capacity to
identify early symptoms of illness to seek adequate
care in due time (e.g., water diet or use of oral rehy-
dration salts in the case of diarrhea, evaluation of the
severity of episodes of fever).

2. Psychological Factors

Already identified in 1955 by J. Morris and J. Heady
(1955), the concept of mother’s capacity, which indi-
cates an active rather than passive psychological
profile when facing difficulties, is a research theme that
is being developed (Kronenfeld, 1997).

3. The Child’s Characteristics

Besides birth weight, pregnancy duration, and the
presence of anomalies, the male mortality disadvan-
tage is the rule, at least until the first birthday, which
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in high-mortality situations may give way to a 
female disadvantage that can last until the ages of 
14 to 15 years (Tabutin and Willems, 1996). These
trends, duly reported at the end of the 19th century in
Europe, where they gradually disappeared during the
early 20th century, are still observed in several high-
mortality countries today. Twin births represent an
increased risk because they are often preterm births.
The spread of medically assisted procreation in low-
mortality countries has triggered an unprecedented
increase in multiple and very multiple (triplets and
more) births in the past 2 decades (Masuy-Stroobant,
1994).

This already long list is far from exhaustive, but it
reflects the importance of research on the cause of
death in infancy, the complexity of its causality, and its
analysis because of the interdependence of the differ-
ent levels of explanation.

The often mentioned theme of maternal education
(see Chapter 56 on theories and explanatory frame-
works on child mortality) can be analyzed at several
levels. Its mode of operation and the status it confers
to a woman depend on the political context.It no doubt
affects the choice and place of residence and lifestyle,
and the educational level, if high enough, gives rise 
to better living standards, which gives people access
to more comfortable, better furnished, and easier to
maintain housing, as well as to financial access to ade-
quate health care. The status it confers to a woman and
mother in the household empowers her to better nego-
tiate the distribution of resources in favor of better care
for her child. It is also generally associated with behav-
ior more attuned to anticipation, investment in the
future, and prevention, and it gives a woman the cog-
nitive means and the rationality to find solutions to the
difficulties she might encounter.

Most of the determinants discussed here rarely exist
in isolation, and they may have an effect on child
health or mortality only in the presence of other deter-
minants, making it difficult or impossible to isolate 
a totally independent effect. This is the case, for
example, for smoking, which is the object of numerous
studies. Smoking often appears to exert a direct 
effect on birth weight by producing intrauterine
growth retardation. Studies have shown that the
smoker’s diet during pregnancy is of less good 
nutritional quality than that of nonsmokers, nutri-
tional deficiency in itself contributing also to fetal 
growth retardation (Trygg et al., 1995). The social and
behavioral profile of female smokers also is signifi-
cantly different from that of nonsmokers in many
ways. How then can we isolate the specific effect of
smoking?

III. CAUSES, DETERMINANTS, AND
DIFFERENTIAL RISK

In an overview of research conducted by demogra-
phers in the area of mortality, Eileen Crimmins (1993,
p. 589) wrote the following:

Mortality research remains largely descriptive, as was the 
fertility research of 30 years ago. Because no “theory” of 
mortality currently exists, this area is likely to undergo con-
siderable theoretical development in the coming decade. 
Currently, the emphasis is placed on describing differences
according to race, ethnicity, and social class. New independ-
ent variables, such as social support, are suggested regularly
as possible explanatory variables for mortality differences,
but the mechanisms through which these variables might
work often remain unspecified.

This comment adequately summarizes the situation of
field research in this area, even if some recent attempts
to test the effect of maternal education (Sandiford et al.,
1995) or the evaluation of the respective effects of 
contextual determinants (collective services such 
as water or electricity supply) and individual deter-
minants (socioeconomic and behavioral characteris-
tics) are interesting in explaining, for example,
rural-urban differentials in child mortality in Brazil
(Sastry, 1997).

Research on the determinants or causes of infant
mortality is confronted to the relative scarcity of data
on the phenomenon and the highly complex inter-
relations of its factors at several levels of observation
and analysis demonstrated by demographers and by
epidemiologists.

Developed countries generally have civil registra-
tion or medical birth registry systems that ensure 
complete coverage (almost exhaustive coverage for
medical registers) of births and deaths. Organized for
administrative or medical purposes, these information
systems enable research to at least associate the
sociodemographic characteristics of a child’s parents
(e.g., occupation, nationality, education) and certain
biologic variables (e.g., mother’s age, parity, last birth
interval, twin status, sex of the child) with the risk 
of infant mortality or the risk of low birth weight or
preterm delivery (Table 46–2).

In many cases, the possibility of calculating differ-
ential infant mortality risks or risks of low-birth-
weight or preterm births depends on being able to
match death records having less information with the
corresponding birth records (Gourbin, 1996; Gourbin
and Masuy-Stroobant, 1995). Medical birth registers
are generally limited to recording early neonatal
deaths, and if they contain other medical data (e.g.,
maternal pathologies, parity, gestation period, child’s
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birth order, precise circumstances of birth, baby’s situ-
ation at birth, care of the newborn), social data are
often absent. In certain countries and especially in
most northern European countries, these data are 
systematically matched with those of civil registers
making it possible to analyze data from both 
sources. The systematic recording of the individual
identification code of the population register on each
administrative document makes different types of
cross-tabulations possible in most northern European
countries. Consequently, it is by matching data from
medical registers with census data that measurement
of the joint effects of parents’ level of education on
infant mortality became possible in Norway (Arntzen
et al., 1993).

If these databases are available to researchers, they
enable them at most to measure very precisely, for 
total populations, the differential risks associated 
with the several available variables, to establish the
possible interactions between fertility behavior, past
pregnancies’ outcomes, and social identification vari-
ables, or to measure the net effect of these individual
variables (after controlling for confounders) on 
mortality or on the indicators of child health at birth
(e.g., weight, gestational age). They are, however,
strictly limited to an individual level of analysis and
can only rarely test hypotheses regarding the mecha-
nisms (of prevention) explaining how the mother’s
education could protect or even improve the health of
children.

In developing countries, those for which most of the
theories and explanatory frameworks were developed
(see Chapter 56), most studies on infant and child mor-
tality are based on retrospective data from secondary
analyses of surveys (initially the World Fertility
Surveys, then the successive waves of Demographic
and Health Surveys), whose primary aim was to
measure and analyze fertility. Numerous studies 
were therefore based on the fertility history of women
and the results of successive pregnancies and then,
depending on available data, went on to develop valid
estimates of infant and child mortality before measur-
ing its differentials (Table 46–3). If the statistical rarity
of death forced them to conduct mortality analysis on
the 5 or even 10 years preceding the survey, they
however present the undeniable advantage of provid-
ing different levels of analysis: individual, household
and community or contextual levels (as in the example
of Brazil cited earlier).

To the question about what are the determinants of
infant mortality or at least what are the proven deter-
minants, which are significantly related to the risk of
infant mortality in several contexts (as far as con-
founders are taken into account) and for which a plau-
sible mechanism for action could be described (if not
tested in the field), the answer remains difficult. An
impressive number of risk criteria have been pub-
lished and are regularly updated, but, for instance,
only a vague response is available to the question con-
cerning the pathways through which early prenatal
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TABLE 46–2 Social Inequality, Fetal Mortality, and Infant Mortality per 1000 Births in Europe

Social England and Austria Belgium Hungary Portugal Romania
characteristics Wales (1995) (1995) (1994) (1995) (1995) (1995)

FM IM FM IM FM IM FM IM FM IM FM IM

Total population 5.5 6.1 4.4 5.4 4.3 7.5 3.5 10.7 6.9 7.5 6.2 21.2

Marital status of mother
Married 5.2 5.4 4.1 5.4 4.1 7.2 3.2 9.4 6.0 6.0
Not married 6.2 7.6 5.0 5.4 5.6 9.0 4.5 15.7 10.9 7.0
Relative risk ¥ 100 119 141 122 100 137 125 141 167 182 117

Father’s profession or social class (for
children born in wedlock)
Highest level 4.2 4.2 2.5 5.6
Lowest level 8.5 7.7 6.4 10.7
Relative risk ¥ 100 202 183 256 191

Mother’s level of education
Highest level 3.2 4.5 2.1 7.3 2.9 4.9 9.2
Lowest level 5.0 8.2 5.7 27.5 9.8 7.8 51.6
Relative risk ¥ 100 156 182 271 377 338 159 561

Data from civil registration, published statistics (England and Wales, Hungary), available records (Austria, Portugal, Romania), and from
analysis of private data by the author (Belgium).



consultations can reduce infant mortality or the inci-
dence of preterm births, especially when maternal
education and place of residence considerably reduce
net effects. We are faced with the situation described
by Kenneth Wolpin (1997, p. 532) “The result of the
absence of theorizing is that researchers are unre-
stricted in the choice of factors that are simultaneously
considered,” which makes systematic and compara-
tive analysis particularly difficult.

IV. FROM MORTALITY TO HEALTH: A
QUESTION OF WEIGHT, HEIGHT, AND

GESTATIONAL AGE

Mortality is most often preceded by a worsening of
health or even a state of frailty at birth. Pediatricians
have for a long time recognized birth weight as an
indicator of a child’s frailty. If it is less than 2500g, it

is identified as low birth weight; if it is less than 1500g,
it is very low birth weight. If weight is not actually 
a valid measure of maturity for a newborn (e.g., a 
baby can be born at term, or 37 weeks’ gestation, and
weigh less than 2500g, describing a case of intrauter-
ine growth retardation), it is at least more accessible
and easier to measure, irrespective of place or condi-
tions of birth–you only need a scale.

Taking birth weight into account in the 
measurement of infant mortality in  low-mortality
countries ensures a considerable improvement in spa-
tiotemporal comparability of the phenomenon. This is
because of the effect on the overall level of infant mor-
tality of the increasing incidence of differences in legal
criteria for birth reporting in civil registers and of the
growing and varying tendency to declare very low birth
weight births, for which survival chances have
improved dramatically because of advances in neonatal
intensive care (Masuy-Stroobant and Gourbin, 1995).
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TABLE 46–3 Demographic Characteristics of Infant Mortality in High-Mortality Countries

Demographic Niger Burkina Faso Bangladesh Kenya Bolivia Indonesia Guatemala Vietnam
characteristics DHS 1998 DHS 1999 DHS 1997 DHS 1998 DHS 1998 DHS 1997 DHS 1999 DHS 1997

Total mortality
Infant mortality 135.8 108.6 89.6 70.7 73.5 52.2 49.1 34.8
Child mortality 193.0 129.6 42.0 37.1 27.6 19.4 16.3 11.5

Sex of child
Girl 130.5 100.9 84.3 66.8 69.2 44.9 48.1 26.9
Boy 140.9 116.1 94.9 74.5 77.6 59.1 50.0 42.0
Relative risk ¥ 100 108 115 113 112 112 132 104 156

Birth order
Birth order 4, 5, or 6 121.6 97.0 82.4 67.3 78.8 49.7 47.8 36.7
First birth 162.3 144.3 108.6 62.7 59.2 47.7 52.4 35.4
Relative risk ¥ 100 133 149 132 93 75 96 110 96

Last birth interval
4 years or more 79.3 48.1 55.5 44.3 32.8 31.8 32.7 20.7
Less than 2 years 176.2 154.6 136.1 102.2 122.7 103.4 70.3 60.4
Relative risk ¥ 100 222 321 245 213 374 325 215 292

Mother’s age
20–29 years 126.4 105.9 79.3 58.6 67.3 47.4 41.0 33.7
Less than 20 years 177.6 142.2 106.2 97.0 96.8 63.4 71.1 46.0
Relative risk ¥ 100 141 134 134 166 144 134 173 137

Mother’s level of education
Secondary or higher 70.1 78.5 64.8 40.0 41.3 28.0 41.1 29.0
None 140.9 110.2 98.1 82.2 112.5 77.5 55.7 48.8
Relative risk ¥ 100 201 140 151 206 272 277 136 16.8

Place of residence
Urban 79.9 67.4 73.0 55.4 53.0 35.7 49.0 23.2
Rural 146.7 113.2 91.2 73.8 99.9 58.0 49.1 36.6
Relative risk ¥ 100 184 168 125 133 188 162 100 158

Risks are calculated per 1000 births for the 10 years preceding the survey.
From Demographic and Health Survey, Survey Indicators STATcompiler, www.measuredhs.com, January 2001.



A close relationship is systematically observed
between birth weight and the risk of mortality (Table
46–4), including in developing countries. McCormick
(1985, cited in Kramer 1987, p. 664) stated the follow-
ing: “In both developed and developing countries,
birth weight is probably the single most important
factor that affects neonatal mortality, in addition to
being a significant determinant of post-neonatal 
infant mortality and of infant and childhood morbid-
ity.” There are many similarities between the determi-
nants of low birth weight and those identified for
infant mortality.

The choice of the risk of low birth weight has the
advantage of partially solving the problem of the sta-
tistical rarity of death faced by researchers (i.e., the
incidence of births weighing below 2500g is at least 10
times the risk of death in low-mortality countries) and,
in the case of developed countries, save time spent in
matching births and death records. The disadvantage,
however, is that it excludes maternal behavior after
delivery. An example is given by the mother’s smoking
habits, infant feeding practices, and sleeping positions
in the study of the determinants of cot death. In devel-
oping countries, this indicator of intrauterine growth
can be generalized by a measure of its nutritional
status at different ages, as suggested by Henry Mosley
and Lincoln Chen (1984) (see Chapter 56). The 
choice of birth weight as an indicator of health at 
birth offers a much wider range of research themes
going far beyond those restricted to mortality. One
example of this is a case-control study in Sudan com-
paring individual and community characteristics of
families with low-birth-weight children with families
whose children weighed 2500g or more (Taha et al.,
1995).
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I. KNOWLEDGE GAINED 
BY MONITORING THE 
MORBIDITY PROCESS

When mortality is high, particularly due to infec-
tious and acute diseases, the life table and its indica-
tors constituted quite efficient tools for evaluating the
population’s state of health. Increased life expectancy
and the growing impact of chronic or degenerative
diseases impose the need for a more in-depth evalua-
tion of the current trends. Attention is shifting from the
considerable progress made in quantitative terms over
the past few years, particularly with regard to survival
in adult and senile age, toward an analysis that inves-
tigates the quality of the years that have been added
to the mean life duration. The possibility of monitor-
ing the entire morbidity process from a theoretical and
statistical point of view rather than only its terminal
event (death) substantially increases knowledge and
the possibilities to evaluate differentials and trends as
well as allowing the formulation of more appropriate
public health policies.

This chapter presents an overview of the available
data sources for the evaluation of the health status of a
population and the concepts and methods that take
into account the relationships between mortality by
cause and the incidence, prevalence, and lethality of
diseases. We consider the methods of evaluation of sur-
vival by health status based on morbidity-mortality 
life tables and their corresponding healthy life

expectancies. The latter refer to different concepts and
definitions of health and can be computed according to
different methods, taking into account the basic
assumptions and the availability of data on incidence
or prevalence of diseases.

II. MONITORING MORBIDITY

1. Hypotheses about Longevity and the
Quality of Survival

Numerous hypotheses have been put forward con-
cerning the consequences of increased longevity on the
quality of survival in adult and senile age. Certain the-
ories maintain that an improvement of therapeutic
capability, leading to the lengthening of a patient’s life,
has not been accompanied by an equally efficient
action in the field of disease prevention. The decline in
mortality therefore would be the result of a decrease
in the probability of death (or lethality) from chronic
diseases rather than a reduction in their incidence and
would therefore hide a worsening of survival in quali-
tative terms. This is the theory of pandemic morbidity
(Gruenberg, 1977, 1980; Kramer, 1980). Partially cor-
recting this hypothesis, Olshansky (1991) maintains
that the fall in mortality has merely changed the
balance of morbidity processes from fatal to nonfatal
ones, observing that the diseases that mostly affect the
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quality of survival are not necessarily those associated
with the highest risk of death.

On the contrary, many experts (Day, 1991; Robine
and Colvez, 1991; Fries, 1980, 1983, 1987, 1989) believe
that, thanks to a more suitable diet, less tiring
lifestyles, greater attention to physical exercise, more
widespread awareness about prevention and well-
known risk factors (e.g., smoking, alcohol, sedentary
habits, high-fat food intake), the state of health remains
at good quality levels up until an advanced age and
that the morbidity process tends to be more and more
concentrated in later life This is the theory of the con-
traction of morbidity.

In between these two extreme viewpoints, a theory
called dynamic equilibrium has been advanced (Manton,
1982). According to this theory, the increase in life
expectancy can be partly explained by a slowing in the
rate of progression of chronic diseases. For patients,
this produces a longer mean duration of the state of
disease, with a subsequent increase in the prevalence
of chronic diseases that would remain at less serious
levels for longer periods. According to another
hypothesis, the dynamic equilibrium could be pro-
duced by means of a reduction in the mean duration
of disease accompanied by an increase in the mean
level of seriousness of the disease itself (Olshansky,
1987).

2. Disease as a Process

According to the state of health, a survival analysis
requires the availability of both conceptual and
methodologic tools capable of monitoring the entire
process from the onset of the disease until the death of
an individual or his or her eventual recovery. Numer-
ous efforts have been made to complement traditional
indicators of mortality with measures capable of 
indicating the population’s state of health. There are
several difficulties involved, for the most part linked
to the very nature of the phenomenon, for which even
the definition poses a problem. This chapter does not
address the question of the wider debate about the dif-
ferent objective and subjective approaches to study the
state of health. The goal of describing the relationship
between morbidity and cause-specific mortality leads
to adoption of an objective approach, according to
which the attribution of a state of ill health depends on
the presence of a specific disease, which is identified
by reference to the International Classification of
Disease (ICD), used for the classification of causes of
death.

Despite the simplification introduced whereby ill
health is identified with a state of disease, the concep-
tual and methodologic problems that remain are con-

siderable. Disease is not an event that can be identified
as taking place at a given time and age of an indi-
vidual with the same degree of certainty normally
encountered when identifying a precise event. The
passage from a condition of health to one of disease 
is rarely evidenced by one precise event. Generally, it
can be represented as the beginning of a process–not
necessarily completely evident–that goes through a
number of phases, developing over the course of time
and with reference to the age of the individual con-
cerned, leading to different outcomes (e.g., recovery,
chronic state, death). The course of the disease, its
duration and outcome, depend on the type of disease
and on endogenous factors, such as sex of the indi-
vidual and age at which the disease was contracted,
and exogenous factors, such as the health care facili-
ties available to the individual and his or her ability to
use them effectively. During the process, the individ-
ual may go through different phases of severity of the
disease, both in terms of the risk of death connected
with it and in terms of limitations of autonomy and
impact on the quality of life. At an advanced age, it is
difficult to attribute the state of disease to one specific
morbidity process. More often than not, several
processes accumulate and interact in the same indi-
vidual, creating even more complex situations.

III. MORBIDITY PROCESSES 
AND CAUSES OF DEATH

1. Disease, Death, Lethality, and
Recovery: From the Individual to the

Population

The concepts and models necessary to evaluate the
impact on a population of a particular morbidity
process are substantially different from those used in
clinical or epidemiologic microanalysis. The objectives
of the two types of study are also very different: the
former tends to highlight the consequences rather than
the causes of particular trends and characteristics of the
state of health, often placing the accent on aspects such
as the evaluation of the impact of morbidity and its
dynamics with respect to health resources available and
associated costs. The latter objectives are aimed at
describing and interpreting the causal mechanisms
underlying morbid states to provide indications
regarding the possibilities to intervene in the processes
themselves. For instance, an important element in
microanalysis is the exact determination of the moment
of onset of a disease for an individual, an occurrence that
often precedes the first manifestations of the process
and its diagnosis by a long period (Fig. 47–1).
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This element cannot be overlooked, but it is less crit-
ical in macroanalysis, especially concerning the eco-
nomic and social impact of the disease, as the period
during which an individual is affected by a disease but
is not conscious of it and is not harmed can be ignored
because it does not exert any particular demands on
society. It becomes important to monitor the latent
period with greater accuracy by macroanalysis when
the need is to evaluate dynamics of morbidity over
time or differentiate its effects between population
groups. The earlier age of contraction of a disease and
an increase of its duration can be explained by an
improvement in diagnostic capabilities and by an
increase in health education, which today allows for
the identification of a disease much sooner than in the
past and in a differential manner in the population.
Recovery, the transition from a state of disease to that of
health, poses considerable problems when determin-
ing the exact point in time because it is difficult to estab-
lish when a patient ceases to be sick and returns to a
healthy state. In this case, however, the macroanalysis
approach allows for simplifications that can be used for
estimating purposes. For instance, the survivors of a
cohort of patients, all of whom contracted the disease
at the same age and therefore, at a certain date, exhibit
the same duration of the disease, can be considered
“statistically recovered” when their relative survival
curve becomes parallel to the axis of duration, express-
ing the nullification of the excess death risk of patients
when compared with the general population.

a. Models of Disease-Death Processes

In an attempt to govern the complexity of disease-
death processes in the population, models are
designed to monitor the numerous elements coming
into play. A set of states, each referring to a particular
state of health, and transitions between states, regu-
lated by specific transition probabilities, are assumed
to represent the aging process of a cohort exposed to
the risk of becoming ill and dying. The two models
described subsequently illustrate the logic used, and
reference is made to them to illustrate the procedure
for constructing morbidity-mortality tables. Before
examining the assumptions and characteristics under-
lying each model, it is useful to briefly discuss the
symbols used:

a(x) is the overall mortality rate at age x in the
general population.

g(x) is the cause-specific mortality rate at age x in the
general population.

m(x) is the hazard rate to contract the disease 
at age x for healthy people (i.e., the incidence 
rate).

l(x,t) is the recovery rate at age x for an individual
who contracted the disease at age t.

b(x,t) is the mortality rate at age x for an individual
who contracted the disease at age t.

d(x,t) is the cause-specific mortality rate at age 
x for an individual who contracted the disease at 
age t.
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x(x) is the mortality rate at age x from causes 
other than the specific disease in the general 
population.

When a number of morbidity processes affect the pop-
ulation, rates gi(x), mi(x), li(x,t), bi(x,t), and di(x,t) are
specified with respect to disease i, and bi,j(x,t,r) is the
death hazard rate at age x for those having contracted
disease i at age t and disease j at age r.

Model A (Fig. 47–2) represents the simplest and
most frequently used case, in which the process of
elimination of the cohort is described by means of
disease-death process and a death risk due to all other
causes than the specific disease, acting in an instanta-
neous manner on the healthy and diseased population.
A healthy individual at age x is exposed to the risk of
falling ill or dying from other causes. Only when an
individual is ill is he exposed to the death hazard from
the specific cause.

Model B (Fig. 47–3) represents a more complex sit-
uation in which the process of elimination of the cohort
is broken down by two disease-death processes and an
instantaneous risk from other causes. The individual is
exposed to the death hazard due to a specific cause
only in the case that he is already ill and suffering from
the corresponding disease.

The complexity of Figure 47–3 emphasizes the dif-
ficult conceptual and operative points of view in 
generalizing morbidity models to monitor a greater
number of diseases. For n diseases, 2n life states and
n+1 death states must be contemplated together with
all of the corresponding probabilities of transition
between them.

Moreover, with regard to the availability of basic
information, numerous problems exist. Only for a 
few illnesses, characterized by high social costs, have
research instruments been set up that enable the 
estimation of incidence, recovery, and lethality rates.
Many countries now have registers in which informa-
tion related to tumors or serious illnesses of the circu-
latory system is collected. In just a few of these nations,
the registers cover the entire national population; 
most refer to specific subpopulations, often geograph-
ically bounded. It is almost impossible to obtain the 
information required to estimate the probabilities of
falling ill from a specific illness in the presence of
others, the cause-specific mortality and recovery rates
for those that have caught more than one disease. For
this reason, it is necessary to introduce a hypothesis,
often unrealistic (see Chapter 44), of independence
between illnesses, whether it is during the initial stage,
the subsequent stages, or the result of the morbidity
processes.

IV. RELATIONSHIPS THAT LINK
INCIDENCE, PREVALENCE, AND

MORTALITY IN A COHORT

The overall incidence, prevalence, and mortality
rates for the general population and for patients within
the same cohort are very closely linked. In the case of
incurable diseases or those having a high fatality rate,
for which the probability of the patient returning to 
a healthy state can be hypothesized as being null 
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or extremely low, knowledge of the relative survival
curve for patients with respect to the general popula-
tion allows the transition from incidence to prevalence
to be appraised in a relatively simple manner (Verdec-
chia et al., 1989). With reference to the symbols used in
Figure 47–2, the following can be said:

(1)

In Equation 1, for a selected disease,

m(t) has been previously defined.
n(x) is the prevalence rate at age x (or probability of

being sick at age x, conditional on survival until
age x).

s(x,t) is the probability for an individual, having
contracted the disease at age t, of surviving the
additional risk of death between ages t and x. This
is the relative survival function, which is the
probability of survival up until age x of an
individual who contracted the disease at age t,
b(x,t), related to the same probability of survival of
the general population, a(x).

This information can be expressed as follows:

Another important relationship links the instanta-
neous mortality rate from a specific cause of death in

s x, u, u dut b t a
t

( ) = - ( ) - ( )[ ]{ }Úexp
x

n n t m t t tx s x, d( ) = - ( )[ ] ( ) ( )Ú 1
0

x

the general population to the incidence, the preva-
lence, and the death hazards in the general population
and in patients:

(2)

The previous equations completely describe the 
morbidity-mortality process in a cohort, and knowing
g(x), a(x), d(x,y), and b(x,y), they can also be used to
estimate the incidence and prevalence of the disease
on the basis of complete cohort mortality data.
(Verdecchia et al., 1989).

The principal assumption of these relationships 
is the irreversibility of the morbidity processes.
However, for practical applications, this assumption is
acceptable for many chronic degenerative diseases,
reflecting the idea that a patient with a history of a
severe disease (e.g., cancer, ischemic heart disease) is
expected to make greater use of health resources for
the rest of his or her life.

It is evident that these equations are valid within a
same birth-cohort. In a population, the past dynamics
of the elements in play and the structure of the popu-
lation, both general and the sick, would prevent 
the establishment of such precise relationships, except
under the hypotheses of population stationarity and
risks of illness and death. Despite this, the sense of
relationship remains, as is clear from Table 47–1,
created from data of incidence, prevalence, and 

g n t m t t d t tx s , x x, d( ) = - ( )[ ] ( ) ( ) ( )Ú 1
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x
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mortality in Italy for the years 1970 and 1990. The wide
gap between incidence and prevalence characterizing
cancers with the highest relative survival rate is
evident. For cancer of the larynx, which allows for sur-
vival after 5 years of about 70% for women and 
65% for men, the ratio between incidence and preva-
lence is 1 : 10. For lung cancer, the ratio is very close to
1 (1 :1.3).

V. SPECIFICATION OF SURVIVAL
ACCORDING TO STATE OF HEALTH:
THE MORBIDITY-MORTALITY TABLE

Among the synthetic indicators summarizing mor-
bidity that have obtained most success in recent years
are life expectancies specified with respect to state of
health which integrate information on mortality and
morbidity. The health expectancies, as these indicators
are generally called, can be referred to different con-
cepts and definitions of health, and they can be calcu-
lated by various methods. The perceived life expectancies
are very widely used and constitute a family of meas-
ures that use data on perceived health status, the best
known of which is the healthy life expectancy, namely,
the average number of years an individual is expected
to live in a state of health defined as good or very good
if current patterns of mortality and self-rated morbid-
ity continue to apply. On the basis of the objective
approach adopted here, the disease-free life expectancies
can be estimated; this term refers to the average
number of years an individual is expected to live free
from one or more specific diseases.

The estimate of these indicators is based on specific
morbidity-mortality tables that act as an integrating
mechanism of information derived from several
sources and studies regarding the morbidity and mor-
tality of the population, including them in a model

based on a cohort and life course perspective such as
that presented in Figures 47–2 and 47–3. Substantially,
the tables are made up of a set of life table survival
curves related to the different morbidity processes
being examined. When longitudinal data are available,
the model can be used as a model of survivorship to
describe the elimination process of a cohort of healthy
individuals due to disease and death. When longitu-
dinal data are not available—and this is the most fre-
quent case—an assumption of stationary population
dynamics can be adopted to construct a period 
morbidity-mortality table based on the disease and 
death risks observed in a certain period, which is a 
different and complementary way of evaluating the
impact of a disease on a given population. Like a 
traditional period life table, the period morbidity-
mortality table reflects the cross-sectional experience
of individuals who belong to different cohorts. The
table makes it possible to obtain measures summariz-
ing morbidity and mortality of a population, to show
the net effect of the age-structure, and to evaluate the
impact of such morbidity on the quality of survival at
that moment.

Comparisons of period morbidity-mortality life
tables can show more rapidly and vividly period-
specific effects, such as a better accuracy in diagnostic
procedures or the development of new therapies; on
the other hand, cohort influences (i.e., the cohorts’
modification in life styles, smoking habits, or physical
activity) are more clearly evident in comparisons of
cohort morbidity-mortality tables.

For construction of morbidity-mortality tables, it 
is theoretically possible to use various methods that
can generally be distinguished according to two main
principles: prevalence methods and incidence me-
thods. The conventional method, or Sullivan method,
belongs to the former, whereas the multistate morbid-
ity-mortality tables are an example of the latter.
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TABLE 47–1 Incidence and Prevalence Rates Estimated from Patient’s and Population Mortality in Italy, 1990

Cancer sites Males Females

Relative Mortality Incidence Prevalence Relative Mortality Incidence Prevalence
survivala by cause survivala by cause

Lung 0.08 87.8 105.1 135.4 0.12 13.8 15.6 18.9
Larynx 0.65 8.2 19.3 187.5 0.71 0.4 0.9 10.1
Colon-rectum 0.38 29.0 61.5 237.3 0.40 24.7 53.3 250.0
Stomach 0.19 26.5 35.1 86.7 0.21 16.0 21.7 62.7
Breast 0.72 34.1 112.2 280.9

a Crude rates per 100,000 at 5 years since diagnosis.
From Berrino F. et al., 1995.



1. The Sullivan Method

The Sullivan method (1971) is certainly the simplest
and most widespread method for constructing a mor-
bidity-mortality table and, as a result, of indicators of
life expectancy by state of health. It can be applied in
under the most diverse conditions because it requires
only a life table of the population referring to a period
in which prevalence rates by age are available
(whether objective or subjective in nature). In this
regard, it must be emphasized that this type of method
is the only one that can be used when health data 
definitions are based on individual perception and on
self-evaluation for which the basic information is 
represented by prevalence rates of states of health 
perceived as being “not good,” gathered by means of
interview surveys conducted directly with individuals
themselves. In these cases, concepts such as disease-
specific incidence and curve of survival of patients,
necessary when using incidence methods, have no
meaning at all.

The prevalence method is based on the distribution
of the years lived from a life table, which is the l(x)
column of the table, into the different states of 
health in proportion to the rates of prevalence of the
disease (or condition), ni*(x,x + Dx), surveyed at a 
specific moment regarding a specific population, and
belonging to a specific age bracket. The years spent in
a state of illness (or with a condition) between the age
x and x + Dx can be calculated using the following
equation:

The years spent in a healthy state can be determined
as follows:

Lh(x,x + Dx) = L(x,x + Dx) - Li(x,x + Dx)

From the Li(x,x + Dx) term, it is easy to calculate 
synthetic measures such as healthy life expectancy or
disease-free life expectancy. The parsimonious nature of
the method and the extreme simplicity of the calcula-
tions necessary for the estimates are discounted by a
rather strict system of assumptions (i.e., stationarity of
risks of mortality and morbidity of the population) and
by the inevitable approximation brought about by the
fact of operating with prevalence rates (i.e., stock rates)
that may, especially for processes with a shorter dura-
tion, greatly underestimate the real diffusion of the
disease in the population and, as a consequence, the
person-years spent in unhealthy conditions (Alho,
1992; Freeman and Hutchison, 1980; Keiding, 1991;
Preston, 1987). Moreover, in the case of long-term

L x x x L u du x x x L u dui i i
x

x x

x

x x
, * ,+( ) = ( ) = +( ) ¥ ( )

+ +

Ú ÚD D
D D

n

pathologies, the hypothesis of stationarity is 
unacceptable because it relates to long periods due to
high rates of survival. The cross-sectional prevalence
data used by this method imposes serious limits 
due to the influence of the current states of morbidity
and of those of previous years (Brouard and Robine,
1992).

2. Multistate Life Tables for 
Chronic Diseases

With incidence methods, the morbidity-mortality
table is calculated following the logical evolution of
the morbidity process from its onset to its final
outcome, favorable or unfavorable, through competi-
tion with other morbidity processes and other risks of
elimination to which the population is exposed. These
methods make it possible to evaluate the consequences
of the dynamics that in the past few years have
affected the different aspects of the morbidity process:
disease onset, its duration, and its lethality. The same
logic on which these methods are based assumes the
adoption of the definitions of objective health based on
the absence of certain diseases or specific disabilities
or handicaps for which it makes sense to assume a
morbidity process that, arising or diagnosed at a spe-
cific moment, develops over the course of time toward
the three possible outcomes (i.e., death, recovery,
chronic state) (see Fig. 47–1).

One of the essential limits of application of these
methods is imposed by the availability of adequate
data. They assume the availability of very detailed
information concerning the probability of transition 
of individuals between the various states of 
health, deducible only by means of continuous longi-
tudinal surveys (e.g., follow-up studies, registers), 
and they are therefore difficult to have available 
except for certain important diseases and in countries
that are very advanced in the field of collecting health
information.

Let us suppose that the transition rates between 
all states comprising the model are available. The 
multistate multiple-decrement life table proposed by
A.H. Pollard (1980) extends the concepts of the aggre-
gate life table to cause-specific mortality and foresees
that the healthy individual can leave this state for
reasons of disease or death. This model, similar to that
illustrated in Figure 47–1, consists of two double-
decrement tables: Individuals remain in the disease-
free group or depart from the disease-free group by
contracting a disease or by dying from causes other
than the disease under study. Those who contract
disease cannot recover and remain ill until they die of
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the disease or die of other causes. Only the group of
patients is exposed to the risk of death from the spe-
cific disease, whereas both of the groups are exposed
to the same risk of death from all other causes of death
(the process of disease-death and the death hazard
from other causes are considered to be independent of
each other).

This method of constructing the morbidity-mortal-
ity table undoubtedly constitutes a considerable step
forward compared with the previous method based on
prevalence rates, even though it does not take into
account the possibility of recovery from the disease
and return to a healthy state. However, this possibility
is considered in the multistate increment-decrement
model that provides for the monitoring of all possible
states of transition when entering and leaving the dif-
ferent states (Duchêne 2002; Pollard J. H. 1990; Rogers
1989; Haberman 1983, 1984; Golini and Egidi, 1982;
Chiang 1968). In these models, modifications of the
state of health are represented by means of the transi-
tions between the various states regulated by specific
probabilities. The probability each individual has to
transit from one state to another in a determined
period is assumed to be independent from the transi-
tions made previously and is conditioned by the 
last state in which the individual was found. These
processes are principally based on Markov chain
models to calculate transition matrices describing all
transitions between states that may occur throughout
an individual’s life span.

To consider a greater number of interfering vari-
ables, methods for estimating probabilities of transi-
tions are becoming more and more sophisticated. 
For example, to take into account the duration of the
disease (i.e., the period of stay in a given state), semi-
markovian models have been developed.

The incidence methods make it possible to construct
a morbidity-mortality table and to estimate all of the
analytic and synthetic variables and indices associated
with it. To explain the relations existing within the
morbidity-mortality tables, reference is made to Model
A and Model B and to their respective symbols, assum-
ing for simplicity the irreversibility of morbidity
processes (li = 0, for all i). It is assumed that mortality
rates from other causes are independent of the mor-
bidity process and that both the healthy and the ill are
exposed to the same risk x(x) of death from other
causes. In Model A, this relationship is calculated as
follows:

x(x) = a(x) - g(x)

In Model B,

x(x) = a(x) - g1(x) - g2(x).

a. Model A

The set of survivors, l(x), in the morbidity-mortality
table at each age is obtained as the sum of the healthy
survivors, lh(x), and diseased survivors, li(x):

l(x) = lh(x) + li(x)

In this case,

are the healthy 

survivors at age x

are the

patients who, having contracted the disease at age
t, are still alive at age x

are the diseased survivors at age x,

whatever the duration of the disease.

The morbidity-mortality table therefore provides the
structure of the population by state of health (healthy
or diseased) for each age. On the basis of the survivors
specified according to the state of health, the specific
life expectancies can be calculated. This also makes it
possible to assess the healthy survivors to obtain two
other interesting indicators: the life expectancy and the
disease-free life expectancy for healthy individuals at
age x. The first indicator is estimated using the fol-
lowing equation:

The second is obtained as follows:

In the previous equation, eh(x) is the disease-free life
expectancy at age x.

Table 47–2 shows, as an example, total and “disease-
free” life expectancy for two important diseases,
cancer and major coronary events. Morbidity-mortal-
ity tables, based on Model A, are elaborated for each
disease. Because Italy does not have incidence data,
incidence was estimated by means of Equations 1 and
2 applied to overall and cause-specific cohort mortal-
ity data and patients’ relative survival observed in
existing local registers.

The increase in life expectancy seen in Italy between
1970 and 1990 of 5.3 years for men and 6.2 years for
women should be scaled down considering the cancer-
free life expectancy of 4.3 and 4.9 years, respectively.
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Moreover, the life expectancy advantage of women is
considerably reduced: of the 6.6 years that on average a
woman lives more than a man, only 5.5 years are cancer
free. On the contrary, the dynamics over the last 20 years
regarding major coronary events has been favorable,
and the increase in disease-free life expectancy is
greater than the overall value (i.e., 5.6 years for men and
6.5 years for women). At 80 years of age, as much as 92%
of the additional 5.8 years of life expectancy of men is
free of major coronary events (99% for women),
whereas only 78% (81% for women) is free of cancer.

b. Model B

The set of survivors in the table is obtained from the
sum of the survivors generated by four distinct
processes:

1. Healthy survivors, lh(x)
2. Patients with disease 1, li1(x)
3. Patients with disease 2, li2(x)
4. Patients with both diseases, li1,2(x)

These terms are added as follows:

l(x) = lh(x) + li1(x) + li2(x) + li1,2(x)

From the previous equation,
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In the previous equations, t(x) and r(x) are, respec-
tively, the age at onset of disease 1 and of disease 2.
Details of the formulas are not given, but they are
nothing more than extensions of those developed in
Model A.

A worthwhile comment can be made with regard 
to the example shown in Table 47–3 regarding life
expectancy for the overall and healthy-only Italian
population for 1970 and 1990 calculated using this
model. When considering the two morbidity processes
(i.e., cancer and major coronary events) acting
together, disease-free survival is reduced to 70.8 years
for men and to 77.0 years for women, a lower number
of years than estimated separately for the two
processes (see Table 47–2). By reaching 65 years of age
in a healthy state, a man’s life expectancy increases
from 15.5 years to 17.3 years (from 19.3 years to 21.1
years for a woman). For a woman 80 years old, who
can look forward to a further 8.6 years, being in a
healthy state leads to a life expectancy of more than 10
years, and of these, as many as 8.4 are free of cancer
and major coronary events.

3. Other Indicators Derived from 
Morbidity-Mortality Tables

Morbidity-mortality tables constitute an extremely
important tool for the evaluation of the impact of 
incidence and prevalence of specific diseases or states
of health perceived as “not good” on the quality of 
survival. Besides the calculation of the traditional
summary index representing life expectancy by state
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TABLE 47–2 Life Expectancy, Cancer-Free Life Expectancy, and Major Coronary Events–Free Life Expectancy in Italy,
1970 and 1990: Model A

Age Years Males Females

Total life Life expectancy free Total life Life expectancy free 
expectancy from expectancy from

Cancer MCE Cancer MCE

Birth 1970 68.8 67.4 67.5 74.5 72.3 74.0
1990 74.1 71.7 73.1 80.7 77.2 80.5

65 years 1970 13.3 12.1 12.2 16.0 14.3 15.5
1990 15.5 13.4 14.7 19.3 16.7 19.1

80 years 1970 5.8 5.0 5.0 6.6 5.6 6.2
1990 7.4 5.8 6.8 8.6 7.0 8.5

MCE, major coronary event. 



of health, other indicators such as the mean duration
of disease, mean age of disease onset, and the 
probability of being “healthy” at a given age, can be
calculated. Variables such as the structure of 
patients by age and duration of disease and net of 
the age structure of the population can be considered
as useful information, which is especially necessary 
to better guide actions of health policies and to 
evaluate their impact on health conditions of the 
population.

A morbidity measure of particular interest when
considering specific diseases is the probability that 
an individual will reach a specific age x without con-
tracting the specific disease:

Another is the disease-free life expectancy at birth:

Another measure is the probability of survival after a
given period of duration of the disease, x, for an indi-
vidual who has been diagnosed at age t (i.e., the pro-
portion of cohort members who survive all risks of
mortality from diagnosis to duration x):

The case fatality-rate is the proportion of the cohort of
individuals who have been diagnosed at age t who
succumb to the disease as an underlying cause of
death:

x
i i

i

x
p x

l x
l

u dut t

t
t

t t
t

b t+( ) =
+( )
( )

= - ( ){ }+

Ú
,

,exp

e
l x
l

dxh
h0

00
( ) =

( )
( )Ú

w

p x
l x
l

u u duh
h x

( ) =
( )
( )

= - ( ) + ( ){ }Ú0 0
exp m x

These relations are verified within a cohort but may be
generalized for a population through a suitable system
of hypotheses and the availability of information 
collected on two successive occasions that permits 
estimation of growth rates in the population with or
without a disease by duration since diagnosis or by
age (Preston, 1987).

When measures of prevalence according to age are
available (certainly the most common case of avail-
ability of cross-sectional surveys), it is possible to esti-
mate, for example, the probability that an individual
will reach a specific age x without contracting a spe-
cific disease:

In the equation, H(x) is the number of individuals who
are free from a specific disease at age x; B is the number
of births, and rH(j) is the growth rate of the number of
persons of age j without the disease. In this case,

This equation provides the disease-free life expectancy
at birth.

In a stationary population, duration-specific rates 
of growth in the number of cases must be zero, and 
the period probability of not developing the disease
and the disease-free life can be derived directly from
observed data on disease-free persons and on the
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TABLE 47–3 Life Expectancy and Cancer and Major Coronary Events–Free Life Expectancy Calculated for Total and
Healthy Individuals in Italy, 1970 and 1990: Model B

Age Male life expectancy Female life expectancy

l(x) lh(x) l(x) lh(x)

Total Disease-free Total Disease-free Total Disease-free Total Disease-free
e eh eh

T eh
h e h eh

T eh
h

Birth
1970 68.8 66.2 68.8 66.2 74.5 71.8 74.5 71.8
1990 74.1 70.8 74.1 70.8 80.7 77.0 80.7 77.0

65 years
1970 13.3 11.1 14.7 12.3 16.0 13.8 17.3 15.0
1990 15.5 12.5 17.3 13.4 19.3 16.4 21.1 18

80 years
1970 5.8 4.3 7.5 5.6 6.6 5.3 8.0 6.4
1990 7.4 5.3 9.9 7.2 8.6 6.9 10.4 8.4



annual number of births. When the population is not
stationary, a simple growth correction is required. The
growth adjustment, rH(j), can be estimated from two
disease prevalence surveys.

CONCLUSIONS

Even the brief review of relationships between 
morbidity and mortality developed in this chapter
demonstrates that there is a vast interpretative and
analytic potential offered to demographic study by
examining the morbidity process, besides the obvious
benefits it affords to epidemiologic and clinical studies.
It is necessary to delve deeper into this complex 
field, but continued study can provide a wealth of
information, if one wishes to abandon the merely
descriptive viewpoint of an analysis of mortality, of its
evolution, of its differentiation between population
groups, and the possibility of its further future 
reduction. Every phase of the process that precedes the
event of death is influenced by endogenous and 
exogenous factors that condition its evolution, modi-
fying the duration and outcome and influencing the 
consequences the disease produces on the autonomy
of the individual and the possibility to conduct an
acceptable life.

A fundamental problem for the development of
these studies is in many countries still represented by
the lack of availability of statistical data capable of
accounting for the diverse and numerous aspects of
the morbidity process, a lack that can be justified by
the complexity of the instruments that must be used to
correctly collect this type of information, from both
theoretical and conceptual viewpoints. The diffidence
shown for a long time by medical science with respect
to the possibilities offered by analyses conducted on
very large population groups and the similar reluc-
tance shown by statisticians and demographers with
regard to analyses of a predominantly qualitative
nature have represented considerable obstacles to
cooperation, without which it is difficult to make the
qualitative jump that can lead to an improvement in
understanding the complex individual and social
mechanisms that influence the quality of human sur-
vival and the possibility of further extending the life
span.

Much progress has been made in gathering ade-
quate statistical information and in creating method-
ologic tools that are better adapted to representing the
complexity of the phenomena. The road ahead is long
in conceptual and methodologic terms. It involves 
the exploration of new dimensions in the state of
health, the study of the relationships with lifestyles

and changes in lifestyles, and the identification of
interdependencies among the different diseases and
conditions that may favorably influence the outcome.
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P A R T  

II

ENDOGENOUS AND EXOGENOUS
MORTALITY

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

The process resulting in death has a wide range of beginnings. It can be posited that
the human organism has an inherently finite life span and that each individual is bio-
logically predestined to die once his or her time has come. However, the time of death
may be precipitated or delayed by external events or by human behavior itself. Life and
death are the result of a subtle balance between endogenous and exogenous factors,
which the next five chapters will endeavor to take stock of.

Jean Bourgeois-Pichat was among the earliest demographers in the early 1950s to
differentiate endogenous and exogenous causes of death. The former were hereditary
characteristics and so were not readily curable, whereas the latter were environmental
and could be acted on. The concepts and approaches have evolved greatly since then,
and the changes are reviewed by Jacques Vallin and Giovanni Berlinguer in Chapter
48.

Endogenous mortality is grounded on genetic makeup. In Chapter 49, Lamberto
Soliani and Enzo Lucchetti outline the main genetic factors that predispose to good or
ill health, reviewing the genetic diseases that may lead to below-average life spans and
discussing what can be done about them.

Exogenous causes of mortality can be broadly categorized as those attributable to
natural environmental threats, possibly as a result of human action, and those result-
ing from individuals’ behavior in response to such threats or to changes in their own
bodies. Francis Sartor reviews environmental factors in Chapter 50, and Jacques Vallin,
Graziella Caselli, and Pierre Surault assess behaviors, lifestyles, and sociocultural
factors in Chapter 51.

Modern medicine’s efforts to deliver on public demands for care and prevention are
examined by Paolo Vineis in Chapter 52.





The medical approach to causes of death, a subject
that has been extensively discussed in previous chap-
ters and particularly so by France Meslé in Chapter 42,
has always maintained a close relationship with dis-
eases that physicians endeavor to cure but that can also
lead to death. Consequently, the method of classifying
causes of death has always been closely linked to the
method of classifying diseases because of the need, as
Charles Nam (1990) wrote, “to examine morbidity in
conjunction to mortality and to become cognizant of
morbid conditions contributing to the mortal state.” It
has been this way since antiquity. However, since the
beginning, the idea of classifying causes of death has
gone hand in hand with research into the fundamen-
tal principles common to diseases and causes of death.
Often, this led to emphasis on dichotomous criteria
such as “internal or external,” “natural or violent,”
“essential or accidental,” and “predisposed or dissoci-
ated.” The supposed explanatory capacity of such fun-
damental distinctions, reflecting the ideas of the time,
stimulated etiologic research, with one theory being
replaced by another, but they have, by imposing pre-
suppositions on a whole era, also occasionally led 
to some epistemologic roadblocks, restraining the
progress of ideas. In this way, the miasmatic interpre-
tation of numerous fever-type lethal syndromes con-
fused the understanding of their microbial origin and
even the concept of infectious disease until the latter
half of the 19th century. In its turn, the germ theory,
which after the work of Louis Pasteur was finally
maintained at the beginning of the 20th century and

which advanced the view that behind each disease was
the presence of a microbe, delayed the onset of research
on the explanation of disease due to the absence of
certain agents (e.g., vitamin deficiency) or to other
causes. The progress of etiopathogenic knowledge and
its preventive or therapeutic properties has periodi-
cally challenged the successive inclinations to enclose
causes of death within a simple principle of funda-
mental etiologic classification (Vallin and Meslé, 1988).

By echoing the historical evolution of demographic
thinking in this area in this chapter, we are concen-
trating on the question of whether certain causes are
inescapable because they are inherent to the nature of
human beings, whereas others are avoidable, resulting
from the action of external agents or from a deleteri-
ous controllable process. The main interest of such a
distinction is to steer us toward reflection on the
maximum human life span, a consideration that, far
from reaching definite answers, is leading to a very
open debate: Are we now, with a life expectancy of 80
years or more at birth, near to the end of the health tran-
sition (see Chapter 57) as biologists such as James Fries
or demographers such as Jay Olshansky are claiming?
Or on the contrary, can we expect to encounter new
battle fronts against death that will in the future open
the way to substantial progress of a different kind to
what has preceded?

In an era when life expectancy at birth did not reach
30 years, Condorcet, in his splendid Esquisse d’un
Tableau Historique des Progrès de L’esprit Humain, wrote
the following:
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One feels that the progress made in medicine, having become
more efficient thanks to the advance of reason and social
order, must in time eliminate transmittable and contagious
diseases, as well as general diseases due to climate, food and
working conditions. This should logically be the case for all
the other illnesses the distant causes of which we will one day
know. Would it be absurd to suppose that this perfecting of
the human race should be expected to go on indefinitely, that
there must come a time when death would only be the result
of either extraordinary accidents or of the progressively
slower destruction of the vital forces and that finally the
average length of time between birth and this destruction has
no specifiable duration? There is no doubt that man will not
become immortal; but is there no reason to believe that the
interval between the moment when his life begins and the
time when, naturally and without the intervention of an
illness or an accident, he usually finds it difficult to go on
living, continually increase? (1795, translation from French to
English by Paul Belle).

Although absolutely prophetic, this vision never-
theless contained one fundamental contradiction:
while rejecting in advance the idea that humans could
one day attain immortality, this philosopher of the
French Revolution imagined no less than that human
life could “increase continuously.” Current theories
continue to confront this contradiction. Condorcet’s
text also contains the beginnings of the two funda-
mental hypotheses that separate immortality from the
existence of an absolute limit to a human life. Accord-
ing to him, with progress, death could in effect only be
the result of “exceptional accidents” or the slow
destruction of “vital forces.” If death only occurred
because of exceptional accidents, it would open the
way to immortality to a small number of individuals.
If death only occurred in cases of accident and there-
fore was independent of age, it would strike only a
constant fraction of each generation at random each
year. It would suffice therefore that this fraction be low
enough and the generation be large enough to enable
at least a few individuals to live for an almost infinite
period. If death occurred as a result of a slow degen-
eration of the vital forces, at the end of this process, all
individuals would die. By slowing down the process,
life could be prolonged, but without stopping this
process completely, humans will never be immortal.
Acknowledging the existence of an intrinsic process of
degeneration is to acknowledge death as inevitable,
resulting directly from the biologic aging of the organ-
ism, and the existence of an imperative maximum
human life span, an intrinsic limit to the species.

The concept of endogenous mortality, as opposed to
that of exogenous mortality, which results from external
factors, brings together causes of death that are intrin-
sic to the organism but do not coincide entirely with
the concept of biologic aging for two reasons. Even if
the endogenous factors of mortality are conceived

implicitly as those that command the degeneration of
the vital forces (Rose, 1991; Kirkwood, 1990), random
endogenous factors, independent of age and which
provoke death while by-passing the aging process, can
be imagined. Above all, an aging process that is not
entirely endogenous but, on the contrary, results in an
interaction between the human organism and its envi-
ronment can also be imagined (Finch and Kirkwood,
2000).

From a demographic point of view, there are two
real types of limits on the life span within a species:
maximum longevity or the maximum age that even the
most fortunate individual could not exceed, and the
average age at which all individuals in the best possi-
ble health conditions die, which Jean Bourgeois-Pichat
called the maximum biologic life expectancy limit. If this
second limit depends on the first, it is not entirely
reduced to maximum longevity because it is just as
dependent on the distribution of individual life span
this side of maximum longevity. In the assumption of
biologic aging, a very simple model takes into account
both these aspects of the maximum human life span:
Gompertz’s law. It is from this model that Jean Bour-
geois-Pichat and Paul Vincent tried to measure the
maximum human life span. However, today’s debate
is about the extent to which this law applies to the
human species.

I. GOMPERTZ’S LAW: MEASUREMENT
FOR BIOLOGIC AGING

1. The Force of Mortality and the 
Aging of the Human Organism

As early as 1825, Benjamin Gompertz put forward
a formula for defining the probabilities of death
according to “the progressive deterioration of the human
being” with age (see Chapter 11). He estimated that the
force of mortality, mx, followed an exponential function
of age:

mx = Bcx

In the equation, B and c are constants. He saw in this
mathematical model a description of “two generally
co-existing causes; the one, chance, without previous
disposition to death or deterioration; the other, a 
deterioration, or an increased inability to withstand
destruction” (Gompertz, 1825, p. 517).

This formula does not require any preconceived
idea on the maximum life span. If the values B and c
are fixed, mx tends toward infinity, and it is easy to
imagine that the chances for survival are minute
beyond a certain age. Strictly speaking, when the force
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of mortality tends toward infinity, the probability of
dying, 1qx. tends toward 1, without ever completely
reaching it. This therefore makes the survival of at least
a few rare individuals beyond any limits possible in
theory. Nevertheless, the exponential constraint is such
that for this probability to have the slightest chance of
occurring, it would have to be in the presence of a pop-
ulation of an immeasurable size, which means that for
a given value of the B and c parameters, the model
fixes an age limit on the survival of a generation.
However, for this age to vary, new values for this
parameter are all that are needed. In this sense, the
model does not impose a precise limit. This adjustment
is based on the idea that, in a given context, mortality
is essentially an exponential function of age that trans-
lates into the idea that the human organism is doomed
to age, which leads unavoidably to death.

2. The Gap between the Model and
Reality: External Causes

Gompertz’s model gives a good description of
reality only beyond a certain age. This is why other
authors have tried to refine Gompertz’s model to bring
it closer to real data. William Makeham (1860, 1867)
believed that some causes of death were independent
of age and proposed to extrapolate the force of mor-
tality at old ages on the basis of a modified version of
Gompertz’s law:

mx = A + Bcx

In the equation, the parameter A represents the risk
of dying for all causes that are independent of age
(Thatcher et al., 1998).

The hypothesis of causes of death being independ-
ent from age is questionable, and numerous authors
have tried to suggest other refinements to better
account for the complexity of the existing relationship
between risk of death and age (Duchêne, 1980). Adjust-
ment of the mortality curve using Gompertz’s formula
always comes up against the fact that causes of death
do not always vary in the same way with age and that
certain causes do not follow the exponential schema at
all.

Can it not be imagined that mortality is a combina-
tion of at least two components: a fundamental com-
ponent, intrinsic to the process of degeneration 
(i.e., biologic aging), which the exponential model
describes perfectly, and one or several complementary
components of external causes that might or might not
be linked to age but in a nonexponential way? Jean
Bourgeois-Pichat volunteered to divide the endoge-
nous and exogenous causes to attempt to answer this
question.

II. JEAN BOURGEOIS-PICHAT:
SEARCH FOR THE “HARD ROCK”

If statistics on deaths from sufficiently reliable
causes are available, it should be possible to distin-
guish those related to degeneration of the organism
and those related to external surroundings.1 In meas-
uring mortality due to the first causes, it should be pos-
sible to simultaneously obtain a measurement of the
biologic limit of human life. Acknowledging the fact
that the approach by declared causes, often subject to
caution, was most frequently insufficient, especially
with regard to infant mortality, Jean Bourgeois-Pichat
also extended Gompertz’s idea of a mathematical link
between mortality and age to infants to specify the
border between endogenous and exogenous factors.

1. From Endogenous Infant Mortality to
the Maximum Biologic Life Table

a. Endogenous and Exogenous Infant Mortality

Bourgeois-Pichat’s work initially revolved around
the first year of life, establishing what he called the 
biometric analysis of infant mortality (Bourgeois-Pichat,
1951a, 1951b).

Some infant deaths clearly result from the physical
constitution of the newborn (i.e., congenital deficien-
cies) or from conditions of childbirth, reputed to be
unavoidable at that time (e.g., obstetric trauma); both
are cases of endogenous mortality. Others result from
external aggression or inadequate care (e.g., infectious
diseases, malnutrition, violent deaths); these are cases
of exogenous mortality. Using statistics from medical
causes of death, it is possible to separate the two
groups. Most frequently (and even more so before the
1950s), the results are not satisfactory because there 
is a great margin of uncertainty (undeclared or ill-
defined causes) and because endogenous causes
tended to be overestimated for a long time, especially
during the period when the idea of congenital 
deficiency was very fashionable. This is why Jean
Bourgeois-Pichat proposed to define the proportion of
endogenous deaths in infant mortality using a mathe-
matical adjustment of deaths by age. His method is
based on a double hypothesis:

1. The (cumulated) distribution by age of exogenous
deaths between 1 and 12 months is a simple
mathematical function of age.

2. All endogenous deaths occur before the age of 1
month.
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Several trials in countries with relatively reliable
mortality statistics enabled the investigator to establish
that the number of cumulated exogenous deaths (En)
between birth and age n (in days) responded well to
the following type of function:

En = b · log3(n + 1)

This corroborates the first hypothesis.
He also established that the same function fits

beyond the age of 1 month, except for one constant, the
total Dn of deaths from all causes:

Dn = a + b · log3(n + 1)

This verified the second hypothesis. Thereafter, the
parameter a is no less than the number of deaths attrib-
utable to endogenous causes.

Transformed into a graph with an adequate age
scale, log3 (n + 1), the cumulated number of deaths by
age between 1 and 12 months easily lends itself to a
line adjustment whose intersection with the axis of
deaths gives the number of endogenous deaths (Fig.
48–1).

From the start, Jean Bourgeois-Pichat was aware
that endogenous mortality defined in this way was not
immutable. He ascertained that it was not the same
everywhere and that it had a tendency to decline,
although significantly slower than exogenous mortal-
ity. It was therefore not completely impervious to
health improvement; it was merely much more rebel-
lious. Whereas it was conceivable that exogenous mor-
tality could be eradicated one day, it seemed to him
impossible not come up against an endogenous life
span limit that would be difficult to overcome. It is this

notion of a limit that Jean Bourgeois-Pichat (1952)
endeavored to specify in his work on infant mortality
while widening his field of research to mortality as a
whole.

b. The Maximum Biologic Life Table

Is it possible to establish a life table that in some way
constitutes the insuperable limit, at least according to
current medical knowledge? For infant mortality, this
seemed to have been the case. In Norway, the country
that was in the lead, the process of decline of endoge-
nous mortality seemed to be nearing its end. To obtain
an estimate of this near-insuperable limit, it was
enough to extrapolate this tendency. In this way, Jean
Bourgois-Pichat retained the limit of infant mortality
rate at 13 per 1000 for boys and 9 per 1000 for girls.
These limits have been easily surpassed in several
countries since then, but at the time, in a country such
as France, where the infant mortality rate was 50 per
1000, they seemed far in the future.

What about the other ages? Still drawing on data
from Norway, a country where mortality was particu-
larly low and the causes of death relatively well
recorded, and by separating deaths that appeared to
be essentially exogenous (i.e., infectious diseases, res-
piratory diseases, and accidents) from those which
seemed essentially to occur with the normal wear of
the organism (all other causes), Jean Bourgeois-Pichat
ascertained that between 30 and 90 years, the quin-
quennial mortality rate of this second group adhered
absolutely to Gompertz’s law (i.e., a line on a semi-log-
arithmic graph). Knowing that it concerned a country
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with the lowest rates, he assimilated these rates to the
endogenous mortality limit at these ages, presuming
that beyond the age of 30, noninfectious or nonacci-
dental mortality in that country reflected the natural
consequences of the deterioration of the organism.
Between 1 and 29 years, separating the endogenous
from the exogenous declared causes of death seemed
too risky to him, even in a country such as Norway,
whereas it was very difficult to measure beyond 90
years, taking into account the risks of small numbers
and problems with data quality. However, taking into
account the extremely accurate observations between
the ages of 30 and 90, it was enough to retropolate the
line adjustment obtained for endogenous mortality
downward for these ages to obtain the rate between 1
and 30 years and extrapolate the same upward,
beyond 90 years, to complete the life table. At very old
ages, for which all mortality is endogenous, he verified
that his adjustment coincided with the results obtained
by Paul Vincent (1951) on the mortality of the very old.

In terms of life expectancy, the limit fixed in this
way was 76.3 for men and 78.2 for women. One-half
century later, these figures may make us smile because
this theoretical maximum for women has already 
been exceeded in several countries, with female life
expectancies superior to 80 years and the figure for
men now on the way to exceeding his estimate. Nev-
ertheless, at the time, this left a wide margin for future
progress, because in France, for example, according to
the most recent life table (1946 to 1949), French women
could hope to gain 10.8 years and French men to gain
14.4 years, according to this “law.”

To get across the significance of his research, Jean
Bourgeois-Pichat (1952) concluded his Essay on the
Maximum Biological Human Life Span with a geologic
comparison. One can, he wrote “compare mortality to
a piece of ground composed of two unequally friable
rocks. The process of erosion takes place to begin with,
on the more tender, leaving bare the profile of the hard
rock.”2

2. The Hard Rock Is Not Unassailable

The hard rock is not unassailable. Neither are the
methods.

a. Biometric Analysis of Infant Mortality
Confronted with the Facts

Paradoxically, the contradictions exposed in 
Bourgeois-Pichat’s law by the facts are without doubt,

the most interesting contributions of this “law,” which
is now obsolete. It is these exceptions that have given
meaning to a rule, which has been inept at predicting
the limit of infant mortality decline.

Late Exogenous Excess Mortality

As early as 1957, Jean-Noël Biraben and Louis
Henry showed that in some Mediterranean popula-
tions, the graphical adjustments proposed by Jean
Bourgeois-Pichat could not be obtained with one
single line, but with two. The points corresponding to
the first months aligned themselves with a lower slope
than the points corresponding to the last months. They
attributed this contradiction to the Bourgeois-Pichat
law to a particularity in the health situation of the
Mediterranean countries. Because milk is more diffi-
cult to preserve in hot temperatures than in cool ones,
infant excess mortality from diarrhea after weaning
occurred during the summer. In other words, exoge-
nous mortality increased abruptly after weaning,
thereby breaking Bourgeois-Pichat’s line at around the
third month (Biraben and Henry 1957).

The same phenomenon was observed in Senegal by
Pierre Cantrelle a short time later, thanks to the 
creation of one of the first demographic surveillance
systems3 in the districts of Niakhar and Paos-Koto
(Cantrelle, 1969). This time, because weaning occurred
later, the break in the alignment occurred after the
sixth month. Excess exogenous mortality was pro-
longed to beyond the first birthday, and the risk of
death was still very high during the second year. This
phenomenon, confirmed by surveys of seasonal mor-
tality (Cantrelle and Leridon, 1969), is now well known
and characterizes the profile of mortality in several
developing countries where infant and child mortality
is, at equal levels of life expectancy, very much higher
than in the European-type schema. The exception to
Bourgeois-Pichat’s law is particularly interesting
because it provided an improved interpretation of
observations that up to then tended to be held in doubt
because of the poor quality of the data.

Better still is the fact that in this type of situation the
respective proportions of normal exogenous mortality
and late excess exogenous mortality essentially linked to
nutritional problems can be measured through the
break in alignment shown by comparing the two lines
of adjustment. This characteristic was revealed to be
particularly useful in the analysis of infant mortality
by sex in some countries. In Algeria in 1969 to 1970,
the infant mortality rate was 142 per 1000 boys and 141
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per 1000 girls. Meanwhile, thanks to the Bourgeois-
Pichat method, it was possible to establish that
endogenous mortality was 40 and 24 per 1000, respec-
tively. The excess male mortality was 67% while
normal exogenous mortality was 89 per 1000 and 97
per 1000, and the surplus exogenous mortality associ-
ated with weaning was 13 and 20 per 1000, and the
excess female mortality was 10% to 50% (Fig. 48–2). In
this way, it became apparent that excess mortality in
small girls, observed beyond 1 year, took effect from
the first year and that it was entirely exogenous and
affected particularly by late excess exogenous mortal-
ity linked to weaning and therefore to family behavior
(Vallin, 1975).

Early Exogenous Excess Mortality

Other types of exceptions to the Bourgeois-Pichat
law have been revealed. For example, for ancient
Europe, Louis Henry and Yves Blayo observed a dif-
ferent break in the alignment, the adjustment line of
the first points having a stronger slope than the line
adjusting the last points, here again, the exception is
interesting as it allowed the researchers to put forward
a hypothesis of early exogenous excess mortality asso-
ciated with certain respiratory diseases, particularly
active in winter (Henry and Blayo, 1967). This same
phenomenon was observed in France in certain admin-
istrative regions (particularly in Normandy) between
the two world wars (Prioux and Vallin, 1976).

These two types of exceptions, whether they
concern early or late exogenous excess mortality, only
affect the principle of alignment of exogenous deaths,

Jean Bourgeois-Pichat’s first hypothesis. The second
hypothesis (i.e., no endogenous deaths beyond 1
month) remains intact, and the principle of determin-
ing endogenous mortality by a (wisely chosen) adjust-
ment line persists.

Postponement of Endogenous Deaths

The same does not apply to the exception of recently
characterized populations with very low infant mor-
tality. A break in the alignment can be seen (Fig. 48–3),
but the higher slope of the first line cannot be inter-
preted as a reflection of early exogenous excess mor-
tality. It is due to the fact that endogenous mortality is
no longer specific to the first month. In a significant
number of cases, newborns who previously would
have died very early survive some extra weeks or
months, and the second hypothesis of Jean Bourgeois-
Pichat is no longer verified. The law no longer applies
at all.

b. Causes of Death, Endogenous Mortality, and
Avoidable Mortality

Beyond the biometric analysis of infant mortality,
measuring the maximum biologic life span according
to Jean Bourgeois-Pichat depends entirely on the
manner in which the causes of death indexed by
number of deaths are distributed between causes con-
sidered endogenous and those considered exogenous.
This is the most perishable aspect of Jean Bourgeois-
Pichat’s calculations. Retaining all diseases of the res-
piratory systems, for example, as exogenous, whereas
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several of them are chronic diseases not necessarily
originating from a process of external aggression, is
obviously not ideal. Inversely, retaining all cancers and
cardiovascular diseases as endogenous, whereas some
of these diseases are largely caused by smoking or
alcoholism, without adding the henceforth-acknowl-
edged influence of dietary habits or lifestyle, becomes
problematic. What about all the other nonaccidental
causes, all classified as endogenous? It is at the very
least a very rough approximation. The author was
aware of this, but he thought that one way or the other,
the opposite effects would cancel out and be sufficient
to save the approach. In reality, there is no guarantee
of compensation effects and imbalance can obviously
vary.

There is worse than this. Beyond this approxima-
tion, unfortunate but perfectible, there is a slide from
the notion of endogenous deaths toward the notion of
avoidable deaths. In trying to define a maximum bio-
logical life span, Jean Bourgeois-Pichat relied on the
idea that all exogenous deaths, caused by external
aggressions are avoidable and that all endogenous bio-
logic deaths are unavoidable. However, it is not certain
that we will be capable one day of avoiding all exoge-
nous deaths (because the difficulty in eliminating the
significant remainder of infectious diseases or coping
with new diseases such as acquired immunodeficiency
syndrome shows), and it is becoming more apparent
that truly endogenous causes, such as genetic diseases,
can be overcome.

c. Hard Rock and Limits: Where Does the Inevitable
Come In?

We should acknowledge Jean Bourgeois-Pichat for
having always stated that he was reasoning “accord-
ing to current medical knowledge.” The hard rock was
not unassailable. It merely needed to be processed dif-
ferently to the soft rock, and it required new medical
discoveries. This is why Jean Bourgeois-Pichat pub-
lished an update of his results in 1978, to measure the
evolution of the hard rock under the effects of medical
progress. To this end, he repeated the same calcula-
tions, with the same hypotheses, using data from
Norway and more recent statistics. The result was at
the very least surprising: new limits of life expectancy
were establishing themselves, 80.5 years for women
and 73.8 years for men, instead of 78.2 and 76.3 accord-
ing to the 1952 calculation. Even more surprising was
the researcher’s comment: “During the last 25 years,
while the soft rock has been disappearing, the level of
the hard rock has risen for men and crumbled for
women.”4 The idea that the increase of 2.3 years in the
average maximum life expectancy for women was a
result of the erosion of the hard rock under the influ-
ence of new medical technology could possibly be
accepted, but how could medical discoveries and 
their spread explain the reduction observed in men?
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4 Durant les 25 dernières années, alors que la roche tendre dis-
paraissait, le niveau de la roche dure s’est élevé pour les hommes et
s’est effondré pour les femmes.



Has erosion ever been seen to increase the size of
mountains?

In reality, Bourgeois-Pichat’s maximum biologic life
span included certain completely avoidable causes of
death “according to current medical knowledge,” but
these were on the increase during the period under
consideration. The author himself mentioned the
increase in male mortality from cancers and cardio-
vascular diseases. This obviously did not result from
an evolution in medical knowledge, but from increase
in smoking and increase in the consumption of animal
fat and some other social phenomena that did not
fulfill a “biologic necessity.” This is the major limita-
tion of Jean Bourgeois-Pichat’s work. However, is it not
more a limitation in form than in essence? Bernard
Benjamin (1982), for example, in taking up Jean 
Bourgeois-Pichat’s idea and trying to improve the
translation in terms of causes of death, came up with
a life expectancy limit of 81.3 for men and 87.1 for
women in 1982. These figures are themselves very
close to the life expectancy obtained in France in 1978
by looking only at the deaths by “degeneration” result-
ing from an etiologic reclassification of causes of death:
80.9 for men and 85.7 for women (Vallin and Meslé
1988). Criticism of the quantitative results should not
make us lose sight of the essential: the idea of the exis-
tence of a hard rock, an unassailable limit according to
current medical knowledge probably is true, as is the
hope that technologic progress can reduce this hard

rock. However, if the hard rock is assailable, how far
can we go?

III. IS THERE A LIMIT?

Since the 18th century, it seems that medical
progress has barely enabled the average length of life
(i.e., life expectancy) to approach the theoretically pos-
sible maximum (i.e., longevity). A greater proportion
of each generation survives to increasingly older ages,
with most deaths occurring in an increasingly older,
but also limited, age range, without significantly
changing the maximum age at death. This is called the
rectangularization of the survival curve, a phenomenon
that is supposed to set an unassailable limit on life
expectancy at birth. However, two questions are far
from answered. Is human longevity really intangible?
If it evolves, will it be with or without calling 
Gompertz’s law into question?

1. The Limits of Rectangularization 

Figure 48–4 illustrates the phenomenon of the rec-
tangularization of the survival curve from French
female life tables of the 18th century (Blayo, 1975) and
of the present day (Vallin and Meslé, 2001b) with a pro-
jection up to 2100 (Vallin and Meslé, 2001b). Starting
as a concave, the curve becomes more and more
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convex with time. An amazing fact is that the median
age at death, the age at which 50% of the initial number
of an imaginary birth cohort under the conditions of
the life table of the period (see Chapters 4 and 20)
would survive, increased from only 8 years in
1740–1749 to more than 85 years in 1997. In France at
the end of the 20th century, very few women died
before the age of 60; on the contrary, most died
between the ages of 75 and 95 years. If the recent trend
of mortality decline continues in the same pace until
the end of the century, the median age at death will
reach 96 years in 2100.

Various researchers have proposed different indica-
tors to measure more precisely this phenomenon of
rectangularization of the survival curve and numerous
reviews of these indicators have been published. Table
48–1 lists the available indicators drawn up by John
Wilmoth and Shiro Horiuchi (1999) and completed by
Jean-Marie Robine (2000, 2001) to include more recent
research by Vaïnö Kannisto (2000a, 2000b).

John Wilmoth and Shiro Horiuchi, after having
inventoried and tested ten indicators, recommend

using the interquartile range (IQR) for its pertinence
and ease of interpretation (Wilmoth and Horiuchi,
1999). Vaïnö Kannisto recommended using a new indi-
cator that he named C50: the smallest age range nec-
essary to regroup 50% of deaths. Figure 48–5 compares
the evolution of these two indicators for French
females from the middle of the 18th century until
today and prolongs the comparison on the basis of pro-
jections up to 2100 (Meslé and Vallin, 2002).5

The IQR and C50 have both declined rapidly during
the first half of the 20th century, reflecting the scale of
the phenomenon of rectangularization of the survival
curve observed during this period. However, 
Figure 48–5 shows the superiority of Kannisto’s C50
over the IQR, insofar as the latter overestimates the
speed of rectangularization by measuring the concen-
tration of deaths over too wide an age range while the
rectangularization is still relatively modest. This
results from the fact that the IQR does not, contrary to
C50, necessarily identify the smallest age range that
assembles 50% of deaths. On the other hand, neither
C50 nor IQR are capable of measuring the phenome-
non of rectangularization of the survival curve already
perceptible in the 18th and 19th centuries. Not only are
these two indicators almost stable from 1820 to 1880,
except for annual fluctuations, but they also greatly
increase from 1740 to 1820, and this latter phenome-
non is even more apparent with Kannisto’s C50 than
with the IQR.

This disadvantage reflects the important role played
by the decline in infant and child mortality in the
initial improvements in life expectancy. In the case of
IQR, while infant and child mortality remained high,
the second quartile begins at a very early age, and the
IQR is relatively short. From 1740 to 1820, the IQR rose
as infant mortality declined. Then followed a period in
which the IQR related to a relatively flat portion of the
survival curve, with a slope that had hardly varied
since the 19th century, which explains the relatively
high level of the plateau observed between 1820 and
1900. In the case of C50, the influence of child mortal-
ity is stronger still because research on even the small-
est age range involves the inclusion of infant mortality
itself as soon as it goes beyond a certain threshold, and
the higher the level of infant mortality, the smaller the
C50 which includes it, as we can see in the tables for
the 18th century.

This gravitation of both C50 and IQR toward infant
mortality attracts attention toward a part of the mor-
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TABLE 48–1 Principal Indicators Proposed for 
Measuring the Dispersal of Life Spans and the 

Rectangularity of the Survival Curve

Indicators Inventoried by Wilmoth and Horiuchi (1999)

Proportion occupied by the surface of a fixed rectangle under the
survival curve 

Proportion occupied by the surface of a moving rectangle under
the survival curve 

Maximum decline in numbers of the survival curve between two
ages

Maximum acceleration in the decline of the survival curve from
one age to another 

Maximum deceleration in the decline of the survival curve from
one age to another

“Prolate” indicator (Eakin and Witten, 1995)
Interquartile range
Standard deviation
Gini’s coefficient 
Keyfitz’s H (Keyfitz and Golini, 1975)

Other Indicators Inventoried by Jean-Marie Robine (2001)

Coefficient of variation (Nusselder and Mackenbach, 1996)
Numerator of Keyfitz’s H (Nusselder and Mackenbach, 1996)
Age at various centiles of the distribution of deaths (Manton and

Stallard, 1996)
Standard deviation of ages at death below the mode (Kannisto,

2000a, 2000b)
Standard deviation of ages at death of the last quartile (Kannisto,

2000a, 2000b)
Smallest age range assembling a given proportion of deaths

(Kannisto, 2000a, 2000b)

5 The calculation is based on completed annual life tables for the
period 1806 to 1997 and for the 1997 to 2100 projection (Vallin and
Meslé, 2001b) and summarized decennial tables between 1740 to
1749 and 1800 to 1809 (Blayo, 1975).



tality curve that has nothing to do with the phenom-
ena that they are supposed to measure; the evolution
of mortality at ages where the risk of death increases
with age is what is of interest in the rectangularization
of the survival curve. When we need to measure the
age range that assembles 50% of deaths, this incon-
venience can be overcome by limiting research on the
smallest age range that assembles a given proportion

of life table deaths to ages of more than 10 years, where
the lowest point of the mortality curve is generally sit-
uated, thereby creating a new indicator called 10C50
(Meslé and Vallin, 2002).

Figure 48–6 compares the evolution of 10C50 with
that of Kannisto’s C50 and illustrates the advantage of
10C50 over the preceding one (and a fortiori over the
IQR). It also calls to mind that the advantage in rela-
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tion to C50 is valid only when mortality before 10 years
is high enough to impose a lower boundary inferior at
this age. In all other cases, 10C50 is, by construction,
equal to Kannisto’s C50.

However, 10C50 is itself not totally independent of
the level of childhood mortality. In some cases in
which more than 50% of deaths occur before the age
of 10 years, it simply does not exist. Nevertheless, this
is hardly an inconvenience because during the whole
historical period that corresponds to health transition
in France, it appears only once, in the 1740 to 1749 life
table, a period of severe food shortages. It is therefore
possible to say that in studying the highest concentra-
tion of 50% of deaths, this indicator monitors the
process of rectangularization entirely.

The difference between 10C50 and Kannisto’s C50 is
interesting in the sensitivity to infant mortality. In
Figure 48–6, it is established that during the 19th
century, the fluctuations of both indicators are almost
symmetrically opposed. Because C50 has the age of 0
as the lower boundary, each point of infant mortality
is translated by a narrowing of the age range because
most of the deaths are concentrated in the first ages.
On the contrary, these same peaks of infant mortality
produce a widening of 10C50 because the increased
proportion of childhood deaths reduce those of deaths
after 10 years by the same amount, and all other things
being equal, a larger age range is required to embrace
50% of deaths. This phenomenon is particularly visible
in 1834 with the cholera epidemic and in 1871 with the
Paris Commune. This difference argues once more in

favor of 10C50 to the extent that when C50 escapes the
gravitation toward childhood mortality, it behaves
exactly like 10C50. The same is true of the infant mor-
tality crisis of 1918 (i.e., Spanish influenza) or that of
1944 to 1945 (i.e., bombings and food crisis).

Since the 18th century, in 3 centuries of health tran-
sition, the progression in the phenomenon of rectan-
gularization has not ceased (except for historical
accidents, which have sometimes severely disrupted
the trend), a phenomenon that goes hand in hand with
constant elevation of the modal age at death: Death
always occurs later in an increasingly declining age
range. This is clearly seen in the French data, but an
international comparison shows that the French case is
by no means exceptional (Fig. 48–7).

There is no indication of an imminent reopening of
the age range at death. On the contrary, the mortality
projections obtained for France by extrapolating the
recent trends of decline in the probabilities of dying by
age over a century indicate the possibility of a new
phase of rapid rectangularization in which 10C50 could
drop for French women, from a little less than 12 years
in 1997 to slightly more than 6 in 2012 (see Fig. 48–6).
However, it is only a projection based on the hypoth-
esis of a constant life expectancy of 105 years. Other
scenarios can be imagined in which mortality declines
more and more rapidly at very old ages, opening the
way for a new expansion of ages at death and there-
fore to a derectangularization of the survival curve.
However, in the case of a projection (Brutel, 2001),
assuming that beyond 100 years mortality becomes
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independent of age and lowers with time, 10C50 con-
tinues to drop for French women during the whole of
the 21st century (Meslé and Vallin, 2002). Even with a
strong hypothesis of a re-expansion of ages at death
after 100 years, the phenomenon of rectangularization
could still continue for a long time, and we are no
doubt a long way from seeing it appear through indi-
cators such as 10C50. To be capable of perceiving a 
possible future expansion of ages at death, indicators
based exclusively on very old ages (100 years and
older) would have to be used; it is precisely at these
ages that it quickly becomes impossible to measure
mortality for want of data of sufficient quality.

Secular trends give the impression that the progress
of life expectancy is constrained by the impossibility
of exceeding a certain level imposed by the maximum
human life span: The nearer this maximum life span is
approached, the more the potential for future progress
is exhausted. At the extreme, supposing that nonmea-
surable human longevity was effectively characterized
by an intangible life expectancy of 1.5 years at age 105.
Supposing we had succeeded in eliminating all 
mortality before this age, life expectancy could reach
106.5 years, but it is not only about an absolute, totally
unassailable limit; it is also about a completely illusory
objective, because the total eradication of all mortality
between 0 and 105 years is doubtless beyond reach.

Some biologists and demographers believe that life
expectancy should come up against a nearly unassail-
able limit before 105 years, or even 100 years. Irre-
ducible mortality by senescence begins much earlier
and progresses exponentially with age. The average
age at death, or life expectancy at birth, therefore
cannot equal the maximum life span. Biologically, it is
obliged to remain significantly less. At the beginning
of the 1980s, James Fries (1980) and Jay Olshansky and
Brian Ault (1986) estimated that this limit should be
about 85 years. It is also approximately at this level of
life expectancy that United Nations experts have put a
ceiling on all future trends for their world population
projections, country by country (see Chapter 77). This
point of view appears today to be excessively pes-
simistic, because current life expectancy, for women at
least, is already approaching this limit in several coun-
tries, nearing 84 years in France and 85 years in Japan,
and this progress does not seem to be running out of
steam. In a later article, Jay Olshansky appreciably
changed his attitude and is now trying to estimate the
time it would take for life expectancy to reach 85 or
even 100 years in various countries. Japanese women
probably will reach the limit of 85 years in about 2005,
French women in 2014, French men in 2052, and
Japanese men in 2060, but American women will reach
it in 2152 and American men in 2239 (Olshansky et al.,

2001). A life expectancy of 100 years could be attained
by French women in 2106 and even by American men
in 2577. It is therefore only a matter of time! If the
remaining perspectives for the simple rectangulariza-
tion of the survival curve remain open, what is the case
for the fundamental constraint of a fixed longevity?

2. Fixed or Evolutionary Longevity?

The measurement of human longevity is, alas, a
field dominated by much uncertainty. It is also the fun-
damental crux of the debate on the future of mortality:
Does an endogenous biologic limit to the human life
span exist?

a. First Attempts to Estimate the Maximum Human
Life Span

Convinced of the existence of a limit for the human
life span, Paul Vincent tried to estimate it at the begin-
ning of the 1950s. It was also on this issue that he
developed the method called the extinct generations (see
Chapter 11) to measure the mortality of the old
(Vincent, 1950). Having through this method calcu-
lated as carefully as possible the risks of death at very
old ages in four European countries (i.e., France,
Sweden, Netherlands, and Switzerland) and based on
Gompertz’s principle (although without referring to it
at all), he adjusted the age-specific probabilities of
death observed between 98 and 104 years and pro-
longed the exponential upward, presuming that the
age corresponding to the point where the line extra-
polated from the logarithms of these probabilities
reached unity was a precise estimate of the extreme
limit of life. No one can survive at a probability of
dying of 1. Using cumulated data from these four
European countries, the author estimated the current
limit of the human life span to be a little less than 110
years (Vincent, 1951), not really leaving any chance for
Jeanne Calment to become famous.

However, 20 years later, Françoise Depoid (1973)
repeated the same operation on the same countries
with later data and found a limit of 117.3 for men and
119.3 for women. Did this mean that human longevity
had increased?

At the root of these studies, there is a calculation
problem. By extrapolating the line from the logarithms
of the probabilities of dying, Paul Vincent neglected
the fact in Gompertz’s law that an exponential increase
with age applies to the force of mortality and not to
the probabilities of death. When the force of mortality
tends toward infinity, the probability of dying tends
toward 1 (see Chapter 11). There is therefore not an age
(if not infinity) where the probability of dying can pre-
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cisely reach unity or any justification for a linear
extrapolation of the adjustment line of the logarithms
of the probabilities of death (Le Bras, 1976; De Finetti,
1953). It is true that the practical range of this differ-
ence between instantaneous force of mortality and
annual probability of dying is minimal when we 
look at ages with low probabilities of death, but at old
ages, the values of the probability of dying are high
enough for it to grow in size. The slope of the line
adjustment of logarithms of death probabilities 
therefore is likely to decrease if more calculations are
based on empirical mortality data at the oldest ages.
This is one of the possible reasons for the difference of
9 years between the age limit measured by Paul
Vincent and that estimated by Françoise Depoid 20
years later. This does not remove from the fact that
measuring a maximum age in this way is illusory and
if a limit does exist, this method is incapable of indi-
cating its possible trend.

This does not however invalidate the existence of a
maximum human life span nor answer the question of
a possible postponement of this limit in the last
decades, as several recent observations like the emer-
gence since the 1980s of a non-negligible number of
“supercentenarians”, individuals who have reached
the age of 110 years, might suggest (Thatcher, 2001;
Meslé et al., 2000).

b. Biologic Aging and Longevity

Assuming there is a biologic limit to human
longevity, can it evolve with time? If longevity con-
stitutes a biologic characteristic of the species, its 
evolution is based on the principles of Darwin: the
probabilities of mutations at the time of reproduc-
tion and a selection of favorable mutations (or the
elimination of unfavorable mutations) by mortality
(Kirkwood and Rose, 1991; Rose, 1991; Kirkwood,
1990). According to James Carey (2000), human
longevity increased significantly during the evolution
of Homo and since the appearance of Homo sapiens.
Although it did not exceed the age of menopause by
more than 7 to 11 years for Homo habilis, it did by 15 to
18 years for Homo erectus, with the selection process
retaining the favorable aspects of survival well beyond
the age of menopause (notably for the rearing of 
children and grandchildren). In this way, longevity
reached 60 to 63 years for Homo erectus before reaching
more than 70 years among the first Homo sapiens, which
leads to the conclusion that it has increased again in
our species, because it is now situated around the 122
years of Jeanne Calment.

We know that the mechanisms of evolution at the
origin of this lengthening of the maximum human life

span can take effect only in the long term, with the suc-
cession of generations. Not only is the reproductive
cycle of mankind long, but for 2 centuries, by greatly
reducing fertility and mortality, people have consider-
ably reduced the field of action of their own evolution.
How can we imagine at this precise moment that the
process liable to increase human longevity has accel-
erated to the point where change is visible in a few
decades of statistical observation, as the results of Paul
Vincent and Françoise Depoid would suggest? It is
extremely doubtful.

There may be another explanation. Human
longevity may not be a biologic characteristic directly
determined by genetic heritage; it may result mainly
from a balance, albeit ephemeral, between the poten-
tial of this heritage and environmental constraints. Is
it not possible to draw on recent biologic break-
throughs in the field of aging to shed light on demog-
raphers’ questions on longevity? This question will be
asked more specifically in Chapter 49 about the genetic
factors of mortality, but as Graziella Caselli, James
Vaupel and Anatoli Yashin (2000) wrote:

Ageing and longevity are very typical questions on today’s
agenda. The two processes are closely intertwined. Biologists
and geneticists who study the mechanisms implied and try
to establish at what stage one is old as well the real possibil-
ities of further extending longevity, have come up with about
300 or so theories on ageing. According to Medvedev (1990)
these can be grouped under four main theories: programmed
genetic ageing; age associated changes; primary damage; evo-
lutionary theories (Marigliano, 1995). Some of these theories
focus on “how we age”, i.e., on the mechanisms of free-radical
damage, telomere shortening, errors in cell division, harden-
ing of arteries, etc. that characterize aging. Other theories
focus on why we age (i.e., on the fundamental evolutionary
forces that underlie the fact that humans and other species
are not immortal) (Finch and Kirkwood, 2000; Rose, 1991;
Kirkwood, 1990; Williams 1957). Demographers are inter-
ested in when we die. That is, demographers want to know
why some people die at age 60, others at 80, and a few at 100
and why the number of people dying at older ages is rapidly
increasing. The theories of how we age have not yet shed
much light on this kind of question. The current theories of
why we age are so abstract and general that these theories
shed virtually no light at all on the age-patterns of mortality
and changes in these patterns over time.

For the time being, we should be satisfied with
believing that human longevity is possibly gifted with
a certain elasticity according to the evolution of the
environment. What global change, such as climatic
modifications, have produced indirectly in the long
term in the species through selection, humans’ own
actions are in the process of doing, at least on an indi-
vidual level, by modifying his relationship with his
environment. In other words, could not progress in
health have prolonged not only the average life span
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(i.e., life expectancy), but also its maximum span (i.e.,
longevity), without invoking an evolution of the
genetic heritage of humanity, at this stage?

c. Indicators of Recent Trends

It is possible to assert that important changes are
being produced at the level of mortality at old age.6

Cases of extreme longevity have always been fascinat-
ing. According to the Bible, Adam, the first man, lived
930 years, and others after him lived even longer, such
as Enoch, who died at 965 years, and Methuselah, the
champion of champions, who died at 969 years! Logi-
cally, the ages at procreation were also much higher
than today. According to Genesis, Adam was 130 when
he “knew” Eve to give her Seth, her third child, and he
knew her many more times after that. All this is no
more than legend. The Bible is full of epic images, and
the age of the patriarchs from before the flood was
meant to strike the imagination, rather than to recount
reality. For the successors after the flood, the estimates
are much more reasonable: 275 years for Abraham, 180
for Isaac, 147 for Jacob, and 110 for Joseph.

In the more recent era, the centenarians of the Cau-
casus and those from several Andean valleys have
been in the news, without mentioning the American
Georgians. If they appeared credible for some time, we
know today that they did not represent reality. They
are three examples of a classic phenomenon: In many
societies, the very old inspire deference and respect,
and when the civil status of individuals is not well
recorded, the ages declared for the very old are most
of the time overestimated. For a legend to be born, all
that is required is an argument to render the facts plau-
sible (e.g., the effects of living on a high mountain or
eating yogurt, the hypothesis of a genetic heritage 
specific to an isolated people). The longevity of the
Georgians of the Caucasus was very flattering to
Stalin, who did his utmost to maintain the myth
(Bennett and Garson, 1986). It has also been shown that
the first information from the Indians at Vilcabamba
largely overestimated the ages (Mazess and Forman,
1979). As for the American Georgians of 120, 130, and
even 140 years, this is simply a reflection of impreci-
sion in census age declaration particularly in the black
population among whom, at the end of the 19th
century, it was rare for births to be recorded.

It is extremely improbable that until recent decades,
anyone could have lived much longer than 100 years.
It was even rare for this age to be reached. On the con-
trary, centenarians today are counted by thousands,
and we are almost certain that at least one woman,

Jeanne Calment,7 lived for 122 years (Robine and
Allard, 1999). Does this mean that human longevity is
increasing?

It could initially be believed on reading about the
secular evolution of the maximum age of death
observed in a country such as Sweden that has for a
long time had an excellent system for registering births
(Fig. 48–8).

The oldest age at death observed in a year neces-
sarily fluctuates. It is an extreme performance, an
event, which cannot be established each year at the
same level. Nevertheless, despite the very strong fluc-
tuations observed in Figure 48–8, as much for men as
for women, the trend is very clearly rising: in the
middle of the 19th century, the maximum age at death
oscillated between 100 and 105 years for women and
between 97 and 102 for men, whereas over the past 20
years, it has been approximately 107 to 112 years for
women and 103 to 109 years for men. This phenome-
non has recently accelerated; the slope of the regres-
sion line obtained for the 1970 to 1997 is significantly
higher than that obtained for the 1851 to 1969 period
(Wilmoth et al., 2000).

This does not necessarily mean that human
longevity is increasing. There is a simple statistical
game linked to the evolution of the number of elderly
people, itself partly associated with medical progress,
at the root of this phenomenon. The greater the
number of people living to 90 years, the greater, with
equal chances of survival, the probability of at least
one person reaching 95, 100, or 105 years. For a very
long time, human populations increased only very
slowly as a result of the small surplus of a very high
fertility over an equally high mortality. The population
pyramid was very pointed at the peak; those older
than 60 years represented barely 5% of the total popu-
lation. The very old were rare, and the probability of a
centenarian emerging was extremely low.

From the end of the 18th century, Europe’s popula-
tion went through a period of exceptional population
growth, which in itself would have been sufficient for
the emergence of an increasing number of very old
people. This increase went hand in hand with aging of
the population, which widened access to very old ages.
Initially, the simple reduction of infant mortality that
occurred 60 years earlier significantly increased the
number of the generations entering old age. Better still,
in the 1960s, survival beyond 60 years greatly

108 Vallin and Berlinguer

6 This section uses extensive passages from an article that
appeared in Population et Sociétés (Vallin and Meslé, 2001a).

7 Doyenne of humanity, probably of all time, Jeanne Calment,
born February 21, 1875, and died on August 4, 1997, having spent
all her life in Arles. No one has lived to her age since. On the men’s
side, the validated record is that of Thomas Kristian Mortensen, born
August 16, 1882, and died April 25, 1998, at the age of 115 years.



increased, thereby increasing the numbers at 70, 80,
and 90 years by as much again and increasing the pos-
sibility of survival of a person to an age never previ-
ously reached. Since 1969 in Sweden, the mortality
decline after 70 years has been responsible for 95% of
the increase in the maximum age at death (Wilmoth et
al., 2000).

The more mortality decline settles at older ages, the
more the question begs to be asked whether, beyond
the effect of numbers, there is not also a real increase
in the maximum life span due to a new phase in
medical progress.

The increase in life expectancy at 70, 80, and 90
years has been spectacular since the 1950s, whereas it
was previously nil, especially for men (Fig. 48–9). In
France, the life expectancy of men at age 70, which had
consistently oscillated between 7 and 9 years from the
beginning of the 19th century up to the Second World
War, exceeded 13 years in 1997. For women, progress
started a little earlier, between the two wars, when the
level was more or less a constant of 8 to 10 years, 
to nearly 17 years today. The same change in the
maximum life expectancy can also be observed at 80
and 90 years, and if at these ages recent developments
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seem slower than at 70 years, it is only because of the
arithmetic scale of the graph. The relative increase is
just as important: an increase of more than 60% for
men and nearly double for women.

Even at a 100 years, life expectancy has been notice-
ably increasing for several decades (Fig. 48–10). At this
age, the annual figures fluctuate much more because
they are based on reduced numbers, and only recent
years are shown here to accompany the annual results
of moving averages over 5 years. Nevertheless, the
trend is clearly on the increase. At 1.1 year at the begin-
ning of the 1950s, increased life expectancy for men at
100 years is 2 years. At the same time, women’s life
expectancy has increased from approximately 1.4 to 2.1
years.

This sudden increase in survival at very old age is
an enigma. Does this mean that medical progress will
henceforth affect the maximum human life span (i.e.,
longevity) and not only the average life span (i.e., life
expectancy at birth)?

IV. DOES GOMPERTZ’S LAW APPLY 
TO THE OLDEST AGES?

The double assumption of an extreme intangible
maximum human life span and an exponential growth
in mortality by senescence well before this limit, is fre-
quently being strongly contested. One of the first to 
do this was the biologist, Roy Walford who, in The
Maximum Life Span (1984), suggested that initially life

expectancy would approach the current maximum life
span, but that soon, due to a technologic jump pro-
voked by biologic progress, this limit could be pushed
back and that it was not absurd to imagine that life
expectancy could reach 150 years at the end of the 
21st century. Other researchers believe that certain
living beings (e.g., queen bees, some species of flies,
sequoias) are escaping from the communal rule of the
exponential increase of risk of death with age and
would be nearly immortal were they not subjected to
the risk of violent death (Klarsfeld and Revah, 1999).
Better still, the massive experiments carried out on the
fruit fly during the last 15 years have shown that
beyond a certain age, mortality declines with age
(Carey 1997; Vaupel and Carey, 1993), which incites a
demographer such as James Vaupel to ask the follow-
ing question: “Shall we soon witness a situation where
certain individuals of the human race, as in the case of
these flies, live long enough to reach a stage where
mortality declines with age?” (Vaupel et al., 1998). A
lucky few could then dream of immortality.

Even if it seems premature to judge the concrete
reality of lengthening human longevity, let us say that
this could occur in two quite different ways, only the
second of which calls Gompertz’s law into question.

1. Is the Curve Shifting to the Right?

Gompertz’s law, if it can be interpreted as a model
of characteristic biologic aging of humans, does not
prejudice the fixity of longevity or place a limit to mor-
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tality decline. The fixity of longevity, which constrains
the rectangularization of the survival curve, assumes
that because all the mortality curves should converge
toward the same force of mortality at the extreme 
age, mortality decline will be accompanied by an 
increase in the slope of the curve. For the limit to be
constantly pushed back, it therefore suffices that the
mortality decline does not modify the slope of the mor-
tality curve, with the latter shifting entirely toward the
right. Figure 48–11 shows the evolution of the French
female mortality curve since the beginning of the 19th
century. As mortality previously declined, the slope of
the mortality curve increased. Between 1810 to 1814
and 1950 to 1954, mortality very clearly declined much
more for those younger than 70 years compared with
those older than 70 years, and the slope of the proba-
bilities of death increased considerably. This evolution
seems to corroborate the existence of an intangible
maximum life span. On the contrary, since 1950, mor-
tality has been declining rapidly for older ages. The
rate of decline remains a little less than for younger
ages, and the slope of the mortality curve continues to

increase, although less so than previously, whereas
anyone would logically have expected this phenome-
non to entrench itself.

This assessment is not enough to prove a real
lengthening of longevity, but the trend firmly supports
such a hypothesis. However, we would have to be able
to show that it not only occurs between 70 and 100
years as is seen in Figure 48–11, but also beyond 100
years. Here, we come up against the rarity of reliable
data on mortality after 100 years. We are only now
beginning to have access to some acceptable measure-
ments, and there is a desperate lack of experience to
judge the evolution in the shape of the curve beyond
that age.

2. Is Progress with Aging Slowing Down?

Certain researchers believe that mortality curve is
shifting toward the right and that Gompertz’s law no
longer applies beyond a certain age. Shiro Horiuchi
and John Wilmoth (1998) showed that the increase of
mortality with age tends to slow down and even stop
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at very old ages. Is this a real phenomenon character-
izing the force of mortality, or is it a result of bias,
increasing with the risk of mortality at these ages, in
the estimate of this instantaneous force based on dis-
continuous measurements? If this phenomenon is real,
is the rapid reduction of heterogeneity in the survivors
exposed to a very high mortality enough to explain
this deviation from Gompertz’s law, with each homog-
enous subgroup remaining subject to this law? 
Jean-Marie Robine (2001) has proposed two other
hypotheses that could explain the interruption in the
increase of mortality with age: the general improve-
ment in the environment and in living conditions that
has occurred during the last half century in industri-
alized countries and the fact that if elderly people are
very fragile, they are also more frequently being
placed in a protective environment, like crystal jewels
carefully kept away from any risk of damage. Never-
theless, the available data are too tenuous to give def-
inite answers to these questions. The door is wide open
to the imagination of extreme scenarios. Based partic-
ularly on the example provided in the experiments
performed on flies, James Vaupel (2001) has put
forward the hypothesis that the mortality curve might

be expected to turn around at very old ages for
humans, too (Fig. 48–12).

The current data are too fragile to enable a choice
between these extreme models of adjustment. This is
why the development of research on centenarians and
supercentenarians, those rare individuals who have
life spans that exceed 110 years, has begun (Robine and
Vaupel, 2001; Thatcher, 2001; (Meslé et al., 2000).

CONCLUSIONS

With Jean Bourgeois-Pichat’s attempts, we have
seen how difficult and even inaccessible is the defini-
tion of endogenous mortality linked essentially to
human biology. Most causes demonstrate endogenous
and exogenous aspects, and it is rarely possible to
make a distinction between them to define the biologic
life span limit of humans. Can we at least rely on a
genetically determined fixity of longevity to estimate,
in accordance with the principle of rectangularization
of the mortality curve, what could be the unassailable
rectangle or another way of defining the maximum
human life span? It is possible that even this frame-
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work, about whose dimensions there is a great incer-
titude, could explode under the effect of the relatively
new phenomenon of mortality decline among the very
old. It is not certain that Gompertz’s law can hold the
road indefinitely at very old ages.

Perhaps the biologic material of which living organ-
isms are made does not necessarily define, as it is
believed, the vital process whose progressive deterio-
ration leads ineluctably to death. Endogenous factors
cannot, by their very nature, be dissociated from the
environment with which they interact. Moreover, is
this not what we learn from the laws of evolution?
When a mutation changes an element of genetic her-
itage, its own environment determines whether it is
retained for transmission to its heirs.

What do biologists have to say today about death?
Contrary to what we have believed for so long, biolo-
gists think that death is not a biologic necessity but that
evolution simply did not choose immortality because
it was not essential to the survival of the species 
(Klarsfeld and Revah, 1999).
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I. METHODS AND PROBLEMS IN
HUMAN GENETICS

Does having long-lived parents increase the proba-
bility of living longer? Although the idea is widely
accepted, there is neither proof of the connection nor a
clear consensus on the mechanisms of this relationship.
What is the fundamental factor determining long life?
Is it the absence of hereditary pathologies, whose pres-
ence reduces the length of life, or is longevity inherited
as a characteristic in and of itself (Vandenbroucke et al.,
1984; Glasser, 1981; Hammond et al., 1971)?

Comparisons between ethnic groups using epi-
demiologic and demographic data produce similar
conclusions. In Florence, for example, deaths from
lung cancer are less common, and life expectancy is
longer among immigrants from the south of Italy, espe-
cially those born in Sicily (Buiatti et al., 1985); in Aus-
tralia, Italians have lower rates of coronary diseases
than other national groups (Armstrong et al., 1983). In
England, numerous differences in cause-specific mor-
tality have been identified among people originating
from different Commonwealth countries; analogous
observations have been made in Israel between Jews
of different provenance. Interesting correlations, often
independent of socioeconomic and environmental
conditions, have been uncovered in the United 
States by comparing the territorial concentration of
national origin groups to the geographic distribution
of principal causes of death (Mason et al., 1981; 
Morin et al., 1984). It is easy to assume the existence of
hereditary factors that influence or determine the
average life span, but in all these examples, it is 

difficult to separate biologic components from cultural
components.

By 1918, before the development of modern genetics,
Ronald Fisher (1890–1962) had interpreted observed
correlations of certain individual characteristics within
families as an indication of their hereditary character.
Classic models of the study of hereditary pathologies
are based on analysis of a family group (i.e., presence of
the disease among ancestors, descendants, or collateral
relatives) or of a population (i.e., distributions between
groups of individuals as a function of the family ties
that unite them). These methods have led to the identi-
fication of a number of hereditary diseases and the dis-
covery of their modes of transmission.

Developments in biology over past decades have
opened the way for a more precise exploration of the
symptoms and modes of transmission of pathologies
and for identification of the genes responsible for the
diseases and the biochemical mechanisms at work: the
precise location of genes, the mechanisms of expres-
sion, the genetic anomalies affecting the mutated
alleles, and the process by which diseases occur. Cyto-
genetics has provided detailed descriptions of the mor-
phology and structure of chromosomes, the physical
seat of genes. Molecular biology has identified the 
biochemical underpinnings of numerous hereditary
diseases. Understanding the structure of DNA, the
process of genetic decoding, and the sequencing of
DNA has made it possible in many cases to trace the
alteration of genetic information behind the appear-
ance of the disease. Genetic engineering introduces the
possibility of direct intervention to replace or repair
genes that carry anomalies.
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Medical science has been enriched by diagnostic
techniques that take information directly from the
fetus (e.g., amniocentesis, culture of amniotic cells
from the fetus) in addition to ultrasound methods that
allow observation of the fetus during pregnancy.
Genetic consultation has moved beyond primitive
probabilistic diagnosis, based on analysis of the family
tree and family memory, to the certainty of direct
observations of the fetus and its genetic makeup. The
fine tuning of methods that are inexpensive and only
moderately invasive has made it possible in many
countries to begin systematic programs of complete
neonatal examinations for the diseases that are the
most common and that have the most serious patho-
logic and social consequences.

II. GENETIC DISEASES

Diseases with genetic origins can be divided into
three principal groups: pathologies caused by anom-
alies in the number or structure of chromosomes;
pathologies stemming from mutation (i.e., variation in
the informative contents) of a gene; and pathologies or
predispositions to disease due to multifactorial inher-
itance. From the demographic point of view, the most
important genetic diseases are those with a high fre-
quency of occurrence, those that cause death at young
ages, and those that are geographically diversified. We
therefore limit this discussion of the genetic aspects of
mortality to factors that have a significant influence on
life expectancy and that can explain a non-negligible
proportion of mortality differences between families
and between ethnic groups.

1. Chromosomal Disorders

The karyotype of human somatic cells is made up
of 46 chromosomes; it is produced by the union of two
haploid cells, one from the egg and one from the
sperm, with 23 chromosomes each. The resulting
diploid cell contains 23 pairs of chromosomes; the ele-
ments of each pair (i.e., homologous chromosomes,
one from the mother and one from the father) have the
same structure and carry information on the same
characteristics. All individuals therefore carry two
pieces of information for each trait. The pair of chro-
mosomes labeled sexual (the 22 other pairs are called
autosomal) is an exception. In men, the pair contains
a larger chromosome called the X chromosome and a
smaller chromosome called the Y chromosome, and in
women, the pair is made up of two X chromosomes.
Among men, the X chromosome necessarily comes
from the mother and the Y chromosome from the

father; among women, one X chromosome comes from
the father and the other from the mother.

Meiosis, the process of formation of the gametes,
guarantees that each germinal cell (gamete) carries 23
chromosomes, exactly one element of each homolo-
gous pair; the union of two gametes (i.e., fertilization,
formation of the zygote) reestablishes the number of 46
chromosomes. Chromosomal disorders result from
anomalies in the number or structure of chromosomes.
Incidents during the course of meiosis can produce
gametes with an abnormal number of chromosomes.
The zygote may, for example, contain an extra chro-
mosome (i.e., trisomy, or three copies of one chromo-
some) or one chromosome too few (i.e., monosomy, or
only one copy of a chromosome). More significant
variations can involve several chromosomes, but in
general, these defects do not reach the point of mani-
festation because they cause alterations that are incom-
patible with further zygotic development.

The chromosome’s structure can also be altered by
insertions (i.e., repetition of a section of DNA), dele-
tions (i.e., missing sections of DNA), inversions (i.e.,
section rotated 180 degrees), and translocations (i.e.,
section transferred to another chromosome). Organ-
isms can adjust for some structural modifications
because the information contained on one section of
DNA is present and even active if it was transposed
onto another chromosome, allowing normal pheno-
types to be expressed. Gametes produced by a healthy
carrier can nevertheless contain abnormalities, because
a chromosome may be missing a piece or possess extra
copies, with effects analogous to those produced by
monosomies and trisomies.

Alterations in the number of chromosomes usually
result from accidents during the formation of gametes;
they do not generally have a genetic component and
are rarely repeated for the same progenitor. They
appear more frequently as the progenitor’s age
increases. However, chromosomal anomalies of a
structural nature can be repeated during the produc-
tion of germ cells and can produce the same patholo-
gies among several children of the same parent, even
if the anomalies are compensated for and have no
effects on the healthy carrier.

Chromosomal anomalies, even when they are com-
patible with the zygote’s development, inevitably lead
to very serious and complex illnesses. These anomalies
are common at the moment of conception, but most
malformations are eliminated during the earliest
phases of development of the fertilized egg.

By combining data from numerous analyses, it has
been estimated that about 15% of confirmed pregnan-
cies end in spontaneous abortion, and that in almost
one-half of these cases, the fetus carries a chromoso-
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mal anomaly. For the earliest miscarriages, occurring
before 4 weeks’ gestation, the frequency of chromoso-
mal anomalies is between 90% and 100%; it falls to 60%
for terminations in the fifth through eighth week and
to 32% for terminations in weeks 9 through 12. Tri-
somies (52%) constitute the most common type of
anomaly. Spontaneous abortions at 16 to 18 weeks’
gestation show karyotypes with trisomy of chromo-
some 21 (i.e., Down syndrome) or with trisomy 18,
which most often results in normal karyotypes. Auto-
somal monosomies are rarely observed in miscar-
riages. Their effects appear to be so serious that they
make it impossible for the embryo to develop, and the
embryo is eliminated at a very early stage, probably
before implantation.

In 7% of couples who are sterile or who have had
several miscarriages, one of the partners is a carrier of
a chromosomal rearrangement that has been compen-
sated for; the individual is healthy but produces abnor-
mal germinal cells. This frequency is 20 times higher
than that observed among couples who have not expe-
rienced spontaneous abortions.

Among infants born alive, the frequency of chro-
mosomal anomalies is on the order of 1%. According
to epidemiologic analyses, which normally exclude
deaths in the first 24 hours, 1 birth in 160 to 200 pres-
ents an abnormal karyotype. Clinical manifestations
are observed in 35% of cases; the most common are
autosomal trisomies, certain variations in the number
of sexual chromosomes (notably Klinefelter’s syn-
drome and Turner’s syndrome), and noncompensated
transpositions.

The best known syndrome, Down syndrome, is
caused by trisomy of chromosome 21. It appears once
in every 450 to 750 births. It leads to a complex pathol-
ogy, causing increased infant mortality or premature
aging, and persons with Down syndrome require life-
long medical treatment. As in almost all syndromes 
of chromosomal aberration, there is variation in the
expression of the various pathologies associated with
the anomaly. Cardiac effects are common, and the risk
of acute leukemia is 20 times higher than in individu-
als with normal karyotypes.

Chromosomal anomalies appear more frequently as
the mother’s age increases. It has been estimated that
in the absence of voluntary abortion, clinically signifi-
cant chromosomal anomalies would appear in about
0.5% of births to mothers age 35 years, 1.5% of births
to mothers age 40 years, and 5% of births to mothers
age 45 years.

Among live births, chromosomal anomalies are rel-
atively uncommon. Their frequency is declining in
developed countries with the spread of regular exam-
inations and therapeutic abortion.

2. Single-Gene Disorders

Single-gene disorders are caused by mutations of
genes or modifications in the nucleotide sequence of
DNA. Insertions and deletions or substitutions of one
nucleotide for another that modify the sequence can
change the information contained in the gene; the
related function (i.e., synthesis of a structural or func-
tional enzyme or protein) may then be carried out
incorrectly, leading to the appearance of a pathology.
These point-specific mutations can be sex-linked or
autosomal, depending on whether the gene in ques-
tion is situated on a sex chromosome. Mutations are
further distinguished by whether they are dominant
(i.e., manifestation of disease when only one of the two
alleles is mutated) or recessive (i.e., disease appears
only when both alleles are mutated).

The catalog of mendelian inheritance among
humans established by Victor A. McKusick in 1988
included 1443 dominant autosomal characteristics, 626
recessive traits, 139 traits linked to the X chromosome,
and 2000 traits that has not been completely identified
or validated. Great progress has been made during
past decade in mapping the human genome, notably
by the Human Genome Project, which was dedicated
to complete identification of the human genome. 
The hereditary diseases most important for mortality
include Tay-Sachs disease, cystic fibrosis, sickle cell
anemia, hypercholesterolemia, and phenylketonuria;
we provide a brief profile of these conditions to illus-
trate the diversity of their modes of genetic transmis-
sion, their symptoms, and their diffusion.

Tay-Sachs disease was first described by the English
ophthalmologist Warren Tay in 1881 and the American
neurologist Bernard Sachs in 1887. It is common
among Ashkenazi Jews, established in northeast
Poland, southern Lithuania, and parts of European
Russia, but it is rare among Sephardic and Asian Jews.
In the United States and in Canada, Tay-Sachs disease
has an incidence of 1 case in 5000 births among Jews,
as opposed to 1 case in 550,000 among non-Jews.
Caused by a recessive autosomal trait, the disease is
characterized by the accumulation of a particular type
of lipid, gangliosides, in the neurons and the brain.
Children with the disease have normal reactions at
birth, but they deteriorate rapidly starting in the first
year of life. By age 18 months, children can become
blind, gradually lose hearing, have serious difficulties
in digesting food, develop macrocephaly, or develop
general paralysis. Most victims lose mobility by their
second year. Death, often by respiratory infection,
follows between the ages of 3 and 4.

Cystic fibrosis is one of the most common childhood
diseases among whites, but it is extremely rare among
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other racial groups. It is caused by a recessive muta-
tion of a gene on chromosome 5. This disease, like Tay-
Sachs disease, is expressed only in homozygotes. It
affects 1 newborn in 2500 in the general population;
the frequency among healthy heterozygotes is 1 in 25.
The disease leads to respiratory complications; in the
absence of treatment, 95% of people with the disease
die within 5 years. With treatment, life expectancy rises
to 12 to 15 years for women and 15 to 20 years for men.

Among blacks, the most common autosomal reces-
sive disease is sickle cell anemia, caused by the mutation
of a gene on chromosome 11. This gene directs the pro-
duction of hemoglobin, which becomes defective with
the genetic mutation and is no longer able to transport
oxygen. Red blood cells tend to cluster in the narrow-
est capillaries, preventing the transport of blood to
tissues and organs. Homozygotes usually die between
ages 15 and 30 years and rarely live past age 45. In
West Africa, one child in 100 has the disease, and 1
person in 6 is a carrier. In the whole of the African con-
tinent, it is estimated that about 100 000 people die
annually from sickle cell anemia.

A Mediterranean form, thalassemia major or
Cooley’s anemia, is common in malarial zones of that
region. Heterozygotes (i.e., thalassemia minor) have
overall advantages relative to healthy individuals,
because they have a lower susceptibility to malaria. In
the homozygote state, the allele produces serious
anemia, which until recently was fatal in early child-
hood. The allele is still common in several formerly
malarial areas, including the Po delta and several
regions of southern Italy, Sardinia, and Greece,
although the elimination of malaria there has removed
the conditions favoring heterozygotes and suppressed
the mechanism of conservation of the allele. In 
Asia Minor, the disease affects 1% of Armenians 
and Syrians, among whom one person in six is a 
heterozygote.

Familial hypercholesterolemia is an example of a
disease linked to a dominant autosomal allele. Affect-
ing an average of 1 in 500 individuals, it is responsible
for 5% of all heart attacks before age 60. It is particu-
larly common among Lebanese, South Africans, and
French Canadians, isolated populations exhibiting
evident founder effects. In adulthood, heterozygotes
have a predisposition to heart attacks that is 25 times
greater than that of normal individuals; among carri-
ers, 50% of men and 35% of women die before age 60
years.

Phenylketonuria is a hereditary metabolic disease
with strong biochemical and genetic heterogeneity,
caused by an unknown number of DNA mutations. In
Western industrialized countries, the incidence of the
disease ranges from 1 case in 6000 to 1 in 20,000 new-

borns. For some time, a simple, inexpensive diagnos-
tic test has been part of the examinations normally
carried out at birth; the test permits a straightforward
and effective intervention, starting in the first week of
life, involving the adoption of a specific dietary
regimen that can neutralize the risk of irreversible
brain damage.

3. Multifactorial Diseases

Most phenotypic characteristics (e.g., height, bodily
proportions, shape of the face and physiognomic char-
acteristics, skin color, blood pressure), like much
pathology, do not have a simple genetic origin but
rather are determined by the interaction of several
genes with each other and with the environment. 
Multifactorial heredity is usually expressed as a pre-
disposition toward a disease whose phenotypic mani-
festation also depends on environmental context or
behavior (e.g., diet, environment, lifestyle). Analyses
of multifactorial heredity aim both to separate genetic
factors from environmental determinants (to evaluate
their relative weight) and to identify the genes
involved and their modes of interaction. For diseases,
analysis also seeks to identify people or groups at risk
who may benefit from an intervention.

Coronary atherosclerosis, for example, recurs in fami-
lies; its frequency in case families is two to six times
higher than in control families, suggesting the pres-
ence of a hereditary component. Family affinity is
stronger when the onset of the disease is early (i.e., the
strength of the correlation increases as age at onset
falls); the hereditary component is most marked in the
most serious or earliest forms. The hypothesis is con-
firmed by the presence of a strong genetic component
in specific pathologies (e.g., hyperlipidemia, hyper-
tension, diabetes) associated with coronary diseases.
The fact that family affinity is more marked when the
victim is a woman suggests that sex plays a role, but
this may just as well come from behavior as from 
biologic sex (see Chapter 53). The complex genetic-
environmental interaction is confirmed by the fact that,
even in the family of origin of spouses of a case family,
disease frequency is stronger than in control families.
In the absence of shared genetic makeup, family affin-
ity may arise from a simple commonality of habits,
behaviors, lifestyles, and diet (factors that also influ-
ence marital choice) and, from there, shared environ-
mental conditions likely to provoke the disease.

Comparison of twins historically has constituted an
elegant method of evaluating the genetic component
of measurable characteristics. Monozygotic twins
come from the duplication of the same zygote and
share the same genetic makeup. Any differences
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between monozygotic twins are therefore due to envi-
ronment and not to genes. Dizygotic twins are equiv-
alent to ordinary brothers and sisters and, like them,
share only 50% of their genetic makeup; the only dif-
ference between dizygotic twins and other siblings is
that twins are born at the same time and undergo more
strictly similar environmental conditions.

Family analyses and twin studies have uncovered 
a large number of multifactorial genetic diseases.
Among the most common are schizophrenia, several
forms of diabetes, hypertension, and cardiovascular
diseases. Age is an important cofactor; its role is clearer
for cardiovascular and neoplastic disease and for
endocrine and metabolic disorders. With age and accu-
mulated exposure to environmental factors—ranging
from tobacco consumption to radiation and pollu-
tion—the immune system loses capacity. This results
in rapid growth of the risk of disease.

The association between disease and the various
modes of phenotypic expression of the same charac-
teristic (i.e., polymorphic characteristics such as blood
type or the human leukocyte antigens [HLA] system)
is another promising instrument for classifying multi-
factorial pathologies. Groups of infectious diseases
(e.g., plague; cholera; chronic infections like tubercu-
losis and syphilis; intestinal infections, particularly
among children; infantile and juvenile tropical dis-
eases), still important today in certain countries, strike
less frequently or are less lethal for those who belong
to certain phenotypic groups. For the most part, these
are statistical observations whose biochemical mecha-
nisms are not known.

The HLA system, an ensemble of several highly
polyallelic genes situated on chromosome 6, regulates
individuals’ capacity for immune defense. Several
hundred cases of strong statistical association between
diseases and specific alleles of the HLA system are
known, including ankylosing spondylitis, psoriasis
vulgaris, rheumatoid arthritis, juvenile diabetes melli-
tus, and multiple sclerosis. Even allergies, autoim-
mune diseases, and immunodeficiencies (including
severe combined immunodeficiency, which is inher-
ited as a recessive monosomy in 50% of cases and leads
to death by bacterial, viral, or mycotic infection as
early as the first months of life) are understood as the
consequences of antigen-antibody reactions that
depend on the functioning of the HLA system. These
diseases should not be confused with acquired
immune deficiency syndrome (AIDS), which causes its
complicated activation of vital cells in the immune
system under the effects of a retrovirus, not from direct
causes or from genetic predispositions.

Several generalizations can be made based on
current knowledge of human tumors. Mendelian

inheritance is rare, although it is suggested in the case
of certain types of observed frequencies, such as for
neurofibromatosis, multiple polyposis, and various
neoplastic endocrine syndromes. The probability of a
neoplastic transformation may be correlated with
turnover of the somatic cells involved; we know from
the biology of carcinogenesis that neoplasms increase
with age. Chromosomal anomalies are common in can-
cerous cells but rarely specific; in certain cases, the risk
of neoplasm is associated with a higher frequency of
chromosomal ruptures, especially if these involve the
systems of control of cellular division. When tumors
appear, somatic cells are more often involved than ger-
minal cells. Simple or polygenic heredity is a cause in
20% of tumor cases. For the most part, there is a
general interaction of environmental agents, and the
precise relations of cause and effect are unknown.

4. Mitochondrial DNA and 
Degenerative Diseases

Extranuclear genetic information (DNA) is con-
tained in the mitochondria, cytoplasmic organelles
that control the process of oxidation and energy
metabolism, furnishing close to 90% of the energy nec-
essary for cells and for the organism as a whole. Mito-
chondria contain their own DNA (mtDNA), and the
structure, organization, and genome sequence of
human mitochondrial mtDNA, as well as certain asso-
ciated structural and regulatory functions, are known.
The tissues and organs most often affected by a short-
age of cellular energy are the central nervous system
and, in decreasing order of the seriousness of symp-
toms, cardiac and skeletal musculature, kidneys, and
endocrine tissues.

Mitochondria are inherited exclusively from the
mother in the ovum, which contains an abundance of
them. Mitochondria in the sperm are rare, degrade
rapidly, and usually do not penetrate the oocyte
during fertilization. The genetic information contained
in the mitochondria of every cell of every individual
comes from the mother. Because of the transmission
method, there can be notable variation in the number
and type of mitochondria among children of the same
woman; as a result, even among siblings, the patholo-
gies associated with the mitochondrial genome 
can have very different symptoms and levels of 
seriousness.

The list of diseases that can be provoked by muta-
tions of mtDNA or that are at least are related to mito-
chondrial functioning continues to grow (Wallace et al.,
1997). Among the diseases that are the most wide-
spread and the most likely to be associated with 
mutations in mtDNA are Alzheimer’s disease (i.e., pro-
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gressive loss of cognitive capacity), chronic pro-
gressive external ophthalmoplegia (i.e., paralysis of
the ocular muscles and mitochondrial myopathy),
Leber’s hereditary optic neuropathy (i.e., permanent
or temporary blindness, provoked by the deterioration
of the optic nerve), and Leigh’s syndrome (i.e., pro-
gressive loss of motor and verbal capacity, with 
degeneration of basal ganglia, potentially lethal in
childhood).

III. THEORIES ON AGING AND 
THE LIFE SPAN

Aging and death can be seen as biologically pro-
grammed phenomena, just like development after con-
ception and growth during adolescence and up until
maturity. Hormones, enzymes, and antibodies change
during the individual’s life, both in response to the
environment and in reaction to genetic programs.
Changes interact and accumulate, causing cellular
anomalies, cell death, tissue dysfunction, and degen-
eration of the organism, resulting in senescence and
death (Hayflich, 1965, 1980). There is no shortage of
examples of biologically programmed death being
activated at a given stage of development of the
human organism. Around the seventh week of fetal
life, for example, mullerian-inhibiting substance stim-
ulates the degeneration of the primitive female repro-
ductive system in boys; similarly, certain specific
functions, such as the functions of genes that code for
the synthesis of various types of hemoglobin, disap-
pear or are activated at different ages.

The idea that aging and the individual’s natural
death depend on characteristics inscribed in cells dates
from the end of the 19th century. The zoologist August
Weismann wrote, as early as 1891, that death takes
place to the extent to which worn tissue can no longer
renew itself, and the capacity for growth through cel-
lular division is limited and not eternal. In the early
20th century, Alexis Carrel’s experiments on somatic
cells in chickens, which seemed to subdivide infinitely,
gave credit to the hypothesis of potential immortality of
cells cultivated in vitro. In the 1960s, Leonard Hayflick
showed that normal diploid fibroblasts (i.e., embry-
onic mesenchyme cells that later become the funda-
mental amorphous substance) in mammals are capable
of only a finite number of mitoses (i.e., divisions); this
number is estimated at 50 ± 10 for the human embryo.
Other observations seem to confirm the hypothesis
that the duration of cellular life is biologically pro-
grammed. When donors are old, their cells cease to
divide; the species with the shortest life spans enjoy a
lower number of divisions, although the relationship

is not proportional; and the cells of individuals
affected with forms of premature aging have reduced
capacity for division (Schneider and Mitsui, 1976;
Martin et al., 1970; Epstein et al., 1966).

The idea of being able to predict a person’s life span
has fascinated researchers. Recall Raymond Pearl’s
assertion (1928, p. 151): “The length of life depends
inversely on the rate of living,” in which rate of living
is used to mean the rhythm of energy consumption.
Others, including Charles Rose and Benjamin Bell
(1971), have found a positive correlation between the
length of life and the rate of activity.

Two principal groups of hypotheses address the
molecular and genetic mechanisms likely to determine
aging and death. The regulation of the dynamics of
mitosis (i.e., duplication of somatic cells) depends on
the mitotic clock, and cells lose their capacity for divi-
sion because of the accumulation of errors, meaning
that mitosis is no longer possible after a certain level
is surpassed. Somatic mutations likely contribute to
the process of natural aging, in the same way that they
contribute to carcinogenesis, which also depends on
age. The mechanisms and interactions with other cel-
lular processes are still unknown; even the causes to
which the errors should be attributed are not clear
(Flodin, 1984).

In recent years, it has been proposed that “the hour
of death” can be estimated from the length of telom-
eres; the ends of chromosomes, the telomeres, may
regulate the capacity for cellular duplication. Although
it is not known whether the phenomenon is a cause or
an effect of aging, the telomere does shorten over the
course of an individual’s life. Various research projects
have tried to quantify the observed relationship
between the length of the telomere (easily measurable
in a cellular culture) and the length of life remaining
for an individual. The passage from cells to organism
raises scientific objections, because not all cells in the
organism have the same capacity for replication.
However, by cloning an individual from cells whose
telomeres have been elongated, some researchers
believe that an individual may inherit greater
longevity. It may be possible to positively affect the
length of life by replacing sick organs with healthy
new organs derived by culturing cells with the capac-
ity for longer life.

In an article published in Science with the very
promising title of “Extension of Life-Span by Intro-
duction of Telomerase into Normal Human Cells,”
Andrea G. Bodnar and colleagues (1998) extended the
telomeric theory of aging to the point of completion 
by demonstrating that an enzyme, telomerase, can
prevent degradation of the telomere. In young cells,
telomerase is abundant, and telomeres renew them-
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selves rapidly; in aged cells, in which telomerase is
scarcer or absent, the telomeres become progressively
shorter, and the cell stops dividing and dies. Scientists
have been able to clone telomerase extracted from the
sperm and the egg and introduce it into human cells
from different tissues; this procedure has resulted in an
increased number of mitotic divisions.1 Stéphanie M.
Cascio (2001) wrote:

Normal somatic cells have a finite life span due in part to their
inability to maintain telomere length and chromosome sta-
bility. Immortalization strategies based on recent advances in
telomere biology and aging research have led to the creation
of genetically stable, nontumorigenic immortalized cell lines.
Reversible immortalization, using the Cre-lox recombination
and excision system, has been developed for the expansion of
primary cells for cell based clinical therapies. Immortalized
human hepatocyte cell lines with differentiated liver func-
tions would find broad applications in biomedical research,
especially for pharmacology and toxicology, artificial liver
support, and hepatocyte transplantation.

In presenting these results, some members of the
press have regarded telomerase as a veritable fountain
of youth—a label that is scientifically misleading but
strongly appealing to the sensitive cord of expectations
aroused by discoveries in the biotechnology industry.
Another promising aspect of this discovery relates to
cancerous cells, whose high capacity for division may
be related to a high concentration of telomerase. Useful
therapeutic developments may be generated by reduc-
ing the quantity of telomerase in tumor cells, causing
them to age and die after a few divisions.

Another theory of aging, which does not necessar-
ily contradict the other theories, is based on 
mitochondrial functioning. The process of energy 
production in cells can generate free radicals, which
may increase the frequency of mutations of mitochon-
drial DNA. The accumulation of mutations may
reduce the capacity for energy production and accel-
erate aging. It has been shown that the production of
energy declines with age as somatic mutations linked
to mitochondrial DNA increase, especially in the brain,
skeletal and cardiac muscle, skin, and liver (Wallace,
1992). Proponents of this hypothesis have demon-

strated that laboratory animals submitted to a restric-
tive diet producing a lower amount of free radicals
accumulate fewer damages in their mtDNA, staying
healthier and living longer than controls allowed to eat
freely.

Free radicals attack all cellular structures: 
the nucleus, the mitochondria, and especially the
membrane. The cellular membrane protects the cell,
regulates the exchange of substances between envi-
ronments inside and outside the cell, and activates
numerous, vital biochemical reactions. Free radicals,
which are produced during normal metabolic
processes, can multiply under the effects of environ-
mental factors (e.g., pollution), lifestyle factors (e.g.,
tobacco use, high-calorie diets that are rich in toxic
residue), and disease (e.g., inflammations, medica-
tions). They reach elevated levels in cancerous cells.
Their action can be counteracted by antioxidants, sub-
stances usually found in a diet rich in polyunsaturated
fats that may also block the growth of cancerous cells.
Pharmaceutical companies propose a number of mul-
tivitamins and minerals that are expected to reduce
free radicals and their aging effects. This hypothesis
demonstrates the importance of environment, both
external and internal to individuals and their cells, in
the biologic determination of the life span.

IV. SEX

In societies in which the effect of environmental
factors on mortality has been reduced, we have seen a
long period during which women’s life expectancy has
grown more rapidly than men’s (see Chapter 53).
Explanations for this difference have been sought in
the factors differentiating the behavior and character-
istics of the two sexes (Vallin, 1993 and 1999). At the
biologic level, there are four types of sexual differenti-
ation among humans: chromosomes (XX or XY),
gonads (ovary or testicles), phenotype (internal and
external sexual traits), and psyche.

Women and men differ in their chromosomal
makeup. For women, the pair of sex chromosomes con-
tains two identical elements, X chromosomes; in men,
a single X chromosome is paired with a smaller chro-
mosome, called Y. The primary function of genetic
factors determining sex is to produce the gonads,
which spur the development of other sexual organs
and secondary sexual characteristics. Unlike other
species, in humans it has been shown that the presence
of a Y chromosome, not the absence of an X, determines
the development of the testicles; it is not the lack of a
“feminine” chromosome that determines the male but
the presence of a specific “masculine” chromosome.
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More than 100 genes are attributed with certainty 
to the human X chromosome. These genes control
various characteristics and functions: red blood cells,
vision, hearing, the nervous system, the muscular
system, teeth, skin, and the metabolism of glucose.
Pathologies caused by recessive alleles located on the
X chromosome have different probabilities of express-
ing themselves according to sex. Because men are 
hemizygous, the allele carried on the unique X chro-
mosome is necessarily expressed; among women, the
effects of a harmful or lethal allele can be counteracted
by the presence of a normal allele on the second X
chromosome. A heterozygote woman carrying a
harmful or lethal recessive allele will not develop the
associated disease (i.e., healthy carrier), but one-half of
her male children will be affected by the disease. Her
daughters will all be healthy, but one-half will be car-
riers of the damaged allele.

The best-known example of recessive sex-linked
heredity is that of hemophilia A, a disease affecting the
male descendants of Queen Victoria and carried by her
daughters, healthy carriers, into many European royal
families. A simple numeric example suffices to give the
order of magnitude of the difference between male and
female risks of developing the disease. A damaged
allele with a frequency of 1 in 1000 will be expressed
once in every thousand male births and only once in a
million female births. Even if the disease is lethal and
no affected individual can reproduce, the population
will carry about 2 per 1000 female healthy carriers, and
one-half of their children will receive the lethal gene
(and be automatically sick if they are male or healthy
carriers if girls).

As early as the 1920s, despite the still imprecise def-
inition of pathologies at that time, it was observed that
there are more men than women among individuals
showing mental retardation. Since the late 1970s, it has
been known that a form of mental retardation is linked
to the X chromosome. This is the most common form
of hereditary mental retardation after Down syn-
drome. However, the biochemical mechanism is not
known.

Men’s greater risk of developing hereditary diseases
or dysfunctions linked to the X chromosome has often
been invoked to explain lower male life expectancy.
Errors in the duplication of DNA accumulate in
somatic cells over time. When these errors involve
genes on the X chromosome, they are always
expressed in men, because of their hemizygous condi-
tion, but they can remain silent among women thanks
to their second X chromosome. Women therefore
benefit from a greater resistance to anomalies that
occur over the course of life. The hypothesis is not dis-
proved by the theory of random inactivation of one of

the female’s two X chromosomes (i.e., the female,
despite possessing two X chromosomes, would have
the same number of active genes as the male as the
result of a compensation mechanism inactivating one
of the two X chromosomes).

The X chromosome shows less polymorphism than
other autosomes. It seems to be better preserved over
the course of evolution, possibly by the greater inten-
sity of selection to which it is subjected among males,
in whom abnormal mutations are always expressed.

Based on numerous clinical and experimental
observations, it is clear that sexual hormones have a
strong influence on the metabolism of lipids and
lipoproteins and on atherosclerotic diseases; this influ-
ence produces health advantages in women of repro-
ductive age, especially in more developed countries.
This would explain the lower mortality of women, as
well as the smaller social and geographic differences
in mortality observed among women. From the psy-
chological or behavioral point of view, women often
show greater concern for their health.

V. BIOMETRIC MODELS

In the early 20th century, Ronald Fisher (1918) 
proposed a method for estimating coefficients of 
heritability, based on the variance and correlation coef-
ficients between parents and children, between broth-
ers and sisters, or between spouses. Relative to
historical methods based on biometrics, modern genet-
ics has the advantage of identifying the biochemical
causes of hereditary diseases, providing clear indica-
tions for diagnosis and treatment. Knowing the sub-
stance whose absence (or excess) leads to the disease
is an extremely important piece of operational infor-
mation; administering (or reducing) the substance
makes it possible to eliminate the symptoms of the
disease. Being able to identify the genetic defects
behind the shortage (or excess) of the incriminating
substance also leaves open the possibility of era-
dicating the cause itself. Nevertheless, neither the
genealogic or mendelian approach nor biometric
methods of inquiry among families and populations
have lost their value; they are still the most appropri-
ate methods for evaluating the relative weight of
genetic and environmental components in the case of
multifactorial characteristics or pathologies, especially
for preliminary analyses.

In the early 1950s, Jean Bourgeois-Pichat (1952) pro-
posed a graphical method for dividing infant mortal-
ity into portions attributable to “endogenous” deaths
(i.e., deaths from hereditary defects, congenital mal-
formations, obstetric trauma, or similar causes) and
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“exogenous” deaths (i.e., linked to external factors)
(see Chapter 48). This method remains one of the most
elegant demographic models for evaluating the bio-
logic and environmental components of mortality. In
this method, a logarithmic function of age in days is
plotted along the x-axis of a system of cartesian axes,
and the cumulative number of deaths occurring by
each age is plotted along the y-axis. This produces a
curve that has a logarithmic shape for the first months
of life and then becomes rectilinear up until age 1 year.
This curve can be interpreted as the result of the rapid
drop-off in endogenous deaths after the first month of
life combined with the linear distribution of exogenous
deaths (as a function of transformed age) over the
course of the following months. The trend line of the
graph at age 1 month can then be extended back to the
y-axis to estimate the number and the relative inci-
dence of endogenous deaths (see Figure 48–1 in
Chapter 48). The evolution of these two components
of infant mortality illustrates their different sensitivi-
ties to medical progress. Exogenous mortality dimin-
ished rapidly with the development of modern
medicine and the improvement in sanitation and
nutrition conditions, whereas endogenous mortality
was more resistant and seemed to be heading asymp-
totically toward a limit below which it is very difficult
to drop. The decline in infant mortality and the result-
ing increase in life expectancy come largely from
declines in exogenous mortality; there has been a con-
comitant increase in the relative proportion of endoge-
nous deaths, on which the influence of medical
progress has been much lower.

Demographic analysis of mortality rates by age can
be used to measure differences between populations
and to evaluate the effects of genotype. The standard
population method of calculating standardized or nor-
malized rates eliminates the effects of differing age
structures (see Chapters 15 and 42). By applying this
method separately by sex to different ethnic groups
with similar socioeconomic characteristics, it is possi-
ble to evaluate the total effect of ethnic difference, a
largely hereditary factor (Kitagawa and Hauser, 1973;
Kitagawa, 1964).

The existence of a hereditary component in the
determination of life span implies that populations
with similar socioeconomic and environmental condi-
tions would maintain relatively constant mortality dif-
ferences at older ages and that these differences would
be correlated with the distance between their genetic
makeups. Italy, thanks to its geographic configuration,
the historical separation between regions, and its
migratory flows, presents optimal conditions for a ter-
ritorial analysis. As early as the 1940s, Livio Livi (1941)
held that territorial differences in mortality at older

ages were the result of biologic differences between
populations showing significantly different patterns of
longevity. Based on the same idea, Corrado Gini pre-
dicted with great foresight a longer life expectancy for
southern regions once infant mortality was reduced to
the level then prevalent in the northern regions. The
strong regional correlation between genetic distances
and the slope of the mortality curve for older ages in
Italy furnishes direct demonstration of this thesis
(Soliani, 1984).

These correlations are necessary but not sufficient to
demonstrate that ethnic or territorial differences in
mortality are solely attributable to heredity (Caselli
and Egidi, 1980, 1988). Within the nuclear family and
across the family tree, values and behaviors that surely
influence both cause of death and survival, such as
nutrition and lifestyle, are transmitted along with
genes.

VI. PERSPECTIVES

Despite scientific progress in formal and molecular
genetics and in medicine, it must be recognized, as
Albert Jacquard (1980) observed, that the commonly
accepted role of biology in the determination of human
longevity has never been conclusively demonstrated.

Knowledge about many biologic and genetic
aspects of specific diseases has increased. It is now pos-
sible to counteract the effects of many causes that
reduce longevity by means of medication or by acting
on environmental factors. With the recent transfer of
research from universities to industry (and more gen-
erally, from the public sector to the private sector),
capital investment, and the organization of groups,
there has been a significant increase in the implemen-
tation of practical and marketable solutions. Medicine,
biotechnology, and biodemographic research have
opened highly promising paths. One approach using
gene therapies seeks to eliminate the negative effects
of hereditary defects and acquired illnesses and to
identify and to provide genes that are positively
advantageous for survival. A second approach, 
building on the reconstitution of personal genealogies
in regions with good health data, allows the identifi-
cation at birth of people at risk of diseases that are at
least associated with family predispositions (i.e.,
prevalence determined by culture or environment) if
not fully hereditary (i.e., prevalence determined by
genetics).

In medicine and biotechnology, a historical change
is presaged by the announcement of the possibility of
direct action to cure or treat hereditary or acquired dis-
eases using genetic information carried by the indi-
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vidual. The conceptual phase is almost complete,
although the development of applications in humans
is still in the early stages (Brenner, 1995). In principal,
it is possible to replace a defective gene with its normal
version; in practice, the desired insertion is not yet fea-
sible in humans. Certain genes are useful only if their
expression is regulated such that the specified protein
is produced in an exact quantity, at the right moment,
and for the necessary period. Happily, in many cases,
such precise regulation is unnecessary; in these cases,
the solution may be more straightforward.

Genetic research is primarily directed at pathologies
caused by gene mutations in the germline, but its dis-
coveries also apply to many acquired diseases that
have a genetic component (i.e., predisposition) or
result from mutations in information at the level of
somatic lines. Research can then attempt to correct or
eliminate the harmful effects of these diseases. For
instance, more than one-half of the clinical experi-
ments in genetic therapy deal with cancer, which is
only partially hereditary. Many of these approaches
have not yet gone beyond preliminary clinical tests,
but the medical research world considers their future
developments to be very promising (Rosenfield and
Curiel, 1996).

Biotechnology applications to correct genetic infor-
mation are still limited to intervention in somatic cells.
These techniques cannot be applied to germ cells until
there is more complete information on their conse-
quences for future generations. It is already possible to
produce twins by cloning, although this is not done in
humans for bioethical reasons. In theory, gene therapy
affecting the germline could correct pathologic alter-
ations in all of the children of a couple and in all their
descendants.

It is important not to confound the cell and the
organism. For example, it would be possible to prevent
the aging of certain cells by intervening in the key
genes coding telomerase, thereby treating certain dis-
eases and lengthening the average life span, but we
would not have discovered the key to aging and to
longevity. The human organism is a unique and
extremely complex whole. Genetics should make it
possible to understand the phenomena of aging better
and to delay them selectively or to accelerate them (e.g.
to hasten the death of cancerous cells). These gains
would result in increased life expectancy, comparable
to that which is obtained by successively replacing the
defective parts of an automobile, but we would still
not be able to extend the biologic limits of the life span.

Bioengineering holds out the prospect of discover-
ing and using genes to guarantee a better use of actual
vital potential and to increase longevity. Protection
against the formation of atherosclerotic plaque, the

obstruction that blocks blood flow, is carried out by a
genetically controlled element regulating blood levels
of a coagulation agent called factor VII. The action of
this protective element can go so far as to reduce the
risk of cardiovascular disease by a factor of 15. The
lower incidence of cardiovascular diseases in Italy rel-
ative to the countries of Northern Europe may result
from the higher allelic frequency of synthesis of this
protective element (20% in Italy). Epidemiologic
studies have already shown that a reduction in blood
levels of factor VII obtained by the administration of
low doses of an anticoagulant similarly diminishes the
risk of cardiovascular incident. We now understand
the basic genetic structures, and we can foresee, at least
in theory, the recourse to genetic engineering to insert
protective alleles in the genetic makeup of individuals.

In April 2000, the theory of telomeres was unex-
pectedly relaunched by an article in Science on the
results of a new cloning method applied to six calves.
Among the first animals cloned, such as the famous
sheep Dolly, starting at a young age, cells in the clones
were the same age as the donor cells (Shiels et al., 1999).
Their telomeres were short, and they benefited from
fewer replications than normal for an individual of the
same age.2 This posed a problem of a metaphysical
nature: “Are her cells older than she is?” (Vogel, 2000).
With the cloning of six calves from the nucleus of an
adult cow, the results were contrary to all expectations.
These calves had telomeres that were not only longer
than the donor’s, but also longer than those of ordi-
nary bovines of the same age and even longer, in some
cases, than those of calves at birth (Lanza et al., 2000).
The cause is unknown (possibilities include random
variations, different species, different types of cells,
and different methods of nuclear transfer), but the
researchers involved spoke of cellular rejuvenation: In
these clones, cells divided an average of 93 times,
whereas in a normal fetus, they divide an average of
61 times. In the journal’s editorial, Gretchen Vogel
(2000) cites Robert Lanza’s remark underlining the
importance of the discovery: “If this increased life-
span extends to the whole animal, there is a real pos-
sibility that cloned animals might live as much as 50%
longer than their normal counterparts, up to 180 to 200
years in the case of humans.”3
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nuclear-transfer animals has confirmed that they are healthy and
typical for sheep of their breeds, despite having a shorter mean TRF
(terminal restriction fragment) length.”

3 The authors add (p. 665): “Here we investigate whether the
production of live offspring is possible by nuclear transfer of late-
passage somatic cells and whether the epigenic changes seen in the
donor cells, such as telomere shortening and loss of replicative life-
span, are reflected in the resultant organism.”



Moving from animals to humans, the possibility of
regenerating telomeres and “rejuvenating” cells is
important not for cloning new individuals, which is
ethically forbidden, but for replacing diseased or aged
cells and organs with young and healthy cells. These
results make it possible to imagine creating a clone that
in 6 or 7 days would become a cluster of multifunc-
tional cells at a relatively early stage of life, able to
develop into any organ or tissue—from the brain to the
heart—after transplantation into the failing organ of a
sick person. Three methods of forming such omnipo-
tent cells are known, starting from the union of a
woman’s ovum and a human cell, the union of an
animal ovum and a human cell, or human cells that
have not yet specialized.

The first technique, known as human-human, con-
sists of emptying an ovum of its nucleus and replac-
ing it with the nucleus of an adult cell. Even if the
objective is only to form a pre-embryo (in medicine,
the word embryo is used only after 14 days of gesta-
tion) to use cells that have been alive several days for
exclusively therapeutic goals, many fear that the next
step will be to create a human clone; more radically,
this ensemble of still-undifferentiated cells is already
seen as an individual. This situation invokes universal
law and the laws of numerous countries that forbid the
deliberate creation and destruction of a human being
for the benefit of another. With the second method,
called human-animal, for which it is an animal ovum
whose nucleus is withdrawn and replaced with the
nucleus of an adult human cell, the resulting cells
adapt too slowly in the diseased human organism. The
third path takes progenitor cells called stem cells from
adult tissues (in this case, from the blood) and trans-
forms them into mature cells that can be repro-
grammed according to the patient’s needs. This
method is more complex than the first two, but it
seems to many to be the only method that can reason-
ably be applied.

The laws in many countries have been overtaken by
the rapid evolution of techniques for which we now
lack clear and coherent norms. Even the sentence “The
creation of human embryos for research purposes is
prohibited” (article 18, paragraph 2) in the European
Bioethics Convention of 1996 can be interpreted in dif-
ferent ways. For some, it forbids all use of pre-
embryos, even for medical purposes, whereas for
others, it forbids only the formation of embryos or
individuals through cloning. Future scientific and
medical results depend on the outcome of this politi-
cal debate and the more precise guidelines on human
cloning that will be provided by ethics committees.

Developments in computing have opened new hori-
zons for personal biodemographic research, allowing

applications that have until now been inconceivable.
Reconstitutions of individual histories can be extended
to large populations and, most importantly, enriched
by automatic linkages with different cause-of-death
databases from hospital, clinical, and pharmaceutical
data. Demographic history, genealogic history, and
medical history can be brought together to identify
people at risk. In the United States and in Canada
(Bouchard et al., 1991), linking millions of data on the
populations of entire regions has made it possible to
identify people at risk and have them tested for genetic
predispositions to cardiac diseases, depression, osteo-
porosis, obesity, asthma, and different types of cancer.
This is an example of mass testing that may become
current practice in the near future. Thanks to now-
classic statistical techniques, it should soon be possible
to measure the heredity of biologic and genetic factors
of other characteristics that we do not yet know with
precision, such as the length of life.
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The International Council for the French Language
proposed the following definition for the term environ-
ment: “the group of physical, chemical, and biologic ele-
ments and the social elements liable, at a given time, to
have a direct or indirect, immediate or long-term effect
on living beings and on human activities” (Aguesse,
1971). In the broadest sense, the environment combines
three elements: a socioeconomic component, a psy-
chosocial component, and an ecologic component. The
first governs human activities aimed at the production,
distribution, and consumption of goods and wealth.
The second influences attitudes and individual behav-
ior in various areas such as diet and addiction (e.g.,
tobacco, alcohol, drugs). The ecologic component refers,
among other things, to the physicochemical qualities of
the environment surrounding people’s homes. From all
the evidence, exogenous deaths are caused by the envi-
ronmental characteristics of a population.

Neither the influence of the three environmental
components on mortality nor a fortiori their interac-
tions are studied in this chapter. The discussion is
limited to an inventory of the physical, chemical, and
biologic elements that are causes of avoidable deaths.
The influences of the social component and lifestyles
on exogenous mortality are studied in other chapters,
notably Chapter 51. Every year, earthquakes, volcanic
eruptions, hurricanes, avalanches, and landslides
cause many premature deaths on a global scale. The
impact on exogenous mortality of these natural disas-
ters associated with structural elements of the envi-
ronment is not considered in this chapter.

The influence of the environment’s harmful physic-
ochemical elements on mortality can be quantified by
estimating the absolute number of premature deaths
or the reduction in life expectancy attributable to these
risk factors, or both. An impact study of this kind
would also define the contribution of the elements in
question to exogenous mortality. For that purpose, we
need reliable data concerning the scale of the risks and
the size of the populations exposed to the risk factors
under consideration. This fundamental information is
lacking for most of the risk factors discussed in this
chapter, and projecting any kind of estimate using our
current information is unrealistic.

The qualitative study of causes of exogenous deaths
associated with the physicochemical factors of the
environment also poses methodologic problems. In
this chapter, we establish that mortality increases par-
ticularly in cases of severe environmental pollution.
Excess mortality generally occurs in the most vulner-
able population groups: young children, the elderly,
and fragile people (e.g., invalids). In a population
exposed on a single occasion or over a prolonged
period to harmful environmental factors, we observe a
sequence of biologic effects of different types, ordered
according to the increasing gravity of the effects. At the
beginning of the process, we find signs of biochemical
changes measurable at cellular levels among a large
number of people. The significance of these early
effects is sometimes difficult to establish. The
reversible symptoms, such as coughs, that are observ-
able in the population at a lower frequency follow in

C H A P T E R  

50

The Environmental Factors 
of Mortality

FRANCIS SARTOR
Institut Scientifique de la Sante Publique, Brussels, Belgium

129DEMOGRAPHY: ANALYSIS AND SYNTHESIS
Copyright © 2006, Elsevier Inc. 

All rights of reproduction in any form reserved.



this hierarchy. The established cases of illnesses that do
or do not necessitate hospitalization, define the next
terms of the sequence, and they concern an even
smaller number of persons. Death constitutes the final
effect of the process. The frequency of each of these
effects in the population is therefore assumed to vary
in inverse relation to their seriousness. In some condi-
tions of exposure, only morbidity may be affected
without any immediate effects on mortality. However,
even a temporary increase in morbidity can be the
source of a decrease in life expectancy.

Establishing the link between an environmental
factor and such a diluted and delayed excess mortal-
ity proves to be a very difficult task within the frame-
work of classic demographic methods. Moreover, the
causes of death do not clearly reflect the initial causes
of illness, especially when the period of latency is very
long, as is the case for cancer. To analyze the causes of
such illnesses, it is necessary to have individual data,
whereas demographers generally use aggregate data.
The link between air pollution and lung cancer, for
instance, can be studied by examining the evolution of
the mortality rates of lung cancer in several towns
according to risk indicators such as the degree of
urbanization and industrialization of those towns.
Some sources of systematic error inherent in such an
approach cannot be avoided, even if the populations
studied are comparable from the point of view of
smoking frequencies. The influence of individual risk
factors, such as duration of residence, exposure to car-
cinogenic elements in the work environment, mobility,
and characteristics of the housing, are not easy to
assess using aggregate data. Analytic epidemiologic
studies using individual data collected during case-
control or cohort surveys can better assimilate con-
founding elements. From a methodologic point of
view, the difference between analytic epidemiologic
studies and demographic studies is that the former
rely on population samples, whereas the latter 
usually study entire populations. Theoretically, it
would be possible to carry out demographic studies
using individual data as long as it is possible to match
information contained in different data sets, such as
national registers, cancer registers, and computerized
social security records. Nevertheless, this approach
remains problematic in many countries because of
issues such as data confidentiality and the protection
of privacy. In many public health problems related 
to physicochemical environmental elements, the 
possibility of a reduction in life expectancy with an
increase in morbidity cannot be excluded. It is for this
reason that the influence of environmental pollution
on mortality is in many cases examined by means of
morbidity.

The structure of the chapter is based on the essen-
tial ecologic components: the physical, chemical, and
biologic elements. This may be questionable, particu-
larly because these elements usually do not act inde-
pendently. Moreover, the distinction between physical
elements and chemical elements is not always clear;
radon which will be considered as a physical factor
and a chemical factor, is an example of this lack of dis-
tinction, which can be confusing. As a product affili-
ated to uranium and radium, radon can be classified
as a physical agent with radioactive properties, but
when it is found in the air in a dwelling, it can be con-
sidered a chemical pollutant of a gaseous state emit-
ting radioactive particles. Other subdivisions could
have been used to write this chapter.

The chapter title suggests that we could first study
the influence of the natural environment on human
health, followed by the effects of human-induced envi-
ronmental changes on morbidity and mortality. This
method is not necessarily the most interesting, and
even though it helps to fill certain gaps inherent in the
approach used in this chapter, it can cause other prob-
lems. In the first place, we stumble over the difficult
problem of defining the meaning of natural environ-
ment. Then there is the inevitable overlap due to the
interaction of elements. In what context should the
problem of excess mortality be treated when it is due
to heat waves if the temperature is considered as a
factor of the natural environment and air pollution
from ozone caused by traffic is responsible for the high
temperatures and exacerbate the effect of the same
temperature on health? In health problems linked to
the environment, there will always be a conjunction 
or an interaction between various elements of the 
ecologic component to which socioeconomic and 
psychosocial influences must be added. The main
characteristic of health problems linked to the envi-
ronment is the contribution of complex phenomena of
different types. A global vision of these phenomena is
therefore necessary to evaluate the scale of these prob-
lems and to measure the impact of each of the various
risk factors. The principal objective of studying envi-
ronment and health relationships is to identify these
risk factors, not to make a systematic classification of
the nature of these elements.

I. PHYSICAL FACTORS

1. Climatic Conditions

The extent of daily deaths from all causes varies
according to outside temperature according to a V- or
U-shaped curve (Kunst et al., 1993; Kilbourne, 1990).
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The optimal temperature, also called the comfortable tem-
perature, at which the risk of death is minimal depends
on geographic location. For daily deaths from all
causes recorded in St. Louis, Missouri (Kilbourne,
1990), the optimal temperature is about 25°C, whereas
it is 17°C according to mortality data collected in the
Netherlands (Kunst et al., 1993). This difference sug-
gests the existence of a phenomenon called acclimati-
zation. The same phenomena, the U-shaped curve and
geographic variations of optimal temperatures, have
also been observed to affect cardiovascular and 
cerebrovascular diseases (Pan et al., 1995; Rogot and
Padgett, 1976). Cardiovascular and cerebrovascular
excess mortality in extreme temperatures can be
explained by the phenomenon of the body’s adapta-
tion to cold and heat. Cold and heat trigger different
mechanisms that increase blood pressure, heart rate,
and the blood’s ability to clot. The number of deaths
caused by respiratory diseases increases during the
winter months, and this constitutes a second factor
that contributes to excess mortality from all causes 
at low temperatures. In the latter case, it is the reduc-
tion of the body’s resistance to microbiologic elements
and the increase in contagiousness due to a greater
propensity for confinement, which increases the risk of
death.

Death by hyperthermia (i.e., death due to increased
body temperature after severe dehydration) is the
second cause of death during heat waves, after deaths
caused by cardiovascular and cerebrovascular dis-
eases. Death by hyperthermia generally affects iso-
lated people and invalids who cannot feed or take care
of themselves (although air conditioning is a factor
that protects from hyperthermia). Death by hyper-
thermia can also be the result of negligence (e.g., chil-
dren abandoned in a car). The share of excess mortality
attributable to hyperthermia nevertheless varies 
considerably according to each heat wave and does 
not seem to exceed 50% of total excess mortality 
(Kilbourne, 1990). Daily mortality appears to be influ-
enced by other meteorologic factors, such as wind
direction, humidity, rainfall, and snow (Kunst et al.,
1993; Rogot and Padgett, 1976). Contrary to common
belief, an increase in humidity during heat waves may
be a protective factor in temperate regions (Kunst et al.,
1993). Studies of the effect of global warming on mor-
tality suggest a possible decrease in cardiovascular
deaths during the winter among the elderly living in
areas with moderate winter weather.

Deaths from skin cancer in the United States and
Canada, an indirect method of measuring exposure to
solar radiation, vary inversely with latitude; an
increase of 10% in the annual intensity of irradiation
by ultraviolet rays could therefore be linked to an

excess mortality from skin cancers of 4% at 50° and 9%
at 30° latitude (IARC, 1992; Elwood et al., 1974). Mor-
tality data recorded in Australia and New Zealand for
European immigrants, numerous studies relating to
geographic variation of mortality, and incidences of
these illnesses, as well as experimental data from
animals conducted at the International Agency 
for Research on Cancer (IARC), have concluded that
solar radiation is carcinogenic for humans (IARC,
1992). Between 65% and 80% of melanoma cases 
can be attributed to overexposure to sunlight 
(Rivers, 1996; Koh, 1995). The incidences of skin cancer
and certain other ocular diseases such as cataracts 
may increase during the decades to come because of
more intense irradiation of the earth; part of the 
ultraviolet rays are absorbed by the stratospheric
ozone layer, whose depth is diminishing (Armstrong,
1994).

The degree of humidity and the temperature are the
principal factors governing the proliferation of micro-
scopic fungi (i.e., mold) likely to produce natural
toxins, called mycotoxins, on certain foodstuff. One of
these, aflatoxin B1 can contaminate corn, wheat, barley,
oats, rye, rice, sorghum, groundnuts (i.e., peanuts),
and cotton plant seeds. Several studies, carried out
mainly in Africa, have showed an increase of primary
cancer of the liver in humans in accordance with the
level of food contaminated by aflatoxin B1 (WHO,
1980).

Desertification is the main cause of famines, which
contribute greatly to mortality. The Sahel is a zone 300
to 500km wide that borders on the south of the Sahara
and forms the transition between the desert and the
tropical forest on the west coast of Africa. In this semi-
arid zone, the soil needs to be humid during 2 months
of the year for seeds to germinate and for roots to form.
Otherwise, the entire harvest is delayed until a more
favorable period. In the Sahel, rainfall has been
decreasing for more than a century, with periods of
extreme drought occurring, notably between 1915 and
1918 and between 1968 and 1972. The decrease in rain-
fall partly explains the encroachment of the desert by
100km observed between 1900 and 1975 in the Sudan
(Holdgate et al., 1982). In recent decades, overgrazing
and the increase of agricultural land through defor-
estation have favored soil erosion and increased deser-
tification. Certain regions in Australia, Brazil, Iran,
Pakistan, Afghanistan, the Middle East, Northern
Africa, and Libya are also affected by this phenome-
non. In 1982, it was estimated that the food supply of
80 million people living in the regions recently affected
by desert encroachment was insufficient as a result of
the decline in agricultural production (Holdgate et al.,
1982).
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2. Radioactivity

Uranium and radium are two radioactive elements
that naturally occur in soil, rocks, and water. Through
their disintegration, the inert gas radon is formed,
which is itself radioactive and has a life span of 4 days.
Radon emits a particles, which are responsible for its
carcinogenic action. In the 16th century, Agricola, in his
book De Re Metallica, stated that exposure to radon was
one of the causes of lung cancer among miners in
central Europe. Between 1970 and 1980 in many coun-
tries, air pollution from radon inside dwellings was the
main source of exposure to ionizing radiation; 
the radon was generated by radium in the soil and the
rocks of the land on which the dwellings were built, or
it came from the radium in some of the building mate-
rials, such as plaster. The extrapolations obtained from
the risks observed in miners exposed to radon suggest
that between 11% and 13% of all deaths from lung
cancer each year of people living in single-family
dwellings in the United States can be attributed to
radon exposure (Lubin, 1994). A case-control study
carried out in Sweden has confirmed that this radioac-
tive element is an important risk factor for lung cancer
(Pershagen et al., 1994). The results of this survey were
not, however, corroborated by an independent study
carried out at the same time in Canada (Látourneau et
al., 1994). A definitive response to this important public
health problem is expected in the coming years as at
least 19 case-control studies on the effects of radon
have been undertaken in recent years (Lubin, 1994). A
preliminary meta-analysis carried out on eight case-
control studies suggest that the risk of lung cancer
increases by 14% for levels of radioactivity usually
found in a significant number of dwellings. About 6%,
28%, and up to 40%, respectively, of dwellings in the
United States, Stockholm, and in some regions of
Finland are affected by this problem (Lubin and Boice,
1997).

Pollution of the environment by radioactive sub-
stances around nuclear power plants and factories can
also be a risk factor for ill health. In England, geo-
graphic analysis of mortality statistics revealed abnor-
mally high incidences of leukemia in children living in
a village near the Sellafield nuclear power plant, which
from 1952 had been producing plutonium and pro-
cessing radioactive waste from nuclear power plants
all over the country (Gardner and Winter, 1984). A pos-
sible relationship between radioactive pollution of the
environment and leukemia was then confirmed by the
results of a study of two cohorts of children (Gardner
et al., 1987a, 1987b). A case-control survey later sug-
gested that the appearance of leukemia in these chil-
dren resulted from their fathers’ exposure to ionizing

radiation in the workplace before conception (Gardner
et al., 1990). The increase in cases of leukemia in the
areas surrounding nuclear plants continues to be prob-
lematic, because several studies carried out in France
and the United States have not been able to reproduce
the association observed in England (Gardner, 1992;
Hill and Laplanche, 1990; Viel and Richardson, 1990).

Serious nuclear accidents can have disastrous con-
sequences for the environment, as the example of
Chernobyl shows. One of the plant’s reactors exploded
on April 25, 1986, and it caused a fire that lasted for 10
days. This accident caused serious soil pollution in the
area around the plant by the fallout of nonvolatile
radioactive elements such as strontium and pluto-
nium. The air, greatly polluted by the radioactive iso-
topes of iodine and cesium and aided by the wind,
contaminated the soil of most European countries. In
the Netherlands, for example, the activity of cesium
137 in milk was 10 times higher in 1986 and 1987 than
it was between 1980 and 1985 (WHO, 1995). Iodine 131
was only detected temporarily in the air because of its
short life span. The immediate and long-term conse-
quences of this catastrophe on morbidity and mortal-
ity are not precisely known. The size of the population
still irradiated by weak doses varies according to esti-
mates between 8 and 17.5 million people living mainly
in the Ukraine, Byelorussia, and Russia (Ginzburg and
Reis, 1991). A million people probably received a
higher dose of radiation: the 135,000 people living
within a 30-kilometer radius of the plant and 
evacuated the day after the catastrophe; the 100,000
people evacuated in the year after the fire; the 
10,000 people still living in radioactive zones; and the
400,000 people and an unknown number of military
personnel who participated in the clearing operations
without any protection against ionizing radiation.

The initial explosion caused the death of 2 workers,
whereas the deaths due to irradiation and burns of 30
firemen and workers participating in the clearing oper-
ations were recorded in the 3 months after the fire. In
1990, the number of deaths directly attributed to irra-
diation was put at 250 (WHO, 1995; Ginzburg and
Reis, 1991). According to experts from the U.S. Depart-
ment of Energy, the radioactive contamination of the
planet caused by this accident is likely to result in
28,000 new cases of cancer (Ginzburg and Reis, 1991).
A sharp increase in the cases of thyroid cancer in
Ukrainian and Byelorussian children was observed in
the 5 years after the passing of the radioactive cloud
over these two regions and has been attributed to the
presence of radioactive iodine in the cloud (Weinberg
et al., 1995; WHO, 1995). This increase may neverthe-
less be artificial as a result of the improvement in the
recording of epidemiologic data after the accident.
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This argument appears to be corroborated by the neg-
ative results obtained during the clinical and radio-
logic examination of the thyroids of the people living
in villages at distances of 30 to 300km from Chernobyl
that were carried out in 1990 (Mettler et al., 1992). Sig-
nificant variations in the incidences of congenital mal-
formations and leukemia in children have not been
recorded in most European countries where radioac-
tive fallout was observed. The immediate public health
problem seemed to be the psychological consequences
of the evacuation of populations; the number of vol-
untary abortions also increased in certain European
countries after the disaster. According to the World
Health Organization (WHO, 1995), it will probably not
be possible to evaluate the long-term impact of this
accident on morbidity and mortality.

II. CHEMICAL FACTORS

1. Soil Quality

Most elements of the stratosphere interact in the
soil; water, air, climatic and geologic elements, and
living organisms participate in the elaboration of the
soil. Vegetable species that develop in soil transform
solar energy into living matter using chlorophyllous
photosynthesis. The physicochemical composition of
these vegetable species, the first link in the earth’s 
food chain, is influenced by the nature of soils. Water
infiltration in soils also affects their physicochemical
qualities.

In certain cases, soil type can be the primary cause
of a disease. Humans and animals need certain food
components to stay in good health. These components
are indispensable to the functioning of the organism
and are referred to as essential. Among these essential
components are several amino acids, some fatty acids,
vitamins, and 14 minerals, also called trace elements.
The minerals include iron, iodine, fluoride, copper,
manganese, zinc, cobalt, molybdenum, selenium,
chromium, nickel, tin vanadium, and silicon. To meet
the organism’s needs, the daily dose of each of these
elements should be well defined, because an insuffi-
cient dose is a cause of deficiency diseases and an over-
dose can transform these essential elements into toxic 
substances.

The variations of geochemical conditions and an
unequal distribution of these trace elements all over
the world are responsible for large differences in the
doses of essential elements found in the human diet.
The health consequences of an insufficient supply of
these elements, which is directly linked to soil type, are
well known for at least three trace elements: selenium,

fluoride, and copper. In the Kesham region of China,
an endemic cardiomyopathy that particularly affects
children has existed since the beginning of the 20th
century. It was discovered that this disease, which has
a lethality rate of about 50%, is caused by a deficiency
of selenium in the diet, which is a result of the extreme
penury of this metal in the soil. Excess selenium 
also has deleterious effects. Toxic effects have been
recorded in workers exposed to aerosols containing
selenium in its elementary state and in people having
eaten foods rich in selenium (WHO, 1987b; Högberg
and Alexander, 1986). Fluoride is well known for its
capacity to prevent carries and tooth decay. In some
tropical and subtropical regions, where the water and
the soil are rich in fluoride, there are zones where
skeletal fluorosis, caused by excessive doses of fluo-
ride, is endemic (WHO, 1985). This bone disease is also
a serious problem in certain areas of several develop-
ing countries, where it causes serious disability in 
a substantial proportion of the population. Iodine 
is a component of thyroid hormones, and the iodine
content of food varies according to the composition of
the soil from which it is derived. Severe iodine defi-
ciency causes simple goiter, cretinism, a decrease in
fertility, and an increase in perinatal and infant mor-
tality (Delange, 1994). In Europe, it is estimated that
between 50 and 100 million people living mainly in
mountainous regions are affected by this deficiency.
Iodism indicates poisoning due to a prolonged absorp-
tion of iodized medicines; environmental factors do
not seem to play a decisive role in the cause of this
disease.

Soils are also contaminated by various chemical
substances that are not essential components for living
organisms. Some pollutants can last for several years,
even several centuries, and will slowly be accumulated
in the earth’s food chain. This bioaccumulation can
become a health threat by increasing the risk of dis-
eases such as cancer. The substances in question are
pesticides, organic components such as PCBs and
dioxins, some inorganic components such as nitrates,
and some heavy metals such as cadmium. For most of
the population, these substances are absorbed through
ingestion of food and water. Nevertheless, inhaling
these substances can be a supplementary source of risk
for certain categories of people; the air in some rural
zones can contain measurable quantities of pesticides
as a result of spraying and as a consequence of 
the evaporation of the pesticides deposited in water,
vegetation, and the soil. Only one association of a
causal nature has been established: between exposure
to arsenic-based pesticides and pulmonary cancers
(WHO, 1995). PCBs belong to a complex group of aro-
matic chlorinated hydrocarbons, which have a number

Chapter 50/Environmental Factors of Mortality 133



of uses as thermal transfer fluids, organic dilutants,
plasticizers, lubricating inks, flame retarders for fire-
proofing, paint additives, liquid plugs, immersion oils,
dielectric adhesives, and fluids for condensers and
transformers. PCBs are concentrated in the fat of
marine and land animals because of their high solu-
bility in lipids. The possibility of an increased risk of
liver cancer associated to exposure to PCBs has been
evoked in workers exposed by their occupation and in
populations accidentally exposed to PCBs. In contrast
to PCBs, dioxins have never been synthesized for any
use. They are by-products that appear during the syn-
thesis of other chemical substances (i.e., PCBs, chlori-
nated phenol and their by-products, and especially
herbicides). Dioxins do not exist naturally but are
present everywhere in the environment. A small
increase in the risk of some cancers has been recorded
among workers exposed to dioxins. Nevertheless, it is
estimated that there is hardly a measurable risk
incurred by the general population as they are exposed
to quantities of dioxin of between two and three times
lower than doses absorbed by workers exposed by
their occupation.

Nitrates and nitrites are groupings of atoms that are
part of the nitrogen cycle, and they exist naturally.
Their accumulation in the environment, particularly in
the soil, is the result of massive uses of nitrogenous fer-
tilizer in agriculture, the increase in quantities of
nitrogenous waste originating from the production of
cattle and poultry, and from the treatment of urban
waste. Vegetables are usually the main source of
nitrates. The concern associated to this type of soil pol-
lution comes from the fact that nitrates and nitrites can
form nitrosamines in the presence of amines. The for-
mation of these derivatives can take place in the diges-
tive tract or in the environment. Most nitrosamines
have proved to be carcinogenic in animals. Moreover,
studies have shown that the geographic distribution of
deaths from gastric cancer is linked to the presence 
of nitrates. Because they are based on the analysis of
aggregate data without excluding the influence 
of confounding factors, the relation of cause and effect
remains controversial.

The toxic effects caused by the absorption of large
doses of cadmium through the food chain are an
example of the possible repercussions of soil pollution
by heavy metals on human health. In Japan at the end
of the Second World War, certain bone diseases were
more common among people living in several villages
in the Jinzu river basin (Toyama region). This disease
is characterized by intense pain in the bones, from
which was derived the name Itai-Itai (i.e., ouch-ouch
in Japanese). The pain was the result of a weakening
of the bones, which was likely to cause multiple, spon-

taneous fractures in the most serious cases (Kjellström,
1986). The kidney function of most of those affected
with the disease was also damaged. This disease
affected mostly multiparous menopausal women.
According to an epidemiologic survey carried out in
1967, the prevalence of the Itai-Itai disease was approx-
imately 7% in a total population of 6700 residents older
than 30 years who lived in the Jinzu basin zone.
Approximately 100 deaths were attributed to this
disease. Organs of the autopsied patients contained
very high quantities of cadmium, lead, and zinc. 
The cadmium content of rice cultivated in the region
was also very high. The cause of Itai-Itai disease was
the major pollution of soil and water from waste 
produced in a zinc and lead mine upstream from the
villages where the cases of this disease had been
recorded.

2. Water Quality

The expansion of industrial activities and certain
modern agricultural practices, such as heavy use of
fertilizers and pesticides, have in the last few decades
modified the quality of water as much in rivers,
natural lakes, and dams (i.e., surface water) as in
superficial or deep aquifer layers (i.e., underground
water). The level and complexity of this universal
problem was exposed in a WHO publication that rec-
ommended a guideline value (WHO, 1996).1

Noncarcinogenic pollutants present in small 
quantities in drinking water accumulate slowly in the
targeted organs of the body. For example, lead accu-
mulates in the bones, and cadmium accumulates in the
kidneys and the liver. In this way, very small doses can
cause minor biochemical modifications, which can be
measured with the help of specific biologic tracers.
Enzymatic inactivity has been observed for small envi-
ronmental exposures to lead, but the physiologic-
pathologic significance of these effects is still not
clearly established. When there is an increase in the
dose absorbed, preliminary symptoms (sometimes
unspecific) are observed, such as neuropsychological
disorders or mild anemia in the case of exposure to
lead in the surroundings, followed by chronic poison-
ing for which the prognosis is not necessarily fatal. It
is therefore improbable that trace amounts of noncar-
cinogenic pollutants account for a substantial differ-
ence in the risk of deaths from all causes or from
specific pathologies in the general population, pro-
vided the intensity of the exposure does not reach
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exceptional levels and that the exposed population is
not large.

The quality of diagnosis and medical data recorded
in the medical certificate can also be an important
factor in the observation of this type of problem, as the
following example shows. Using biologic tracers, an
overload of lead was found in 40% of the inhabitants
of a well-defined region in the east of Belgium, where
the drinking water was severely contaminated by lead
piping (Sartor and Rondia, 1980 and 1981; Sartor et al.,
1981). This situation had existed since the beginning of
the 20th century, and the volume of the overload sug-
gested that numerous cases of lead poisoning, also
known as saturnism in the medical literature, must
have occurred in the region. An excess mortality from
renal diseases was not excluded. A survey that would
enable the registration of cases of saturnism could not
be carried out because of a confidentiality issue with
the medical records and the polymorphism of the
symptoms of poisoning which could affect the exacti-
tude of the medical diagnosis and possibly the cause
of death. The number of deaths from all causes was not
higher than in other bordering regions after several
confounding factors were taken into account (Sartor,
1979). Infant mortality in particular did not seem to be
affected, even though this is the group most vulnera-
ble to the effects of lead. Only male cerebrovascular
mortality appeared to increase (Sartor and Rondia,
1983). It was in 1987, after an autopsy, that the first fatal
case of lead poisoning of a young child living in this
region was reported; the child had initially been hos-
pitalized for acute encephalopathy attributed to
another cause (Heinrich et al., 1987).

It is sometimes possible to observe an increase in the
cases of a disease specifically caused by a pollutant
without the mortality related to that disease being
affected. In a region in the center of Slovakia that 
had major pollution of water, air, and soil by arsenic,
the incidence of skin cancer, with the exception of
melanoma, was twice as high as in other Slovak
regions between 1975 and 1984 (Plesko, 1989). Because
of the low lethality of this type of cancer, there was no
geographic variation in the mortality rates for skin
cancer. In effect, in situations such as this, the number
of deaths attributed to a particular disease is inde-
pendent of the number of cases of the disease. The site
of the tumor provoked by the ingestion of arsenic is
relatively specific to this pollutant, but this is not the
case for other carcinogenic substances in the environ-
ment. The potential confounding factors must first be
taken into consideration, followed by the dose to
which the population has been exposed and the 
relatively long period of latency that separates the
beginning of the process of carcinogenicity and 

the tumorous propagation. From all evidence, death
certificates, which provide the classic data used to
study mortality, do not provide information that is
precise enough on this subject. It is therefore difficult
to univocally establish possible links between the level
of environmental pollution and certain long term
effects such as cancer based on mortality studies of the
general population.

Moreover, the ecologic nature of mortality analyses
(i.e., use of aggregate data) can be a source of prema-
ture causal interpretations. In the 1970s, the results 
of about 50 ecologic surveys carried out in various
countries suggested that the extent of cardiovascular
mortality was inversely correlated to the level of 
mineralization in drinking water (Neri et al., 1974).
Two major hypotheses have been proposed to explain
this association: the protective role of calcium, magne-
sium, or lithium, which are more abundant in water
with high mineral content, and the toxicity of elements
present in water pipes, such as lead and cadmium,
which are often more abundant in water low in min-
erals. Because surveys based on individual observa-
tions have proved to be more convincing than ecologic
surveys in showing a cause-effect link, a longitudinal
study and two case-control studies were undertaken.
The results of these three surveys, based on individual
data, invalidated the link observed in the ecologic
studies (Comstock, 1988).

In Japan, a major pollution of water by mercury
salts proved to be an indisputable cause of avoidable
death. From 1953 to 1956, numerous cases of poison-
ing occurred in a fishing community on the bay of
Minamata. The cause was attributed to the consump-
tion of fish contaminated by methyl mercury formed
by liquid waste from a factory producing vinyl chlo-
ride. In 1985, 2758 cases of the Minamata disease were
recorded, 656 (25%) of which were fatal. Deaths from
all causes, from liver cancer, and from liver and kidney
diseases in the exposed population (50,000 inhabi-
tants) for both sexes were found to be higher than
those recorded in the two neighboring sample regions
(Tamashiro et al., 1985 ; Tamashiro et al., 1987).

Pollution of underground water by nitrates as a
result of massive use of fertilizer is another example of
an environmental factor liable to provoke avoidable
morbidity and possibly avoidable mortality. The quan-
tity of nitrates, particularly in artesian well water, can
easily exceed the guideline value recommended by the
WHO (WHO, 1996). Ingestion of large quantities of
nitrates, especially by infants, can be the source of a
sometimes-lethal asphyxia called methemoglobine-
mia, which is caused by a denaturation of hemoglobin.
In the United States, 278 cases of methemoglobinemia
attributable to the pollution of drinking water, of
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which 39 were fatal, were recorded between 1945 and
1950 (Walton, 1951). Because reporting of this disease
was not obligatory and the declarants were volunteers,
the incidence of this disease was obviously underesti-
mated. In Hungary at the beginning of the 1970s, 200
to 300 cases of methemoglobinemia were reported
annually in zones with low-quality drinking water
(Rudnai, 1992). At the end of the 1980s, only about 30
cases were recorded as a result of the preventive meas-
ures that had been put in place. Nomadic populations
seem to be those most at risk for this condition;
between 1987 and 1992, the Slovakian authorities
recorded 129 nonfatal cases of methemoglobinemia,
most of which had occurred in Gipsy camps using
unregulated wells. As with most health problems
linked to environmental factors, the effect of water pol-
lution by nitrates on morbidity and mortality is diffi-
cult to quantify as a result of the varying reliability of
the collected data (e.g., methods of recording and
declaring cases of illness or deaths, rate of coverage of
the exposed population, accuracy of diagnosis).

3. Air Quality

Certain meteorologic conditions can constitute an
environmental factor capable of causing a disastrous
incidence of air pollution. Thick fog associated with an
increase in temperature with altitude (i.e., an inversion
of the thermic gradient), lack of wind, and tempera-
tures slightly below 0°C prevent the dispersal of
atmospheric pollutants and promote their accumula-
tion in the surrounding air. Atmospheric conditions
such as these were behind three serious occurrences of
air pollution during which an increase in mortality
was observed. The first incident, reported by Batta and
colleagues (1933), occurred in December 1930, in the
industrial zone of the Meuse Valley in Belgium, where
27 different types of factories (e.g., coking plants, steel-
works, zinc industry, production of sulfuric and phos-
phoric acid, glassworks, crystal manufacturers) were
located over a distance of 30km. The quantity of sulfur
dioxide and sulfuric acid in the surrounding air, 
estimated using simple dispersion models, seemed 
to have been between several multiples of 10 and 
1000mg/m3 of air. The crude death rate observed in
this region during this period of pollution was at least
10 times higher than the expected rate, and pulmonary
necrosis was discovered during autopsies carried out
on persons in good health who died suddenly during
this episode.

Historically, this was also the first study that sug-
gested that air pollution is an environmental factor
liable to increase the risk of death. In 1948, a similar
incident occurred in Donora, a small industrial center

near Pittsburgh, Pennsylvania, during which the mor-
tality rate increased 10-fold (Lipfert, 1994). The third
episode occurred in London in December 1952, and it
was the most documented case for the volume of expo-
sure and for public health indicators (Lipfert, 1994).
Instruments for the continuous measurement of the
quantity of dioxide and sulfur in the breathable parti-
cles in the surrounding air were available at the time.
The average daily quantities of these two pollutants,
commonly found in London during the winter,
amounted to 0.5mg/m3. During the first half of
December 1952, they increased 10-fold to between 4
and 5mg/m3. In the London agglomeration, where the
average number of deaths per fortnight was a little
over 4000 (100,000 per year), more than 8000 deaths
were recorded during the first half of December 1952,
which corresponds to a standardized mortality ratio of
200% for a population of 10 million, whose usual mor-
tality rate was 1%. This phenomenon affected all age
groups, although it was more intense among children
and elderly people (Ministry of Health, 1954). Respi-
ratory and cardiovascular diseases stood out as the
main causes of excess mortality. An increase in the
daily rate of hospitalizations and the requests for
refunding medical services indicated a significant rise
in morbidity during this period. Because burning coal
rich in sulfur in a hearth was a fairly widespread
method of domestic heating at the time, the degree of
pollution of the indoor air was probably comparable
to that of the outdoor air. This supplementary argu-
ment supported the likelihood of a cause-effect rela-
tionship between air pollution and excess mortality.

Various legislative measures have progressively
been put in place in most industrialized countries to
avoid the harmful effects of air pollution. Their aim is
to reduce the sulfur content in fossil fuel used in the
production of electricity and for domestic heating,
improve the conditions of dispersal of pollutants
(increasing the height of chimneys), purify gaseous
emissions, inspect individual boilers, and possibly
cease the production of electricity when critical levels
of air pollution have been exceeded. Producing elec-
tricity from natural gas and nuclear plants and insti-
tuting measures to save energy have significantly
reduced pollution by sulfur dioxide and breathable
particles in most countries in Western Europe and in
North America. The quantity of these two pollutants
in the air of these countries is, on average, 100 times
lower than the quantities recorded in London in 1952.
Several surveys based on ecologic analyses of pro-
longed time series have nevertheless suggested that an
increase in the degree of air pollution by sulfur dioxide
and fine particles (i.e., particles that can be physically
assimilated to spherical particles of a diameter of 
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10mm and that are capable of reaching the pulmonary
cells), at the low levels currently measured, could
provoke a significant increase in deaths from all
causes, particularly from respiratory and cardiovascu-
lar diseases (Katsouyanni et al., 1997; Schwartz, 1991,
1993; Dockery et al., 1992; Schwartz and Dockery, 1992a
and 1992b; Pope et al., 1992). An increase in air pollu-
tion by fine particles of 0.1mg/m3 could therefore be
the cause of a daily excess mortality of between 4% and
16%. Meanwhile, the causal nature of this combination
remains controversial (Sartor, 1998; Gamble, 1998;
Gamble and Lewis, 1996; Moolgavkar and Luebeck,
1996).

From the 1970’s onward, public health problems
linked to air pollution by motor vehicle exhaust fumes
became a source of concern. These gases contain sig-
nificant quantities of toxic agents such as lead, nitro-
gen dioxide, carbon monoxide, and some volatile
organic compounds such as benzene and some hydro-
carbon by-products. It is estimated that one-half of the
nitrogen oxide emissions come from motor vehicle
exhaust fumes (Stanners and Bourdeau, 1995). During
the summer, as a result of strong sunshine, nitrogen
oxide and the volatile organic compounds become pre-
cursors in the formation of tropospheric ozone. The
increase in air pollution from the latter also can be a
cause of excess mortality (Sartor et al., 1995 and 1997;
Touloumi et al., 1997; Moolgavkar et al., 1995; Kinney
and Ozkanyak, 1991).

The fact that the connection between the presence
of certain toxic substances and mortality is generally
difficult to establish has already been emphasized in
this chapter. This is particularly true for carcinogenic
effects caused by the inhalation of substances such as
benzene, aromatic polycyclical hydrocarbons from
motor vehicle traffic, and coal combustion. It has been
known for a long time that mortality from bronchial
cancer is higher in urban or industrial areas than in
rural areas, and an often repeated hypothesis is that
this difference is attributable to the presence of larger
quantities of carcinogenic substances in the air of cities.
At the end of the 1970’s, by extrapolating from mor-
tality data collected from workers exposed to such sub-
stances, it was estimated that the combined effect of all
these carcinogenic pollutants present in the air in cities
could only be translated into the occurrence of five
cases of lung cancer per 100,000 inhabitants per year
(Doll, 1978). Several case-control and longitudinal epi-
demiologic surveys have corroborated this estimate by
showing that the carcinogenic substances in the air
can, independently of other risk factors and in a worst-
case scenario, double the risk of lung cancer in the
general population (Cohen and Pope, 1995; Barbone 
et al., 1995; Engholm et al., 1996).

Serious air pollution can also be caused by a major
chemical accident that generates a massive emission of
a toxic substance into the environment as a result of a
serious technical breakdown. The accidents in Seveso,
Bhopal, and Chernobyl are the three most famous
examples of modern industrial disasters that caused
serious pollution of the environment, particularly of
the air. The dioxin liberated in the region of Seveso on
June 10, 1976, did not have an immediate effect on
mortality and caused an epidemic of chlorinated acne
in children younger than 15 years, which was observed
a few days after the accident (Caramaschi et al., 1981).
A longitudinal study of the exposed population con-
tinues to look for any carcinogenic effects due to this
exposure to dioxin (Bertazzi et al., 1989, 1992, 1993;
Pesatori et al., 1993). The latest data analysis shows an
excess mortality from diseases of the circulatory and
respiratory systems, probably due to a combination of
exposure to dioxin and the psychosocial consequences
of the accident. Deaths from diabetes are also higher,
but a connection to the dioxin exposure remains to be
established. The increase in deaths from gastro-
intestinal cancers and cancers of the lymphatic and
hematopoietic tissues are indisputably attributable to
the exposure to dioxin (Bertazzi et al., 1998).

During the night of December 2, 1984, the air in the
region of Bhopal, India (900,000 inhabitants), was
severely polluted by the volatilization of 27 tons of
methyl isocyanate, which was stocked in the tank of a
chemical factory. Two hundred thousand people were
poisoned by this gas, which is a serious irritant for 
the respiratory, ocular, and cutaneous mucous mem-
branes. The official assessment of this catastrophe, an
underestimate according to some Indian experts, is at
least 2500 immediate deaths (Dhara, 1992). According
to the local authorities, the mortality rate for the
exposed population remained higher than that for a
neighboring population that was not exposed until
1990; the number of deaths attributable to this air 
pollution in the 5 years after the disaster rose to 1100
supplementary deaths, mainly caused by respiratory
complications. At the end of the 1980’s, the prevalence
of respiratory, ocular, and gastrointestinal symptoms
in the exposed population was also much higher than
in a neighboring sample population. The fire in the
Chernobyl nuclear plant, mentioned earlier in this
chapter, further illustrates the cross-border nature of
air pollution. Air can play the role of a vector in trans-
porting harmful substances to regions far from where
the emission occurred.

The quantity of pollutants measured in the outdoor
air, in the specimens taken from outside dwellings, has
been used as an indicator of exposure in most ecologic
surveys showing the effects of air pollution on mor-

Chapter 50/Environmental Factors of Mortality 137



bidity or mortality. However, a large proportion of the
population of industrial countries spends most of their
lives inside work premises and dwellings, where the
air quality is not necessarily the same as that of the
outdoor air. The degree of air pollution from outside
pollutants found inside work premises depends on the
rate of infiltration of the outdoor air, the size of parti-
cles, and the chemical reactivity of the pollutants with
the materials for constructing and furnishing the walls
in the premises. The rate of infiltration can vary 
considerably according to the type and the use of
premises. The finest particles penetrate the interior of
premises more easily and can remain suspended in the
air for a long time (Lipfert, 1994). Sulfur dioxide and
ozone are gases capable of great chemical reactivity,
and they therefore disappear rapidly, whereas carbon
monoxide can remain for a long period because of its
chemical stability.

It is not easy to estimate inside dwellings the degree
of exposure to pollutants present in the outdoor air.
Indoor air can be more polluted by certain substances
than outdoor air. This is the case for carbon monoxide,
nitrogen oxide produced by gas cookers, tobacco
smoke, and household dust (i.e., coal burning residue).
Other substances that pollute indoor air are not nor-
mally present in the outdoor air. These are mainly
organic solvents found in building materials, paint,
aerosols, and cleaning products. Sources of biologic
pollution, such as dust mites, hair from domestic
animals, and allergenic plants, are found inside
dwellings. Thermal insulation and the use of air con-
ditioning are also factors in the problem of air pollu-
tion inside buildings. Even though the agents likely to
pollute indoor air and the levels of pollution that they
can cause are known, the statistics of morbidity and
mortality are only available for certain pollutants, such
as radon (discussed earlier) and carbon monoxide.
Between 1978 and 1988, the number of deaths attrib-
uted to carbon monoxide in the United States (total of
11,500 deaths) represented one-fourth of deaths due to
accidental poisoning; for comparison, heroin overdose
caused the deaths of approximately 6000 people
during the same period (Cobb and Etzel, 1991). Carbon
monoxide caused by vehicle exhaust fumes was
responsible for 57% of these deaths, and the toxin pro-
duced by faults in domestic heating appliances were
responsible for 20% of these deaths; accidental poi-
soning was not recorded as a cause in 20% of the death
certificates studied.

The various varieties of asbestos are derivatives of
fibrous silicate. Asbestos was abundantly used for its
insulating properties from the beginning of the 20th
century by the building industry. These fibers are car-
cinogenic agents reputed to be the only known cause

of mesothelioma of the pleura, a rare cancer that affects
one or two people per million in the general popula-
tion per year; this form of malignant tumor cannot be
attributed to smoking, even though it can exacerbate
the carcinogenic effects of asbestos. The mortality rate
from mesothelioma of the pleura is considered to be
the best indicator of past exposure to asbestos. Numer-
ous experts expect to see an increase in mortality from
this cancer over the next 20 years, particularly among
construction workers (Price, 1997; Peto et al., 1995).
Excess mortality from mesothelioma of the pleura 
has also been observed in Turkish villages where
dwellings were built using silicate materials similar to
asbestos (Baris et al., 1992).

The role of exposure to asbestos in the development
of mesothelioma of the pleura was discovered during
epidemiologic surveys on industrial toxicology. These
surveys look at occupational intoxication, mainly
caused by air pollution of the workplace by the chem-
icals used or produced industrially. The number of
substances that may cause occupational poisoning is
impressive. More than 1500 chemical compounds are
listed in the index of Robert Lauwerys’ reference book
(1990). Despite the existence of occupational hazards,
mortality from all causes in the population of workers
(age standardized) is generally inferior to that of the
general population (Table 50–1).

The healthy worker effect comes from a selection,
based partly on medical criteria, of subjects in good
health; it seems to be greater for nontumorous diseases
than for cancers. The observation of cohorts of workers
more particularly exposed to certain substances has
nevertheless indicated that mortality attributable to
certain types of cancer has revealed itself as being sig-
nificantly higher than in the general population (see
Table 50–1). In this way, surveys on mortality have
helped to reveal the carcinogenic effects on humans of
substances such as benzene, nickel, arsenic, vinyl chlo-
ride, and tar.

III. INFECTIOUS DISEASES LINKED
TO THE ENVIRONMENT

In this section, we discuss only the pathogenic
germs that can be transmitted to humans as a result of
environmental conditions and that can therefore be
eliminated with appropriate measures. On a global
level, the number of deaths caused by these infectious
diseases is much greater than for those that can be
attributed to the physical and chemical factors dis-
cussed earlier in this chapter.

The principal health risk linked to the pollution of
drinking water comes from the contamination of the
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water supply by bacteria, viruses, protozoa, or 
parasites. The presence in drinking water of germs
pathogenic to humans is always caused by fecal con-
tamination, except in the case of the guinea worm,
which is responsible for dracunculiasis. The eradica-
tion of these diseases depends on sanitation, the sani-
tary evacuation of excreta and the purification of
domestic used water. The infectious diseases transmit-
ted in water include diarrheal diseases, cholera, viral
hepatitis, and salmonellosis. However, water is not the
only channel of transmission; these diseases can also
be carried by contaminated food. Some diseases can be
transmitted by the inhalation of water (e.g., legion-
naire’s disease) or by skin contact (e.g., bilharziasis).
On a global level, mortality from water-transmitted
diseases remains a major public health problem. In
1985, noncholeraic diarrheal diseases in children
younger than 5 years caused 3.5 million deaths in
developing countries, which was about 10% of the
total 39 million deaths in that year (Lopez, 1990).

Deaths from cholera remain fewer than deaths from
diarrheal diseases. In 1991, more than one-half million
cases of cholera, of which 16,000 were fatal, were
reported by 52 countries (Siméant, 1992). The lethality
rate of cholera decreased on a global level during the
seventh pandemic, decreasing from 50% in 1960 to
3.3% in 1991. Several factors have contributed to this
development: improvement in notification of cases
(i.e., more exhaustive recording of the benign cases
which previously escaped notification), the reduced
virulence of the El Tor biotype, improved knowledge
about the disease, and rapid implementation of effec-
tive means of combating it (Siméant, 1992). It is nev-
ertheless difficult to specify the portion of deaths from

diarrheal diseases and from cholera directly attributa-
ble to the bad bacteriologic quality of water because of
the lack of available epidemiologic data. In industrial
countries, bacteriologic water pollution remains a
public health problem, although the effect on mortal-
ity cannot be compared with that in developing coun-
tries. In the United States for example, 291 epidemic
outbreaks of water-transmitted diseases were recorded
between 1981 and 1990, causing four deaths (Craun,
1992).

Pathogenic germs can also be transmitted to
humans through other organisms living in water or air,
which serve as intermediary hosts or media. The two
most frequently occurring diseases in tropical and sub-
tropical zones are transmitted in this way: bilharziasis
and malaria. Bilharziasis is a parasitic disease caused
by the presence of a worm, the Schistosoma, in certain
veins of the host organism. It is transmitted through
skin contact with water containing larvae that devel-
oped in intermediary hosts, which in this case are
certain types of aquatic snails. This parasitic disease is
endemic in the rural regions of 74 countries, where 250
million people are infected. Given the diversity of the
organs infested with the parasite, it is difficult to eval-
uate the level of mortality attributable to this para-
sitosis. After a latent period of 5 to 15 years, those
suffering from bilharziasis develop serious diseases of
the bladder, brain, liver, spleen, intestines, and lungs
as a result of the parasitic activity of Schistosoma. More-
over, presence of the parasite in the bladder causes a
particular type of cancer of this organ, which is the
main cause of death in young adult Egyptians.

Malaria, an Italian word that means “bad air,” is an
infection with the Plasmodium, a parasitically living,
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TABLE 50–1 Deaths from All Causes and Specific Mortality in Some Cohorts of Workers Exposed to 
Specific Toxic Substances

Industrial activity Standardized mortality ratio (%)a

All causes From all cancers From specific cancers Site

Rubber 83 (5079) 93 (986) 129 (55) Bone marrow
Vinyl chloride 75 (352) 102 (79) 412 (7) Liver

280 (7) Brain
Steelworks 82 (4716) 92 (1008) 283 (40)c Lungs
Nickel (Scotland) 90 (67)b 320 (38) 1600 (16) Lungs

1100 (11) Nose
Nickel (Canada) 80 (245) 130 (54) 220 (19) Lungs

3680 (7) Nose
Arsenic 111 (324) 147 (69) 300 (32) Lungs

a The numbers of deaths observed are given in parentheses.
b Deaths from all other causes except cancer.
c Workers in coking plants.
From Monson, 1980; NAS, 1975, 1977.



unicellular species transmitted to humans through a
mosquito bite. The regions where endemic malaria still
exists or where no antimalarial campaign has ever
taken place contain up to 500 million inhabitants (9%
of the world’s population) and are mainly situated in
Africa. According to estimates by the WHO (1992),
more than 80% of the clinical cases and 90% of the car-
riers of the parasite are in tropical Africa. However,
only very incomplete and erratic information on
deaths attributable to malaria is available. The WHO’s
African Region declared 800,000 children’s deaths per
year in 1991, but child mortality had declined in
certain zones as a result of widespread use of anti-
malarial drugs and of progress in education and social
development.
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Although health and mortality depend partly on the
natural or humanly adapted environment in which
individuals live, people can also encourage or curtail
the incidence of diseases and death by their behavior
and living habits (Stanley and Joske, 1980). However,
this behavior is largely determined by attitudes gen-
erated by cultural inheritance, living conditions, and
policies directed at local and national levels, especially
in the realm of health. In the following sections, we
examine the different elements in individual behavior
that have a bearing on health and then concentrate on
the influence of surroundings, living conditions, and
collective action on the expression of attitudes that
stimulate this behavior.

I. BEHAVIOR THAT INFLUENCES
HEALTH AND MORTALITY

The preservation and deterioration of current and
future health are affected by every activity of daily life,
such as washing, smoking cigarettes, eating pasta and
fruit, crossing the road, working in a chemical factory,
heating the house, having unprotected sexual rela-
tions, practicing a sport, having social relations with
other people. The list of individual behaviorals having
an effect on health and mortality is long, but we shall
try to identify the most significant aspects by distin-
guishing within the individual activity the care
devoted to the body, sexual behavior, organization of

the living and professional environment, and relations
with other people.

1. Bodily Care and Leisure Pursuits

A certain number of human activities are directed
expressly to the care of the body. The same clearly
applies to using health services, whether in an attempt
to cure a disease or to prevent its development. Care
of the body necessitates eating, drinking, resting, and
exercising, actions that, although designed to keep the
body in good working order, may also cause the state
of health to deteriorate.

a. Resort to Medical Services

The behavior most immediately allied to health and
survival is the resort to care in the case of sickness. The
individual decision to seek treatment may often deter-
mine a cure and the preservation of future chances of
survival. Although recovery from benign or even
serious diseases may occur without any treatment,
resort to care increases the chance of a faster, more
complete cure with fewer complications. In addition to
immediate survival, recourse to care also preserves the
capacity for later survival.

Resort to care is not enough. The treatment must be
effective. Generally, the result will not be the same if
the sick person resorts to traditional forms of healing
or to modern scientific medicine, although there is a
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margin of uncertainty. Sometimes, there has been a
tendency to age-old solutions that had merit and
instead to regard modern medicine, which remains an
art that is subject to error, as sacred. In some cases, sick
people given up for lost by the medical faculty have
been cured by turning to alternative or complementary
forms of medicine, such as homoeopathy, acupunc-
ture, and phytotherapy. It is also true that certain ele-
ments of the pharmacopeia are far from having proved
themselves, and studies have shown that the placebo
effect is sometimes as important as the medication
itself (Shapiro and Shapiro, 1997). Nevertheless, the
healing of sick people depends on their attitudes about
the resources that health services place at their dis-
posal, whether in visiting a physician or in following
a prescribed treatment. This does not mean that sick
persons should display blind confidence in their
physicians, but rather that their ability to discuss their
symptoms with them to establish a diagnosis obtain a
prescription play an important part in the success of
the procedure.

What is valid for the treatment of a disease applies
equally to its prevention. Although prevention within
a population is largely the concern of those in charge
of public health, it also depends on individual behav-
ior. Vaccination campaigns can be organized and the
most useful of them can even be made obligatory, but
the vaccine coverage of a population depends very
much on individual behavior. However, vaccination 
is one of the preventative measures mostly easily
imposed from above. In the area of cardiovascular dis-
eases, cancers, and vehicular accidents, individual
intervention is even more conclusive, because preven-
tative techniques require the vigilance of the patient
(e.g., prevention of breast cancer) and because suc-
cessful prevention necessitates a change in behavior
(e.g., food regimen, wearing a car seat belt).

The effects of resorting to medicine, however, are
not always beneficial. Many types of harmful effects
may injure health and cause death. Analysts must take
account of the iatrogenic effects of care given, such as
secondary effects of medication or treatment or a sur-
gical or anesthetic accident. Some cases of deleterious
effects, such as that of thalidomide, are well known
(Lenz and Knapp, 1962), but others doubtlessly have
had more discreet consequences (e.g., harmful effects
of chemotherapy, unwise use of cortisone) (Meyler and
Herxheimer, 1972). There is sometimes even a risk
involved in crossing the threshold of a hospital, where
it is difficult, especially in developing countries, to
ensure perfect asepsis; some infectious diseases, 
such as certain forms of hepatitis, are rarely contracted
other than in a hospital. The transmission of malaria
and of acquired immunodeficiency syndrome (AIDS)

through the transfusion of contaminated blood also
occurs in such medical centers. Individual behavior
clearly is at work in the abuse of drugs, including those
sometimes designated as comfort drugs (Meyler and
Herxheimer, 1972). The most flagrant case is that of
“psychopharmacy.”

b. Individual Hygiene

Situated on the frontier between infectious diseases
and bodily comfort are all the practices of individual
hygiene. Following the discoveries of Louis Pasteur,
there is no need to stress the merits of soap and deter-
gent in keeping the body and clothes protected from
pathogenic agents. Progress in hygiene has con-
tributed to the decline in infantile and maternal mor-
tality and in diseases such as typhus and tuberculosis.

The same action that in most cases is favorable to
health may be harmful in others. Certain types of soap
may have been factors in propagating cholera (Jean-
Noël Biraben, personal communication, 2001). More
common, however, are the effects of excessive zeal in
matters of hygiene, consisting of overuse of certain
practices (especially cosmetics) or using without ade-
quate protection certain chemical products that are too
aggressive, such as the case of skin diseases caused by
domestic detergents (Leung and Greaves, 2000; Little,
1977).

c. Food Habits

Although a person must eat to survive, eating is also
a pleasure that can easily lead to excesses. Health
depends on the quantity of food consumed, the quality
of the food, and the balance of the diet.

Quantity

For thousands of years, humans have faced the
threat of famine. Avoiding famine was little concerned
with individual behavior but was much more affected
by systems of agricultural production and storage, the
distribution of food resources, and disturbances in
obtaining food because of climatic or political events.1

This problem remains to some extent that of certain
disadvantaged populations because they inhabit
regions or countries that are very poor and economi-
cally fragile or because they are at risk for famine
because of political struggles or military aggression.

In more developed countries, quantity may be a
problem at the margins of society, especially for those
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who have no access to adequate resources. This situa-
tion does not usually depend directly on individual
behavior.

Two types of individual behavior may seriously
damage health through the quantity of food con-
sumed: anorexia and bulimia. Taken to extremes, these
types of behavior are diseases in themselves. Without
going as far as the extremes of pathologic cases, insuf-
ficiency (especially among certain old people) and
increasingly excessive food consumption lead to con-
sequences that are harmful to health. Obesity is recog-
nized as a major risk factor for cardiovascular diseases,
diabetes, and other diseases (Bender et al., 1998;
Solomon and Manson, 1997; Truswell, 1982), and it is
a scourge of modern, developed nations.

Quality

Although gradual reduction in the risks of food
shortage or famine has greatly contributed to the
extension of life expectancy, going beyond a certain
threshold of food sufficiency, without there necessar-
ily being an excessive quantity, has sometimes led to
the emergence of new health problems. A traditional
diet consists of a small number of basic elements, but
access to increasingly abundant supplies has been con-
ducive in some cases to excessive consumption of
certain ingredients that favor certain pathologies. In
the 1950s, there was a rise in mortality from cere-
brovascular diseases coincident with a rise in the living
standard in countries such as Portugal, Scotland, and
Japan, where salt plays an important part in traditional
food. In Hungary, access to more abundant food sup-
plies led rapidly to excessive consumption of fats and
a consequent rise in cardiovascular mortality (Meslé
and Vallin, 1992; Shigematsu and Yananawa, 1985).
Another type of adverse effect arising from reduction
in scarcity may perhaps be illustrated by the case of
Northern Italy in the 19th century. The introduction of
maize on a large scale enabled people to eat more
abundantly by making polenta the national dish, but
this was to the detriment of other elements in the 
traditional diet, and this excessively monotonous
regimen gave rise to a veritable epidemic of pellagra
(Livi-Bacci, 1986). Subsequently, knowledge about the
connection between diet and health has greatly
advanced food behavior and plays an increasing role
in the level of life expectancy.

The part played by vitamins in a healthy diet was
established from the late 19th century onward. Scurvy,
a disease rife among seamen living exclusively on pre-
served foods, was remedied by the consumption of
lemons rich in vitamin C (Davidson et al., 1979; Lind,
1753). It was a lack of tryptophan or niacin (i.e., nicoti-
namide, vitamin B5, or vitamin PP) that caused the

outbreaks of pellagra in Northern Italy and in South
Carolina (Goldberger et al., 1920). In the 20th century,
the part played by vitamins came to the forefront in
the prevention of certain cancers and in protection
from the effects of free radicals (Holmes et al., 1992;
Cutler, 1984). Equally positive is the case of foodstuffs
containing vegetable fiber in the prevention of certain
cancers, especially of the colon (Modan and Lubin,
1980). The public is increasingly attentive to the pres-
ences of vitamins, fiber, amino acids, and other com-
ponents of food, and individual life expectancy may
be influenced by such behavior.

The consumption of animal fats (i.e., saturated fatty
acids) encourages the development of cardiovascular
diseases (Stamler, 1973; Keys, 1970) and some cancers.
This relationship is, with rare exceptions, apparent in
almost all developed countries (Artaud-Wild et al.,
1993). In the United States and in central and northern
Europe, where the basic diet is very rich in animal fats,
cardiovascular mortality is traditionally higher than in
the Mediterranean countries, where there is a greater
focus on the consumption of vegetable oil and fish
(Pica and Uemura, 1982). In France, the consumption
of olive oil seems to have a protective effect against
cancer of the colon (Meslé, 1983). Consumer habits
concerning sugar also have a strong influence on
health and mortality, especially through obesity
(Truswell, 1982) and diabetes (Sokolov, 1997; Wunder-
lich, 1982; Power et al., 1971).

Methods of preparation and eating are also impor-
tant. Cooking over charcoal favors certain cancers
(McBean and Speckmann, 1982); frying in oil causes
digestive conditions, especially stomach cancers (Ji 
et al., 1998); and the ingestion of maté (South America)
or of boiling hot tea (China, Japan) cause cancers of 
the esophagus (Kinjo et al., 1998; Day, 1982).

Balanced Diet

Beyond the harmful character of certain nutrients or
the positive effects of others, the general balance of the
diet has to be taken into account. One poison may 
neutralize another, and variety of culinary ingredients
may introduce positive synergies. This explains the
success of the Mediterranean diet (Kushi et al., 1995;
Keys et al., 1986) and elucidates the French paradox
(Criqui and Ringel, 1994; Renaud and de Lorgeril,1992;
Hegsted and Ausman, 1988; Tunsdall-Pedoe, 1988;
Richard, 1987; Saint-Leger et al., 1979), even though
certain investigators consider that this paradox results
from a later increase than elsewhere in the consump-
tion of saturated fatty acids (Law and Wald, 1999) or
even believe that it does not exist (Ducimetière and
Richard, 1992). How else can the fact be explained 
that cardiovascular mortality, which is already 
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exceptionally low at a national level in France, is even
lower in the southeast, the region known for cassoulet
(i.e., traditional dish based on fatty pork and duck),
conserve of duck, foie gras, and good wine?

Food Safety

In addition to quantity, quality, and general balance,
healthy eating requires vigilance in matters of hygiene
(i.e., food safety). Although food safety is of current
interest, especially because of the occurrence of bovine
spongiform encephalopathy (not to mention Listeria or
the possible effects of Genetically Modified Organisms
or GMOs), it is far from new. The fear of food poison-
ing (e.g., poisonous mushrooms, ergot, botulism, sat-
urnism) has occupied an important place in the
preparation of food. Although the invention of the
feeding bottle enabled certain unweaned infants to be
saved, its general use was at first the cause of much
infant mortality. It was only with the practice of steril-
ization that these deaths were avoided. Some impor-
tant progress is still needed in developing countries as
breast-feeding declines.

d. Use of Alcohol, Tobacco, Stimulants, Narcotics, 
and Tranquilizers

Within the realm of food hygiene comes the con-
sumption of alcohol and that of various substances
having antidepressive, stimulant, or tranquilizing
effects. Although these substances at first may satisfy
physical or psychological needs, they quickly can
become the object of excessive consumption and
harmful to health.

Alcoholism

The consumption of alcohol, especially of wine,
which forms part of the diet in many societies, is not 
a priori a danger to health. A number of studies have
shown that regular but moderate consumption of wine
may have a protective effect against certain cardiovas-
cular conditions, particularly myocardial infarction
(Renaud and de Lorgeril, 1992; Poikolainen, 1982; Saint-
Leger et al., 1979). Abuse of alcohol can cause severe
harm (Sournia, 1986). Certain countries, such as France
(Nizard and Munoz-Perez, 1993; Alderman, 1956, 1964)
or Poland (Meslé, 1991; Okolski, 1985a, 1985b) are par-
ticularly affected; the most extreme case is that of Russia
(Shkolnikov and Nemtsov, 1997; Meslé et al., 1994).

The effects of alcohol vary according to the type of
consumption. In a country such as France, there is the
practice of regularly consuming excessive quantities of
drinks with a low alcohol content, which progressively
degrades certain organs, especially the liver, generat-
ing an excess mortality due to cirrhosis of the liver. In

a country such as Poland or Russia, alcohol is mostly
consumed in draughts of strong alcohol absorbed in
high quantities and mostly causes death by acute alco-
holism and alcoholic psychosis. In all cases, alcoholism
has serious repercussions in the area of cardiovascular
diseases (Koskenvuo et al., 1986; Leclercq et al., 1979)
and certain cancers (e.g., esophagus, upper respiratory
tract, digestive tract) (Tuyns, 1982).

Indirectly, alcohol kills through violent deaths.
Vehicular accidents are frequently the result of loss of
vigilance and diminished reflexes caused by the con-
sumption of alcohol (Got et al., 1984; Norman, 1962).
Alcoholism equally encourages suicide and homicide
(Ritson, 1977). Alcohol ingestion during pregnancy
also compromises development of the fetus (Lee and
Leichter, 1982).

Tabacism

Unlike alcohol, the consumption of tobacco is
harmful to health from the very first cigarette (Peto,
1986). Tobacco may sometimes contribute to a sense of
well-being, but it is always at the price of health risks
(Guignon, 1994; Lopez, 1993; Peto et al., 1992; Hill,
1988; Masironi and Rothwell, 1988; Benjamin, 1982).
According to the U.S. Surgeon-General (1979), in the
early 18th century, J. J. Holland and, then in 1795, S.T.
Soemerset drew attention to the relationship between
tobacco use and cancer of the lip. At the beginning of
the 1950s, following the clinical studies of Frans
Mueller (1939), Ernst Wynder Evarts Graham (1950),
and Richard Doll and Bradford Hill (1950, 1952, 1954),
the relationship between tabacism and lung cancer
was firmly established. The effects of tobacco on cancer
of the lungs, together with hypercholesterolemia and
myocardial infarction, was an example chosen by
Daniel Schwartz (1989) to illustrate the epidemiologic
approach in causality research.

Although it is known that the consumption of
tobacco affects life expectancy through many causes of
death, bronchial and lung cancers are most commonly
linked to tobacco use and are the dominant tobacco-
related causes of death in many populations (Doll and
Peto, 1981). In Europe and the United States, tobacco-
related deaths became widespread during World War
I, when tobacco was systematically distributed to the
soldiers in trenches, until the period between 1960 and
1970, when anti-tobacco policies were at last devel-
oped (Vallin and Meslé, 2001; Caselli et al., 1999). In
addition to bronchial and lung cancer, the use of
tobacco products greatly increases the risk of develop-
ing cancers of the upper respiratory and digestive
tracts, bladder, prostate, and breast (Rosenberg, 1987;
The Surgeon General, 1982); certain cardiovascular
(especially ischemic heart diseases) or cerebrovascular
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diseases (Kaprio, 1984; The Surgeon General, 1983;
Garfinkel, 1979); and chronic diseases of the respira-
tory tract (Wilhelmsson et al., 1981; Weill and Diem,
1978).

Tobacco is a drug in the strong sense of the term, in
that it creates dependence (Ravenholt, 1984). To start
smoking is to accept the risk of creating an irrepress-
ible need, an addiction that leads to smoking more and
more and prevents the consumer from ceasing to
smoke through severance crises. Most frequently, the
smoker wishing to abandon tabacism must resort to
medical and psychological assistance.

Tabacism also harms nonsmokers forced to inhale
the smoke from their neighbors in confined areas
(Helsing and Comstock, 1987). Smoke from tobacco
may be particularly dangerous for the young children
of smoking parents (Poswillo and Alberman, 1992) and
for the fetus within the womb of smoking mothers
(Oakley, 1989; Sachs, 1987).

Alcohol-Tobacco Synergy

Already harmful individually, alcoholism and
tabacism are even more harmful when combined. The
synergy produced increases the risks of cancers of the
upper respiratory and digestive tracts (Austin, 1982;
Mahboubi and Sayed, 1982; Tuyns, 1982; Wynder and
Bross, 1961). The synergistic effects of alcohol and
tobacco explain the high death rate from carcinomas
observed for French men (Nizard and Munoz-Perez,
1993).

Stimulants

To a lesser degree, the abuse of fortifying and 
stimulating drinks such as coffee may engender 
health problems (Debry, 1993, 1994; Garattini, 1993;
Saint-Arroman, 1845, 1846). These substances are 
particularly inadvisable for persons suffering from 
cardiovascular and other illnesses.

Narcotics

Narcotics include heroin, cocaine, and synthetic
drugs such as crack and ecstasy (Solanto et al., 2001;
Harvey and Kosofsky, 1998; Inciardi and Harrison,
1998; Karch 1996; Malizia et al., 1993; Ellinwood 
and Kilbey, 1977). These so-called hard drugs are 
dangerous for physical and mental health; they can
cause death, especially in the case of an overdose. Even
more than tobacco, they create dependence on the part
of the consumer that can be severed only by detoxifi-
cation and rehabilitation (Carton et al., 1994; Cohen,
1990).

The so-called soft drugs (e.g., hashish, marijuana,
quat) are more controversial. These drugs do not
immediately appear to be dangerous to health, and

their likelihood of encouraging a shift to harder drugs
has been challenged (Nahas, 1976; Berke and Hernton,
1974). Even if they are not as dangerous as alcohol or
tobacco, soft drugs have serious indirect effects, such
as respiratory tract irritation and an increased risk of
vehicular accidents (Roques, 1999).

Drug taking by intravenous injection is indirectly a
cause of death because it is one of the major avenues
for the introduction of human immunodeficiency virus
(HIV), the AIDS virus (De Rossi et al., 1988), and 
hepatitis viruses (Bortolotti et al., 1986).

Tranquilizers

Tranquilizers are substances that may help in over-
coming difficult stages in life and thereby favor sur-
vival. However, they still are drugs, and making use
of them without strict medical control can cause
serious health disorders (Bish et al., 1996; Hughes et al.,
1994).

e. Leisure and Physical Activity

Rest for the body and mind is essential for 
the preservation of health, but leisure time can be 
misspent. Increasingly productive machines have
freed people from the burden of work and have
enabled long periods of rest and leisure. In relying 
too much on energy-saving devices, people can
deprive their bodies of the exercise necessary for 
good functioning and create opportunities for new
pathologies.

Has there ever been a finer discovery than that
which enables the control of electricity? Did not Lenin
define communism as “socialism plus electricity”?
However, in almost eliminating the difference between
day and night, this marvelous invention has opened
the door wide to the disturbance of the activity-rest
cycle imposed by the earth’s rotation. Management of
sleep has become the object of individual or collective
living behavior, and the alterations can have conse-
quences on health.

Another invention, an extension of the first, is the
loudspeaker, which adolescents have adopted to enjoy
the excitement arising from the excess of decibels in
hard rock music, a practice associated with a high risk
for deafness (Tubiana and Amadio, 2000).

Behavior concerning exposure to the sun is of con-
siderable importance in preventing certain conditions.
Solar radiation facilitates the fixation by the organism
of indispensable substances such as iron and calcium.
Exposure to sunlight promotes the synthesis of
vitamin D, essential for calcium fixation. Lack of expo-
sure to the sun is one of the well-known causes of
rachitis (Paunier, 1984), and it may be encouraged by
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too much protection from solar radiation. However,
too much exposure provokes skin cancers (Dubertret
et al., 1995; Blum, 1959; Dubreuilh, 1907). The incidence
of all types of skin cancers has greatly increased among
northern populations due to their infatuation with sun
tanning (Scotto and Fraumeni, 1982), and the incidence
varies with latitude (Lee, 1982).

Even though the Olympiads were a Greek invention
many centuries before our time, sport can be consid-
ered as the modern antidote for the reduction of phys-
ical activity in work. In this sense, the practice of sport
is largely beneficial to health (Surault, 1989, 1996; Paf-
fenbarger et al., 1978). It is an important factor in the
prevention of cardiovascular diseases (Paffenbarger et
al., 1986; Kannel, 1967; Morris et al., 1953a, 1953b) and
osteoarticular diseases, especially osteoporosis
(Daniels, 2000). However, sporting activities may have
serious consequences, even leading to death. The risk
is even greater when the sport is practiced intermit-
tently and without adequate training; skiing accidents
are typical. Professional athletes, with or without
doping (Yesalis, 2000; Clark, 1990), incur accidents at
work and sports-related diseases, to the extent of gen-
erating a new medical specialty: sports medicine
(Magnin and Cornu, 1997).

2. Sexual Behavior

Sexual activity, primarily necessary for the repro-
duction of the species but also useful for individual
development, encompasses a panoply of risks that
largely depend on behavior. The most prominent risk
is that of sexually transmitted diseases, such as
syphilis, gonococcemia, blennorrhagia, yaws, and
AIDS. In a strictly monogamous society, these diseases
would not qualify for mention, at least those for which
other ways of transmission are insignificant.

Diffusion of these diseases largely depends on
sexual behavior. In the case of AIDS, the reason for the
very rapid transmission of the virus among homo-
sexual populations was the frequency of multiple 
partnerships and the high renewal rate of partners
(Konings and Caraël, 1997; Caraël, 1995; Anderson et
al., 1990; Anderson, 1988). If in sub-Saharan Africa the
epidemic quickly spread among the heterosexual pop-
ulations, it was because they widely practiced multi-
ple partnerships and frequently changed partners
(Brouard, 1987, 1994). Behavior regarding the choice of
partners also affects the spread of disease. Nicolas
Brouard (1994) has shown that the dynamism of the
African epidemic is largely a result of the diversity of
age differences between partners; a strictly constant
difference would in the end entail the disappearance
of the disease.

As with the spread of disease, prevention depends
greatly on sexual behavior, whether of contaminated
persons avoiding transmission of the disease or of
healthy persons avoiding contraction of disease. In
both cases, two types of elementary precautions may
be very effective: abstinence (or at least observation of
strictly reciprocal monogamy) and systematic protec-
tion of the relationship (i.e., condom or pessary). Both
cases entail a general change in behavior, which is
often difficult to attain.

Sexually transmissible diseases are not the only area
of sexual life for which behavior may have an effect on
health and mortality. Certain practices in traditional
societies, allied or not to initiation rites, may be disas-
trous for health. These extend from more or less
serious sexual mutilation imposed on women, ranging
from the excision of the clitoris to the ablation of the
major and minor labia, and to the even more barbarous
practice of infibulation, which is extensively practiced
in the countries within the Horn of Africa. Besides the
suffering and deprivation of pleasure that they cause,
these practices increase women’s risks for infection,
gynecologic diseases, and obstetric difficulties (Locoh,
1998; WHO, 1997, 1998).

Modern contraception under medical supervision
has a positive effect on health (Rosenberg, 1991). Con-
sultations concerning adoption or the follow-up of
contraceptive methods have enabled progress to be
made in many countries in the prevention of uterine
and breast cancer, for which early detection is decisive
(Wingo, 1993; La Vecchia, 1990; Hatton et al., 1985a,
1985b). Abortion, depending on whether it is practiced
officially in a hospital environment or clandestinely in
more or less questionable venues, involves very dif-
ferent risks for the health and survival of the mother
(Abou-Zhar and Royston, 1991; Measham et al., 1981).
In the words of Axel Mundigo (1996): “The legal status
of the abortion determines to a large extent whether it
takes place under safe or unsafe conditions.”

3. Life Setting and Professional Activity

Other areas in which lifestyles may influence health
include habitat, transport, work, and migration.

a. Habitat

It is unnecessary to dwell at length on the impor-
tance of housing conditions. From the prehistoric cave
to the apartment block of modern times, the average
conditions of comfort and quality of life settings have
greatly evolved, but there remain an immense variety
of situations. Access to a certain type of accommoda-
tion is not solely a matter of individual behavior (we
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return to this topic later), but it may have a pro-
nounced effect on health.

Certain elements of comfort are of great importance.
In urban housing in northern countries, the lack of
ventilation, insufficient exposure to sunlight, and over-
crowding formerly played major roles in the develop-
ment of tuberculosis (McDougall, 1949; Greenwood,
1926), and improved standards have considerably con-
tributed to a decline in unhealthy living conditions. In
Sweden, the introduction of double-pane windows,
leading to air-tight enclosure, probably played a part
in propagating tuberculosis (Greenwood, 1924). The
widespread adoption of central heating systems and
the use of polyvalent vaccines have probably con-
tributed to the decrease in great influenza epidemics.
Nevertheless, the precariousness and unhealthiness of
some housing remains a major factor in public health
(Burridge and Ormandy, 1993), especially in develop-
ing countries. On the margins of society, the extreme
situation of those with no fixed abode involves serious
health problems (Barow et al., 1999).

b. Transport

Whatever means of transport is employed, travel-
ing involves risk, but it varies from one form to
another and depends how the chosen means is used.
Generally, travel by rail is less dangerous than by air
or sea, which are themselves less dangerous than trav-
eling on roads (Vallin and Chesnais, 1975). On the
road, the pedestrian, cyclist, car driver, motorcyclist,
and public transport user have different risks. All of
them, especially those holding handlebars or a steer-
ing wheel, run risks more or less consistent with their
behavior. It is in the attempt to minimize these risks
that highway rules and regulations have been devel-
oped and safety measures increased. The most marked
differences in behavior essentially concern respect for
these rules. Obeying speed limits (Vallin and Chesnais,
1975) and wearing a seat belt appear to be most impor-
tant (Chesnais and Vallin, 1977; Nelson, 1974). It is
quite significant that in all the European countries, in
a surprisingly simultaneous way, the ascending curve
of road deaths reversed around 1974, the year of the
first oil crisis (Vallin and Meslé, 2001). The sudden rise
in fuel prices aroused awareness in most people of the
value of speed limits that could spare human lives and
their pockets. Moreover, alcohol use by drivers con-
siderably increases the risk of vehicular accidents (Got
et al., 1984; Norman, 1962).

c. Work

Working conditions are an important factor in
public health (Costa and Segnan, 1988; Volkoff, 1987;

Cassou et al., 1985; Chesnais, 1985a, 1985b; Duclos,
1984; Dejours, 1980; Vallin, 1979a). This situation
became a public health issue with the advent of indus-
trialization (Haines, 1991; Dublin, 1917), and in this
area, where industry (Goldsmith, 1982) or agriculture
(Laurell, 1982) are concerned, there is an immense
diversity of situations. Occupations that correlate with
serious risks include building, chemical manufactur-
ing, and mining, not to mention the police or the army
in time of war. For the same type of employment, there
is an immense variety of situations because of diver-
sity in the state of economic development, the social
surroundings, and respect for the standards in force
(by the employer and by the employee himself). Indus-
trial injuries (Héran-Le Roy, 1999; Davis and Friedman,
1989; Molinié and Volkoff, 1984; Leplat and Cuny,
1974) and officially recognized professional diseases
(Couturier, 2000; Martin, 1975) are often only the
visible part of the iceberg. Apart from the appearance
of specific diseases, working conditions contribute in
various ways to the progressive deterioration in the
state of health. The rhythm of work, cleanliness of the
working area, difficulty of the tasks, and stress may
cause premature weakening of the body (Surault,
1995a; Vachon, 1987; Wolf and Finestone, 1986).
However, safety at work and appropriate sanitary pro-
visions are factors in conserving health, and part of a
balanced life is achieved by good social integration
through work (Baldge and Krieger, 2000). Unemploy-
ment has a negative effect on health (Valkonen and
Martikainen, 1995; Gélot, 1992; Smith, 1987; Platt, 1984;
Bungener et al., 1982).

d. Migration

Migration has an effect on health and survival. It is
quite often motivated by the desire to improve living
conditions and, in the case of refugees and asylum
seekers, even to escape from life-threatening situa-
tions. The act of migrating itself often involves an
important part of the risk, especially in the case of
forced (refugees) or clandestine migration. The risks
undertaken are sometimes enormous, whether they
concern long journeys plagued with difficulties (e.g.,
drama of boat people), the horrible destiny of the 58
Chinese found dead in a container in Dover in June
2000 (e.g., see Le Monde, 23 June), or the amazing
adventure of the young Senegalese who traveled for 5
hours in the undercarriage compartment of an Airbus2

between Dakar and Paris in January 1999, in a tem-
perature of -50°C.
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At the place of arrival, migrants usually encounter
health conditions that are better than those from which
they came. Admittedly, the extent of this phenomenon
is difficult to measure, because although the death rate
of migrants is lower than at the place of departure, it
partly results from the fact that migration attracts indi-
viduals in good health and capable of “making the
journey” (Trovato, 1998; Courbage, 1996). In the case
of South-to-North migration, health conditions are
better in the country of arrival than that of departure.
This does not necessarily mean that they are the same
for the migrant as for the native of the country of
refuge (Rice, 1999; Trovato, 1991). Most frequently, the
migrant accepts less favorable living conditions and
accepts work that is rejected by the native inhabitants
(Piore, 1979) and that is riskier (Travato, 1991).

South-to-North migration is not the only model.
Internal migrations have sometimes produced (in
northern countries) or still produce (in southern coun-
tries) various effects on health. At a certain stage of
economic and social development, urbanization
attracted people in search of employment to cities,
where they were crowded in unhealthy conditions
worse than they had known in their country districts.
In 19th century Europe, this resulted in marked urban
excess mortality (Williams, 1989; Rödel, 1988; Robert,
1988; Davis, 1973). Today, this situation is partly com-
pensated in southern countries by the existence within
cities of minimum health provisions, which are not
found in outlying country districts (Vallin, 1989, 1992),
and mortality is often much higher in the rural envi-
ronment (Mozumder et al., 1997; Gichuhi, 1993).

Migration is sometimes a decisive factor in trans-
mitting diseases (McNeil, 1980). It has played a big
part in the spread of AIDS in Africa (Lalou and Piché,
1994).

4. Relationships

Personal relationships influence health and sur-
vival. We provide three examples in the following 
sections.

a. Raising Children

It is well known that the behavior of mothers and
more generally of parents toward children from birth
to the beginning of adult life is decisive for the physi-
cal and mental health of their offspring. From the stage
of pregnancy onward, the maternal and family envi-
ronment may be favorable or otherwise for the unborn
child (e.g., medical follow-up of the pregnancy, type of
activity of the mother, maternity leave, consumption
of alcohol, tobacco, or drugs) (Inciardi et al., 1997;

Klerman and Johnson, 1991). The type of feeding (i.e.,
breast-feeding or other forms) (Palloni and Tienda,
1986), weaning conditions (Beverly, 1982; Cantrelle
and Leridon, 1980), quality and quantity of nourish-
ment, resort to medical care, hygiene, and accident
prevention depend very much on the family environ-
ment and especially on the mother. Some studies show,
for example, that within the same family, different
treatment may be given to children according to their
sex, especially in societies in which the preference for
boys is very strong, resulting in excess mortality for
girls. This has been especially demonstrated in
Bangladesh (Chen et al., 1981), in Algeria (Vallin,
1979b), and in China (Calot and Caselli, 1988, 1989).
This phenomenon was formerly evident in Europe
(Pinnelli and Mancini, 1992, 1999; Tabutin, 1978).

Children also may be treated differently according
to other characteristics. In sub-Saharan Africa, twins
are often treated differently from single children,
whether for worse or better, according to whether they
are culturally venerated or cursed (Pison, 1989, 1992).

It was recently discovered that the sudden death of
infants, for a long time unexplained, depended to a
large extent on how the babies were put to sleep. It suf-
ficed to lay them on their back or side instead of on
their stomachs for this phenomenon to decline deci-
sively (Becroft et al., 2001; Flick et al., 2001; Gessner et
al., 2001; Sullivan and Barlow, 2001). It is also known
that exposure to nicotine, another factor depending on
the attention of the parents, favors the sudden death
of the infant (Milerad et al., 1998).

The failure of families to provide for the rearing of
children obviously endangers the life of the newborn.
In the extreme case, abandonment (exposure as they
formerly called it) is a flagrant cause of excess infant
mortality. This occurrence was formerly well known in
Europe (Rollet, 1997; Buccianti, 1993; Corsini, 1991)
and still is today in certain developing countries
(Seboui, 1990; Mehta, 1982). It has recently been dra-
matically aggravated by the spread of AIDS, which has
increased the cases of abandonment and made the
lives of abandoned children even more precarious
(Anonymous, 1999). Even when the collective respon-
sibility for abandoned children is suitably assumed,
the children continue to have higher than average risks
for disease and death. In certain developing countries,
the solution has been adopted of entrusting the chil-
dren to another family for a longer or shorter period.
This system may, according to the context, give the
child better or worse chances of survival (Bledsoe and
Brandon, 1989). The practice of putting an infant out
to be nursed may also have positive and negative
effects. In 19th century Europe during the course of
industrialization, families of workers were frequently
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led to do this under terrible conditions, which in
France were the main cause of the upsurge in infant
mortality between 1850 and 1880 (Rollet, 1990).

Beyond infant health and mortality, maternal and
family behaviors also have an influence on survival to
adulthood, especially through hygiene and by means
of health education. All sorts of events experienced 
in childhood may have repercussions in terms of sur-
vival into adulthood (Marmot, 1995; Caselli, 1995;
Menahem, 1994; Wilmoth et al., 1989, 1990; Horiuchi,
1983).

b. Violence

Violent behavior has an influence on health and
mortality. Domestic violence is often little publicized,
but it is present everywhere, in all societies and social
groups: ill-treated children (Kashani and Allan, 1998;
Ariffin et al., 1997; Burgess, 1978) and violence toward
women (Taylor, 1997; Nowrojee and Manby, 1995),
including sexual violence (which is not limited to 
the mutilation rites described earlier) and physical 
violence.

Even in the absence of war or major political unrest,
homicide is a cause of death that occupies a highly
variable place from one country to another and from
one epoch to another (Chesnais, 1976). In certain coun-
tries, death rates from homicide are very high. This is
especially the case in the United States (Lester, 1993;
Iskrant and Joliet, 1968) and even more so in Russia
(Meslé et al., 1994).

Collective violence is also a factor. Victims some-
times number in the millions or tens of millions 
(Lancaster, 1990; Chesnais, 1976; chap. 33, p.314–340).
Evaluation of the excess mortality of war in the
Ukraine between 1941 and 1945 produced an estimate
that life expectancy fell to 14 years for men and 21
years for women (Vallin et al., 2002)!

c. Importance of Relational Networks

Although the family circle is of prime importance
for the health and survival of children, the family and
the operation of all kinds of relational networks have
parts to play at all ages and especially for older people.
Loneliness and abandonment are well-known factors
in the decline of health and hastening of death (Sabin,
1993), whereas the quality of intergenerational coop-
eration helps to maintain good health and prolongs life
(Avlund et al., 1998; Steinbach, 1992; Rogers, 1996;
House et al., 1988; Pous et al., 1988).

In the extreme case, the resort to suicide, an emi-
nently individual act, is rarely unrelated to the family
circle. Integration within a sound network of family
and social relationships is a determining factor in the

prevention of suicide (Besnard, 1997; Surault, 1995b;
Lester, 1994; Baudelot and Establet, 1984; Durkheim,
1897).

5. Synergies

This long list of behavioral factors affecting health
and mortality is inadequate for summarizing the situ-
ational diversity. Although, in theory, each of these
factors can act negatively or positively in isolation
while all the others remain neutral, most frequently,
many factors combine in the same or in opposite direc-
tions. When several factors operate together in the
same direction, a synergy may develop in which the
result exceeds the simple addition of the expected
results of each factor acting in isolation. Mention has
been made of alcohol-tobacco synergy responsible for
the tumors of the upper respiratory and digestive
tracts. The numerous examples of this type include
speed and alcohol while driving and tobacco use and
silicosis among miners. The accumulation of risk
behavior is often the cause of great differences in mor-
tality observed between social or family groups (Das
Gupta, 1990).

II. SOCIOCULTURAL FACTORS AND
ATTITUDES REGARDING THE BODY

AND HEALTH

Discussion of behavioral factors in the preceding
sections must not allow the fact to be overlooked that
health and survival are determined by more than these
behaviors. Health and survival depend on processes
that are largely determined by the context. Individual
behavior is derived from general attitudes regarding
the body and health, which are themselves allied to
culture. These attitudes are expressed according to the
resources available to the individuals, and they are
largely conditioned by the place people occupy in
society. Sanitary and social policies affect behavior,
whether directly through awareness campaigns or
indirectly through improvements in the services and
their accessibility.

1. Attitudes Regarding the Body: 
A Question of Culture

Attitudes regarding the body, health, disease, death,
and medicine influence lifestyles and behavior in very
diverse areas, particularly that of prevention and
resort to the health care system. These attitudes are
allied to representations that are primarily social.
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Although the body has an anatomic and physiologic
reality, it is also, as David Le Breton wrote in 1985, a
social construction “both in its involvement in the col-
lective scene as in the theories that explain its func-
tioning or the relations it maintains with the person
that it embodies. Biomedical knowledge, and official
knowledge of the body in our Western societies, is one
representation of the body among others, and effective
in the practices that it supports” (Le Breton, 1992).3

There exist as many representations as there are soci-
eties and cultures, with as many different actions
based on these different representations (Loux, 1979).

The functions of the body, its uses, its image, and
the attention paid to it vary according to societies
(Bouchard, 1982) and according to regional and ethnic
cultures or social class within the larger societies
(Surault, 1983). Values and standards lead to the devel-
opment of “a sort of code of correct behavior toward
one’s body” (Boltanski, 1971)4 and “the bodily experi-
ence of every person is penetrated through and
through by other people and by society, as the source,
organ, and support of all culture” (Bernard, 1973).5

Ethnologists have frequently stressed the extreme
variety in the conception of the body from one society
to another.

Lucien Sfez (1995) compared conceptions of the
body in the United States, Japan, and France, showing
how the differences explained the diversity of behav-
ior and attitudes with regard to health. In the United
States, for example, the search for “perfect health” 
justifies development of a new attitude concerning,
among other things, food (without cholesterol), sexual
practices with a single partner (danger of AIDS), and
struggle against tabacism (safety for oneself and for
others), as well a priority given to biotechnologies and
extensive programs such as the worldwide Genome
project for mapping and sequencing human genes (in
favor especially of predictive medicine) and the Bio-
sphere II project, a reduced model of the terrestrial bio-
sphere, in which four men and four women sequester
themselves for 2 years (1991–1993).6

Representations and uses of the body determine the
representations of disease and health, as well as the
attitudes concerning them. Disease and health, beyond
their biologic aspects, are also social facts: their 
recognition is allied to the cultural values and stan-
dards of a given society or social group; depending on
the case, a biologic state is perhaps determined but not
regarded as a disease (Foucault, 1972).

In industrialized countries, the increasing attention
paid to the body explains the demand for perfect health
and even for immortality, and it justifies the means 
of achieving these goals, such as increased health
expenditures and public health policies. The more
health improves in terms of longevity, disability, inca-
pacity, or handicap, the greater is the extension of the
field of disease and the power of the medical disci-
plines, such that organic or psychological manifesta-
tions are increasingly being classified as morbid
symptoms (Lachaud, 1975).7 In France, for example, the
average number of diseases declared per person (i.e.,
prevalent morbidity) doubled in 20 years from 1.6 in
1970 to 3.3 in 1991 (Sermet, 1994), whereas the rate of
persons declaring themselves to be in perfect health
(i.e., feeling no discomfort in their daily life) is decreas-
ing (19% in 1980 to 15.8% in 1993) (Bocognano et al.,
1994).

Health and longevity are increasingly becoming
objectives in themselves and no longer just the means
for a better quality of life. The more uncommon
disease becomes, the more distant the foreseeable
horizon of death, the greater the fear of disease and
death,8 and the greater the requirements for medicine
and medical technology. This accounts for the growing
medicalization of social, family, and psychological
problems and of all that arises from discomfort or
merely fatigue, increasing the dependency on medica-
tions (Reynaud, 1984) and explaining the success of
“happiness pills.”

This information points to an astonishing paradox.
Although the effectiveness of medical interventions is
undeniable, it is also possible to imagine that med-
icalization and the development of preventive prac-
tices pushed to extremes can become a constraint,
having negative effects on health through an increase
in stress and anxiety, which can help to generate
serious conditions, including cancers (Amiel-Lebigre
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3 “Tant dans ses mises en jeu sur la scène collective que dans les
théories qui en expliquent le fonctionnement ou les relations 
qu’il entretient avec l’homme qu’il incarne. Le savoir bio-médical,
savoir officiel du corps dans nos sociétés occidentales, est une
représentation du corps parmi d’autres, efficace dans les pratiques
qu’il soutient.”

4 “Une sorte de code des bonnes manières d’être avec son corps.”
5 “L’expérience corporelle de chacun est pénétrée de part en part

par autrui et la société, comme source, organe et support de toute
culture.”

6 Lucien Sfez defines perfect health or full health as an already
unified bio-eco-religion, a 21st century utopia, armed with all its
symbolic power. In France, prevention biology encounters active
resistance (Agora and CREMMS, 1994; Malet, 1993).

7 A quarter of a century ago, Ivan Illich (1975) was speaking of
“the elimination of the status of health by unlimited multiplication
of the roles of sickness” (“l’élimination du statut de santé par la mul-
tiplication illimitée des rôles de malade”).

8 In France, according to the annual CREDOC investigations, the
fear of serious illness is constantly increasing. It has become the
primary worry (before drugs, insecurity, and unemployment), rep-
resenting the nonacceptance of what it might bring: death.



and Gognalons-Nicolet, 1993; Dutot and Lambrichs,
1988).

A number of studies in industrialized countries have
revealed significant differences according to social
environment and education level in the representations
of and attitudes toward the body, pain, disease, health,
and medicine (Adam and Herzlich, 1994; Aiach et al.,
1992; d’Houtaud and Field, 1989; Surault, 1984; Aiach
and Cebe, 1983; Loux, 1983; Aballea, 1982; Letourmy ad
Pierret, 1982; Aiach et al., 1980; Zborowski, 1972; Her-
zlich, 1970; Zola, 1966). In less favored circles and for a
given pathology, there is a reduced capacity for identi-
fying with the morbid condition, a less intense reflex-
ive relationship with the body, a greater resistance to
pain, and a reduced degree of medicalization, leading
to a reduced perception and identification of the
disease than among better-educated groups and, con-
sequently, a lower rate of declared morbidity. Similarly,
a reduced level of resort to care correlates with an
equally declared morbidity, less confidence in medical
techniques, a broader definition of health,9 and fear of
incapacity (allied to a real or imaginary experience of
the disease and to the level of social protection and
resources). The same social differences may be
observed in preventive practices (Aiach et al., 1992).

In the Western world, since the 18th century, the
improvement in health and decline in mortality have
changed attitudes toward disease, health, and death
and reciprocally, according to a circle that remains up
to the present “virtuous,” without our knowing what
development preceded the other. Previously, disease
and death, including high mortality among young
children, were accepted with resignation. Analysis of
death and disease remained almost absent from the lit-
erature until the 20th century. According to Philippe
Ariès (1971), death appeared “neither as an accident
that a procedure of attention and technique might
avoid or postpone10 nor as a subject of individual afflic-
tion. It was a matter of destiny that had to be accepted,
even assisted, and also appropriately surrounded by
ritual ceremony.”11 The preoccupation was not to avoid

the end, but to be aware of its coming. The mere idea
of a struggle against death was considered to be sacri-
legious, as if to oppose divine will.

It was more or less at the time when deaths began
to decrease essentially as a consequence of economic
development and its effects that attitudes changed.
The child was increasingly seen as a completely sepa-
rate being (an idea almost absent from earlier litera-
ture), and the possibility and desire to act on its destiny
emerged. In France, with the dissemination of the
ideas of 18th century philosophers and the loss of
influence of the Catholic Church (recorded especially
by Alfred Sauvy [1960]), attitudes changed more
rapidly, as evidenced by an early decline in fertility—
because happiness, according to Jean-Jacques
Rousseau (1782), was no longer to be sought exclu-
sively in the hereafter, but also on Earth.

This process cannot be applied today to countries
with a high death rate, especially because they consti-
tute a cultural ensemble that is much more heteroge-
neous than in the former European countries,12 even
though the spread of Western culture and ideas
occurred there long ago, at least among the elite. Nev-
ertheless, the decline in mortality, especially among
very young children, has increased the desire to have
control over one’s own life and that of others, as can
be seen by the general tendency to control fertility.

Attitudes toward medicine are also conditioned by
the sociocultural context, which explains attitudes
about the body, disease, and death (Adam and Her-
zlich, 1994; Augé and Herzlich, 1983). For most of the
population, the body is an instrument for work, and as
long as it is as able to function as such, the person is
not considered to be ill. Consequently, as Henry
Mosley (1985a) points out, more attention is paid to
prevention than to therapeutic measures: “Every stage
of life and frequently almost every daily activity is
accompanied by rituals and actions designed to ensure
health and welfare. Furthermore, life may be filled
with all sorts of taboos, many of them related to diet,
to avoid sickness” (p. 130).

Mosley, in attempting to analyze the effectiveness of
programs for primary health care, stressed the influ-
ence of attitudes toward disease and traditional
systems of belief; taking them into account or ignoring
them may influence the programs’ effectiveness. On
the contrary, problems sometimes encountered in the
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9 As long as somatic symptoms, diagnosed or not, did not
prevent work, a person did not consider herself or himself to be ill.
Essentially, health had a market value; it enabled work and the
income arising from it to be realized. To this can also be added a
nonmarket value, because it enabled optimization of nonworking
time, particularly that devoted to leisure pursuits (Letourmy and
Pierret, 1982).

10 For centuries, the practice of medicine remained restricted to
a very limited circle, that of the Court, nobility, Princes of the
Church, and the prosperous middle class.

11 “Ni comme un accident qu’un effort d’attention et de tech-
nique peut éviter ou reculer, ni comme un sujet d’affliction indi-
viduelle. C’est un arrêt du destin, qu’il faut admettre et même aider,
qu’il convient aussi d’entourer d’une pompe rituelle.”

12 François Laplantine (1986) speaks of “the infinite variety of
reactions toward disease according the societies and epochs” (“la
variation infinie des réactions à la maladie selon les sociétés et les
époques”), even though the etiologic and therapeutic models are
those, very limited in number, that were not exclusive from one
another in the same society or even with the same individual.



application of medical techniques that have proved
their worth in Europe or North America may result
from the fact that modern medicine “also incorporates
many popular beliefs and folk practices of Western
culture” that are often very far removed from those of
developing countries (Mosley, 1985a).

Dominique Tabutin and Eliwo Akoto (1989, 1992)
have shown that ethnic membership has a great influ-
ence on the mortality of children in sub-Saharan
Africa, which confirms the importance of cultural
variables that affect the care given to children. “The
ethnic group, in their estimation, may influence the
mortality of children through a whole series of vari-
ables, such as the attitude toward disease, death and
care services, beliefs relative to the etiology and ther-
apeutic art, practices in the feeding of children, the care
given them (Hill and Randall, 1984), family structures,
age at delivery . . .”13 (p. 61). A number of studies
provide similar results (Fassin, 1995; Gbenyon and
Locoh, 1989, 1992; Pison, 1989, 1992; Raynaut, 1992;
Soumoy and Thiltges, 1992; Vallin, 1989).

Despite the progress made in the epidemiologic
transition (see Chapter 57), attitudes concerning the
body, disease, death, health, and medicine remain
extraordinarily varied, just as varied as the cultures are
that underlie them. From the denial of death, symbol-
ized by the American practice of presenting the
deceased sitting in an armchair with every appearance
of life, to the almost impatient desire for it (i.e., the
tamed death of Philippe Aries [1977]), as evidenced by
the lack of concern of certain populations regarding
AIDS; from perfect health as the guide to life and subject
of all conversations to survival-motivated health prac-
tices; from disease that is destructive to that which is
liberating (Herzlich, 1992), there are an infinite number
of representations and intermediate attitudes, all of
which influence preventive behavior,14 resort to treat-
ment, and death.

In a country such as France, the frequency and
importance of alcohol consumption is explicable by a
culture rooted in history from the Gallo-Roman epoch,
when wine production was introduced. Made sacred
by religion, wine has also become a socializing agent,
a means of social relationships, which furthers a

status-enhancing image of the “social utility, relax-
ation, and ritual conviviality”15 factor (Chapuis, 1989),
handed down from generation to generation.

Death from a vehicular accident provides a good
example of the influence of behavioral differences
allied to specific cultural characteristics. Whichever
indicator is used, mortality in Europe is lower in the
countries of the North. Jean-Claude Chesnais (1985a,
1985b) considers that “the high degree of safety there
corresponds to a cultural trait shared by the people of
the North—supportive societies where tolerance is
higher, collective discipline stronger, and prevention
consequently easier.”16 The most stringent policies in
Europe for the repression of alcoholism at the wheel
were developed in Norway and Sweden. In most Latin
countries (including France), this mortality, although
declining, remains higher; their inhabitants are more
individualistic, tend to favor their own interests rather
than that of the majority, and therefore adapt them-
selves less easily to preventive measures. Especially
among men, the automobile is not used solely as a
means of transport; it is also a symbol of power, viril-
ity, and social prestige (Baudrillart, 1976).

Many examples from traditional societies can be
cited, such as in the Sahel environment, where red
urine (one of the symptoms of bilharziasis) is associ-
ated with virility (i.e., small boys playing in the back-
waters are more exposed to it than girls), or the theory
of the evil eye in certain Mediterranean populations,
leading to the confinement of babies to the interior of
the poorly lit and badly ventilated dwellings to avoid
exposing them to another person’s view.

Measles merits particular mention. For a long time,
the synergy between malnutrition and infection was
conceded to be the sole factor explaining the highly
lethal effect of measles in southern countries and espe-
cially Africa, whereas it remains a benign disease in
northern countries. The undernourished child is less
resistant to the virus, and the sick child in losing its
appetite creates a situation that transforms measles
into a mortal disease (Solimano and Vine, 1992;
Mosley, 1985a, 1985b). The contention was that chil-
dren did not die directly from the measles but from its
serious complications when children were undernour-
ished. In 1980, Peter Aaby demonstrated that such was
not the case. The lethal effect of measles in Africa
results from lifestyle. Children who live in the over-
crowded dwellings, where all or most of the family
members sleep confined to a single room, are exposed
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13 “L’ethnie, estiment-ils, peut agir sur la mortalité des enfants à
travers toute une série de variables telles que l’attitude face à la
maladie, à la mort et aux services de soins, les croyances relatives à
l’étiologie et à l’art thérapeutique, les pratiques d’alimentation des
enfants, les soins qui leur sont accordés (Hill et Randall, 1984), les
structures familiales, l’âge à l’accouchement....”

14 During a recent conference, professor M. Tubiana cited the
results of an American investigation, according to which the Seventh
Day Adventists, whose religion forbids them to smoke and drink
alcohol, benefit from a cancer morbidity rate that is less than 50% of
that of the other inhabitants in the same districts.

15 “D’utilité sociale, de détente, de rituel de convivialité.”
16 “La grande sécurité y correspond à un trait culturel des

peuples du Nord: sociétés solidaires où la tolérance est plus grande,
la discipline collective plus forte et, par conséquent, la prévention
plus aisée.”



to and die of measles. A child contaminated under
these conditions effectively receives a strong viral dose
that increases the risk of having a fatal disease,
whereas the same child catching measles when
playing outside with his or her friends develops a
benign form of measles (Aaby, 1989, 1992). Measles is
more often fatal in West Africa, where polygamy is
more widespread and the co-spouses and their chil-
dren sometimes sleep in the same room, than in East
Africa, where there is less polygamy and cohabitation
of the co-spouses is rare. Culture and living conditions
can strongly influence lifestyle, which may directly
affect mortality (Wunsch, 1981).

2. To Know and To Act: 
A Question of Means

Although attitudes regarding the body and health
vary according to the cultural context, involving dif-
ferent ways of representing and perceiving disease,
and consequently a greater or lesser disposition to
prevent or treat health problems within the same
country or culturally homogeneous ethnic group or
region, the behavior that arises from these attitudes
can also greatly vary according to the means at the dis-
posal of the individuals or families. Mortality can be
differentiated by three types of means: education and
access to information media, material wealth (income
or fortune), and existing health services and their
availability.

a. Education

Knowledge is one of the primary resources for
encouraging the adoption of behavior conducive to
health. There is a close link between mortality and the
level of education (Kunst and Mackenbach, 1994). All
the investigations carried out on social mortality, espe-
cially in industrial countries, fully demonstrate this
principle17 (see Chapter 54). It may partly depend on
selection by education of the healthiest individuals
(i.e., mentally deficient or sick children are less able to
undertake studies) or on the indirect relationship
between education and health through contextual
variables (i.e., persons belonging to disadvantaged
social categories are subject to unfavorable health 
conditions and have difficultly accessing higher levels
of education). Increasing levels of education have
increasingly positive effects on health. Education pro-
vides knowledge about what is logically beneficial for
health, and it is in many ways a means of accessing the

power and resources necessary for carrying out pre-
servative or recuperative health activities.

Although all people can, because of their education,
act directly on their own health, the education of a
family member or household may also influence the
health and survival of other members. This is particu-
larly true for the mother in relation to her children. In
France, for example, infant mortality entered a very
rapid and enduring downward phase in the late 19th
century. It was largely a result of the new approach to
infectious diseases (especially those of infants) after
the discoveries of Louis Pasteur, but the decline in
infant mortality also reflected the spread knowledge
through general public education after the laws of
Jules Ferry on compulsory schooling were enacted.

In developing countries, the education of mothers
has been recognized by demographers as one of the
prime factors in lowering infant mortality (Caldwell
and McDonald, 1981; Behm, 1979; Caldwell, 1979;
Behm and Primate 1978). Similar to a number of inves-
tigators, Henry Mosley (1985a, 1985b) stressed the
importance of the educational level of women in gen-
erating a social synergy that enabled a change in atti-
tudes toward disease, its prevention, and treatment
and, more generally, toward the child and its survival.
In particular, observations in Kenya and other African
countries showed that maternal education and income
level (or poverty) are related to infant survival.

Dominique Tabutin and Eliwo Akoto (1989, 1992)
observed that in sub-Saharan Africa, there is a positive
relationship between the educational level of the
mother and the survival of the children. The intensity
of the relationship varies considerably among coun-
tries, and it is more apparent for mortality between 1
and 5 years than before 1 year. The effect of the father’s
educational level is less clear, but it complements that
of the mother.

b. Wealth and Economic Affluence

Economic affluence is an obvious factor in the access
to health resources. With incomes that are just enough
to satisfy the most elementary daily needs, the treat-
ment of a disease may appear all the more superfluous
in that it is not always assured of success. The expense
entailed in prevention constitutes a gamble that may
not seem urgent to undertake.

The effect of income in terms of health behavior is
often less than that of education. At an individual
level, the priority for health expenditures does not
change much according to income. The higher the
income, the greater the increase and diversification of
needs, and this is not always to the advantage of health
expenditures, even though these increase with income.
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17 The recent synthesis study carried out by Kunst and col-
leagues (2000) for the European Union confirms this fact.



At an equal collective level of income, resort to medical
care depends greatly on the accessibility of heath
resources. According to the health policies applied and
the system of assuming responsibility (e.g., social secu-
rity) in force, revenue differences will have a greater
or lesser influence on the resort to preventive care
(Bell, 1985a, 1985b).

c. Accessibility of Health Services

It does not suffice to pay attention to one’s health,
to be informed about the means of proceeding, or even
to have sufficient resources to pay for care. Effective
care must exist (e.g., for infectious diseases), and the
services must be available. However, we have seen the
time required by medical research to arrive at a treat-
ment, largely insufficient, for AIDS. The example of
AIDS is symbolic of the difficulty of making an exist-
ing treatment accessible in poor countries (Mann et al.,
1992). As the French Minister of Health Bernard
Kouchner declared in 2001, “90% of the medicaments
are in the north, whereas 90% of the sick are in the
south.”18 Even though the conflict between the big
pharmaceutical companies and the governments in
southern regions, such as India, Brazil, or South Africa
(who wish to produce cheaper medications by freeing
themselves from the licenses) is being resolved, treat-
ments for diseases such as AIDS remain beyond the
economic reach of most sick persons.

The distribution of the health services and the price
of the medication or treatment are not the only issues.
Concerns exist for the whole chain of prevention and
assumption of responsibility, including the identifica-
tion of risks, detection and diagnosis of cases, treat-
ment, follow-up, and responsibility for the sick person
at health, social, psychological, and even economic
levels. Although AIDS is one of the most striking
examples of the important part played by the avail-
ability of services, the same applies for many of infec-
tious endemics in southern countries, especially
Africa, whether it concerns tuberculosis, measles,
malaria, or other tropical diseases.

What remains true for infectious diseases in a
number of developing countries is everywhere evident
for diseases against which the struggle has only more
recently been effectively engaged: cardiovascular dis-
eases and cancers. One of the most striking illustra-
tions is the introduction of emergency intervention
services (SAMU in France), which are particularly
decisive in the treatment of myocardial infarct. With

equal attitude and behavior, the chances of a sick
person being treated in time and of being able to
recover depend on the presence and effectiveness of
such services. Similarly, the arrival of scanners 
(e.g., computed tomography, magnetic resonance
imaging) created a fairly marked disparity in the
quality of diagnoses and therefore in the adoption of
appropriate treatments according to the ease or diffi-
culty (geographic or other) of access to this type of
apparatus.

3. Social Conditioning

a. Social Categories

Attitudes toward the body and behavior in health
matters are largely conditioned by the social sur-
roundings (Valkonen, 1987). This issue is addressed in
detail in Chapter 54. It suffices here to stress that social
adherence influences almost all of the aspects of health
previously described. Each social group has its own
culture that affects the attitudes and behavior of its
members, and adherence to a social group affects
access to the means of action, like education and eco-
nomic resources. However, the relationship between
social class and mortality considerably exceeds the
limits of the behavioral mortality factors alone. Some
of the differences in mortality observed between social
categories arise from selection according to health,
which influences access to other social categories. For
example, health problems may compromise access to
good training, which compromises access to good 
professional qualifications and therefore to interesting
and well-paid employment. Deficient health makes
upward social mobility more difficult, and in this way,
membership in the higher social categories itself
depends on the state of health. However, social 
categories are largely founded on professional activity,
which itself greatly affects mortality through the 
conditions of work and other profession-related 
risk factors. This complexity of the relationship
between social membership and mortality is
addressed in  Chapter 54. 

b. Sex

Similar relationships exist for death, sex, and
gender. Although the differences in mortality between
sexes is to a large extent a question of gender—of
“socially constructed sex” that engenders specific mas-
culine and feminine behavior—they also introduce
other factors, including biologic factors, which will be
treated in Chapter 53. Part of the difference results
from cultural distinctions that prevail between men
and women, especially in their attitudes about the
body and health, but also from the diverse conditions
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18 The declaration of “90% des médicaments sont au nord alors
que 90% des malades sont au sud” was made for the first time in
the Journée Mondiale du Sida on December 1, 2000 and repeated many
times since (e.g., see Le Figaro of January 30, 2001 or Le Monde of July
7, 2001).



of life imposed on men and women because of the role
and status assigned to them by society.

c. Marital Status

The fact of belonging to a group and of having a
status, whatever it may be, has consequences on
lifestyle that may be important for health. An example
is provided by the variations in mortality according to
marital status. Almost universally, married people
have better chances of survival than people who are
celibate, widowed, or separated. Reasons for the dif-
ference are complex (Vallin and Nizard, 1977). As for
migration and social ascent, marriage selects individ-
uals according to their health; sick or handicapped
people find it more difficult to find mates. In certain
cases, divorce may act in the same way, especially
when the law authorizing it is very restrictive and the
procedure is so difficult that a solid physical and
mental state of health is necessary for bringing the
process to a conclusion. This was the case in France
when the law forbade divorce if the spouse was suf-
fering from serious illnesses or mental disease (Vallin
and Nizard, 1977). When divorce is freely obtained and
if all separations (legal or otherwise) are taken into
consideration, deaths are higher among persons who
are separated, widowed, or single than among those
who are married. Apart from the effect of selection, the
difference can be explained at two different levels.
Status affects lifestyle, and from this point view, mar-
riage protects health by imposing certain elements of
lifestyle and behavior that are favorable to health. At
an equal age, tabacism, alcohol abuse, and vehicular
accidents are more common among single people or
persons living alone than among married people. Sim-
ilarly, eating behaviors, living conditions, and resort to
medical care are better among married people than
those living alone. However, the change of status may
constitute a shock or trauma that worsens health and
decreases mortality among widowed or separated
persons (Thierry, 1999; Vallin and Nizard, 1977).
According to a study by Valkonen and colleagues
(2001), these differences in mortality between types of
marital status have tended to increase in European
countries.

d. Urbanization

Urbanization may have an influence on health
because the city at a certain stage of development may
be dangerous (e.g., unhealthiness of accommodation,
human concentration encouraging the spread of epi-
demics, social disintegration encouraging the devel-
opment of violence) or because, at another stage of
development, it is favorable to health activities (e.g.,
human concentration favoring the advantages of

health services close at hand, spread of knowledge
about health matters). Urbanization also may be influ-
ential because the town or city is a modernizing factor
of behavior. In Africa, sanitary progress has come first
to the towns. All the differential mortality studies rec-
ognize this fact, regarding it as an obvious truism on
which it is unnecessary to dwell (Tabutin and Akoto,
1989, 1992; Cantrelle et al., 1986; Ewbank et al., 1986).
As confirmed by the authors of a case study published
by the United Nations (Cantrelle et al., 1986), of all the
demographic, socioeconomic, cultural, and environ-
mental factors, living in an urban environment con-
tributes most to the reduction in mortality. In the town
itself, the mortality is not the same for those who have
been living there for a long time as for the new arrivals.
At Pikine in Senegal, the mortality rate for children
born in the agglomeration of Dakar is two times below
that for children who arrived after their birth (Antoine
and Dough, 1988).

This urban advantage can only partly be explained
by the great socioeconomic differences that distinguish
the town from the rural world. When argument is
founded on equal conditions of income, education, or
social or professional category, the degree of advan-
tage often declines but almost never disappears. It is
stressed that the city usually encompasses the essen-
tial medical resources and that the urban environment
facilitates health activities. This is undoubtedly the
main source of difference in the 19th century, which
was immersed in a medicosanitary context unfavor-
able to towns.

But beyond these well known characteristics, one should
inquire into the part played by the town, more particularly in
Africa, in mixing together populations of various origins,
pouring them into a common mould and involving them in
more modern ideas, especially through education. Not only
is the latter more developed in the town, but it also finds a
greater justification there through the economic activities of
an urban type less indebted to traditional practices than agri-
culture. Faced by the very considerable differences in African
ethnic cultures, the town offers an alternative that is more
open to effective medical and sanitary practices, and
doubtlessly constitutes, in Africa more than elsewhere, the
veritable crucible for modernization19 (Vallin, 1989).
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19 “Mais, au-delà de ces caractéristiques bien connues, ne doit-
on pas s’interroger sur le rôle que la ville joue plus particulièrement
en Afrique en brassant des populations d’origines diverses et en les
coulant dans un moule commun empruntant davantage aux idées
modernes, notamment par le biais de l’instruction. Non seulement
cette dernière est plus développée en ville, mais elle y trouve davan-
tage sa raison d’être dans les activités économiques de type urbain
moins redevables des pratiques traditionnelles que l’agriculture.
Face aux différences culturelles ethniques, très fortes en Afrique, la
ville offre une culture alternative davantage ouverte aux pratiques
médicales et sanitaires efficaces et constitue sans doute, en Afrique
plus qu’ailleurs, le véritable creuset de la modernisation.”



d. Religion

Religion is a social conditioning factor that may
affect health and mortality. For example, religious
ideas affect the consumption of alcohol and the con-
sumption of tobacco products. Within the same popu-
lation, membership in different religious groups may
lead to differences in mortality (Räsänen et al., 1996;
Akoto, 1990). Moreover, many wars, massacres, and
persecutions have been and still are motivated by 
religious fanaticism.

4. Health Policies

With equal behavior, mortality depends on the
current and past health policies in the broadest sense
(Vallin et al., 1985a, 1985b), and behavior may vary
according to the health policies in effect. Some chap-
ters (Chapters 106 to 109) are devoted to health and
social policies and their effects on mortality. We limit
this discussion to examples of how policies may influ-
ence behavior.

a. Availability of Means

Healthy behaviors depend on the means available
for their expression. Health policies can improve the
provision of health services, whether through treat-
ment or prevention, by maximizing proximity, quality,
and effectiveness of health care (Abbasi, 1999).

This is equally true for the development of collec-
tive resources that do not have health as its sole object
(McKeown and Lowe, 1966). One example is the pro-
vision of water. With equal attitudes and propensities,
the most elementary rules of hygiene are followed
according to the facilities for access to water. Uses
include drinking, food preparation, bathing, washing
laundry, and cleaning the premises. The construction
of networks for drinking water, extended by the sys-
tematic installation of running water in houses, has
contributed greatly to the progress of hygiene, even
though it continues to vary according to individual
behavior. Similarly, since antiquity, the installation of
sewage networks and of water treatment has increas-
ingly transferred individual to collective responsibility
for the protection of the environment through the
treatment of domestic waste and eradication of the
causes of unhealthy housing.

In an even wider sense, the economic and social
development policies that contribute to a diversifica-
tion in the supply of goods and services tend to widen
the choice of consumers and therefore the possibility of
expressing behavior and attitudes (favorable or not)
about health. One of the most significant examples is
that concerning the diversification of available food

products. The choice of products now available in
developed countries bears no relation to what was for-
merly available. Because of this abundance, the diet has
developed, for better or for worse, according to individ-
ual behavior. Globally, it may be assumed that this
diversification has moved in the direction of a more bal-
anced and healthier diet. In parallel with this progress,
there is concern, sometimes extreme, about food safety
by the public and by public health authorities.

b. Orienting Behavior

Policies may also aim at orienting behavior, whether
indirectly by acting on the prices of certain products
or directly by developing information and awareness
campaigns. Governments may go so far as adopting
strict regulations on the use of certain products or of
prohibiting them.

Two examples can illustrate the effects of price. In
France, in 1957, the Pinay-Rueff plan for economic and
financial stabilization, which caused a sharp rise in
prices and a reduction in salary adjustments, led to a
decrease in household consumption, a unique phe-
nomenon in France during the whole second half of
the 20th century. Paradoxically, this effect found
expression in a sudden increase in life expectancy in
1958, which gained more than one year of life
expectancy in a single calendar year, compared with
an average of less than 6 months gained between 1947
to 1957 and even less afterward. Analysis of the causes
of death showed that this exceptional increase was
caused entirely by the decrease in the consumption of
table wine after the sharp rise in the price of a liter of
red wine (i.e., increased in Paris from 92 centimes to
1.4 francs) (Meslé and Vallin, 1993).

Another striking example is provided by the influ-
ence of the price policy carried out by the Organiza-
tion of the Petroleum Exporting Countries (OPEC) on
the behavior of motorists. In most European countries,
the ongoing tendency for a rise in driving-related
deaths was reversed in 1974, which coincided remark-
ably with the explosion in oil prices. Higher prices
engendered an interest in moderating speed to save
money, and the slower speeds reduced the number of
fatal accidents (Vallin and Meslé, 2001).

Conversely, the price policy for medical products
may affect the resort to preventive treatment. In coun-
tries having social security systems, it is more often the
collective responsibility for medical expenses that
limits the price (or even abolishes it) for the consumer
and encourages access to treatment and prevention.
Development of these institutions since the Second
World War has caused a great expansion of health
expenditures, which probably has contributed to the
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increase in life expectancy. Social mortality studies
have nevertheless shown that this policy has not
reached its primary target of reducing inequality in
respect to death, because social differences in mortal-
ity continue to increase. Mortality has fallen for all 
categories, but it is, grosso modo, the most favored cat-
egories of people who have profited most. Although
reduction in the individual’s health costs has enabled
better expression of favorable behavior, behavioral 
differences remain important, and their effects 
may increase precisely because resources are more
available.

Health policies may also act directly on behavior
through health education campaigns that explicitly
encourage certain changes in behavior. Education may
concern long-term work, such as the development of
health instruction programs in schools or within the
area of adult training. Health education may also act
through campaigns that are more directly targeted at
specific public health problems, such as vaccination,
antismoking, and road safety campaigns. Many
studies have shown the important effects of antismok-
ing campaigns on deaths from lung cancer (The
Surgeon General, 1989, 1990; Blanc, 1985a, 1985b) or
from diseases of the coronary arteries (Puska et al.,
1983).

Policies may go so far as attempting to restrain
behavior through regulation or even prohibition. One
of the most important areas for health protection reg-
ulation is that concerning the production and use of
medications. Each product undergoes a very demand-
ing series of tests and quality controls before being
authorized for sale, but the use itself is more or less
strictly regulated according to the nature of the
product. This is one of the current means of curbing
medical overconsumption, which is dangerous. It is
also one of the means for combating suicidal behavior,
and for the prevention of malicious acts.

Another example of regulation aimed explicitly at
protecting health and life is that of road safety, includ-
ing regulations determining highway codes, drivers’
licenses, speed limits, and wearing of helmets or seat
belts. Many measures aim at controlling the behavior
of those using a dangerous means of transport. Simi-
larly, regulations on the use of tobacco are becoming
more and more restrictive, with more and more public
places prohibited to smokers.

In certain cases, the regulations go as far as a total
ban of a product and of its production, marketing, and
use. In most countries, this is the case with certain nar-
cotics, even though the health advantage of such
extreme measures in restricting behavior is the object
of controversy. Experience shows that governmental
policies are never enough for eradicating the needs or

curbing consumption, and in raising prices, they
encourage illegal production and trafficking. Despite
the problems with regulation, it is tempting to consider
that deaths from lung cancer would never have
reached the same high proportions if tobacco had been
treated as a hard drug since the late 19th century.

All measures for alcohol prohibition have failed.
The famous attempt at prohibition in the 1920s in the
United States, which encouraged fraud and crime
more than sobriety, was a fiasco. The immediate effect
of the campaign carried out by Mikhael Gorbachev in
the last hours of the Soviet Union was to cause an
appreciable rise in life expectancy,20 but prohibition
measures were too easily avoided (e.g., fraud, resort to
nonalimentary alcohols), and the attempt was quickly
abandoned, after which life expectancy fell to even
lower levels than before the campaign21 (Shkolnikov 
et al., 1995, 1996).

CONCLUSIONS

Although health and survival depend primarily on
the balance between genetically programmed vital
resources and the resources and dangers arising from
the environment, they also depend on the way in
which men and women control this balance, individu-
ally and collectively. Individuals and society in their
relationship with the environment have a large
measure of freedom, which may lead to great differ-
ences between the state of health and the probabilities
of survival.
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Conservative estimates suggest that medical treat-
ment can be scientifically proved effective in only 20%
of cases.1 This fact was behind the major impetus given
in recent years to what is known as evidence-based med-
icine (EBM), although the failure of scientific research
and medicine to live up to users’ expectations is not
new. As far back as 1900, the San Francisco Chronicle
was leading with articles on biomedical issues that are
still headline news today, such as baby gender selec-
tion, life extension technologies, and new cancer 
treatments.

After Mary Shelley’s Frankenstein (1818), the late
19th and early 20th centuries were a time of intense
cross-fertilization between science and literature, and
the collective imagination centered on the ambivalence
of effects, an issue extensively explored by contempo-
rary bioethics, particularly by Hans Jonas (1985) and
Daniel Callahan (1999). Marshall Berman (1983)
argued that Goethe’s Faust (1790) was an early demon-
stration of how the noblest ends may spawn the most
dreadful deeds.

Examples of the creation of expectations that far
exceed the real capacity to deliver practical responses
to patients’ needs and health problems abound.
Jacques Loeb (1912) of the Rockefeller Institute of New
York, for example, was in 1910 claiming the ability to
recreate life from organic molecules, just as biotech-

nology developer Craig Venter (2000) was doing very
recently. Press reaction to Jacques Loeb’s pronounce-
ments varied from enthusiasm to concern. Scientists
and academics stressed the benefits and potentials of
its clinical application, and the British Association for
the Advancement of Science meeting in 1912 was given
over to Jacques Loeb’s discoveries under the banner of
life per recipe (Turney, 1998).

Various examples of “technology assessment” are
found in Harry Collins and Trevor Pinch’s book, The
Golem at Large (1998), which seeks to analyze the
complex relationships among technologic develop-
ments, the public image of them, and their real quality-
of-life effects. Examples include the Challenger shuttle
disaster, the aftermath of the Chernobyl accident, 
economic forecasting abilities, acquired immunodefi-
ciency syndrome (AIDS) research, and the role of gay
self-help groups. The latter is particularly telling as
one of the very first examples of a group of biomed-
ical technology users being set up by singularly qual-
ified individuals really able to influence scientific
research strategies. The activists of Act-Up have suc-
cessfully called into question the traditional model of
the randomized clinical trial (i.e., phase III studies),
thereby prompting the U.S. Food and Drug Adminis-
tration to authorize the use of a treatment for which no
phase III study evidence was available. John Turney
(1998) and Harry Collins and Trevor Pinch (1998)
assert that the promises of science, their interpretation
by the media, and the role of the public have been
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1 This does not mean that such treatments are only 20% effective.
They are very likely much more effective, but the proof is lacking.



indissociable for at least a century. The authors of The
Golem at Large argue that there is no special insight, as
claimed, for example, by the leading scientist Richard
Feynman (cited in Collins and Pinch, 1998) with refer-
ence to the Challenger space shuttle accident, that
would enable any technical problem to be foreseen and
solved “by a scientist who is smart enough” (p. 151).
Harry Collins and Trevor Pinch showed that there was
no such thing as an exclusively technical problem; they
demonstrated that every situation contained a com-
ponent of randomness and subjective assessment.
They also looked at risk analysis. The skills normally
employed in risk analyses are highly specific and sec-
torial, and they have regard neither to the subjective
aspects nor any assessment of risk acceptability. The
fact that we find 10,000 deaths widely dispersed in
space and spread out over time (e.g., road deaths in a
year) more acceptable than 10,000 deaths concentrated
in a short period in a specific place (e.g., a war) is
surely not a technical problem. For Harry Collins and
Trevor Pinch, “to give them unconditional respect is to
make science and technology a fetish” (p. 153).

I. MEDICAL TECHNOLOGY’S
CONTRIBUTION TO 

MORTALITY DECLINE

How has therapeutic progress helped improve
Western public health? Thomas McKeown (1990)
showed that most of the remarkable infectious disease
mortality decline achieved in the West from the 19th
century onward resulted from improved living and
working conditions. McKeown estimated that in
England between 1854 and 1971, 74% of the mor-
tality gains resulted from a decrease in infectious
disease–related mortality. His premise was that most
of the decrease occurred even before effective drugs
like sulfamides and antibiotics (developed in the
1940s) came in and therefore can only be attributable
to other causes, such as improved hygiene and diet.
Only 3% of tuberculosis deaths were prevented by
treatments between 1848 and 1971, argues McKeown,
but the proportion rises to 51% in the period from 1948
to 1971. In the health conditions that now prevail in the
developed world, medical treatments are decisive in
keeping mortality low, but their role in the rapid mor-
tality decline since the turn of the 18th century was
much more limited.

Infectious diseases aside, what share of current 
mortality improvements can be attributed to medical
treatments? Indirect estimates have been done from
available health statistics, especially in the Scandina-
vian countries. In Finland, for example, Kari Poiko-

lainen and Jaakko Eskola (1986) estimated the health
services impact on curable diseases between 1969 and
1981. The authors of the study selected the curable dis-
eases (i.e., “amenable to intervention”) from a list that
included enteritis, tuberculosis, syphilis, other infec-
tious and parasitic diseases, diabetes, hypertension or
high blood pressure, and duodenal ulcer. They
excluded all malignant tumors (including cervical car-
cinomas, which are treatable if diagnosed at a suffi-
ciently early stage), the most serious and most frequent
cardiovascular diseases (e.g. myocardial infarction,
strokes), and sublethal accidents. Mortality from these
curable diseases was compared with other-disease
mortality. The study showed that mortality for curable
diseases fell by approximately two-thirds in 12 years,
compared with just one-third for incurable-disease
mortality. Most of the decrease in incurable-disease
mortality results from the blurred dividing line
between curable and incurable diseases and, to a lesser
extent, from effective primary prevention measures for
nontreatable diseases. The main curable diseases that 
registered mortality improvements are tuberculosis,
hypertension, gallstones, and causes of neonatal
deaths. The Finnish authors conclude from this that
health services were probably responsible for approx-
imately one-half the curable-disease mortality decline
over the review period. Other studies reached highly
comparable conclusions. In an international compari-
son of 10 curable diseases (almost identical to those 
of the Finnish study), very similar decreases were
observed in a set of industrialized countries, including
Italy and France (Charlton and Velez, 1986). Table 52–1
shows a marked drop in curable-disease mortality
across all countries, from 51% in England to 72% in
Japan. Japan is a case apart because curable-disease
mortality started from a much higher level, especially
for tuberculosis, maternal mortality, and cerebrovas-
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TABLE 52–1 Mortality Improvements from Avoidable
Causes and Mortality from All Other Causes in Six
Industrialized Countries, 1956 to 1978: Comparative

Annual Rates per 100,000 People

Country Curable causes All other causes

1956 1978 1956 1978

England 68.6 33.4 327.2 313.0
United States 74.7 24.6 398.6 364.0
France 69.4 25.0 385.1 311.6
Japan 177.6 49.2 355.3 201.9
Italy 81.4 34.9 331.5 275.3
Sweden 50.4 19.7 267.2 259.4

From Charlton and Velez, 1986.



cular diseases. That notwithstanding, incurable dis-
eases were the primary cause of death in the review
period, with annual rates of approximately 300 to 400
per 100,000 people compared with 60 to 80 per 100,000
for curable diseases (except in Japan).

II. RISKS OF CLINICAL PRACTICE
AND MEDICAL UNCERTAINTIES

Clinical practice remains beset by risks that to some
extent highlight the shortcomings in mechanisms for
transferring research outcomes into practice. At a work-
shop held in the San Giovanni Hospital in Turin, a
group of doctors were asked in a series of simple ques-
tions about current clinical situations: whether they
thought vitamin C helped heal scabs; whether they
gave vitamin C to prevent or treat a cold; what drug
they thought most effective in treating rheumatoid
arthritis and which had least side effects; and whether
they thought that surgical patients with serious
trauma (e.g., femoral fracture) should be preventively
treated for deep vein thrombosis (DVT) with heparin
or a physical method (e.g., lower limb compression)
(Vineis and Canavese, 1999). The respondent doctors
were not a representative sample of the entire 
hospital, but they were not specially selected either. 
As expected, the doctors’ replies were not entirely
uniform. For rheumatoid arthritis, for example, 48%
gave corticosteroids as the treatment of choice, and
34% opted for antimalarials. For 41%, their choice was
based on information about randomized trials or other
scientific evidence, and for 50%, the choice reflected
their knowledge of the mechanisms of action (i.e.
physiopathologic considerations). Although 19%
reported using drug treatment alone to prevent DVT,
75% preferred combination therapies. The effective-
ness of heparin was significantly overestimated; 88%
of respondents thought it cut the risk of thrombosis by
5 to 10 times, whereas reduction established in trials is
about twice; 95% thought that heparin cut the risk of
pulmonary embolism by more than 25% and reduced
mortality.

Having canvassed the clinical practitioners’ views,
we jointly consulted on each question the Cochrane
Library, a database of systematic reviews of studies of
clinical trials. The aim was not to look for answers but
to see what relationship might obtain between what
practitioners thought and a good source of updated
knowledge. For example, we checked the number of
results referenced for prevention of DVT. We found
approximately 90 randomized trials to be accessible on
the prevention of different forms of thromboembolism
in patients with fractured femurs. Of these, however,

only 26 were considered relevant and acceptable by the
Cochrane Library review groups’ criteria. The final
outcome of the consultation was that heparin reduces
the incidence of DVT, but it increases the risk of non-
fatal pulmonary embolism and, paradoxically, the
probability of dying. Physical methods (e.g., lower
limb compression) present a somewhat different case.
For an equal effect on DVT, there is also a preventative
effect on pulmonary embolism deaths. Surprisingly,
far fewer studies were found on the effectiveness of
physical methods (4) than on heparin (19), perhaps
because of the different commercial interests involved.

Rheumatoid arthritis is a much more clear-cut
example. Treatment of acute cases with injectable gold
salts and treatment with corticosteroids are about
equally effective (measured as the difference between
the average number of inflamed joints in treated
patients and a control group), but gold salts have
clearer and much more severe side effects.

The broad findings from these few examples could
be demonstrated for many other clinical practices,
including widely varying opinions and attitudes
among doctors and scientific results that overall are
hard to evaluate and to condense and that are often
anything but compelling and clearly transferable into
practice. The risks of clinical practice do not result
from doctors’ ignorance or inefficiency. Rather, choos-
ing the best treatment is often a complex procedure of
sifting through mountains of information that includes
research outcomes and subjective aspects such as
patient acceptance of treatment.

The need to address this problem was behind the
founding of the Cochrane Collaboration (named after
one of the inventors of randomized clinical trials) some
years ago and the more general movement of EBM. Its
main purpose is to facilitate transfer of information
into practice through the preparation and dissemina-
tion of systematic literature reviews (e.g., the Cochrane
Library). EBM has the merit of signaling which
medical treatments have proved valid and which are
useless or harmful. However, it has been criticized on
the ground that not all medical activity is fitted to 
randomized, controlled trials, especially complex ones
such as prevention practices; EBM also disregards the
interpersonal and subjective aspects of the doctor-
patient relationship.

III. BRIDGING NATURAL SCIENCE
AND ANTHROPOLOGY

The relationship between biomedical science and
public expectations has always been difficult (Turney,
1998). The role of biomedical technology often has
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been overestimated at the macro level (e.g., mortality
decline in the West from the 19th century and onward)
and the micro level (e.g., daily clinical practice).
Broadly, the issue is one of transferring research out-
comes into clinical practice. The main emphasis here
has been on the objective aspects, such as how to facil-
itate the preparation and dissemination of clear and
usable abstracts of medical research to update clinical
practices (e.g., Cochrane Library), but the subjective
aspects of the doctor-patient relationship—or more
generally, those between biomedical research and
public expectations and images—should not be disre-
garded. The doctor-patient private consultation is
often a fragmentary and frustrating dialogue, but is it
right to class patients’ beliefs as superstitions or as
short of the scientifically evidenced mark? Evidence
shows that the problem is much more complex, as
suggested, for example, by the work of the leading
anthropologist Byron Good, who demonstrates that
the doctor-patient dialogue must be looked at in the
whole context. This means looking at the substance of
the communication, as well as turns of phrase, the
form of the discourse, and even the punctuation. It is
to Byron Good’s credit that he has illuminated how the
doctor-patient narratives are distinguished not only by
“high” versus “low” knowledge, but also by “knowl-
edge” versus “belief” (Good, 1994). It is highly valid
and significant that a trend toward dissemination of
proven scientific knowledge (i.e., EBM) has developed
within clinical medicine, but we also hope that doctors
assimilate at least two lessons of anthropology. First,
the significant improvements in Western public health
in the 19th century were more the result of demo-
graphic and anthropologic than technologic factors.
Second, the transfer of medical knowledge into clini-
cal practice must deal with patients’ own cultures,
which should be respected.
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P A R T  

III

THE INTRICACY OF DIFFERENTIAL
MORTALITY FACTORS

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Mortality varies widely (as will be seen more in detail in Volume III, on the history
of population settlements), not least by level of national economic, social, medical or
cultural development. Patterns differ not just between countries, but also between
national subpopulations—be they regional or local—as well as subgroups within a 
population defined by membership criteria like gender, social status, marital status,
educational level, occupation, etc. In fact, any criterion of differentiation used, provided
it has a social, economic, psychological, cultural, or other significance for health and
mortality, is highly likely to reveal mortality differentials.

These inter-group mortality differentials may have three very different but comple-
mentary origins. First and most obvious is belonging to a group. If, for example, female-
ness is biologically propitious to survival, then femaleness guarantees a longer life than
maleness. Likewise, being married, educated, or in a higher social status group gener-
ally entails category-specific behaviors that improve probabilities of survival. Secondly,
where the criterion is not based on a genetic, unchangeable characteristic like sex, for
example, the change of state may itself add a further differential to the category-
specific one. So, widowhood, unemployment, loss of social status, etc., may be a time-
specific factor of excess mortality. Finally, health-specific entry into a category may
create a selective inequality. Married people’s lower mortality than single people may
in part be due to less healthy individuals’ greater difficulty in finding a marriage partner
and tendency to remain never-married. Likewise, at the normal economically active
ages, there is a significant excess of nonworking over working population mortality,
often due to ill-health keeping or driving them out of the labor market.

The factors that predicate these three grounds of differentiation are themselves
varied and complex. There is an intricate number of explanations for each difference
observed. An examination of all possible dimensions of differential mortality is 



clearly outside the scope of this treatise, so it was thought preferable to confine the
analysis to three significant examples, striving for as comprehensive as possible an
outline of each.

In Chapter 53, Jacques Vallin discusses the relationship between mortality, sex and
gender. In Chapter 54, Tapani Valkonen will consider the mortality gap by social status.
Finally, in Chapter 55, Graziella Caselli and Jacques Vallin will examine geographical
mortality variations.
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Girls are fewer in number at birth and live longer
than boys. It appears that these two “laws of nature”
biology impose on the human race complete one
another to ensure the presence of men and women in
almost identical numbers at reproductive ages.
However, these are two laws that psychological atti-
tudes and social behaviors can profoundly modify to
the detriment of one or the other sex. The topic of the
sex ratio of births is discussed in Chapter 4. This
chapter analyzes the causes of excess male mortality,
which is prevalent in most countries.

Life expectancy among women is higher than
among men almost everywhere today (Table 53–1). In
the United States in 1995–2000, the difference was 6.7
years; in France, it was 7.8 years. In some cases, the dif-
ference is much higher, as in Russia, with a difference
of more than 12 years, but in other cases, it is much
smaller, as in Iran (1.5 years), India (0.6 year), or
Bangladesh (0.1 year), to mention only countries with
more than 50 million inhabitants (systematically
included in Table 53–1).

This diversity indicates that the difference is not
merely a biologic effect. It is unlikely that the genetic
distance between large human populations is enough
to bring about such differences in a purely biologic
parameter. The difference in mortality between men
and women is not only a question of biologic sex; it is
mainly a question of “socially constructed sex,” or a
question of gender.

The range of mortality situations is the result of his-
torical evolution, which brings into play an even
greater diversity, the examination of which makes it
possible to understand the factors determining the dif-

ference in life expectancy between men and women.
From the outset, it seems plausible that women have a
biologic advantage. In the past and in certain cases
today, the social conditions imposed on women
deprived them of the benefits of this advantage, which
women eventually regained through improved social
status. Regaining this lost advantage led to widening
the gap in life expectancy between men and women
far beyond the strictly biologic difference. Is this
because of the development among men of specific
behaviors harmful to health? Alternatively, does it
have more to do with a greater ability on the part of
women to make the most of improved health condi-
tions? Both successively made a difference.

I. A PLAUSIBLE NATURAL
ADVANTAGE

Part of excess male mortality, which according to
different investigators varies in degree, has always
been considered as the expression of the biologic dif-
ference between the sexes. Some authorities even con-
sider the XY pair of chromosomes, which determines
the male sex, a lesser version of the XX pair of the
female sex, perceiving males as having got the short
end of the stick (Federici, 1950; Lenz, 1940).

1. An Obvious Genetic Advantage

If a mutation affects one of the genes of the X chro-
mosome in women, it does not cause a disease or dis-
order in most cases because the second X chromosome
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compensates for the loss of function (see Chapter 49);
in men, all genes on the single X chromosome express
themselves, even if they are deleterious. This is why
genetic diseases such as hemophilia or myopathy
mostly affect males. More than 1000 diseases are linked
to the X chromosome. Not all of them specifically affect

males, because the Y chromosome can sometimes com-
pensate for a defective gene on the X chromosome, but
in the end, a female advantage is evident. The female
advantage is derived from more than protection from
genetic diseases. Certain specifically female functions
also are associated with greater life expectancy, and the
genetic difference between the sexes generally seems
to be associated with better resistance to biologic
aging. In this chapter, only a few selected factors and
their possible link with life expectancy are discussed.1

The female body must have food reserves for preg-
nancy and breast-feeding. According to some biolo-
gists, this capacity in women to store and eliminate
food reserves without damage to the body allows them
to deal with changes in living conditions with greater
ease, to endure overfeeding, and to more efficiently
eliminate excess food (Seely, 1990).

Folliculine-stimulating hormone (FSH) is secreted
until menopause. FSH facilitates dilatation of veins and
protects against circulatory diseases. Male and female
hormone profiles are very different. The estrogen-to-
testosterone ratio is approximately 10 in women and
0.1 in men. Estrogen in women enables them to elimi-
nate more easily the bad low-density lipoprotein cho-
lesterol and to afford them greater immunity against
cerebrovascular diseases. At the same time, testos-
terone, the hormone of aggressiveness, tends to incite
men to violence and to taking risks.

In addition to the effect of FSH, the female circula-
tory system has other advantages. For equal physical
effort, women have lower increases in arterial pressure
and greater elimination of lipids, which protects them
against ischemic heart diseases (Nygaard et al., 1990).
Female cardiac muscle, which functions in a more
complex way, is more flexible than male cardiac
muscle (Ryan et al., 1994).

The pair of X chromosomes plays an important role
in defending the body against oxidizing lesions caused
by free radicals by ensuring the replication of repair
enzymes, a function that a single X chromosome is
much less able to fulfill. If a gene on the X chromosome
is defective and unable to code for the correct repair
enzyme, men are unprotected, whereas women can
retain the repair capacity because the corresponding
gene on their second X chromosome is functional 
(Hollyday, 1987). Jean-Claude Chesnais (1998)
described other genetic mechanisms that may under-
lie the greater life expectancy of women. There are
many other examples, but apart from the fact that
these phenomena and their effects on life expectancy
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TABLE 53–1 Differences in Life Expectancy among 
Men and Women in 1995–2000 by Regions and Main

Countries of More Than 50 Million Inhabitants

Regions and countries Life expectancy Difference

Men Women
Women - Men

Whole world 63.2 67.6 4.4

Africa 50.0 52.8 2.8
North Africa 63.3 66.4 3.1

Egypt 64.7 67.9 3.2
Central Africa 47.1 49.9 2.7

Nigeria 48.7 51.5 2.8
Ethiopia 42.4 44.3 1.9

Southern Africa 51.5 57.5 6.0

Eastern Asia 68.8 73.4 4.6
China 67.9 72.0 4.1
Japan 76.8 82.9 6.1

Southern Asia 62.6 64.7 2.1
Southeast Asia 63.7 67.8 4.1

Indonesia 63.3 67.0 3.7
Vietnam 64.9 69.6 4.7
Philippines 66.5 70.2 3.7
Thailand 65.8 72.0 6.2

Central South Asia 61.8 62.9 1.1
India 62.3 62.9 0.6
Pakistan 62.9 65.1 2.2
Bangladesh 58.1 58.2 0.1
Iran 68.5 70.0 1.5

Southwest Asia 65.9 70.2 4.3
Turkey 66.5 71.7 5.2

Latin America 66.1 72.6 6.5
Central America 67.9 73.3 5.4

Mexico 69.5 75.5 6.0

South America 65.3 72.3 7.0
Brazil 63.1 71.0 7.9

North America 73.6 80.2 6.6
United States 73.4 80.1 6.7

Europe 69.2 77.4 8.2
Western Europe 73.8 80.3 6.4

Germany 73.9 80.2 6.3
United Kingdom 74.5 79.8 5.3
France 74.2 82.0 7.8
Italy 75.0 81.2 6.2

Eastern Europe 63.3 73.8 10.5
Russia 60.6 72.8 12.2
Ukraine 63.8 73.7 9.9

Oceania 71.4 76.3 4.9

From United Nations, 2001.

1 The factors are among those mentioned by Jean-Claude Ches-
nais (1998) in a review on the subject presented at an Association
internationale des démographes de langue française conference.



have not yet been entirely elucidated (Magnami and
Accorsi, 1993), the part played by all of the genetic
factors in the difference in life expectancy between
men and women is very difficult to isolate from the
effects of nonbiologic factors.

2. An Advantage That Is Difficult 
to Measure

It is difficult and perhaps impossible to measure the
part played by genetic factors and that played by soci-
ocultural factors in the differences in mortality
observed between groups of human beings. How can
we isolate the effect of the genotype from that of the
sociocultural context when, from a genetic standpoint,
differences between individuals are often much
greater than differences between groups? How can a
demographer interpret the differences observed
between groups when, in many cases, the constitution
of these groups itself has an influence on mortality
through selection? These are only two of many diffi-
cult questions to solve for the analysis of differential
mortality. We are at least certain that sex divides the
population into two distinct groups on the basis of a
genetic difference, the famous Y chromosome, and
because it constitutes for each individual a constant
characteristic from conception until death, it can
induce no selection effect.

Is there an “admissible reference that will make it
possible to sort out what is attributable to biologic
factors from what is linked to social and behavioral
factors in excess male mortality”2 (Pressat, 1973)? It is
very unlikely, because sex in itself is a support for soci-
ocultural differences, the effects of which are extremely
difficult to isolate to evaluate those of biologic 
difference.

Some demographers have presented very different
arguments to demonstrate that the difference in life
expectancy and its recent evolution almost entirely
resulted from women’s purely biologic advantage over
men. For example, in trying to understand the reasons
for the constant increase in excess male mortality,
which at the time gave an advantage of up to 6 years
in life expectancy to American women, Francis
Madigan wrote in 1957: “Not only sociocultural pres-
sures [are] less important than biologic factors in rela-
tion to the mortality differentials of sexes, but they are
of comparatively small importance in this respect.” He
reached such an extreme conclusion by making a com-
parison between two groups of religious communities

of different sexes that obeyed exactly the same monas-
tic rule and that he therefore assumed had the same
living conditions. The slight excess female mortality
observed at the beginning of the century had in the
space of 50 years given way to increasing excess male
mortality, similar to that prevailing in the total popu-
lation. Considering that between these two religious
populations, the biologic difference linked to sex was
the only intervening element, he therefore concluded
that for the whole of the population, as for the religious
communities, the evolution of excess male mortality
could be explained almost entirely by the sharp decline
in infectious diseases, against some of which (i.e.,
tuberculosis) women supposedly were less well armed
than men, and by the increasing weight of cancers and
cardiovascular diseases to which they were less sus-
ceptible than men. This did not take into consideration
a major difference, admitted by the author himself,
that existed between the two religious groups: the con-
sumption of tobacco.3 This approach also denied the
fact that sociologic sex, or gender, could more gener-
ally induce different sociocultural behaviors, even
within the framework of similar monastic rules. While
avoiding the thesis of the total prevalence of biologic
factors that was very much in vogue at the time, other
investigators attempted to measure the proportion of
excess male mortality that might be attributed to it.

In an attempt to generalize the distinction he had
made between endogenous and exogenous mortality in
infancy (Bourgeois-Pichat, 1951a, 1951b), Jean Bour-
geois-Pichat (1952) built a table de mortalité biologique
limite (i.e., table of maximum life expectancy), attribut-
ing to women a life expectancy greater than that of
men by 1.9 years: 78.2 years compared with 76.3. The
concept of endogenous mortality is not, however,
understood here in the strictly biologic sense (and even
less in the genetic sense of the term). It covers more of
the morbid processes that, at a given stage of knowl-
edge, medical science is more or less powerless to
counteract (see Chapter 48). Jean Bourgeois-Pichat
took into account future progress in medical science
that would push this limit back. Twenty-five years
later, in making the same calculations with the same
concepts, he obtained a considerably greater difference
in mean life expectancy between the two life tables:
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2 “Référence admissible pour démêler ce qui dans la surmortal-
ité masculine tient aux facteurs biologiques et ce qui revient aux 
facteurs sociaux et de comportement.”

3 It is true that at the time the harmful effects of tobacco were
not as well known as they are today, but as Roland Pressat stressed
at the time (1973) in a criticism of Francis Madigan’s work, accord-
ing to a contemporary study by the American Cancer Society, male
excess-mortality beyond the age of 35 in 54% of cases among ciga-
rette smokers was due to smoking, with the harmfulness of this habit
principally increasing mortality from cancer and cardiovascular dis-
eases: exactly the diseases to which Francis Madigan thought that
women were more biologically resistant.



80.3 years for women and 73.8 years for men, corre-
sponding to a difference of 6.5 years (Bourgeois-Pichat,
1978). During this period, what Jean Bourgeois-Pichat
referred to as the “hard rock” was largely eroded in the
case of women, whereas for men, it was reinforced.
This cannot have been the result of increased biologic
differentiation between the sexes; it must instead
reflect improved health measures or changes in behav-
ior that may have evolved differently according to sex.
The main reason for the apparent decline in maximum
life expectancy among men is linked to increased
smoking, which provoked during that period an
explosion in the number of lung cancers, which Jean
Bourgeois-Pichat included with all other cancers in his
calculations of endogenous mortality. Measured in this
way, maximum biologic mortality gives only an
approximation by excess of the biologic difference
between the sexes.

In a different way, Roland Pressat calculated the bio-
logic advantage of women to be 2 years of life
expectancy at birth. In the absence of efficient health
practices, a difference of this amount seems to be
almost totally attributable to biologic factors. This
assumption seems to be confirmed by the fact that
“currently, in the first year of life, when no outside
influence is likely to cause a mortality differential
according to sex, at least in the West, mortality among
boys exceeds by 25% to 30% that of girls” and that “the
continued difference during the whole of life would be
such as to result in a moderate difference of approxi-
mately [. . .] 2 years [in life expectancy at birth]”4

(Pressat, 1973). Although a modern demographer 
may have some doubts concerning the historical 
argument (i.e., the biologic advantage of women was
masked by the negative consequences of their social
status), the second argument based on infant mortal-
ity is one of the most convincing (Pressat, 1987).
Extrapolating this information to other ages remains
risky. Although there is an advantage for females at 
the start, the advantage most likely lessens with 
age. However, certain elements in the biologic differ-
ence may lead a person to believe that it increases 
at very old ages through improved resistance to aging.
At this stage, there is a certain convergence of opinions
concerning the existence of a female biologic advan-
tage, probably a rather small one, even if it must 
be acknowledged that it cannot be measured 

accurately. Let us assume that God made women a
little stronger than men.

II. ADVANTAGE THAT IS REDUCED 
OR INVERSED BY UNFAVORABLE

SOCIAL STATUS

The first in a series of paradoxes in the analysis of
mortality differentials between the sexes in past pop-
ulations or more recently in populations with high
mortality is the fact that an almost equal chance of sur-
vival (i.e., combining excess female mortality in ado-
lescence and the beginning of adulthood with excess
male mortality at older ages) or even a more global
excess female mortality, which leaves women with a
life expectancy inferior to that of men, usually is
observed when measurement is possible. In certain cir-
cumstances, corresponding in all likelihood to a given
state in social and economic development, nature’s
generosity to women has been thwarted by the actions
of men (having for a long time confined women to an
inferior social status) or of nature itself (reserving for
women most of the risks linked to reproduction).
Despite of the biologic advantage of women, past pop-
ulations and some modern populations in developing
countries have been marked by certain forms of excess
female mortality.

1. Maternal Mortality

Excess female mortality at reproductive ages is well
known. It has been abundantly documented in Europe
in the past (Tabutin, 1978) and measured in France,
thanks to the analysis of the representative sample of
parish registers conducted by Louis Henry in the
1960s. In the 18th century and at the beginning of 
the 19th century, between the ages of 25 and 45 years,
the probability of women dying was higher than that
of men, between 5% and 20% according to the age
group and the period (Blayo, 1975). In developing
countries, the same pattern was seen until very
recently (Potter and Volpp, 1993).

Excess female mortality is linked essentially to
maternal mortality. It could therefore be qualified as
biologic because only women are exposed to this risk
because of pregnancy, childbirth, and postpartum
complications. It is therefore partly nature that took
back from women some of the advantage it had con-
ferred on them. However, beyond the purely biologic
risks, maternal risks also depended on the economic
and social conditions of women’s reproductive lives,
which were closely linked to their status and level of
fertility, which in itself is closely linked to the cultural
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4 “Actuellement, dans la première année de vie, quand ne joue
aucune influence extérieure de nature à différencier la mortalité
selon le sexe, au moins dans l’univers culturel occidental, la mortal-
ité des garçons surpasse de quelques 25 à 30% celle des filles . . . le
maintien de cet écart tout au long de la vie serait de nature à
entraîner une différence modérée, de l’ordre de [. . .] deux ans
[espérance de vie à la naissance].”



and social context of females. It is therefore also (male)
society that partly eroded women’s natural advantage.
In 18th century France, women’s overall life
expectancy at 25 years of age was slightly less than that
of men, because male excess mortality observed after
the age of 50 years was not enough to compensate for
excess female mortality between the ages of 25 and 45
years.

2. Mortality at Young Ages

The role of women’s status is even more obvious
concerning excess female mortality at young ages,
which can be explained only by differences in behav-
ior toward children according to their sex. In the past,
female excess mortality was manifest in Europe, where
it seemed to have been especially pronounced in the 1-
to 4- and 5- to 9-year-old age groups. The degree of
female excess childhood mortality seemed to worsen
in the 19th century (Tabutin, 1978). In France, more
precise statistics from 1899 show that the issue of
excess mortality was still a concern for all girls
between 4 and 17 at the beginning of the 20th century
and that it disappeared only during the Second World
War after gradually becoming limited to a declining
number of age groups (Vallin, 1983; Tabutin, 1978).
Dominique Tabutin stressed the essential role played
by infectious diseases, notably tuberculosis, in this
excess mortality among little girls, which was suffi-
ciently high to overtake excess male mortality due to
accidents or violence, which was already high in these
age groups. For Tabutin, the excess female mortality
due to infectious diseases was directly linked to the
unfavorable conditions imposed on girls at the time,
who were more often deprived of health care and food,
under the influence of an antifeminist ideology5 that
attributed little value to girls compared with boys.6

This lack of value of the female sex is at the origin
of excess mortality among girls today in many devel-
oping countries. The most glaring examples come from
the Indian subcontinent (Das Gupta, 1987; Chen et al.,
1981). In Bangladesh, mortality among girls between
the ages of 1 and 14 years was 50% higher than that of
boys at the end of the 1970s. Inequality between food

rations and health care for boys and girls was the cause
(Chen et al., 1981). In India, the burden on the parents
of female children imposed by the dowry system often
means that the birth of a female is a catastrophe for the
family. The phenomenon has been observed in most
cultural regions. In addition to Bangladesh, these prac-
tices continued until recently in most Moslem coun-
tries (Adlakha and Suchindran, 1985), including in the
Maghreb (Haffad, 1984). In Algeria, for example,
excess mortality among little girls from the third
month of life constitutes exclusively the exogenous
component of infant mortality, whereas the endogenous
component is marked by high excess male mortality
(Vallin, 1979). As in Bangladesh, the phenomenon
seems, to be closely linked to the fact that less atten-
tion is given to the female sex (Ferry, 1979; Vallin,
1979). Even in sub-Saharan Africa, for which statistics
are too imprecise to isolate the different components
of infant mortality, it may be that despite a cultural
context that is less unfavorable to women, the absence
of an infant mortality differential between the sexes is
linked to unfavorable treatment of little girls, who
should otherwise have a lower infant mortality rate
than boys (Gbenyon and Locoh, 1989, 1992).

The relation between women’s social status, the
value of the female sex, and excess mortality among
little girls stands out in China, where there is evidence
of the survival of the old practice of female infanticide,
which the governmental policy of the single child has
probably revived (Calot and Caselli, 1988, 1989). In the
province of Anhui, where the probability of dying
before the age of 1 year for females is more than 12%
higher than for males, Wangsong Zhang (1983) esti-
mates that infanticide, which may responsible for
almost 60% of infant deaths, is the main cause of this
exceptional excess female mortality. This prejudice
against female babies also is found in the practice of
discriminatory feticide, which consists of eliminating
female embryos after having an ultrasound scan
(Miller, 1996).

The biologic advantage women theoretically have
in terms of life expectancy has been all or partly
masked by the unfavorable influence of women’s
social status for a long time in Europe and in many
developing countries, where prejudice against females
continues to this day. In India (Ragavashari et al., 1974),
in Bangladesh (Bean and Khan, 1967; Yusuf, 1967), in
Pakistan (Afzal, 1973; Yusuf, 1967), and in Sri Lanka
(Sri Lanka, 1974), the accumulation of the different
aspects of excess female mortality from young ages to
the ages of maternity was so high that up until the end
of the 1960s, it led to a much shorter mean life
expectancy for women than for men. In Algeria at the
beginning of the 1970s, excess male mortality in the
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5 Developed, as Dominique Tabutin (1978) reminds us, by great
minds such as Jean-Jacques Rousseau, August Comte, Balzac, and
even the Socialist Proud’hon, who had “scientifically calculated”
that the value of a woman was only 8/27 of that of a man!

6 To illustrate to what extent this ideology prevailed in the past,
André Armengaud (1973) mentioned two anecdotes drawn from
Histoire Morale des Femmes by Legouvé (1842): “Question a peasant
about his family, and he will answer: ‘I have no children; I only have
daughters.’ And the Breton farmer, whose wife gives birth to a
daughter, still says today: ‘my wife had a miscarriage.’ ”



first months of life and beyond the age of 50 years just
counterbalanced life expectancy at birth for both sexes,
and the phenomenon persists today. In France in the
18th century, at a time when the absence of health care
made mortality less sensitive to social inequalities, low
excess male mortality in the first year applied to a very
high overall rate was enough to produce a shorter
mean life expectancy for the male sex. However, from
the age of 1 year, life expectancy, combining excess
female mortality before the age of 45 and excess male
mortality beyond that age, was equivalent for the two
sexes or slightly lower for women. Although “God
made women” a little more resistant than men, for a
long time, men took away from them the benefits of
this natural advantage.

III. FROM REGAINING THE 
ORIGINAL ADVANTAGE TO

OBTAINING A NEW PRIVILEGE

Everything changes. Extraordinary economic and
social progress from the 18th century was accompa-
nied by a reduction in social differences between the
sexes and a radical lightening of the weight of mater-
nities. Early on, demographic transition led to greater
life expectancy among women. In improving their
status, women might have been merely regaining the
lost benefit of their natural advantage.

If so, it would not be enough to account entirely for
the comparative evolution of women’s status and the
mortality differential between the sexes. The life
expectancy of women depends on many social factors
beyond the biologic difference that is responsible for
the substantial mortality differences between the
sexes. While pursuing improved social status, women
have continued to benefit from the protection result-
ing from their biology. This partially explains why
everywhere in Europe since the beginning of the 19th
century, excess male mortality has continually
increased.

In the past 2 centuries in Europe and more recently
(and much faster) in developing countries, women
have acquired a new social status that will soon
compare favorably with that of men. Moreover, the
attitudes of adults toward children have changed com-
pletely during this period, attributing to them value
that is increasingly independent of their sex (Vallin
and Lery, 1975, 1978).

Having obtained equality in food, health, and cul-
tural terms, there no longer was any reason for little
girls to die younger than little boys, and they could
recover the full benefit of their biologic advantage.
With the decline in fertility rates and with the improve-

ment of conditions for women during pregnancy and
childbirth, the only specific health disadvantage for
women disappeared. However, the recent change in
mortality has gone far beyond that of recovering
women’s original advantage to creating a new and
even greater advantage for them.

1. Disappearance of Excess Female 
Mortality and the Development of 

Excess Male Mortality

In France, even under the Ancien Régime, women’s
life expectancy at birth has never been lower than that
of men. According to research by Louis Henry, from
the 1740s to the 1860s, the female advantage remained
small, shifting rather irregularly between 0.6 and 2.4
years, and generally remaining less than 2 years,
which according to Roland Pressat, corresponded to
the female biologic advantage. It was therefore not
entirely canceled by the unfavorable status given to
women, unless we also take into account the nonbio-
logic factors of excess male mortality that at that time
were added to the biologic factors: violence and acci-
dents. Since then, in 1 century, the difference between
life expectancy at birth has increased substantially,
going from 1.7 years between 1865 and 1869 to 8 years
between 1984 and 1986 and reaching a level four times
higher than the assumed 2-year female biologic advan-
tage. However imprecise estimating their biologic
advantage may prove to be, it is evident that women
have done much more than simply recover it, or men
have lost much more than strict equality of treatment
would have produced for them in terms of life
expectancy. These facts are not limited to France. Even
if there are great disparities today between industrial
countries concerning excess male mortality, every-
where the tendency has been the same. Although it
was very limited in the 19th century, the difference in
life expectancy increased and even accelerated in the
1950s and 1980s (Table 53–2). Although the difference
remains smaller in the most advanced developing
countries, it already exceeds 2 years.

An investigator becomes even more clearly aware
of the extent of women’s progress when examining the
evolution in ratios of male excess mortality by age.
Figure 53–1 provides an illustration for France. To
evaluate this ratio, a demographer may use, for
exploratory purposes, Roland Pressat’s two assump-
tions. First, excess male infant mortality essentially
results from biologic factors. Second, without the inter-
vention of other factors, the same excess male mortal-
ity is observed at other ages. At less than 1 year, since
the beginning of the 19th century, excess male mortal-
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ity has remained almost perfectly constant, ranging
between 25% and 30%, and this excess can be attrib-
uted to the male biologic disadvantage. Today, there is
no difference in attitudes toward children according to
sex,7 and despite the marked prejudice in the past, this
difference has had only a small impact on mortality in
the first year of life. However, the situation is very 
different at other ages for which radical changes have
occurred.

At the beginning of the 19th century, excess female
mortality was clearly demonstrated in childhood and
adolescence (5 to 18 years) and in at reproductive ages.
Around 1900, there remained excess female mortality
at young ages, but excess male mortality was already
high after the age of 35 years, exceeding the level
reached for men approximately 50 years of age at less
than 1 year of age. Just before the Second World War,
excess female mortality at young ages had almost dis-
appeared (except at 13 and 14 years), but the ratio of
excess male mortality remained at all ages clearly
below that observed in the first year of life, suggesting
that unequal treatment of young girls probably still
had a negative effect on their survival. At the same
time, excess male mortality considerably increased in
adulthood, reaching 60% between the ages of 40 and
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TABLE 53–2 Life Expectancy by Sex in France since the
18th Century and in Russia, the United States, and 

Japan in the 20th Century

Period Life expectancy Difference between sexes

Men Women

France
1770–1779 28.2 29.6 1.4
1820–1824 38.2 39.5 1.4
1865–1869 39.9 41.6 1.7
1909–1913 48.6 52.5 3.9
1950–1954 64.0 69.9 5.9
1990–1994 73.1 81.3 8.2
1997 74.2 82.1 7.9

Russia
1896 30.9 33.0 2.1
1938 40.1 46.0 5.9
1958 63.0 71.3 8.3
1994 57.7 71.3 13.6
1997 61.0 73.0 12.0

United States
1900 46.3 48.3 2.0
1950 65.6 71.1 5.5
1979 70.0 77.8 7.8
1990 72.0 78.8 6.8
1995 72.5 79.3 7.2

Japan
1900 37.5 38.0 0.5
1950 57.5 60.8 3.3
1994 76.6 83.0 6.4
1996 77.0 83.6 6.6
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FIGURE 53–1 Evolution in excess male mortality ratios by age in France since the beginning of the 
19th century.

7 A precise analysis of substantial excess fertility after the loss of
a child shows that in the 1960s, the desire to replace the child
expressed by the parents bears no relation to the sex of the deceased
child (Vallin and Lery, 1975, 1978).



60. Just after the war, excess male mortality was almost
the same as at birth until the age of 35 years, suggest-
ing that women had probably fully recovered their 
biologic advantage at these ages, whereas at older
ages, men were still losing ground. From the 1950s,
excess male mortality continued to worsen and even
accelerated at older ages, and a second upsurge in
excess male mortality harshly affected a few years
around 20 years of age.

At the beginning of the 1970s, the excess male mor-
tality ratio exceeded 200% from 18 to 70 years, reach-
ing as high as 240% between the ages of 60 and 70 and
even 270% at 20. Since then, the relative situation of
men has worsened again, with a peak of 350% at 20 to
22 years and very wide coverage, with a rate of more
than 250% at adult ages. At all ages, this is 10 times the
reference level of 25% to 30%!

This vision of the mortality difference between the
sexes given by the ratio of the age-specific death rates
does not, however, take into account the very great
variation in death rates according to age and their
weight in the difference in life expectancy at birth.
Using a method of decomposition of the difference in
life expectancy between the sexes (Pollard, 1988, 1990)
(see Chapter 16), it is possible to measure the contri-
bution of each year of age to this difference (Vallin,
1993a). Although excess male mortality at less than 1
year of age has remained almost constant, its weight
in the difference in life expectancy between the sexes
has greatly declined. At the beginning of the 19th
century, it alone explained almost all of the difference

in life expectancy between the sexes (i.e., 1.4 years of
a total of 1.5 years between 1820 and 1824). Between
1900 and 1904, it still accounted for almost one-half of
the difference (i.e., 1.4 of 3.4 years). However, in the
middle of the 1970s, it accounted only for 3% (i.e., 0.26
of 7.9 years). The decline in absolute figures (from 1.4
to 0.26 years) stems entirely from the decline in infant
mortality, but the marginalization of its weight (from
more than 90% to 3%) is accounted for by the great
increase in excess male mortality at the other ages (Fig.
53–2).

Even reduced in this manner, the contribution of
excess male mortality at less than 1 year of age remains
higher than the contributions by the other age groups
taken individually. The case of infant mortality is iso-
lated, and it is the combination of the contributions of
all of the contiguous age groups from roughly 50 to 75
years that now make up the greater part of the differ-
ence between mean life expectancies. The exceptional
peak in the ratios of excess male mortality observed at
approximately the age of 20 carries a weighting factor
of only secondary importance because of the very low
mortality at these ages.

2. Increasing Predominance of
Environmental and Behavioral Factors

It is possible to measure with the same decomposi-
tion method (Pollard, 1988, 1990) the weight of the dif-
ferent medical causes of death in the difference in life
expectancy between the sexes and in its worsening.
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This was done 15 years ago for France, based on a
reconstitution of mortality by cause that made it pos-
sible to follow its evolution from 1925 to 1978 (Vallin
and Meslé, 1988). This approach allowed several
assessments that, without being entirely conclusive,
showed interesting trends (Vallin, 1993a). The fact that
a large fraction of current excess male infant mortality
is closely linked to hereditary or congenital processes
substantiates the theory of a genetic origin for this dif-
ference. The greater susceptibility of boys to infectious
pediatric diseases, remarkably stable for the whole
period, does not contradict this idea. It is only because
of its collapse that infectious pediatric mortality plays
a moderating role in the aggravation in the difference
in life expectancy between the sexes. Today and since
the 1920s, the fight against infectious diseases seems to
have been well managed in France, independently of
the child’s sex, and little boys are therefore almost 
constantly at a disadvantage due to their genetic 
handicap.

Findings were not the same at other ages. Although
for a long time the role of infection in young girls
masked their biologic advantage, the statistical disad-
vantage results more from their unfavorable social
status than from any specific susceptibility to certain
diseases. As soon as women’s social status improved
for any length of time and at all ages, infectious dis-
eases resulted in excess male mortality. The latter situ-
ation goes well beyond the male fragility observed
among babies. A more detailed analysis shows that at
adult ages, susceptibility concerns mainly infectious
respiratory diseases that are strongly linked to the con-
sumption of tobacco and to industrial pollution, two
exogenous factors that, until recently, affected men
much more than women.

It might be said of degenerative diseases, which are
the consequence of the body wearing out, that they
affect men more because they are less resistant.
However, it would be just as plausible to attribute the
effect to a lifestyle that is more harmful to men’s
health. The second interpretation is more realistic
insofar as excess mortality linked to this type of cause
has greatly increased in the past 50 years.

The case of tumors, which play an extremely impor-
tant role in increasing excess male mortality, is even
clearer because tumors of the respiratory system
closely linked to smoking and industrial pollution and
tumors of the esophagus linked to alcoholism are first
among the causes for excess male mortality. Behavioral
and environmental factors clearly play a role.

The same factors lead to very strong excess male
mortality rates linked to accidents, suicide, alcoholism,
and cirrhosis of the liver, which are sufficiently strong
that, despite the secondary part they play in overall

mortality, they contribute substantially to the differ-
ence in life expectancy between the sexes and in its
increase over time.

IV. FROM THE NEGATIVE EFFECTS OF
MALE BEHAVIOR TO THE POSITIVE

EFFECTS OF FEMALE BEHAVIOR

All of these observations perfectly coincided, at
least at first sight, with the idea that was prevalent for
a long time: Beyond a slight biologic advantage for
females, excess male mortality and its spectacular
increase in industrial countries resulted from the emer-
gence of typically male “man-made diseases.”8 Work-
related risks in industrial activity, alcoholism,
smoking, and car accidents were the main factors con-
tributing to excess male mortality. Their unprece-
dented expansion from the beginning of the 20th
century, which was barely interrupted during World
War II and which has continued to grow since the end
of the 1940s, provided an obvious explanation for the
continued increase in excess male mortality. However,
this explanation has a limit.

1. They Smoke, They Drive, They Work—
But Women Still Die at Older Ages

Although differences in behavior or living condi-
tions are the main factors of excess male mortality,
what can explain the continued increase at a time
when, especially since the end of the 1960s, these dif-
ferences have considerably declined?

In recent decades, most male and female behaviors
have become greatly similar. Whereas smoking has
been greatly reduced among men—the success is such
that in England, for example, bronchial and lung
cancer mortality has begun a spectacular decline
(Meslé and Vallin, 1992)—it has greatly increased
among women. In the same way, alcoholism, previ-
ously thought to be a very male condition, has
declined in France since the beginning of the 1960s
(Vallin and Meslé, 1988). Road accidents have been
declining since the oil crisis in the 1970s, but they are
increasingly less specifically associated with men
because women now drive in almost equal numbers.
Women’s participation in economic activity has
increased to a level close to that of men, which at the
same time has perceptibly declined.

These changes already seemed rather likely to occur
or were already clearly taking shape in the 1960s for
the authors of life tables to assume in the construction
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of their models that there would soon be a decline in
the difference in life expectancy between the sexes and
therefore a reversal in the constant trend toward an
increase that had been observed until then (Coale and
Demeny, 1966). The subsequent evolution entirely con-
tradicted a projection that seemed certain at the time.
The difference between the sexes continued to increase
everywhere while life expectancy was reaching higher
levels, and instead of slowing down, this trend tended
to accelerate, as cruelly demonstrated in Figure 53–3
(Vallin, 1983). Despite contradiction of the facts, the
authors of the tables did not modify their models when
they republished them in the 1980s (Coale and
Demeny, 1983).9

Although behaviors have become more similar for
men and women, they are not identical. Men continue
to smoke and drink more than women, they drive
more often, and they have higher rates of economic
activity. Although this may be enough to explain 
continued excess male mortality beyond the initial 
biologic advantage of women, it in no way explains 
the increase observed.

There has always been a tendency, concerning
excess male mortality, to highlight the causes of death
likely to increase mortality, in the belief that they are

the result of social vices men are more likely to engage
in. This approach does not acknowledge the fact that
the exceptional increase in excess male mortality has
emerged at the same time as the equally exceptional
development of health care. Beyond the negative
behavioral and environmental factors that have more
adverse effects on men’s health than on women’s
health, is it not likely that there is a more fundamen-
tal difference in lifestyle that enables women to benefit
more from improved health care than men?

2. Being Female: An Art of Living?

a. Inherited Aspects

From the socially inferior status that was their lot
for so long, women reaped more than disadvantages.
Although they were treated as slaves and as means of
production and reproduction, they were also reputed
to be weak and fragile, and women benefited from a
certain degree of protection. Machismo and politeness
toward women have often gone hand in hand. Denied
access to power by a patriarchal system, women were
also preserved from the most dangerous tasks
involved in war and hunting. Is it not customary to cry
out in case of danger, “Women and children first!”?
During the industrial age, to such customs were added
many laws forbidding women access to certain dan-
gerous jobs (in mines) or arduous work (night shifts),
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limiting the length of their working day and protect-
ing their fertility (e.g., monitoring of pregnancies,
maternity leave). At the beginning of the century, they
were almost excluded from many factory jobs and rel-
egated to activities more “in keeping with their
nature,” such as domestic work. In the same way as
for war and military service, they were for the most
part spared from the inhuman working conditions
imposed by heavy industry. It is also essentially
because of their status and social pressures that
women were denied the dangerous male privileges of
consuming alcohol and tobacco or of driving automo-
biles, not to mention that of sexual freedom and its
associated health risks (formerly syphilis and more
recently AIDS).

Although mainly a thing of the past, this heritage of
protection has not completely disappeared. In addition
to having gained greater social equality and substan-
tially reducing the risks of reproduction, women have
managed to preserve some of the positive aspects of
their former status in the form of a different approach
to life and to societal interaction.

b. Female Form of Development

The fact that women are attaining equal status with
men does not mean that female behavior is becoming
increasingly male, nor does it signify that women’s
relation to modern society increasingly resembles that
of men. Fundamental differences remain, some of
which may explain why, until now, women 
have gained greater benefit from improved health care
than men.

It is true that modern women have access to alcohol,
tobacco, and cars and that excess male mortality linked
to the causes of death directly related to these factors
has tended to decline in recent years. Many of the con-
sequences of closing this gap between behaviors
remain to come insofar as some harmful effects emerge
only later (e.g., those linked to smoking). It seems,
however, that the way women behave in these areas is
less dangerous than that of men. For example, among
younger generations, the proportion of women 
who smoke is almost equal to and sometimes greater
than that of men; however, the average number of cig-
arettes smoked each day by regular smokers is lower
today (Blanc, 1985a, 1985b). In the same way, 
women drivers are on average more careful, and 
they drive more slowly and take fewer risks. The first
aspect is probably minor compared with the two other
characteristics.

Female participation in economic activity has been
massive during the last three generations (Lévy and
Labourie-Racapé, 1983), but it remains fundamentally

different from that of men (Vallin, 1995). It is often
pointed out that women have less access to the posi-
tions of highest responsibility. Less often mentioned is
the fact that they are generally more qualified and that
they often hold less degrading jobs. In France from the
beginning of the 1980s, the census showed that 40% of
jobs were held by women, and this proportion has
remained stable since, as the 1996 employment survey
revealed (INSEE, 1996). Women now participate
almost as much as men in economic activity. However,
their participation in the different professions is very
unequal (INSEE, 1996; Vallin, 1995).

Jobs with the greatest share in decision-making are
seldom held by women (in 1996, only 16% of corpo-
rate chief executive officers were women), and this is
even more the case for technical jobs (female engi-
neers: 13%), but the same applies for manual jobs (i.e.,
industry, crafts, and agriculture), whether qualified or
unqualified (20%), especially if the jobs involve the
responsibility of management (female foremen: 9%).
Intermediate-level jobs are considered feminine (77%)
in the ancillary professions of health and social care, in
civil service (80%), and in companies and the service
industry (83%). The proportion of these jobs compared
with the total number of jobs held by women is huge
(70%), whereas among men, manual jobs are prevalent
(more than 40%).

I cannot help but relate this difference in the distri-
bution of men and women in the workplace with the
even greater difference observed concerning social
inequality in death (Vallin, 1995). Among men, risks of
death vary greatly according to socioprofessional cat-
egory. In France, between senior executives and the
professions on the one hand and manual workers on
the other, the difference in life expectancy at 35 years
of age is 9 years (Desplanques, 1976, 1984). Among
women, the variation is very slight (Desplanques,
1984). Not only is female economic activity essentially
concentrated in professions in which health risks are
low (e.g., schoolteachers) or average (e.g., office
workers), but even when they work in sectors that are
more dangerous for men, women seem to enjoy better
protection. Detailed analysis clearly reveals this trend
(Vallin, 1995). The two most dangerous jobs in peace-
time (i.e., policemen and drivers) are among the least
often held by women (8% and 6%, respectively).
Almost as active as men and even more so if domestic
activity is taken into account, women take part in
activities that generally are less harmful to health, and
they manage their affairs in a fashion that is kinder to
their health.

A third aspect to be highlighted here is that the atti-
tude women generally have concerning their body,
their health, and their lifestyle is very different from
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that of men. Here again we find that initially, this is a
consequence of the reproductive function and of its
evolution. At the same time that control of fertility
lightened the weight of maternities, maternal and
infant protection, gynecology, and obstetrics have
mobilized an increasing share of medical resources, an
area exclusively reserved for women. Development of
this specific area of health care has done much more
than compensate for the risks of pregnancy. It has con-
tributed to improving overall female health, making
women more accustomed than men to contacts with
medical services and more concerned about health
issues. Screening for tumors of the uterus during visits
to gynecologists, the principal reason for the reduction
in mortality from uterine cancer, is just one example of
improved health care for women (Hatton et al., 1985a,
1985b).

Women’s special relation to health is not just a con-
sequence of their reproductive function. For the
human body, the culture of femininity is a very differ-
ent constraint than that imposed by the exaltation of
virility. At the risk of caricaturizing, it can be said that
the search for beauty is in opposition with the search
for power. In the first instance, the body must remain
young and healthy as long as possible; in the second,
the body is subjected to risk very early on. The fact
remains that women seem to be much more attentive
than men to their body and to their health needs. They
use health services more often, and they often talk with
the practitioner with greater ease and openness.

More inclined to temperance, practicing less
harmful activities in a manner probably more respect-
ful of their health, more inclined to care for their bodies
and to preserve their lives, women have quite natu-
rally drawn greater benefit from medical and social
progress. Since the turning point of the 1960s, they
have reinforced their advantage in all of these areas
thanks to education. In France, for example, during the
1960s, the proportion of girls in a same birth cohort
succeeding at the baccalauréat (end of secondary exam-
ination) exceeded that of boys (Lévy, 1981). Although
fewer women than men have access to the most
advanced levels of higher education, on average they
have a higher level of general education—another
major asset in their favor.

3. Women: Champions in the Second 
Phase of the Health Transition

Women had all the described assets in hand at the
time of the health transition. During the 1960s, at the
end of a spectacular convergence of all industrial coun-
tries toward the life expectancy of countries formerly
more advanced (i.e., Japan, Russia, or the Mediter-

ranean countries catching up with the countries of
Northern and Western Europe), progress slowed down
almost everywhere. The maximum benefits from the
fight against infectious diseases had been attained
thanks to the distribution of vaccines and antibiotics.
Mortality due to these diseases, especially at very
young ages, had become so low that a continuation of
its decline was no longer likely to produce a significant
increase in life expectancy. Cardiovascular diseases
and cancer, against which medical science remained
essentially powerless, ranked first among causes of
death, far ahead of infectious diseases, and economic
and social changes also had brought about an unprece-
dented increase in negative phenomena such as alco-
holism, smoking, and road accidents. This explains the
stagnation or even reversal in life expectancy observed
in industrial countries during the 1960s, spawning pes-
simism about returning to improvement in the trend.

It is in such a context that Abdel Omran (1971) for-
mulated his theory of epidemiologic transition, which
brought humanity from “the age of pestilence and
famine” to that of “degenerative diseases and man-
made diseases” (see Chapter 57). Because the huge
benefit of the victory over infectious diseases was a
thing of the past, there was no more hope of a return
to sustained improvement in life expectancy. However,
this improvement is a reality. The 1960s were nothing
more than a transition crisis from a first phase of
improvement, which Abdel Oman called epidemiologic
transition, to the second phase of the health transition
(Vallin, 1993b). The health transition was founded on
the success made in treating and preventing man-
made diseases and cardiovascular diseases and
cancers. In France, improvements in life expectancy
resumed in the 1970s (Meslé and Vallin, 1993). One
after the other, increases in man-made diseases were
curbed. The trend began to reverse from 1965 for alco-
holism, from 1974 for road accidents, and near the end
of the 1980s for lung cancer, but it was the spectacular
decline in cardiovascular diseases that was key to this
new phase of improvement. What happened in France
also happened more or less rapidly in most Western
industrialized countries. In Japan, the transition was
so rapid and so successful that the improvement in life
expectancy did not even experience a slowdown in the
1960s. Eastern countries, particularly Russia, have
failed to introduce this transition, and life expectancy
has been in stagnation or decline since the 1960s
(Shkolnikov et al., 1995, 1996).

This East-West divergence has been much written
about, and the causes of the failure in the former Com-
munist countries are as complex as the reasons for the
success of Western countries. However, one of the fun-
damental reasons for the difference lies in the fact that
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whereas the fight against infectious diseases might
have resulted essentially from a policy of dissemina-
tion for the benefit of the greatest number of simple
and efficient techniques such as vaccines and antibi-
otics, success in the area of cardiovascular diseases or
cancer requires much more sophisticated medical tech-
niques and the active participation of each individual
in the preservation of his or her own health. Man-made
diseases can be checked only by individual awareness
and changes in behavior. The transition to this new
health strategy is naturally easier for societies founded
on individual responsibility than for countries where
for many decades the state was omnipresent and dis-
couraged individual initiatives.

Mutatis mutandis, the acceleration of the divergence
observed during the 1960s and 1970s between female
and male life expectancies, can therefore be explained.
For all of the reasons previously given, women were
initially much better prepared than men to succeed in
the second phase of the health transition. Whereas the
crisis of the 1960s in Western countries was marked in
almost all of the industrialized nations by a substan-
tial slowdown, stagnation, or even decline in male life
expectancy, women’s life expectancy everywhere con-
tinued to increase, sometimes without the rate even
slowing down. In many cases, the decline in cardio-
vascular mortality for women seamlessly took over
from the decline in infectious diseases, whereas men
needed a much longer period of adaptation. Subse-
quently, the 1970s and 1980s were marked by a much
faster decline in cardiovascular mortality among
women than among men (Meslé and Vallin, 1992).
Women took better advantage of this new phase in 
the transition to improved health much more quickly
than men.

With this background, it is easier to understand how
the difference in life expectancy between men and
women could continue to grow at the same time the
behaviors of men and women came to resemble one
another as they increasingly shared “masculine vices.”
The more fundamental virtues of women enabled
them to embark much faster and much more effec-
tively on the second phase of the health transition.

V. WHEN GEOGRAPHY
CONTRADICTS HISTORY BUT

CONFIRMS THE PREVIOUS
HYPOTHESIS

It is the dual aspect of the role of behaviors in mor-
tality differences (i.e., the harmfulness of certain prac-
tices and the capacity to take advantage of
improvements in health care) that makes it possible to

elucidate a third paradox concerning excess male mor-
tality. Over the centuries, as life expectancy has
increased, so too has the mortality difference between
the sexes. However, when considering the geographic
variations in a country such as France (and many other
countries), it is clear one observes that the greater the
life expectancy, the smaller is the difference between
the sexes (Vallin, 1990).

1. The More Life Expectancy Increases,
the More the Difference Increases, but 

the Greater the Life Expectancy, the
Smaller the Difference

Figures 53–4 and 53–5 illustrate the paradox as it
may be observed in France: Variations between départe-
ments show a very strong negative relation between
life expectancy at birth among men and the difference
in life expectancy between the sexes10 (see Fig. 53–4),
whereas the evolution over a century (see Fig. 53–5)
reveals a positive correlation between the two indica-
tors that is just as clear.

This phenomenon, which also is observed in many
other countries (Vallin, 1990), is based on the fact that
geographic variations are mainly linked to the action
of different types of male behavior harmful to health
(e.g., alcoholism, especially in the case of France) that
shorten male life expectancy and increase the differ-
ence between men and women, whereas the evolution
over time is essentially linked to improved health that,
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although it increases life expectancy of both sexes,
increases the life expectancy of women more because
they are able to draw greater benefit from it.

Social inequality in mortality exhibits the same 
sort of paradox. In past decades, the difference
between manual workers and senior executives
increased as life expectancy increased. Regional 
variations also show an inverse relationship because
regions where excess mortality among manual
workers was greatest were those where life expectancy
was lowest (Vallin, 1995). The reason for this is that for
social differences and for differences between the
sexes, the same causes produce the same effects.
Whereas regional differences are very sensitive to
behaviors harmful to health (i.e., more widespread
among manual workers than among executives), evo-
lution over time is much more sensitive to the capac-
ity to benefit from improved health (i.e., more
widespread among senior executives).

This third paradox takes on a special characteristic
in Eastern countries, especially in Russia (Meslé and
Vallin, 1998). Although geographic variations show
that in these countries, as almost everywhere else, a
negative correlation exists between the life expectancy
of men and the difference between the sexes, in Russia,
Hungary, and Poland, the historical evolution only
demonstrates a positive correlation until the 1960s.
Since then, the correlation has been reversed, with the
difference between the sexes continuing to widen
while increased life expectancy has stalled or declined.
In Russia and elsewhere before the crisis of the 1960s,
geographic variations dominated by man-made dis-
eases specifically affecting men contrasted with 

the historical effects of rapid progress in health condi-
tions, which were more favorable to women. Eastern
countries—Russia in particular—completely missed
passage to the second phase of the health transition,
and their inability to curb the spread of man-made dis-
eases or to fight cardiovascular diseases has resulted
in a stagnation or decline in life expectancy and in an
increase in the difference in life expectancies between
men and women. In Russia, for example, the difference
in life expectancy between men and women went from
8.7 years in 1964 to 13.6 years in 1994, whereas male
life expectancy fell in the same period from 64.6 years
to 57.7 years.

2. Different Roles Played by Different
Causes of Excess Male Mortality

The third paradox, far from confusing the issue,
substantiates the explanations and examples previ-
ously presented. Beyond the biologic differences
between the sexes, excess male mortality correlates
with two types of causes of death. Certain diseases that
may be designated as man-made diseases, whether
they are related to individual behaviors harmful to
health (e.g., alcoholism, lung cancer, road accidents,
suicide), or to risks associated with certain economic
activities (e.g., accidents and diseases linked to work),
affect in a highly discriminatory manner certain cate-
gories of population (i.e., men, when distinguishing
the sex, and manual jobs when distinguishing eco-
nomic activities), and these diseases make up the
major part of the geographic variations in mortality
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within a given country. The evolution of mortality over
time is affected more by other causes; in the past, these
deaths were caused by infectious diseases, and cur-
rently, mortality is affected more by cardiovascular
diseases and cancers. Because infectious diseases were
initially more unfavorable to women, especially at
younger ages and at reproductive ages, their decline
since the end of the 19th century had already increased
the difference in life expectancy between the sexes.
Success since the 1970s in the fight against cardiovas-
cular diseases and to a more modest degree against
cancers has mainly benefited women, resulting in an
unprecedented difference in life expectancy between
the sexes despite a homogenization of behaviors and
a reduction in the differences linked to man-made dis-
eases. In countries such as Russia, where man-made
diseases (i.e., alcoholism and violence) have a greater
impact than anywhere else and where passage to the
second phase of the health transition has not yet
occurred, both phenomena penalize men much more
than women and push excess male mortality to new
heights, resulting in a negative reconciliation of history
and geography.

VI. THE FOURTH PARADOX: WILL
EXACERBATION OF EXCESS MALE

MORTALITY ACCOMPANY A
REDUCTION IN DIFFERENCES IN 

LIFE EXPECTANCY?

It would be rash to conclude that an endless
increase in the difference in life expectancy between
the sexes is inevitable. A fourth paradox suggests that
the phenomenon will soon halt. The fourth paradox is
that an extreme exacerbation of excess male mortality
may accompany a reduction in the difference in life
expectancy between the sexes. In France, this is what
was brought to light by extrapolating over a period of
100 years recent mortality trends by age and by sex
(Vallin and Meslé, 1989). The decline in female mor-
tality was at all ages faster during the last 20 years than
that in male mortality, and it is not surprising that the
extrapolation led to higher and sometimes quite
extravagant excess male mortality ratios at all ages. In
this analysis, the ratio of male rates to female rates
would exceed 10 against 1 at approximately 50 years
of age and would be close to 15 against 1 at approxi-
mately 20 years of age, compared with the current
figures of 2.5 against 1 and 3.5 against 1, respectively.
Despite this incredible increase in excess male mortal-
ity, the difference in life expectancy between the sexes
would quite quickly reach a peak of 9 years (without
ever reaching the current real level in Russia) and drop

back at the end of the projection to 7 years, definitely
less than the current 8 years. This paradox is explained
by the fact that the extrapolation brings the female
rates to levels so much lower than male rates that they
would require a stronger relative reduction to produce
the same effect on life expectancy. Male rates can there-
fore continue to decline less quickly than female rates
(and to worsen excess male mortality) while produc-
ing a progression of life expectancy markedly higher
than that obtained by females. Except if the extreme
age limit were to be pushed back (an assumption that
is rarely made in this type of projection) and even if
female mortality continued to decline faster than male
mortality, the difference in life expectancy between the
sexes could no longer increase, and it would tend to
decline. The same projection in a country like Russia
leads to a completely different result. With increasing
male mortality, there is no close limit to the increase in
the difference in life expectancies. The facts speak for
themselves because the difference is already more than
13 years.

This fourth paradox is not the only reason to hope
for a decline in the difference in life expectancy
between the sexes, nor is it the main reason. English-
speaking countries and Scandinavian countries, which
are often ahead in terms of improved health, especially
when health status relies on a massive effort in terms
of individual prevention, have very clearly shown for
a number of years that the difference in life expectancy
between the sexes can be reduced by new increases in
life expectancy (Fig. 53–6).

In Australia, Sweden, and Norway, the increase in
male life expectancy from 70 to almost 75 years during
the 1980s and 1990s led to a reduction in the difference
between the sexes of approximately 1 year of life
expectancy. The same phenomenon has been observed
in the United States, albeit at a lower level of life
expectancy. Male behaviors harmful to health play a
diminishing role, and in these countries, men have
partially succeeded in copying the positive behaviors
of women in terms of disease prevention and access-
ing health care. There is no reason why the experience
of English-speaking countries and Scandinavian coun-
tries should not become generalized, enabling men in
most places to eventually regain some of the ground
they lost during the 20th century.

At the beginning of the 1960s, to build their model
life tables, Ansley Coale and Paul Demeny, made (and
lost) the bet that women would increasingly imitate
men. Maybe it would be enough today to bet the other
way to win and say that men will increasingly imitate
women. Will they go so far as to reduce their disad-
vantage to the strict minimum imposed by biology?
That is more difficult to say.
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Persons in lower socioeconomic positions die on
average younger than those in higher positions. This
social inequality has been observed in almost all
studies of different populations and using different
indicators of socioeconomic position, such as social or
occupational class, socioeconomic status, educational
attainment, income, and housing characteristics.

Research on social inequalities in mortality has long
traditions. In his early 20th century monumental work,
Die Lehre von der Mortalität und Morbidität, Harald
Westergaard (1901) reviewed a large number of studies
on mortality by wealth, social class, and occupation
carried out in Europe in the 19th century. The classic
study on the length of life by Louis Dublin, Alfred
Lotka, and Mortimer Spiegelman (1949) dealt with
social differences in mortality on the basis of British
and North American studies. Antonovski (1967) wrote
a review of the studies carried out on social classes, life
expectancy, and mortality. According to him:

Despite the multiplicity of methods and indices used in the
30-odd studies cited, and despite the variegated populations
surveyed, the inescapable conclusion is that class influences
one’s chance of staying alive. Almost without exception, the
evidence shows that classes differ on mortality rates.

Research on social inequalities in mortality attempts
to answer several questions. To what extent are there
differences in the length of life and in death rates
between social groups? What causes the existence of
such differences? Are these differences lessening or
rather increasing? How and why does the size of the
differences change? Does the size of the differences
vary from one country to another?

There are several reasons for studying these ques-
tions. They are important from the point of view of
demographic research, because socioeconomic differ-
ences are often more discriminatory than other differ-
ences between sub-groups of the population. Studies
contribute to a better understanding of the determi-
nants of mortality levels and trends. For epidemiolo-
gists, social mortality differences provide clues to 
the causes of diseases. Mortality differences are 
also important from a social and health policy per-
spective, because they indicate inequalities in health
and well-being.

I. NATIONAL STUDIES ON SOCIAL
MORTALITY DIFFERENCES AND

METHODS USED

Statistics on mortality by social category do not
usually feature in regular statistics. The regular
exploitation since 1911 of the British data published by
the Registrar General since 1851 provide the only
regular time series of mortality by occupation and
social class (Fox, 1979; OPCS, 1978). The death rates in
these statistics are calculated by relating the deaths,
classified according to the last occupation recorded on
the death certificates, to the population classified in the
same way on the individual census forms. Deaths are
usually grouped in a period of 3 to 5 years focused on
the census. Social class is based on the classification of
occupations into six categories. The three classes
ranking highest in the social scale include nonmanual
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occupations at different levels, and the others include
manual occupations.

Figure 54–1 shows age-standardized death rates for
men between the ages of 15 and 64 by social class in
England and Wales between 1970 and 1972. The death
rates are based on two sources; deaths registered
between 1970 and 1972 by the age and social class of
the deceased person provide the numerator, and a 10%
random sample of the population recorded in the 1971
census (mean population) by age and social class pro-
vides the denominator.

Mortality increases with decreasing social class. The
age-standardized mortality of the 15- to 64-year-old
class V (i.e., unskilled manual workers) is 80% higher
than that of class I (i.e., professional).

This classic method has been used in other countries
as well as in the United Kingdom (Mielck and do
Rosário Giraldes, 1993). In many countries, however,
it cannot be used, because the death certificate does not
indicate the social category of the deceased person.
Another serious limitation is that the results are likely
to be biased, because the information on the occupa-
tion of decedents and persons in the risk category
comes from different sources. Even though the same
question is asked in the census and on the death reg-
istration form, the accuracy of the information may
differ. There is evidence that this bias (often called
numerator/denominator bias) can be substantial
(Lévy and Vallin, 1981; Fox 1979). Because of this
increased bias, the results on social mortality pre-

sented in the Registrar General’s Decennial Supple-
ment for mortality in the 1981 census (OPCS, 1986) are
considered to be less reliable than those preceding
them (Thatcher, 1986).

To avoid problems associated with the use of
unlinked records, other methods are employed. These
are usually based on the linkage of death records reg-
istered by the civil authority with population records.
As early as 1865, Chapin (Antonovski, 1967) had com-
pared death rates among taxpayers and nontaxpayers
using linked records. He assigned every person who
died in 1865 in Providence, Rhode Island, to the tax-
payer or nontaxpayer group on the basis of census and
tax records, and he calculated the death rates for both
groups. He found the rates for the nontaxpayers to be
more than double those of the taxpayers.

The idea of linking individual death records to
census records was applied on a large scale for the
study on differential mortality in the United States
carried out by Evelyn Kitagawa and Philip Hauser
(1973). About 340,000 of the deaths that occurred
during the period of May to the end of August 1960
were matched with the 1960 census records to obtain
social and economic characteristics of decedents as
reported in the 1960 census. Death rates were calcu-
lated by occupation, level of education, and income.
According to the investigators, the collected education
data are more reliable indicators than those concern-
ing occupation and income. The approach of death
does change the occupational system and income 
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and 64 years in England and Wales, 1970 to 1972.



situation, but the educational level is unaffected by it.
As anticipated by the authors of the study, mortality
varied inversely with level of education. For example,
among white persons between the ages of 25 and 64
years, men with 4 years or more of college education
had 30% lower mortality than the whole age group.
Among women, the difference was 22%.

Another version of linking records back to census
records involves following a sample of persons from
the census, as in the longitudinal prospective studies
common in epidemiology. An early example of this
approach was the study carried out in France by the
National Institute of Statistics and Economic Studies
(INSEE), in which a sample of 800,000 persons from
the 1954 census was followed for mortality (Desplan-
ques 1976). The data made it possible to measure mor-
tality by social-occupational group, level of education,
and marital status. Another longitudinal study of
800,000 persons from the census was undertaken in
1975 (Desplanques, 1984). Table 54–1 shows the prob-
abilities of death for men between the ages of 35 and
60 years during first 5 years after each of these two
studies.

Results for the two periods show the expected gra-
dients: lowest mortality in the group for administra-
tors and professionals and highest mortality among
unskilled workers. The ratio between the two extreme
social categories was 2.8 :1 between 1975 and 1980.

The ranking of the social-occupational categories by
mortality remained almost constant during the 20-year
period separating these two studies. Nevertheless,

although mortality declined in all categories, the effect
was most evident in the most favored social groups.
Differences in social mortality increased. Between 1975
and 1980, life expectancy at the age of 35 for male
teachers was 43.2 years, but for unskilled male
workers, it was 34.3 years (i.e., a difference of 8.9
years), whereas between 1955 and 1959, the difference
was 8 years.

Although France had been one of the first countries
to produce reliable statistics on social inequalities in
mortality, work on measuring and following the devel-
opment has remained sporadic (Leclerc et al., 2000).

Another example of a longitudinal study based on
linked records is the longitudinal study for England
and Wales, based on a 1% population sample (about
500,000) from the 1971 census. Data on deaths, as well
as some other demographic events occurring in this
population, have since been linked to the sample
records. Detailed studies on different aspects of socioe-
conomic mortality differences have been carried out
using this data set (Harding et al., 1997; Goldblatt
1990).

Studies based on linked records offer better possi-
bilities for analyzing social differences in mortality
than cross-sectional unlinked studies, but they still
have limitations. Manual linking of census and indi-
vidual death records is a time-consuming and very
expensive process. The costs involved make the study
of large populations impossible, and samples must be
used. Although the samples used in the three studies
described here were large enough for a statistically sat-
isfactory analysis of differences in total mortality, the
possibilities for detailed analysis by cause of death and
in subgroups of the population are limited. Moreover,
because of problems in linking the census and death
records, the quality of data is not always very good. In
the Kitagawa and Hauser study (1973), for example,
23% of the decedents could not be linked to any census
record.

Longitudinal linked records of a population sample
can best be carried out in countries in which a system
of personal identification numbers makes the comput-
erized linkage of records possible. Mortality studies
(Borgan, 1996; Vågerö and Lundberg, 1995; Valkonen
et al., 1993; Andersen, 1985) have been carried out in
Denmark, Finland, Norway, and Sweden. Practically
all registered death records can be linked to census
records. In Finland, for example, only 0.3% of all
deaths between 1986 and 1990 could not be linked to
the 1985 census records (Valkonen et al., 1993). An
additional advantage of the system of personal identi-
fication numbers is that information from other regis-
ters, such as tax and pension registers, can also be
used.
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TABLE 54–1 Probabilities of Dying in France for 
Men between the Ages of 35 and 60 Years by the Main

Social-Occupational Categories for 1955 to 1959 and 
for 1975 to 1980

Social-occupational category Probability of dying (%)

1955–1959 1975–1980

Administrative and professional 12.7 9.1
groups

Teachers 12.0 10.1
Foremen 15.9 11.6
Technicians 15.0 11.8
Farmers 15.3 12.0
Middle-level administrative groups 15.7 12.4
Employers in industry and commerce 18.2 13.6
Non-manual workers 19.4 13.9
Skilled workers 20.8 17.2
Semi-skilled workers 21.3 18.7
Agricultural workers 21.8 20.2
Unskilled workers 27.7 25.4
All economically active 19.0 15.0

From Desplanques, 1984.



Table 54–2 shows comparative death rates by occu-
pation-based social class in Finland, on the basis of
death records for 1986 to 1990, linked to the records of
the 1985 census (Valkonen and Martikainen, 1997). For
the purposes of calculating death rates by social class
for the economically active population, only those who
were employed in 1985 were assigned to social classes.
All economically inactive persons and persons who
were unemployed were excluded. For the purpose of
calculating the death rates by social-occupational cat-
egory for the whole population, retired, disabled, and
unemployed persons were classified on the basis of
their former occupation obtained by record linkage to
the 1970 census. Nonworking family members (mainly
housewives) were classified on the basis of the occu-
pational category of the head of the household. The All
column in Table 54–2 shows mortality differences for
the whole population, not just for those who were
employed in 1985.

The results for the economically active and the
whole population are clearly different, particularly
among women. Mortality in each social-occupational
class is lower for the economically active, because the
mortality of retired and other non-employed groups is,

at an equal age, much higher than that of employed
persons. More importantly, the differences between
classes are clearly smaller among the economically
active than in the whole population, because the pro-
portion of economically inactive persons is higher in
the manual classes. Among economically active
women, class differences are much smaller than those
among men.

This difference between the economically active
population and the whole population is significant.
Findings on social mortality have often only repre-
sented the economically active population, because
access to information on the former occupations of
non-employed persons is more difficult than for the
employed. Such findings, however, underestimate the
real magnitude of social differences. The amount of
bias diminishes when the follow-up time becomes
longer (Lévy and Vallin, 1981; Valkonen and 
Martikainen, 1979).

Different approaches have been used in countries
where, for legislative or other reasons, studies based
on the linkage of records on individuals were not pos-
sible. One example is ecologic research, in which death
rates in particular geographic areas are correlated with
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TABLE 54–2 Age-Standardized Mortality and Relative Age-Standardized Mortality for 1981 to 1985 by Social Class for
the Economically Active Population in 1980 and for the Whole Population, with Distributions of Persons by 

Social Class for Men and Women between 35 and 64 Years Old in Finland

Social class Age-standardized Relative age- Population
mortality rates (per standardized mortality distribution (%)

100,000) (upper white-collar
employees = 1) Econ. active All

Econ. active All
Econ. active All

Men
Upper white-collar employees 595 768 1.00 1.00 15.3 13.0
Lower white-collar employees 709 1062 1.19 1.38 17.0 16.3
Skilled workers 781 1229 1.31 1.60 40.1 39.8
Unskilled workers 944 1744 1.59 2.27 7.1 9.8
Farmers 702 1068 1.18 1.39 13.1 13.8
Other self-employed persons 843 898 1.42 1.17 7.4 6.2
Others 391 2724 0.66 3.55 0.0 1.2
All 749 1176 1.26 1.53 100.0 100.0
Population (in 1000s) 2990 3839

Women
Upper white-collar employees 242 344 1.00 1.00 9.0 9.3
Lower white-collar employees 267 393 1.10 1.14 38.4 32.5
Skilled workers 280 444 1.16 1.29 24.6 27.0
Unskilled workers 268 490 1.11 1.42 12.0 12.8
Farmers 276 431 1.14 1.25 11.7 13.1
Other self-employed persons 300 310 1.24 0.90 4.3 4.1
Others 256 1148 1.06 3.34 0.0 1.1
All 273 428 1.13 1.24 100.0 100.0
Population (in 1000s) 2768 4193

From Valkonen and Martikainen, 1995.



socioeconomic indicators and other characteristics of
those areas (Wilkins et al., 1989). This method is inex-
pensive and generally feasible, but it suffers from the
usual weaknesses of ecologic analyses. The results of
ecologic studies are therefore not comparable with
those of studies in which data on individuals are used.
The aggregate-level relationship between the socioe-
conomic status and mortality of populations in specific
areas may be quite different from individual-level
association between the same variables.

II. MORTALITY DIFFERENCES BY AGE

All examples of social mortality differences pre-
sented have dealt only with the working-age popula-
tion. The extent of differences between social classes
varies considerably with sex and age. Figure 54–2
shows excess mortality by age of men and women of
different social-occupational groups in relation to that
of upper-class nonmanual employees in Finland
(Valkonen et al., 1993). For the youngest age groups,
the social classification is based on the social-
occupational category of the head of the household.

With few exceptions, the order of occupational
classes is the same in all age groups for both sexes.
Mortality is highest among manual workers, second
highest among farmers, and third highest in the lower
nonmanual class (Table 54–3). It is always lowest in the
upper nonmanual class, which is set at 100 in 
Figure 54–2. The relative differences are the smallest
among children and elderly people and most pro-
nounced among young adults 25 to 45 years old. The

differences even exist in the much older groups.
Among females, the age pattern of mortality differ-
ences is similar to that among males, but the relative
differences are clearly smaller in all age groups, as
shown in Table 54–2 for women between the ages of
35 and 64 years.

Age-specific death rates can be used to calculate life
tables by social class. The difference in life expectancy
at birth between upper nonmanual employees and
manual workers was about 6 years for males and 3
years for females in Finland in between 1986 and 1990
(Valkonen et al., 1993). The extent of the differences
depends on the classification used. A more detailed
classification of manual workers would show larger
differences than the 6 years in male life expectancy at
birth.

In England and Wales, the difference in life
expectancy at birth between the social classes I/II (i.e.,
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FIGURE 54–2 Relative probability of death by age (10-year age groups) and occupational class between
1986 and 1990 for men and women (upper white-collar employees taken as base 100).

TABLE 54–3 Life Expectancy at Birth and at 30 Years of
Age by Social Class and Sex in Finland, 1986 to 1990

Social class Men Women

e0 e30 e0 e30

Upper nonmanual employees 75.3 46.6 81.1 51.9
Lower nonmanual employees 73.0 44.4 79.9 50.8
Manual workers 69.2 40.9 78.1 49.1
Farmers 71.6 43.3 78.5 49.6
Total 70.8 42.4 78.8 49.8
Difference between the extremes 6.1 5.7 3.0 2.8

From Valkonen et al., 1993.



upper nonmanual employees or self-employed techni-
cians) and classes IV/V (i.e., manual workers) was
estimated at 5 years for men and 3 years for women in
between 1987 and 1991 (Hattersley, 1997). No recent
estimate of life expectancy by social category is avail-
able for other countries.

III. MORTALITY BY CAUSE OF DEATH

The first step toward a better understanding of
social inequalities in mortality is to study them by
cause of death. As an example, Table 54–4 shows the
higher mortality ratios of manual workers to upper
white-collar employees of 35 to 64 years old in Finland
in the 1980s for selected causes of death.

Among men, mortality is higher among manual
workers than nonmanual workers for all causes of
death except cancer of the intestines and rectum.
Although the direction of the difference between the
social classes is practically the same for all causes of
death, the extent varies. Male manual workers have at
least 2.5 times higher mortality than upper nonmanual
employees due to alcohol poisoning, diseases of the
respiratory system, and lung cancer. As for males,
female manual workers also have higher mortality for
almost all causes of death, except for cancers of the
intestine and rectum and, in this case, breast cancer.

Table 54–5 shows the contribution of the most
common causes of death to the difference in life

expectancy at the age of 35 years between workers and
upper nonmanual employees in Finland at the end of
the 1980s. The total difference is 5.5 years for males and
2.7 years for females. For both sexes, the main causes
of differences are ischemic heart disease and other car-
diovascular diseases. These account for 46% of the
male difference and 68% of the female difference in life
expectancy. Among males, lung cancer, respiratory dis-
eases, and accidents provide marked contributions to
the inequality of life expectancy between social classes.

IV. WHY ARE THE SOCIAL
DIFFERENCES IN MORTALITY LESS
AMONG WOMEN THAN AMONG

MEN?

In all countries for which reliable data exist, the
social differences in mortality are less among women
than men. Seppo Koskinen and Tuija Marelin (1994)
tried to understand this phenomenon by using data for
men and women 35 to 64 years of age in Finland. They
showed that the results did not depend on the indica-
tor chosen to define the social-occupational status. For
each of the four social-occupational indicators used in
the study, the inequalities between women were much
less than those between men.

Analysis of the differential mortality by cause of
death showed that for cardiovascular diseases,
women’s relative socioeconomic differences were
slightly higher than those of men. For other diseases
affecting both sexes, the relative social mortality dif-
ferences are practically the same, except for respiratory
diseases, for which the mortality differences are higher
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TABLE 54–4 Ratio of Age-Standardized Mortality Rates
by Cause of Death of Manual Workers to that of Upper

Nonmanual Employees by Sex for Ages 35 to 64 Years in
Finland, 1981 to 1990

Cause of death Men Women

Malignant neoplasms 1.54 1.00
Stomach cancer 1.54 1.48
Cancer of intestine and rectum 0.97 0.88
Lung cancer 2.93 1.82
Breast cancer — 0.68
Other cancers 1.14 1.09
Circulatory diseases 2.01 2.10
Ischemic heart disease 2.02 2.37
Cerebrovascular diseases 1.90 1.73
Other diseases 2.15 1.81
Respiratory diseases 3.58 2.06
Cirrhosis of the liver 1.83 1.33
Accidents and violence 2.53 1.44
Road accidents 1.68 1.31
Alcohol poisoning 3.89 —
Suicide 2.33 1.15
All causes 2.01 1.40

From Valkonen et al., 1993.

TABLE 54–5 Contribution in Years of Selected Causes
of Death to the Difference in Life Expectancy between
Upper Nonmanual Employees and Manual Workers by

Sex in Finland, 1986 to 1990

Cause of death Men Women

Lung cancer 0.68 0.05
Breast cancer -0.12
Other cancers 0.19 0.16
Ischemic heart disease 1.75 0.91
Other cardiovascular diseases 0.79 0.91
Respiratory diseases 0.50 0.18
Other diseases 0.50 0.34
Accidents 0.55 0.15
Alcohol poisoning 0.21 0.04
Suicide 0.36 0.08
All causes 5.53 2.73

From Valkonen et al., 1993; for method, see United Nations,
1988.



among men. The differences are also more marked
among men for accidents and violence.

The fact that the social range of total mortality is
much greater among men than among women is partly
explained by this steeper social gradient for violent
death among men. The main reason, however, is that
the distribution of deaths by causes varies according
to sex. Cancer of the breast, which according to the
data employed by Seppo Koskinen and Tuija Martelin
is responsible for 9% of female deaths, is practically
nonexistent among men. Deaths from breast cancer
also fall with social-occupational status, and this sig-
nificantly reduces the social range of female mortality.
Cancers other than those of the stomach, intestines,
lungs and breast, whose social gradient is very slight,
account for at least one-fourth of the deaths of women
and only one-tenth of those of men. If the same distri-
bution of deaths by cause among men is applied to
women, the social gradient of mortality among women
becomes quite similar to that of men. According to
these Finnish data, the big difference in social range
between men and women mainly results from the dif-
ference in structure by cause of death. We do not know
to what extent this result can be applied to other 
populations and age groups.

V. EXPLANATIONS OF SOCIAL
INEQUALITIES IN MORTALITY

The most frequently used explanatory framework
for social mortality differences is that which appeared
in the Black Report, set up in Great Britain in 1980 by a
task force presided over by Sir Douglas Black
(Townsend and Davidson, 1982). This framework dis-
tinguishes four main types of explanation: statistical
artefact, natural and social selection, material and
structural causes, and cultural and behavioral factors.
These explanations, which had already been put
forward by other authors (Behm and Vallin, 1982;
Vallin, 1979), were also the object of further develop-
ments (MacIntyre, 1997; Vågerö and Illsley, 1995;
Davey Smith et al., 1990).

Social and mortality differences could only be a sta-
tistical artifact if they were viewed as mere measure-
ment errors. Admittedly, such errors may effectively
bias the extent of the observed differences, but there is
considerable proof that the differences are quite real.
Problems of measurement tend more frequently to
underestimate rather than overestimate them.

According to the selection hypothesis, the association
between social position and mortality is in line with
the reasoning that personal health determines social
position and not vice versa. People are not in poorer

health because they belong to disadvantaged social
categories; they belong to these social categories
because their health is less good than the health of
people in other categories. Young people in poor
health have greater difficulty in completing their
studies, and adults with health problems move down
the social scale. Although direct measurement of the
role of health in this selection bias is difficult, most
investigators have concluded that social mobility due
to health reasons is not a highly determinant factor in
social mortality differences (Davey Smith et al., 1994;
Wilkinson, 1986; Fox et al., 1985).

Another type of selection, sometimes called indirect
selection, may contribute to social mortality differences
because some confounding factors are capable of affect-
ing the social-occupational status of persons and their
health and mortality. High social status of the parents,
good school performance, and certain psychological
and physical characteristics, for example, may favor
access in adulthood to a socially privileged status. The
inherited lifestyle model (especially behavior in health
matters) may also contribute to health and chances of
survival. Consequently, a part of the relation observed
between social status and adult mortality may not
depend on the status itself. Unfortunately, no recent
empirical study enables us to appreciate these 
distinctions.

The materialistic/structural and behavioral/cul-
tural explanations are two additional elements in an
interpretive outline that stresses—through the risk
factors involved—the effects of social position on a
person’s health. It explains why those benefiting from
a higher social status are also less exposed to the risks
of death than those of a lower status.

In the materialistic/structural view, persons of a dis-
advantaged status suffer from health problems inher-
ent in material living conditions, such as precarious
living conditions, difficult working conditions, and
insufficient income for ensuring correct nutrition and
health care. This type of explanation seems plausible
for the past and for less-developed countries, but it is
less certain that poverty and precarious living condi-
tions are pertinent factors today in developed coun-
tries. Results for all countries indicate that differences
in mortality are not solely between the poor and the
rest of the population, but that there are also stepwise
differences within the middle and upper classes.
Working conditions are more discriminatory and, even
though they tend to become homogeneous, their role
in social mortality differences persists in the most
advanced societies.

According to the cultural/behavioral explanation,
socioeconomic mortality differences result from differ-
ences in the prevalence of risk behaviors, such as
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smoking, alcohol abuse, lack of exercise, and
unhealthy dietary habits. For example, class differ-
ences in the prevalence of smoking may account for a
substantial part of the socioeconomic differences in
mortality from lung cancer and from coronary heart
disease, because smoking is a risk factor for both dis-
eases and because there are differences in smoking
habits among social classes in most countries.

Literature on the subject has suggested hypotheses
to explain social mortality differences other than those
put forward by the Black Report. One of these concerns
the effects of biologic programming that is set up in
utero or during infancy (Barker, 1991). According to
this hypothesis, differences in present social mortality
differences may correlate with conditions prevailing in
a previous generation. These conditions would have
influenced maternal health, which would have influ-
enced the growth and development of the fetus and
child and the probability of suffering from a disease or
of dying prematurely at an adult age. Because adults
in a disadvantaged social category have experienced
precarious living conditions since their childhood,
their higher mortality could be attributed to the con-
ditions prevailing during their first years of life. The
validity of this hypothesis has yet to be established.

Another hypothesis is that the higher mortality of
persons forming part of a disadvantaged social cate-
gory reflects psychosocial factors, particularly those
relating to work, and is more frequent in the categories
from the lower part of the social spectrum (Marmot et
al., 1997). Differences in access to health services and
their use also contribute to social inequalities in mor-
tality (Keskimäki et al., 1997).

The theories and hypotheses about the causes of
social differences in mortality are numerous, but few
empirical investigations have verified the validity and
measured the role of the risk factors evoked. Of all the
studies aiming to explain the social differences in mor-
tality, the one most frequently cited is the so-called
Whitehall investigation, carried out with about 17,000
British civil servants (Marmot et al., 1984). According
to this study, only one-fourth of the considerable dif-
ferences in mortality by coronary diseases observed
among five grades of civil servants could be attributa-
ble to those involving smoking, physical activity, blood
pressure, or cholesterol level. Of all the risk factors,
only smoking varied significantly from one category to
the other, and the explication for differences in mor-
tality must essentially be attributed to other risk
factors and behavior.

The authors of the study also suggested another
possible explanation. Exposure to specific risks favor-
ing specific causes of mortality, such as those of the
Whitehall study, cannot take account of all the

observed differences in mortality. The great similarity
of social differences for most of the causes of death in
many national studies cannot be explained by employ-
ing a list of specific risk factors. Michael Marmot and
his colleagues (1984) think that social inequalities in
mortality are largely attributable to “general risk
factors” that concurrently influence most causes of
death. Psychosocial stress could be one of these factors
(Williams, 1990). A new follow-up study (Whitehall II)
is being carried out in an attempt to find a better expla-
nation of the differences in morbidity and mortality
observed between different categories of civil servants
in Britain (Marmot, 1996).

According to some other studies, a greater share of
the social inequalities of mortality by coronary dis-
eases appears attributable to some disparities in the
prevalence of risk factors. In most cases, a large part of
the difference remains unexplained (Kaplan and Kiel,
1993).

The empirical studies seeking an explanation of the
social-occupational differences are generally inconsis-
tent and do not reach any firm conclusion. The poverty
of these results may reflect the nature of the problem—
that the explanation of the differences varies from one
cause of death to another, from one country to another,
and according to the era.

The persistence and even worsening of social-
occupational mortality differences have preoccupied 
a number of governments and the World Health Orga-
nization (WHO). A very complete British report (Inde-
pendent Inquiry into Inequalities in Health, 1998)
included 10 pages of recommendations for health poli-
cies and programs aimed at reducing the inequalities
of health and mortality. Some of these recommenda-
tions are aimed at a global level of society (e.g., reduc-
tion in the inequality of incomes), but others are very
specific (e.g., improvement in access to therapy for
replacing nicotine). No study exists, however, for
measuring the effectiveness of the policies for reduc-
ing the social differences in mortality.

VI. INTERNATIONAL COMPARISONS

Although the level of mortality is everywhere
higher among persons in the most disadvantaged
social positions, it is not clear to what extent the size
of this difference varies from country to country. Inter-
national comparisons of social-occupational mortality
differences are difficult to carry out. Reliable data exist
only for a few countries. Even when data do exist,
there are differences between studies in terms of time
periods and age bands covered, social-occupational
indicators used, coverage (e.g., exclusion of economi-
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cally inactive persons), measures of mortality, and
quality of data. There is no generally agreed method
for measuring the magnitude of the differences even if
the data problems are resolved. A large number of
inequality measures have been constructed, and the
choice of these may substantially influence the results.
It is therefore not surprising that the results of attempts
to compare the sizes of socioeconomic mortality dif-
ferentials have been inconsistent (Kunst and Macken-
bach, 1994c).

The diversity of the results observed from one
country to another was studied in an ambitious project
covering 11 countries in Western Europe, the United
States, and three socialist countries in Central and
Eastern Europe, for which representative mortality
data were available at national level, according to edu-
cational and social-occupational categories (Kunst,
1997; Mackenbach et al., 1997). These data were col-
lected between 1980 and 1990, and generally were for
male adults between 30 and 64 years old.

In the 14 countries where this information was
available, the death rate among manual workers was
higher than that for nonmanual workers, and the rel-
ative excess mortality of the manual workers was
remarkably similar from one country to another. Nev-
ertheless, some larger differences were observed in
France, the Czech Republic, Finland, and (especially)
Hungary than in other countries (Kunst, 1997).

It has been possible to measure these differences in
the cause of death in 11 West European countries and
in the United States. The excess mortality of manual
workers is manifest for each of the nine groups of mor-
tality causes employed, except for one notable excep-
tion: ischemic heart diseases. No excess mortality can
be observed for this group of causes in France, Switzer-
land, Italy, and Spain. In Portugal, the mortality rate
for ischemic heart diseases was even lower among the
manual than the nonmanual workers. It is possible,
however, that this exception is only an apparent one.
Many of the deaths from ischemic diseases are con-
fused with other cardiac causes, or they remain ill
defined (Meslé and Vallin, 1988). This problem of data
quality is often more acute for the most disadvantaged
social categories. The social differences in causes of
death other than ischemic heart diseases were more
marked in those of the southern countries than in those
of the north of Europe.

In an attempt to explain the weak social discrimi-
nation of ischemic heart diseases in southern Europe,
Anton Kunst (1997) has suggested that some specific
factors have contributed to protecting people there
against these diseases, such as a traditional diet com-
prising a high consumption of fish and vegetable oil
and a traditionally moderate consumption of alcohol.

These factors particularly have favored the most dis-
advantaged social categories.

Differences in mortality by social class are higher in
Finland and France than in other countries of Western
Europe. In both countries, alcohol-related mortality is
a contributing factor. In France, death by cancer of the
digestive system or cirrhosis of the liver—for which
the consumption of alcohol is the main risk factor—is
seven times higher among unskilled workers than in
the higher social-occupational categories (Desplan-
ques, 1984). Similarly, accidental and violent deaths in
Finland, which play an important part in the mortal-
ity differences for all causes, are closely linked to the
Finnish drinking habits; according to the information
available on death certificates, one-half the Finnish
adult men who died a violent death were inebriated
(Mäkelä, 1998). In Finland, alcohol-related deaths
account for one-fourth of the difference in life
expectancy between manual and nonmanual workers
(Mäkelä et al., 1997).

VII. TRENDS IN SOCIAL
MORTALITY DIFFERENCES

The problems encountered in studying trends in
mortality differences are similar to those in making
international comparisons. It is difficult to obtain com-
parable data, and even when data exist, the conclu-
sions may depend on the population groups covered
and the indicators of inequality used.

Anton Kunst (1997) compared some evaluations of
the extent of differences in mortality by education level
and social class for men between the ages of 50 and 59
years in Finland, Norway, France, and Italy (Turin)
during the first and second halves of the 1980s. In all
these countries, the differences have tended to
increase. An increase in the differences for men 40 to
54 years old in the United States has also been
observed. The Kunst results do not only apply to a
limited age group. Other data clearly show that, since
the 1980s, the relative differences in social mortality
have increased in all developed countries where meas-
urement was possible. This increase in the social range
of male mortality at working ages was already appar-
ent in Sweden and Spain in the 1970s (Diderichsen and
Hallqvist, 1997; Regidor et al., 1995) and since the 1960s
in France (Desplanques, 1984).

Figure 54–3 illustrates the increase in differences
between educational levels observed in Finland since
1971 for life expectancy according to sex at the age of
35. Men with a higher education had a life expectancy
in 1970 that was 4.3 years more than those with a lower
one. The difference remained almost the same until the
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end of the decade, but since the early 1980s, it has
grown rapidly, reaching up to 5.9 years in the early
1990s. Among women, the difference grew in the same
period from 2.7 to 3.4 years. Differences by occupa-
tional category have followed similar trends.

Some data for the trend of life expectancy by social
class are available for England and Wales. They show
that the difference in life expectancy at birth between
the classes I/II (i.e., professional, managerial, and tech-
nical occupations) and IV/V (i.e., partly skilled and
unskilled occupations) increased by almost a year
between 1979 and 1981 and between 1987 and 1991
among men and women (Hattersley, 1997).

This increase in social mortality differences contra-
dicts the objective advocated in 1985 by the Regional
Bureau for Europe of the WHO: “By the year 2000, the
actual differences in health status between and within
countries should be reduced by at least 25%” (WHO,
1985). The reasons for this failure have not been ana-
lyzed in detail, but it has been suggested that the
increase might reflect the general increase in social
inequalities and income differences (Carrol and Davey
Smith, 1997). Although this explanation is valid in
certain cases, it does not provide a sufficient explana-
tion. Differences in mortality have increased in coun-
tries where income differentials have increased (e.g.,
Great Britain) and in countries where they have
decreased (e.g., Finland).

The principal common factor in the increased social
mortality differences is the decline in cardiovascular
deaths and especially in deaths from ischemic heart
diseases—a decline that has been more rapid among

persons with the highest education or employed in
nonmanual occupations. In the Nordic countries and
the United States, death rates from heart diseases prob-
ably have not always been higher among manual than
nonmanual workers. In the United States and in
England and Wales, this has been recognized only
since the 1950s or 1960s (Kunst, 1997; Marmot et al.,
1978), and it has been true for Sweden and Norway
only since the 1960s and 1970s (Diderichsen and Hal-
lqvist, 1997; Borgan, 1996). Similarly, scarcely any
social differences in mortality due to ischemic diseases
were observable in France, Switzerland, Italy, or Spain
in the 1980s, and even the reverse is the case in Portu-
gal. In all the countries for which data are available, a
more rapid decline in deaths from cardiovascular or
ischemic heart disease has been observed among men
of working age from the upper, rather than the lower,
socioeconomic groups. This is the major reason for the
increase in social inequalities in mortality.

This increase in social mortality differences, largely
due to greater deviations for cardiovascular diseases,
does not necessarily imply that social-occupational
inequalities in mortality will increase in the future. The
rapid decline in deaths from cardiovascular diseases in
the socially privileged classes shows that this type of
death has become avoidable and that substantial
advances are still possible. Although the most favored
social categories have benefited most from this
advance, this is probably because they have changed
their health behavior more rapidly (e.g., diet, smoking,
physical activity) and because they have had better
access to new medical treatments, such as coronary
bypass and angioplasty (Keskimäki et al., 1997).
Doubtlessly, the most disadvantaged classes will even-
tually adopt the same behavior in health matters and
benefit from the new medical techniques when these
have become routine treatments.

Cardiovascular diseases are not the only conditions
that have contributed to an increase in the differences.
The data concerning the part played by other causes
are not always available, and it is difficult to general-
ize. It appears, however, that there is no uniformity
between countries in the trend of the mortality profiles
other than for cardiovascular diseases. For example,
although death through lung cancer has contributed to
accentuation of the social mortality differences in
certain countries, this was not the case in Finland
between 1980 and 1990. Although death through alco-
holism was one of the major causes for the increase in
mortality differences in Finland during the 1980s and,
to a lesser extent, during the 1990s (Valkonen and Jalo-
vaara, 1996), there is no information concerning such
processes in other countries. Changes in differences in
mortality result from a complex combination of differ-
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ent and even opposite trends for various causes of
death, which may vary by sex, class and period. It is
most unlikely that a single explanation could account
for this.
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Mortality varies according to sex (see Chapter 53),
to social background (e.g., social class, social-occupa-
tional category, level of education; see Chapter 54), 
to a variety of individual characteristics (e.g., 
weight, height, marital status), or to collective criteria
(e.g., religion, ethnic origin). Mortality also varies
according to geographic location. This statement may
seem obvious, given the differences between situations
observed throughout the world, but such differences
also can be observed within a single country. The finer
the territorial division, the more we find differences;
geographic diversity exists within a single region or a
single province and at all levels in the hierarchy of
administrative territorial divisions.

In this chapter, we first provide an overview of this
diversity.1 Later, we demonstrate that geographic vari-
ations are not necessarily the same for different com-
ponents of mortality. For example, the patterns of child
mortality may be different from those of adult mortal-
ity, whereas cause-specific mortality patterns may
sometimes show striking contrasts. In the same way,
geographic variations of mortality may depend on sex,
social class, or other factors.

Geographic variations of mortality are partly linked
to the particular history of each country, region, or

other geographic entity. For this reason, geographic
patterns of mortality necessarily change over time,
even if they do show some constant features. In some
cases, we observe the persistence of specific patterns
over long periods, whereas in other places, the situa-
tion may undergo a complete reversal.

We examine the different factors that can explain
geographic variations of mortality and see to what
extent they can be attributed to variations in the com-
position of the populations of different geographic
units, to geographic factors in the strict sense of the
term (e.g., climate, altitude), or to socioeconomic, 
cultural, and environmental factors (e.g., occupation,
eating habits, smoking, industrial pollution).

I. A GREAT DIVERSITY OF
SITUATIONS

1. Inequalities on a World Scale

The most noticeable geographic difference in mor-
tality is that which can be established between dif-
ferent world populations. This can be observed by
referring to differences between countries. Over the
past several decades, the United Nations has regularly
published estimates of life expectancy at birth for
country.2 Figure 55–1 and Table 55–1 provide data for
the 1995–2000 period; the life expectancy data are 
for both sexes taken together. The map was obtained
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1 A more detailed description of geographic variations of mor-
tality and health can be found in numerous specialized atlases
(Britton, 1999a, 1999b; Salem et al., 1999; Jozan and Prokhorskas,
1997; Merenne et al., 1997; Dorling, 1995; Potrykowska and Clarke,
1995; Plane and Rogerson, 1994; Peters et Larkin, 1993; Holland,
1988, 1991, 1993; Bähr et al., 1992; Decroly and Vanlaer, 1991; Union
géographique internationale, 1990, 1991; Clieff and Haggett, 1988;
Yue Lu, 1987; ISTAT and ISS, no date).

2 Some of these estimates may be criticized. Nonetheless, we
provide them here as they are given, because this set of data has the
advantage of being complete and is sufficient to support our point
in this chapter.
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FIGURE 55–1 Life expectancy at birth for both sexes between 1995 and 2000: inequalities between 
different countries of the world. (From United Nations, 2001.) (Figure 55–1 also reproduced in color plate
section.)

3 Whereas the life expectancy calculated for the world popula-
tion taken as a whole is 65.4 years, the simple average of life
expectancies per country is 65.5 years. This may be surprising
because of the wide diversity of population counts (i.e., several thou-
sand for some microstates to more than a billion for China). This
finding probably means that the distribution of the diversity of pop-
ulation counts is not related to life expectancy levels. The variabil-
ity is quite high because the standard deviation represents 11.2 years,
almost 20% of the average.

by distinguishing seven classes of life expectancy
defined on the basis of the simple average, m, and the
standard deviation, s, of the 189 values observed.3 The  

central class covers , and on either side, each 

class represents one-half of a standard deviation.
According to these estimates, at the end of the 20th

century, life expectancy ranged from 37.2 years in
Sierra Leone to 80.0 years in Japan. On the map, we
can see a clear opposition between a region of low life
expectancy covering all the countries of sub-Saharan
Africa and (in a less homogenous way) a substantial
part of Southern or Southeast Asia and Oceania 
(from Afghanistan to Papua New Guinea) and a region
of very high life expectancy, occurring mainly in the
most developed countries (i.e., Japan, North America,
Europe, Australia, and New Zealand) but also 
extending toward less developed countries (i.e.,
Central America, northern and southern parts of 
South America, Middle-East, China, and neighboring 
countries). Each of these two regions forms a relatively

m ±
s
4

continuous expanse, highlighting the clear-cut divi-
sion of the planet in terms of health status. Between
these regions, for different reasons, we find the center
of Latin America (e.g., Brazil, Peru), which is less
advanced in the health transition, and most of the ter-
ritory of the old USSR, whose health status has been
declining for more than 30 years.

2. A Matter of Scale

The world map of life expectancy raises a few prob-
lems of interpretation, particularly in terms of scale,
prompting comments about heterogeneity of geo-
graphic distribution and disproportion of population
numbers.

a. Heterogeneity of the Geographic Division of 
the Planet

The political division of the planet into separate
states is far from ideal for the observation of geo-
graphic variations of mortality. Indeed each state has
its own policies and observes a certain consistency in
health regulations and behavior, and from this point of
view, international comparisons are extremely useful.
However, due to differences in size among countries,
such a world map can easily mask the internal dis-
crepancies existing within certain countries; internal
lines of separation are as important as national
borders, which sometimes have little impact. This type
of situation is common when the focus shifts from
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TABLE 55–1 Variations in Life Expectancy in the World according to United Nations’ Estimates for 1995 to 2000

Country e0 Country e0 Country e0 Country e0

Africa 51.4 North America 76.7 Asia 65.8 Europe 73.2
Northern Africa 64.6 Canada 78.5 East Asia 70.9 Northern Europe 76.7
Algeria 68.9 United States 76.5 China 69.8 Denmark 75.9
Egypt 66.3 Hong Kong 79.1 Estonia 70.0
Libya 70.0 Latin America 69.3 North Korea 63.1 Finland 77.2
Morocco 66.6 Central America 71.0 Japan 80.5 Iceland 78.9
Sudan 55.0 Belize 73.6 Macao 78.5 Ireland 76.1
Tunisia 69.5 Costa Rica 76.0 Mongolia 61.9 Latvia 69.6
West Sahara 61.4 Salvador 69.1 South Korea 74.3 Lithuania 71.4
Western Africa 50.0 Guatemala 64.0 South Central Asia 61.5 Norway 78.1
Benin 53.5 Honduras 65.6 Afghanistan 42.5 Sweden 79.3
Burkina Faso 45.3 Mexico 72.2 Bangladesh 58.1 United Kingdom 77.2
Cape Verde 68.9 Nicaragua 67.7 Bhutan 60.7 Western Europe 77.7
Côte d’Ivoire 47.7 Panama 73.6 India 62.3 Austria 77.7
Gambia 45.4 Caribbean 67.5 Iran 68.0 Belgium 77.9
Ghana 56.3 Bahamas 69.1 Kazakhstan 64.1 France 78.1
Guinea 46.5 Barbuda 76.4 Kyrgyzstan 66.9 Germany 77.3
Guinea-Bissau 44.1 Cuba 75.7 Maldives 65.4 Luxembourg 77.0
Liberia 48.1 Dominican Republic 67.3 Nepal 57.3 Netherlands 77.9
Mali 50.9 Guadeloupe 77.3 Pakistan 59.0 Switzerland 78.6
Mauritania 50.5 Haiti 52.0 Sri Lanka 71.6 Eastern Europe 68.2
Niger 44.2 Jamaica 74.8 Tajikistan 67.2 Belarus 68.5
Nigeria 51.3 Martinique 78.8 Turkmenistan 65.4 Bulgaria 70.8
Senegal 52.3 Netherlands Antilles 75.5 Uzbekistan 68.3 Czech Republic 74.3
Sierra Leone 37.3 Puerto Rico 74.9 Southeast Asia 65.3 Hungary 70.7
Togo 51.3 Trinidad and Tobago 73.8 Brunei 75.5 Poland 72.8
Middle Africa 48.9 South America 68.9 Cambodia 56.5 Moldavia 66.6
Angola 44.6 Argentina 72.9 East Timor 47.5 Rumania 69.8
Cameroon 50.0 Bolivia 61.4 Indonesia 65.1 Russia 66.1
Central African Republic 44.3 Brazil 67.2 Laos 52.5 Slovakia 72.8
Chad 45.2 Chile 74.9 Malaysia 71.9 Ukraine 68.1
Congo 50.9 Colombia 70.4 Myanmar 55.8 Southern Europe 77.0
Congo, Democratic Republic 50.5 Ecuador 69.5 Philippines 68.6 Albania 72.8
Equatorial Guinea 50.0 Guyana 63.7 Singapore 77.1 Bosnia Herzegovina 73.3
Gabon 52.4 Paraguay 69.6 Thailand 69.6 Croatia 73.3
Eastern Africa 45.7 Peru 68.0 Vietnam 67.2 Greece 78.0
Burundi 40.6 Suriname 70.1 Southwest Asia 67.9 Italy 78.2
Comoros 58.8 Uruguay 73.9 Armenia 72.4 Malta 77.6
Djibouti 45.5 Venezuela 72.4 Azerbaijan 71.0 Portugal 75.2
Eritrea 51.5 Bahrain 72.9 Slovenia 75.0
Ethiopia 44.5 Oceania 73.5 Cyprus 77.8 Spain 78.1
Kenya 52.2 Australia and New 78.4 Palestine 71.4 Macedonia (former 72.7

Zealand Republic of 
Yugoslavia)

Madagascar 51.6 Australia 78.7 Georgia 72.7 Yugoslavia, Federal 72.2
Republic of

Malawi 40.7 New Zealand 77.2 Iraq 58.7
Mauritius 70.7 Melanesia 58.7 Israel 78.3
Mozambique 40.6 Fiji 68.4 Jordan 69.7 Total for world 65.4
Reunion 73.8 New Caledonia 74.0 Kuwait 75.9
Rwanda 39.4 Papua-New Guinea 55.6 Lebanon 72.6
Somalia 46.9 Solomon Islands 67.4 Oman 70.5
Tanzania 51.1 Vanuatu 67.2 Qatar 68.9
Uganda 41.9 Micronesia 71.8 Saudi Arabia 70.9
Zambia 40.5 Guam 73.5 Syria 70.5
Zimbabwe 42.9 Polynesia 70.3 Turkey 69.0
Southern Africa 55.4 French Polynesia 71.7 United Arab Emirates 74.6
Botswana 44.4 Western Samoa 68.5 Yemen 59.4
Lesotho 51.2
Namibia 45.1
South Africa 56.7
Swaziland 50.8

From United Nations, 2001.
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large countries such as the United States or China to
smaller neighboring countries.

Figure 55–2 illustrates the case of North America
compared with its closest neighbors in Latin America
(e.g., Mexico, Cuba) and in Europe (e.g., Iceland). If we
follow national borders, nothing particular can be
observed, except that Canada does better globally than
the United States (see Fig. 55–2A). However, if we
establish distinctions between the different states or
provinces that make up these two federations, we 
see that the situation of the north-central part of 
the United States resembles that of the Canadian
provinces, whereas that of the southeastern part of the
United States bears a closer resemblance to Cuba or
Mexico (see Fig. 55–2B). The fact that these states have
large African-American or Latin American minorities
probably plays a role. In any case, it appears that
neither the border between the United States and
Canada nor the Rio Grande have any more significance
in terms of health than the line separating the U.S.
southern states from the northern states.

Another striking example is that of China compared
with its neighbors (Fig. 55–3). Like the United States,
China is an enormous expanse, apparently homoge-
nous, in the middle of a diversity of smaller countries,
among which is Japan, which holds the record of
highest life expectancy, and Burma, whose life
expectancy is one of the lowest in the world (see Fig.
55–3A). We refer to figures from the early 1980s to be
able to use the life expectancy estimates for every
Chinese province established on the basis of the 1982
census (Calot and Caselli, 1989).

If we look separately at the Chinese provinces,
about 10 of which have populations larger than 
those of France, Italy, or the United Kingdom, we 

can see how they are divided in relation to the 
surrounding countries. The situation of the far-western
provinces resembles that of South Asia (e.g., Pakistan,
India, Nepal, Bhutan, Bangladesh, Burma, Laos,
Vietnam), whereas the maritime provinces (e.g.,
Formosa) are colored blue and are closer to Japan (see
Fig. 55–3b).

This problem, which is obvious in the case of the
United States or China, exists at all levels, even within
countries or smaller geographic units (Decroly and
Grimmaud, 1991; ISTAT and ISS, 1988). Heterogeneity
is common, and the finer the territorial division, the
more precisely this heterogeneity can be defined.

In the case of Italy, as we move down in the territorial
hierarchy from the 20 regions to the 95 provinces or 8100
communes,4 we obtain a better picture of the true situa-
tion, although a complete description of geographic
variations can never be obtained. In this case, to perform
such a comparison, given the insufficient data, we had to
replace life expectancy by a comparative index of rela-
tive mortality, but the result is about the same.

The three maps shown in Figure 55–4, which repre-
sent the variations of male mortality, reproduce 
globally the same well-known profile of excess mor-
tality in the northern region and low mortality in the
southern region. However, this picture is considerably
qualified when we divide the regional map into
smaller areas. On the regional map, we observe a strik-
ing contrast between the regions situated north of the
Po River (i.e., Aosta Valley, Piedmont, Liguria, Lom-
bardia, Veneto, Trentino-Alto-Adige, and Friuli-

4 According to the communal boarders in force in 1991, the year
of the census, on which the analysis of mortality for 1991 to 1993 is
based.
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FIGURE 55–2 Life expectancy at birth for both sexes in North America in 1990, without (A) and with (B)
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section.)



Venezia-Giulia), which have a higher mortality, and
the regions closer to the Adriatic Sea (i.e., Marches,
Umbria, Abruzzi e Molise, and Puglia) and the Ionian
Sea (i.e., Basilicata and Calabria), where mortality is
lower. Between these two regions, there is an interme-
diate zone with mortality rates close to the national
average, which includes the islands (e.g., Sardinia,
Sicily), Emilia-Romagna, Tuscany, and Latium. The
only exception to this apparently clear-cut division is
Campania, colored red on the map, in the middle of
blue or yellow regions.

If we look at the map of provinces, the situation
appears more complex. We observe that excess mor-
tality does not affect the area north of the Po as homo-
geneously as it first seemed. Piedmont and Liguria, for
example, contrast with the provinces close to Lombar-
dia, especially in the northeast Piedmont (i.e., Novara
and Vercelli) and in the eastern part of Liguria (i.e.,
Genova), where male mortality is high, and all the
western provinces, where mortality is close to the
national average. Similarly, the region of Veneto
includes only several high-mortality provinces (e.g.,
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Belluno, Vicenza, Rovigo), whereas mortality in the
others is about average.

In Tuscany, where mortality seemed to be average
for the country, only three provinces (i.e., Grosseto,
Livorno, and Lucca) are on average level, whereas the
northernmost province (i.e., Massa-Carrare) has the
excess mortality of northern Italy; all the other
provinces, which are more eastern, have low mortality
rates.

However, the most interesting case is that of Cam-
pania, identified as an exception. Whereas this region,

taken as a whole, presents moderate excess mortality,
it is made up of four provinces, two of which have 
very high mortality (i.e., Naples and Casertae), two 
of which have very low mortality (i.e., Benevento and
Avellino), and a fifth province (i.e., Salerno) that has
average mortality.

When we shift from the regional to the provincial
level, excess mortality rates are located in smaller
zones, whereas the lower mortality rates are spread
over wider expanses, overflowing into Emilia,
Tuscany, Latium, and Campania, as a continuation 
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FIGURE 55–4 Geographic variations of Italian male mortality according to three levels of administrative
territorial division: regions, provinces, and communes, in 1991–1993. A: Relative mortality index (per 100) by
region and province. (Maps based on data from ISTAT [2000], Caselli [2002], and Caselli et al. [2003].) (Figure
55–4 also reproduced in color plate section.)



of the regions where levels are low everywhere. 
Conversely, only four provinces (i.e., Tarente, Brindisi,
Reggio-Calabria, and Aquila) are excluded from the
low-mortality area, but some provinces of Sicily and
Sardinia can be included. In shifting from the regional
to the provincial level, the weight of some cities draws
some provinces toward higher mortality rates,
whereas the more rural provinces tend to have lower
mortality levels.

The next step, the shift to the commune or municipal
level (see Fig. 55–4B), allows still greater precision in
defining the complexity of the division between high
and low mortality. Some municipalities located in

northern regions with high mortality have very low
mortality, such as some communes of the Aosta Valley
or other Alpine provinces and some communes of
Liguria. Conversely, a few communes in low-
mortality regions of central or southern Italy show
excess mortality levels.

Figure 55–5 is a close-up view of the Campania
region, showing the contrast between the communes
that are the cause of the region’s global excess mortal-
ity rates and those whose health conditions are no
worse than elsewhere in the country. We see how the
city of Naples contrasts with the communes located at
the region’s periphery, close to surrounding regions
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FIGURE 55–5 Closer view of the geography of mortality in Campania: provinces and communes. 
(Maps based on data from Cislaghi [2000].) (Figure 55–5 also reproduced in color plate section.)

that have low mortality rates. Besides the province of
Naples itself, which is made up almost exclusively of
communes with high mortality, the four other
provinces of Campania are divided, in various pro-
portions, into an area of average to high mortality
closer to Naples and an area of low mortality closer to
the neighboring regions.

If the division into smaller units plays an important
role in the image we get of reality, that image also
depends on the lines along which divisions are 
made. This was demonstrated in the cases of North
America and China, where the difference in size of 
the areas can be a problem; however, defining 
borderlines is not a simple matter. The administrative
limits of a city, for example, do not necessarily sepa-
rate zones that suffer more or less from urban 
pollution. For this reason, geographers suggest divid-
ing a given territory into geographic units of constant
shape and size (see Chapter 70). The available data
cannot be applied to such an operation. An analyst
would have to use complex adjustment methods. In
this case, such adjustments would be all the more rel-

evant if the basic data were obtained on the smallest
possible scale. To study mortality in a country such as
Italy, the demographer would have to reach below the
communal level.

b. Disproportion in Population Numbers

However, even analysis of populations below the
communal level is not enough to solve the problem of
unequal territorial division (i.e., inequality in the size
of the areas covered or in the determination of area
limits). It is difficult, when analyzing geographic vari-
ations of mortality not to address the issue of the size
of the populations concerned.

In the geographic representations provided earlier,
the same visual importance was given to two territo-
ries covering the same area, even if one of them had a
population of a hundred million and the other had a
population of only several million. In Figure 55–3, for
example, the Chinese province of Szechwan, which
according to the 1982 census had a population of 
100 million, covers a smaller area than the Xinjiang



province or Tibet, which had populations of 4 and 2
million, respectively. This means that the weight of the
mortality levels observed in the latter provinces is
exceedingly high compared with that observed in
Szechwan.

To overcome this obstacle, we can draw schematic
maps in which the area of each geographic unit is 
proportional to its population. Figure 55–6 isolates
China’s provinces as they appear on Figure 55–3 and
compares them with a map of this type. The result is
striking: The blue zone of low mortality is much larger
than the rest; the orange zone of excess mortality is
quite limited in size.

What is obvious for Chinese provinces is also true
for more ordinary situations and much more widely so
than often thought. There are no deserts in Italy, but
we can observe the same phenomenon. For example,
of the 5.6 million people of Campania, more than 3
million live in the province of Naples and 800,000 in
the province of Caserte, the two provinces with high
mortality, whereas only 400,000 live in Avellino and
200,000 in Benevento, both provinces with low mor-
tality. The extension of the low-mortality zone, which
was the result of the shift from the regional to the
provincial level, was in part an optical illusion (Fig.
55–7). From a demographic point of view, what is most
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important is that the most-populated area is a high-
mortality zone.

c. The Cities

A similar problem of scale occurs systematically
when dealing with cities. Most often, the apparent map
of mortality changes when a demographer calculates
separately the mortality index of cities and that of the
administrative units they belong to. One example is the
case of mortality due to cancer in Baltic countries
(Krumins et al., 1999). In these countries, the mortality
due to cancer observed in cities is almost systematically
higher than that of the corresponding administrative
territorial unit. It is possible that this difference may be
an observational problem (i.e., deaths due to cancer
happen more often in cities because that is where the
hospitals are located). Whether the phenomenon is real
or artificial, the chosen system of representation
changes our perception of the phenomenon. For most
geographic units that include a city, the mortality index
for cancer decreases if the city is accounted for sepa-
rately (Fig. 55–8).

For greater precision, the cities could be represented
by areas proportional to their population, which is not
the case in the maps of Figure 55–8. However, this
would be no more than an unsatisfactory half-measure
if the other administrative units were still represented

according to their real borders, without any indication
of population size.

II. COMPONENTS OF GEOGRAPHIC
INEQUALITY IN MATTERS OF

MORTALITY

The previous example concerning mortality due to
cancer prompts us to take a new look at the whole of
our analysis of geographic variations of mortality. The
differences in life expectancy or standardized mortality
rates that we have accepted until now provide only an
overall measurement. Within the same area of geo-
graphic observation, the mortality map can vary
greatly depending on sex, age, causes of death, or other
components. With the use of Italian data, we assess the
roles played by these three basic components.

1. Reversal of the Geography of Mortality
from Male to Female

Figure 55–9 shows to what extent the sex-specific
mortality maps differ for Italy. The classic opposition
between northern and southern areas, already illus-
trated in several ways in Figure 55–4, concerns mainly



male mortality. The situation for female mortality is
completely different. We do observe a privileged area
where the life expectancy at birth of both sexes is much
higher than the national average; this area includes
mainly the Marches, Umbria, and parts of Tuscany and
Emilia. Similarly, both sexes have high mortality rates
in Naples and Caserte. For the remaining areas, almost
everything points to an opposite case. In southern Italy
(e.g., Calabria, Puglia, Basilicate), male life expectancy
is very high, whereas it usually is less than average for
females. Sicily has the lowest female life expectancy,
whereas male life expectancy figures are somewhat
higher than average (at least in the southern and
western provinces of the island). Conversely, in the
northern provinces of Italy, where male life expectancy
is usually low, women’s life expectancy is at least equal
to the national average and often higher (with the
exception of Pavia). This major contrast between 
the distribution of male and female mortality in Italy
is the result of complex combinations of multiple
factors (Caselli et al., 2003; Caselli, 2002). However, we
may say, even though it is a slight simplification, that
men suffer more than women from industrial pollu-
tion in the north of the country, whereas women suffer
more than men from the state of underdevelopment in
the southern area, particularly as concerns health care
services (Vallin, 1981). The geographic map under-
scores the differences in life expectancy between the

sexes and illustrates the changes that occur over time
(Meslé and Vallin, 1998) (see Chapter 53).

2. Reversal of the Geography of Mortality
from Infants to Adults

The reversal of the geographic map is even more
spectacular when we shift from small children to
adults. Although, as concerns the mortality probabil-
ity between the ages of 40 and 65 years for males (Fig.
55–10, second map), the map is almost an exact replica
of the map of life expectancy variations, the map of
infant mortality is its complete opposite (see Fig.
55–10, first map). The northern region almost system-
atically has the lowest probability, whereas the south-
ern region has the highest. Even more clearly than for
the male-female difference, this reflect the fact that
infant mortality is closely linked to the quality of
health care, which is better in the northern region than
in the southern region, whereas male adult mortality
is much more affected by industrial pollution in the
north. Geographic and other variations are most sen-
sitive at adult ages (Van Houte-Minet and Wunsch,
1978).

The geography of mortality at older ages (65 to 84
years) is a little more complex. It bears more of a
resemblance to adult mortality than to infant mortal-
ity. Similar to the rate for persons between the ages of
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40 and 64 years, excess mortality can be found by far
mostly in the northern part of the country, but low
mortality is less frequently observed in other regions
in the country than for the previous age groups.
Almost all of the provinces of Italy or Sicily that are
near the Tyrrhenian Sea, along with Puglia, are at or
above the national average. Conversely, mortality is
low in all of Sardinia, even though the rate is relatively
poor at adult ages. The factors behind these specific
aspects of mortality at advanced ages are complex. In
the northern region, industrial causes play a negative
role, but there are other causes in certain central
provinces (e.g., urban pollution) and in the southern
region (e.g., poor health care services, emergency care
in particular).

3. Reversal of the Geography of Mortality
from One Social Category to Another

The weight of social class in geographic variations
of mortality is high. In a country such as France, for
example, regional differences in mortality are for a
large part explained by differences in the distribution
of the population per social-occupational category.
Social inequalities in terms of mortality are more or
less pronounced, depending on the region. Whereas
the Paris region has one of the highest life expectancy
levels in France, the mortality of the poorer social

groups is higher there than elsewhere. In other words,
it often happens that the geography of mortality is 
different, even reversed, for different social classes
(Desplanques and Nizard, 1978).

4. Reversal of the Geography of Mortality
from One Cause to Another

The various regional contrasts reflect geographic
variations in the cause of death, and we can observe
complete reversals in this area as well. In Italy, the
pattern of male mortality due to diabetes at age 40 to
64 years is almost the exact opposite of that of mortal-
ity due to bronchial and lung cancer (Fig. 55–11).
Although bronchial and lung cancer affects mainly the
northern part of the country, diabetes affects the south-
ern part. The northern regions suffer from high levels
of air pollution, with a combination of industrial emis-
sions and frequent fogs, whereas the southern area is
spared these two factors. Even more important is
smoking, which is much more widespread in the
northern region than in the southern region of Italy.
Conversely, there are more factors favoring diabetes in
the southern area (particularly sugar consumption),
along with insufficient health services to control mor-
tality due to this cause.

The geographic opposition between lung cancer
and diabetes can be found in almost identical form for
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females (see Fig. 55–11, lower part), which is not sur-
prising. Nonetheless, the difference in mortality for
these two causes plays a role in the larger geographic
opposition in mortality for males and females.
Whereas diabetes kills about equal numbers of men
and women, bronchial and lung cancers kill almost 10
times as many men than women. If these were the only
causes, they would be enough to account for the 
male-female geographic contrast, but there are many
other causes of mortality. Most of them, including
ischemic heart disease (Fig. 55–12), have similar 
geographic profiles for both sexes, and the geographic
contrast between males and females for mortality 
due to all causes is mainly the result of intensity 
differences.

However, for some causes, the geographic profile
changes according to sex. This is particularly true for
mortality due to “other diseases of the circulatory
system” (mainly cerebrovascular diseases). For both
sexes, there is excess mortality for this cause in the
south, whereas most of the central regions have low
mortality. However, if this mortality is very high for
males in the northwestern regions, it is much less so
for females, who enjoy rather low mortality rates due
to this cause in the north. The negative situation in the
south may be caused by certain eating habits that may
favor cerebrovascular disease, but it is probably also
affected by the lack of adequate emergency health care.
This phenomenon can be observed for both sexes, but
the negative factors prevalent in the north, which are
mainly of industrial origin, affect mostly men. This
contrast observed for the other diseases of the circula-
tory system is all the more important in the sex-
specific mortality pattern in that this group of causes
affects women much more than ischemic heart dis-
eases, whereas the latter cause of death is more 
frequent among men.

III. PERMANENCE AND CHANGE

An analysis5 of mortality trends in Europe since
1950, conducted under the aegis of the Council of
Europe, has made it possible to bring together all 
the existing data and to provide estimates of life
expectancy for all the European countries according to
their current borders (Vallin and Meslé, 2001). We com-
pared the situations observed in 1950, 1965, and 1995.
In the mid-1960s, large gains in life expectancy were
made thanks to the reduction of mortality due to infec-

tious diseases and to advances in the treatment of 
cardiovascular diseases (Meslé and Vallin, 1993). What
were the consequences for European mortality? To
answer this question, Figure 55–13 was composed on
the basis of statistical classes common to the three
maps.6 We can see how the maps are modified while
keeping track of trends from one date to the next. What
we observe is a radical transformation. In the early
1950s, there was a small group of Nordic countries
(e.g., Scandinavian countries, Iceland, Netherlands)
with life expectancies considerably above average.
These countries, along with the United Kingdom,
Belgium, Germany, and Switzerland, which were 
also above average, represented a north-northeastern
corner spreading toward the center of Europe and
bringing together the more prosperous countries. In
striking contrast with this group, there was Eastern
Europe (i.e., the entire Communist bloc except for the
Czech Republic and Bulgaria) and a large part of south-
ern Europe, the Iberian Peninsula, Yugoslavia, and
Turkey. France, Italy, and Greece held an intermediate
position. These different positions on the map show the
stage reached at the time by each country in the first
phase of the health transition, the phase during which
most infectious diseases are eradicated (see Chapter
57). The northern countries were far ahead of those in
the east and south, for which the transition occurred
much later and which remained behind.

By 1965, the picture had completely changed.
Progress had slowed down in the most advanced
countries and accelerated in those that were behind,
and in 15 years, the gap had narrowed. Only 
Turkey, Portugal, and two or three Yugoslav republics
remained a little behind. The homogenization process
was considerable, and most of the contrasts prevalent
in 1950 had disappeared in a context of overall
improvement of the situation.

In 1995, however, a new contrast emerged, more
striking than that of 1950, with a clear opposition
between East and West. All the western countries are
colored blue. All those of the former USSR are colored
brown or red, with the exception of the Transcaucasian
republics, where we know that mortality is underesti-
mated.7 Between these regions, there are the former

5 Analysis was based on previous work (Caselli et al., 1999;
Vallin, 1998; Caselli and Egidi, 1981a; van Poppel, 1979; Vallin and
Chesnais, 1974).

6 To do this, we calculated the average and the standard devia-
tion for all the figures used for these three periods, and we created
seven classes from a central class of one-half standard deviation cen-
tered on the average.

7 This is not so much due to the under-registration of deaths,
which is relatively moderate, as to the overestimation of the popu-
lation. After the collapse of the USSR, the massive departure of non-
local populations (especially Russians) was only partially taken into
account in official population estimates (Badurashvili et al., 2002;
Yeganyan et al., 2001).
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FIGURE 55–12 Geographic variations of the probability of dying of ischemic heart disease or other dis-
eases of the circulatory system between 40 and 64 years of age in Italy for 1991 to 1993. (Maps based on data
from Caselli [2002].) (Figure 55–12 also reproduced in color plate section.)



satellite countries of the USSR, the countries of the
former Yugoslavia and of Turkey. Since the end of the
1960s, Western countries have succeeded in gaining
more years of life expectancy thanks to advances 
made in the field of cardiovascular disease and some
forms of cancer (i.e., the second phase of the health
transition). However, the formerly Communist 
countries are experiencing a crisis. They have not 
succeeded in entering the second phase of the health

transition, and certain social ills, such as alcoholism 
or violent deaths, have increased while health services
have deteriorated, leading to an increase in the
number of causes of death, which previously had 
been almost under control (Meslé et al., 1998; Meslé,
1991).

The example of Europe shows that strong political
differences can have a great impact on the overall state
of health in a country. Once the question of infectious
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diseases—mainly a question of simple technical
means—has been solved, overall progress in health
issues depends on economic and social progress and
on cultural changes leading to a modification in behav-
ior and lifestyles that are detrimental to health (Vallin
and Meslé, 2001; Caselli and Egidi, 1981d). Such
factors are powerful enough to create a health gap
between countries undergoing different political and
economic trends, while leading to greater homogene-
ity between countries belonging to the same geopolit-
ical group.

What can be said about internal variations within a
single country? Usually, the trends move at a slower
pace (Tonnelier, 1991), but they are no less significant.
The map of life expectancy at birth for French women,
for example, has completely changed in 2 centuries8

(Fig. 55–14A).

8 The comparison over 2 centuries is possible only for females.
This was made possible by reconstitution of data for each départe-
ment by Noël Bonneuil (1997) for the 19th century, and this research
was carried out only for females.



In France at the beginning of the 19th century, in
1806–1810, there were two vast zones of low mortality
in the northeast (i.e., Normandy, Nord-Pas-de-Calais,
Picardy, Ile-de-France, Champagne-Ardennes, Lor-
raine, Alsace, Burgundy, and Franche-Comté) and in
the southwest (i.e., Poitou-Charentes, Lot, Tarn, Pyre-
nees, and Languedoc), separated by a vast area of
excess mortality in the center (i.e., Berry, Limousin,
and Auvergne), with extensions into the Alps on one
side and into Brittany on the other.

Fifty years later, in 1861–1865, excess mortality had
declined in some parts of the center and become spe-

cific to the Alps and Brittany; in the north, however,
the low mortality zone extended over the Paris basin
(except for Paris itself and the suburbs), but it no
longer included the Alsace region. In the early 20th
century, the excess-mortality zone covered the entire
southeastern part of France (from the Jura mountains
to the Cévennes and Provence) and the Brittany-
Normandy region, whereas mortality was low in the
center and the southwest.

In 1952–1956, excess mortality had for a large part
disappeared in the southeast, but had returned to the
north and northeast areas. In those years, there
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appeared a pattern that was to remain for the next 50
years, with an opposition between the north, which
had poor health conditions (from Brittany to Alsace,
through Normandy and Pas-de-Calais, Picardy and
Lorraine) and nearly all of the remainder of France
(except Savoie and two or three départements of 
the Massif Central region). At that time, the 
dominant factor in geographic mortality variations
was alcoholism (Meslé, 1990; Nizard and Prioux, 1975;
Ledermann, 1956, 1964), even when taking into
account specific regional factors, such as infant mor-
tality in the Nord-Pas-de-Calais or industrial pollution
in the north and northeast (Caselli and Egidi, 1988;
Caselli 1984).

The years 1989–1991 show a change in this familiar
pattern. Normandy in particular is no longer included
in the excess mortality zone, which then ceases to be a
continuous expanse. The zone of excess mortality
covers several départements of the central region (i.e.,
from Yonne to Creuse, through Nièvre and Allier).

If we compare the first map with the last, the geog-
raphy of mortality completely changed over 2 cen-
turies, in large part because of economic and social
changes. In the past, the areas with very high mortal-
ity were situated in the traditionally poor regions 
of Brittany, the Massif Central, and the Alps; the south-
west was rich farming country, whereas the north 
and east areas were entering the economic develop-
ment process tied to the industrial revolution. At 
the end of the 1980s, excess mortality was still a fact in
Brittany, but it was especially marked in the north and
the east of France due to the consequences of heavy 
industrialization.

At the same time, the geography of mortality also
changed in terms of the inequality between regions. In
the early 19th century, the average life expectancy of
French women was 39.4 years; it was only 28.4 years in
the Morbihan (Brittany), but it reached 50.0 years in the
Hautes-Pyrénées, a difference of nearly 22 years and a
relative gap of 76% between both extremes (Table
55–2). This difference does not result from extreme
values, because the standard deviation was 5.1 years.
In the mid-19th century, inequality increased still more;
with just about the same life expectancy (41 years), the
absolute gap was 26 years, from 25.2 years in the
Hautes-Alpes to 51.2 in Yonne (i.e., standard deviation
of 5.6 years). In the early 20th century, inequality
strongly decreased. For an average life expectancy of 47
years, the absolute difference was only 14.2 years, 
from the Finistère (39.3 years) to the Loir-et-Cher (53.4
years). However, the differences were dramatically
reduced during the 20th century, and by 1952 to 1956,
the average life expectancy had greatly increased,
reaching 71.2 years; the gap between extremes had

dropped to only 4.9 years (between Morbihan, with
68.3, and Alpes-Maritimes, with 73.2 years), with a
standard deviation of 1.08. Between 1989 and 1991, the
average life expectancy reached almost 81 years. There
was a difference of only 3.7 years between Pas-de-
Calais (78.7 years) and Vienne (82.4 years), and the
standard deviation had dropped to 0.68 years.

Figure 55–14B illustrates this spectacular decrease
in the geographic inequalities of French mortality. The
trends observed in the different départements are
extremely varied in the 19th century, but their differ-
ences suddenly fade during the 20th century, and life
expectancy rapidly increases. To make our table easier
to read, we have indicated the average value in bold
red type, whereas the two départements with extreme
values between 1805 and 1810 are in bold blue type,
and those with extreme values between 1989 and 1991
are in bold green.

Changes in mortality patterns are even more strik-
ing in Italy. Figure 55–15 shows that the current pattern
of excess mortality for males north of the Po River
compared with low mortality in the center and south
(with the remarkable exception of Campania) is the
opposite of the situation observed in the beginning of
the 20th century, when excess mortality was specific to
the south, and the situation was better in the north (the
center, however, already had a very privileged situa-
tion). The explanation is simple. In the past, when mor-
tality mainly was attributed to infectious diseases, the
low level of development of the south represented a
greater disadvantage than the industrial pollution in
the north. Today, the main causes of mortality are 
cardiovascular diseases and cancer, and industrial 
pollution in the north has a greater impact than the
persistent underdevelopment of the south. The advan-
tage of the central region, which has been spared the
industrial pollution of the north but is very developed,
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TABLE 55–2 Statistical Characteristics of the Variations
in Life Expectancy at Birth of French Women at Different

Times in History

Characteristics Periods

1806– 1861– 1901– 1952– 1989–
1810 1865 1905 1956 1991

Average 39.35 40.77 47.22 71.24 80.92
Standard deviation 5.14 5.63 3.33 1.08 0.68
Minimum 28.40 25.20 39.30 68.30 78.70
Maximum 50.00 51.20 53.50 73.20 82.40
Amplitude 21.60 26.00 14.20 4.90 3.70
Relative  76.06 103.17 36.13 7.17 4.70

amplitude (%)



remains permanent (Caselli et al., 1993; Caselli and
Egidi, 1981b, 1981c).

This complete change of pattern mainly results 
from the near disappearance of child mortality. Child
mortality had always been high in the southern 
region, whereas very early on, adult male mortality
was higher in the north than in the south. At the begin-
ning of the century, child mortality was still high in
Italy (more than 100 deaths per 1000 children) and had
a large impact on life expectancy, with a considerable
advantage for the north. Today, it has decreased 10-
fold (less than 10 deaths per 1000 children), and
although it remains higher in the south than in the
north, the consequences in terms of life expectancy are
negligible. The difference in life expectancy now
reflects adult excess mortality in the north (Caselli and
Reale, 1999).

IV. FACTORS BEHIND 
GEOGRAPHIC INEQUALITIES

What can be said of these maps of mortality and
causes of death? Overall mortality maps can be com-
pared with of this or that variable that is thought to
play a role in mortality differences. One example is
provided by the two maps shown in Figure 55–16. The

first is a map of male mortality at ages 25 to 54 years
in each Italian province, and the second illustrates the
proportion of the working population employed in
mining and manufacturing industries. They are
extremely similar, which suggests a strong correlation
between male adult mortality and the harmful effects
of these industries. There is also a surprising coinci-
dence in France between the geographic distribution
of olive oil consumption and that of the lowest rate of
mortality due to colon cancer (Meslé, 1983). Although
we could provide many such illustrations, this type of
comparison remains very limited due to the number
of factors involved, the necessity of comparing a large
number of maps, and the difficulty of drawing mean-
ingful conclusions on the basis of an intuitive reading
of them.

Different methods of statistical analysis, such as
principal components analysis, correspondence 
analysis, canonical analysis, hierarchical analysis, and
regression models, can lead to more objective inter-
pretations. With geographic interpretations based on
areas that are small enough to be homogenous in terms
of mortality, it is possible to identify more precisely
high and low mortality zones and to verify or 
determine more precisely the relationships that exist
between different mortality levels (as well as profiles
by age, sex, and cause) and the environmental factors
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FIGURE 55–16 Geographic variations of male mortality at ages 25 to 54 years and of the proportion of
the working population employed in mining and manufacturing industries in Italian provinces between 1971
and 1973. (From Caselli, 2002.) (Figure 55–16 also reproduced in color plate section.)

9 Briefly recall that the principal components analysis is a
method of factorial analysis that makes it possible to reduce the
dimensions of the data matrix with the use of synthetic variables
(factors) obtained through linear combination of the initial variables.
This analysis is based on a geometric interpretation of the data
matrix, according to which each of the n (94 for Italy) provinces is
assimilated to a point whose coordinates are the p (16 + 38) variables
(causes of death and external variables). Similarly, each variable can
be interpreted as a point whose coordinates are the n values taken
from the provinces. The provinces and the variables are elements
belonging to two Euclidian vectorial spaces whose dimensions are,
respectively, p and n. The procedure consists in projecting the cloud
of 94 points-provinces, as well as the 16 + 38 variables, on a subspace
of fewer dimensions but that guarantees the lowest possible distor-
tion of the initial image (see Bouroche and Saporta, 1980). The first
two or three factors almost always suffice—especially in the field of
demography—to explain most of the total dispersion of points, and
the first factorial plane (formed through the first two factors) reflects
most of the dispersion.

that may explain these differences. This approach,
based on observations that were aggregated for a geo-
graphic area and not for individual data, does not
enable us to establish any causal relationships between
external variables and mortality, but it can suggest
their existence and provide assumptions to explain
observed differences; such assumptions can be verified
only through in-depth epidemiologic studies based on
individual data.

To illustrate how this type of analysis can contribute
to the interpretation of geographic variations of mor-
tality, we refer to the main conclusions of a principal
components analysis carried out on the geographic
variation of male mortality in Italy between 1971 and
1972 for two age groups representative of the adult (25
to 54 years) and elderly population (55 to 79 years)
(Caselli and Egidi, 1981c). At that time and for these
two age groups, the mortality maps were about the
same as those in Figure 55–10 for the 40 to 64 and 55
to 84 age groups between 1991 and 1993, with the same
striking contrast between northern and southern parts
of Italy. In this study, the cause-specific geographic dif-
ferences in mortality (Table 55–3, 16 groups) observed
in the 94 Italian provinces were compared with 38 
indicators, including socioeconomic and environmen-
tal indicators, indicators pertaining to eating behavior,

and other behavior indicators than can be linked to
health9 (Table 55–4).

Thanks to the image obtained by projection of the
94 province-points on the factorial plane, the proxim-
ity of the provinces, in terms of analogy of behavior
pertaining to the variables, becomes significant. The
projection of the 16 + 38 variables makes it possible 
to attribute a significance to the proximity of the
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TABLE 55–3 Groups of Causes of Death Used for the Principal Components Analysis of the Geography of 
Italian Mortality

No. Code Group of causes ICD codea

1 MIP Infectious and parasitic diseases 000–139.9
2 TMD Malignant neoplasm of digestive organs and peritoneum 150–159.9
3 TMR Malignant neoplasm of respiratory system 160–163.9
4 TMU Malignant neoplasm of genito-urinary organs 180–189.9
5 AT Other malignant neoplasms 140–149.90; 164–179.9;

190–239.9
6 D Diabetes mellitus 250
7 AGN Other diseases of endocrine glands, nutritional and 240–249.9;

metabolism disorders 251–279.9
8 CI Ischemic heart disease 410–414.9
9 AAC Other diseases of circulatory system 290–409.9; 415–458.9

10 B Acute bronchitis and bronchiolitis; bronchopneumonia, unspecified; chronic 466; 485; 490–493.9
bronchitis; emphysema and asthma

11 AAR Other diseases of respiratory system 460–465.9; 467–484.9;
486–489.9; 494–519.9

12 MAD Diseases of the digestive system 520–577.9
13 MAU Diseases of genitourinary organs 580–629.9
14 SEM Symptoms and ill-defined conditions 780–796.9
15 AET Accidents, poisoning, and traumas E800–E999.9
16 AM Other conditions 280–289.9

a International Classification of Diseases: detailed list of the eighth revision.
From Caselli and Egidi, 1981c.

provinces in terms of correlation: The nearer each
other on the plane, the better correlated are the distri-
butions of two variables, all the more so as they are
distant from the origin.

The proximity of the points (provinces or variables)
shows their homogeneity, but in this analysis, the
demographer cannot project simultaneously the
province-points and the variable-points, because they
do not belong to the same cloud or to the same space.
However, it is possible to compare the respective posi-
tions of two or several provinces with the total group
of variables and vice versa.

To interpret the results, it is particularly important
to attribute a meaning to factors, because they are
linear combinations of the initial variables. To this end,
we used the coordinates of the variable-points that
express correlations between variables (i.e., cause-
specific death probability and external variables) and
the factorial axes.

An initial analysis, conducted with only the exter-
nal variables, enabled us to show the relationships
between variables and to divide the territory into geo-
graphic areas according to their dominant characteris-
tics. We observed that the first factorial axis opposes
variables linked to economic zones at a lower stage of
development to those pertaining to the most devel-
oped zones. The provinces all follow this axis, from
south to north according to the well-known social eco-
nomic division of Italy. This dichotomy, as we have

seen, can be found in the pattern of adult and elderly
mortality, although in a form contrary to what might
have been expected, because adult and elderly mor-
tality is higher in the wealthier regions of the north and
lower in the poorer regions of the south. The second
factorial axis, which is tied mainly to the geographic
distribution of the population, establishes an opposi-
tion between the populations of the sparsely popu-
lated rural and mountainous regions (i.e., Alpine and
Apennine regions) and the large urban centers such as
Rome, Milan, and Naples.

If we apply the principal components analysis to the
entire group of 16 + 38 variables, the joint study of the
territorial distributions of causes of death and external
variables suggests interesting considerations for the
research of factors underlying the observed geographic
differences. For the sake of brevity, we do not show the
projection of the provinces on the first factorial plane;
we instead concentrate on the projection of the vari-
able-points (Figs. 55–17 and 55–18), while calling atten-
tion to the specificities of the geography of different
causes of death, as well as the meaning given to the two
main axes of the analysis of external variables.

Between the ages of 25 and 54 years, the first facto-
rial axis of this joint analysis (which explains 27% of
the variance) offers two pieces of information: one 
concerning economic development, especially in the
industrial sphere, and the other the high rate of mor-
tality, closely tied to the high probability of dying of
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TABLE 55–4 External Variables Used for the Principal Components Analysis of the Geography of Italian Mortality

Number Code Variable

Use
1 Activity Rate of activity
2 Salaried Proportion of salaried workers
3 Construction Proportion of the working population salaried in construction and civil engineering
4 Indupop Proportion of the working population salaried in mining and manufacturing industries
5 Induprov Proportion of working population working in mining and manufacturing industries among 

those working in the province
6 Dimind Average dimension of the industry

Geographic mobility of workers
7 +1h Proportion of persons commuting 1 hour or more to get to work
8 Commute Proportion of commuters who drive to work every day

Risks at work
9 Malprof Incidence of diseases contracted at the workplace in industry

10 Accind Incidence of accidents at the workplace leading to death or permanent invalidity in industry

Environment and demographic density
11 Density Population density per km 2
12 Size/household Average number of persons per household
13 Urban Proportion of persons living in communes with population >20,000
14 Agglom Proportion of persons living in an urban environment
15 Mountain Proportion of persons living in the mountains
16 SO2 Emission of SO2 air pollution indicator
17 Pollwater Estimate of degree of water pollution
18 Radiac Basic radioactivity

Climate
19 Precip Annual average precipitation in millimeters
20 Excuther Thermal excursion

Housing
21 <1919 Old housing (proportion of private dwellings built before 1919)
22 Bath Proportion of private dwellings with running water, bathroom, or water closet (WC)
23 Heating Proportion of private dwellings with central heating
24 Persons/room Average number of persons per room

Medical and hospital infrastructure
25 Physicians Average number of practicing physicians for 1000 inhabitants
26 Beds Number of beds for adults available for 1000 inhabitants
27 Assistance Public expenditure for assistance

Consumption
28 Bread Consumption of bread and pasta
29 Sugar Consumption of sugar
30 Fat Consumption of vegetable and animal fats
31 Meat Consumption of meat and fish
32 Milk Consumption of milk and cheese
33 Non-food con. Non-food consumption
34 Smoking Consumption of tobacco

Income and standard of living
35 Income Net income per capita
36 Car Average number of privately owned cars per capita

Education
37 Instruction Proportion of persons 15 years old or older having had at least 8 years of education

Marital status
38 Marital status Ratio of unmarried and widowed persons 15 years old or older to married persons

From Caselli et Egidi, 1981c.



cancer or ischemic heart disease. The second factorial
axis (12% of the variance), which tells us about the
spatial distribution of the population, does not play a
discriminating role in terms of cause-specific mortality
structure. Overall, the correlation of mortality causes
with the first factorial plane is low.

The external variables taken into account have little
impact on the explanation of the territorial differences
in mortality due to diseases of the endocrine glands
and the metabolism (D and AGN), diseases of the gen-
itourinary organs (MAU), or poorly defined causes
(SEM). We also observe the low level of relevance of
the variables linked to climate conditions and the vari-
ables taken as indicators of environmental degrada-
tion, most often typical of urban zones. The latter
variables (i.e., density and SO2) are rather correlated
with the third factor (not represented here), which
establishes an opposition between malignant tumors
of the respiratory system (TMR) and malignant 
tumors of the digestive system (TMD). The latter are 
frequently associated with high-protein and high-fat
diets. The main results, listed in Table 55–5, demon-
strate several of the relationships between cause-
specific mortality and these variables. We see that
ischemic heart diseases and cancers are common in 
the most highly developed and wealthiest areas of 
the country. Diseases such as diabetes (which, thanks
to medical advances, are rarely fatal today) continue 
to cause death in regions that are economically 
underdeveloped and where health services are still
deficient.

Between the ages of 55 and 79 years (see Fig. 55–18),
the general structure of the projection of points on the
first factorial plane (29% of the variance) is in large part
similar, but some interesting differences are revealed.
The correlation between external variables and factors
seems generally higher. As a result, the variables that
seem to have an impact on the territorial distribution
of mortality at that age are more numerous.

The first axis, the development indicator, correlates
more with mortality due to malignant tumors of the
respiratory system (TMR) or the digestive system
(TMD) and mortality due to violent causes (AET). This
axis also correlates, negatively this time, with mortal-
ity due to acute infectious diseases of the respiratory
system (B) and to diabetes (D).

The second axis (11% of the variance), linked to
urbanization, takes on a significant role in the descrip-
tion of mortality between the ages of 55 and 79 years.
This axis establishes an opposition between the char-
acteristics of mortality in urbanized regions, with a
greater frequency of diabetes (D), acute diseases of 
the respiratory system (B), and cancers, and the 
characteristics of mortality in the mountainous 
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FIGURE 55–17 First factorial plane in the principal components
analysis of male mortality between the ages of 25 and 54 years that
is associated with the external variable matrix for Italian provinces
between 1971 and 1972. See Tables 55–1 and 55–4 for causes of death
and external variables. (From Caselli and Egidi, 1981c.)

FIGURE 55–18 First factorial plane in the principal components
analysis of male mortality between the ages of 55 and 79 years that
is associated with the external variable matrix for Italian provinces
between 1971 and 1972. See Tables 55–1 and 55–4 for causes of death
and external variables. (From Caselli and Egidi, 1981c.)



regions of the Apennines, where other diseases of the 
digestive system (AAR), violent deaths (AET), and
malignant tumors of the digestive system (TMD) are
prevalent.

The influence of urbanization on ischemic heart
disease seems entirely different from what we
observed in the previous age group. Between the ages
of 25 and 54 years, mortality due to ischemic heart
disease is higher in the northern provinces, which have
a lower density (even if they are more industrialized),
whereas between 55 and 79 years, this type of mortal-
ity is high mainly in the large, industrial cities.

Several strong relationships between variables 
and cause-specific mortality are modified by age. For
example, the influence of certain variables pertaining
to individual behavior (e.g., smoking) on mortality
due to malignant tumors of the respiratory system or
the genitourinary system and on mortality due to
ischemic heart disease grows stronger after the age of
55 years (see Table 55–5). The fourth factorial axis (not
shown here) reveals a specific dimension, because it
positively correlates with other diseases of the respi-
ratory system and with public health expenditures, the
number of physicians per capita, and altitude. This
factor appears as the axis illustrating the situation of
some provinces of the Alps and the Ligurian Riviera,
where the climate and the availability of adequate
medical services attracts elderly persons suffering
from respiratory diseases.

Among young and older adults, there is a coinci-
dence between the geography of mortality due to
malignant tumors of the respiratory system or geni-
tourinary organs and the geography of air and water
pollution, as well as the level of industrialization.
However, a significant correlation with smoking
appears only at older ages. At these ages, the variables
that play a part in the geography of cancers also play
a considerable role in the geography of ischemic heart
disease, whose geographic distribution at younger
ages seems very much linked to that of high-protein
and high sugar diets, as well as stressful lifestyles.

The differences between the death probability due
to malignant tumors and diseases of the digestive
system are also linked to eating habits, but in this case,
especially among older persons, the high consumption
of fatty foods and animal protein seems to have a very
negative impact.

Beyond permanent patterns, the specific trends of
certain causes of death are responsible for changing
the Italian geography of mortality. Another study
(Caselli, 2002), which focuses precisely on the more
sensitive causes, shows that such changes are still
taking place, particularly in relation to modifications
in eating behavior (which are increasingly homoge-
nous), in the nature of industrial activities (which are
increasingly diversified), or in health prevention prac-
tices (for which the north-south divide has grown
deeper).
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TABLE 55–5 Correlations between the Geographic Distribution of Causes of Death and Selected External Variables,
with Reference to the First Factorial Plane of the Principal Components Analysis

Ischemic Malignant tumors Malignant Malignant tumors Diseases of the Accidents, Bronchitis,
heart of the respiratory tumors of the of the digestive digestive system poisonings, bronchopneumonias,
diseases system genitourinary system and trauma and similar

organs diseases

For age 25 to 54 years
+1h Indupop Pollwater Meat Milk sugar +1h Construction
Indpop Induprov Indupop Indpop +1h Commute Persons/room
Pollwater +1h Income(*) Pollwater Mountains Marital status Size/household
Milk Commute Commute Marital status Sugar Bread
Sugar Pollwater Incomea

Incomea

For age 55 to 79 years
Indupop Indupop Pollwater Meat Milk Activity Persons/room
Induprov +1h Indupop Sugar Sugar Indupop Size/household
Incomea Pollwater Induprov Fat Fat Incomea Bread
Milk Density Density Pollwater +1h Sugar
Smoking SO2 SO2 Indupop

Smoking Smoking Revenuea

Incomea Incomea

a Significant of the entire group of variables pertaining to well-being and standard of living, which are highly correlated among one another,
and with income.

See Table 55–4 for an explanation of the external variables.



CONCLUSIONS

Like all variables that divide a population into dif-
ferent subgroups, geography brings to light mortality
variations that underscore one aspect of the popula-
tion’s heterogeneous nature. The concept of geography
in itself requires explanations, which partly explains
the global heterogeneity of the population in terms of
risks of dying. However, geographic differences in
mortality can also help show the relationship between
mortality and other socioeconomic or cultural vari-
ables, to the extent that the latter also vary according
to geographic location. The study of multiple correla-
tions between variables in the realm of geographic dif-
ferences can be very useful in this respect.

If studies on geographic variations of mortality
more often focus on developed countries than on
developing countries, it does not mean that the phe-
nomenon is less important in the developing countries
(Verhasselt and Pyle, 1993). The paucity of studies
indicates only that the necessary data are much harder
to obtain in some countries.
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P A R T  

IV

THEORIES AND FRAMEWORKS 
OF MORTALITY

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Morbidity and mortality have changed beyond all recognition since man first trod
the Earth. The conditions of humankind’s survival changed with their ability to control
the natural world, and after millennia of hesitant progress, a sweeping revolution began
in the 18th century. Nevertheless, vast differences remain between the situations of pop-
ulations and between the constituent groups of populations, as was stressed in earlier
chapters.

The efforts to account for the dynamics of these changes and the diversity of situa-
tions are reviewed in the next two chapters from two very different but complemen-
tary angles. Many tentative theories have been formulated about the very high infant
and child mortality in the least-developed countries. Godelieve Masuy-Stroobant crit-
ically reviews the main frameworks of infant and child mortality trends and differen-
tials in Chapter 56.

In Chapter 57, France Meslé and Jacques Vallin look at attempts to find a paradig-
matic explanation for health gains since the 18th century, from Abdel Omran’s 
epidemiologic transition theory to the broader concept of health transition.





T hus although we may know in how many studies 

has infant mortality been found to slope downwards 

with increasing education of the mother, and in how many

cases the relation is presumably not affected by disturbing

factors, we know little about the theories and frameworks

that led to the study of the association. . . . It is no 

wonder then that one of the most common findings in 

the literature—that mother’s education exerts a negative

effect on infant mortality—is also one of the least

understood. 

(Palloni, 1987, p. 31)

The importance given to the mother’s education at
the individual level and the development of horizon-
tal health policies in developing countries—of which
access to education is one of the main components—
at the collective level, were of central importance in the
development of theories and frameworks on infant
and child mortality in the demographic literature in
the late 1970s.

This chapter does not discuss the respective advan-
tages and limits of theories and frameworks; the
former are usually considered as more rigorous but too
limited, and the latter are often too ambitious in trying
to integrate all known risk factors, whatever the level
of observation or the nature of the relation (direct, indi-
rect, or only contributing through other factors) with

infant and child mortality. Nor should the testability
of the proposed hypotheses be evaluated. Theories 
and frameworks are presented here as part of a 
theorization process in the sense defined by Hubert
Gérard: “a process of critical systematization of
acquired ‘knowledge,’ in an appointed body of 
qualified proposals resulting in hypotheses likely to be
subjected to empirical testing verification” (Gérard,
1989, p. 271).

The theoretical hypotheses concerning mortality in
the general process of demographic transition are not
considered here because they are presented in later
chapters. Such developments usually refer to the his-
torical decrease of overall mortality (and incidentally,
of infant and child mortality) and consider it a social
process, observed and measured at a macrosocietal
level and analyzed jointly with the dynamics of fertil-
ity decline.

This synthesis is limited to the tentative theorization
and understanding of the mechanisms of infant mor-
tality (i.e., from birth to the first birthday) and child
mortality (i.e., between the first and the fifth birthday)
observed at the individual level. Because of the diver-
sity of mortality levels, research focuses on infant 
mortality (including fetal mortality) in the developed
countries and on infant and child mortality in the
developing countries. Because they are still closely
dependent on the cultural, socioeconomic, political,
and temporal contexts they refer to, such theorizing
attempts have not yet resulted in a general theory,
although a number of potentially common elements
can be derived from them. The theorizing process is
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under way but still poorly developed: “Mortality is the
theoretically under-developed area of demography
which will probably incur the greatest evolution in the
next 30 years” (Crimmins, 1993, p. 589).

I. FROM HYPOTHESES TO THEORIES

Several attempts have been made, in developed and
in developing countries, to understand and produce
frameworks or even theories on the universal or quasi-
universal (negative) relationship observed between
mortality in early infancy and the mother’s education.
A similar relationship is observed at the aggregate
level (i.e., country, region, or other geographically
defined unit of analysis) between the level of infant or
child mortality and women’s education and, at the
individual level, between a child’s risk of dying and
its mother’s educational level.

1. In the Developed Countries

Long before demographers, sociologists have tried
to uncover the mechanisms behind this relationship by
proposing hypotheses very similar to John Caldwell’s
theories for Nigeria (1979).

When trying to understand the biologic and social
factors of infant mortality in England and Wales from
1911 to 1950, J. Morris and J. Heady (1955, p. 558) sug-
gested three ways of accounting for persisting social
inequality: “The first is concerned with time-lag in the
improvement of health as a result of social improve-
ments; the second approach deals with the changing
composition of the social groups; the third emphasizes
that the whole question—a crucial one for contempo-
rary social medicine—is still open.”

The time lag in the dissemination of the effects of
social improvements may be cultural, because the
influence of grandmothers and traditions are a socially
variable obstacle to change and to the adoption of new
health behaviors. The investigators further suggest
that long-term capital assets such as education could
well be more effective than income as far as maternal
and child health are concerned.

The second approach deals with the hypothesis of
selective social mobility upheld by Raymond Illsley,
based on the 1954 Aberdeen survey of women having
their first child. Illsley said, “The moves from one
social class to another are frequent between genera-
tions. . . . It is possible to show that moves of this type
are selective not only on the social and the educational
level, but also where health is concerned. . . . Dispari-
ties will usually be all the greater as the (social) mobil-
ity was more significant and/or linked to the level of

education, the child’s development, growth or death”
(Illsley, 1987, p. 51).

Luc Boltanski (1969) develops the same hypothesis
of a superposition of the social and temporal distances
in the acquisition of the knowledge and of the health
and childcare behaviors:

The dissemination of medical knowledge occurs faster and
more easily among the upper classes than in the lower ones.
This is first of all because the patient-doctor . . . communica-
tion pattern varies according to the patient’s social class—he
is more familiar with them when they belong to the upper
classes, and more authoritarian when they are working class.
Another reason is that members of working classes, having a
low educational level, do not have a critical view on their
knowledge or “prejudices” because they lack that “examina-
tion mind” which is a consequence of the formal education.
. . . The implementation of the newest rules, those that best
comply with (childcare) norms, requires less the acquisition
of any particular knowledge than taking up an overall atti-
tude to knowledge (Boltanski, 1969, p.12, 72–79).

The attempts to describe the mechanisms of the action
of a mother’s education on the health (and survival) 
of her child were all developed in reference to the
Western European context. At that time, child mortality
was very low in those countries, with infant mortality
levels ranging from 27 deaths for every 1000 live births
(England-Wales, 1951 to 1955) to 32 per 1000 (France,
1956 to 1960). Compulsory education was already intro-
duced for several decades, and all Western European
countries benefitted from national maternal and child
health systems. Social security systems, including com-
pulsory health care insurance, had been organized
immediately after the Second World War. Although
infant mortality today reaches well levels well below 10
per 1000, the gap between social groups still persists
(Masuy-Stroobant and Gourbin, 1995); such inequali-
ties are also observed in fetal mortality, even in coun-
tries, such as Sweden, experiencing the lowest
mortality rates (Cnattingius and Haglund, 1992).

2. In the Developing Countries

John Caldwell’s research on Nigeria (1979) played a
leading role in the renewed interest demographers
took in a more explanatory approach to child mor-
tality in Third World countries. He first establishes 
the fact that the level of education (specifically, the
mother’s education) is the most discriminating socioe-
conomic characteristic as far as children’s survival is
concerned: “Maternal education is the single most 
significant determinant of these marked differences 
in child mortality . . . maternal education cannot be
employed as a proxy for general social and economic
change but must be examined as an important force in
its own right.” He adds, “Furthermore, in Nigeria, as
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doubtless in much of the Third World, education
serves two roles: it increases skills and knowledge as
well as the ability to deal with new ideas, and provides
a vehicle for the import of a new culture” (Caldwell,
1979, p. 408–409).

John Caldwell then suggests three hypotheses of
growing importance:

The first explanation is usually given as the only reason. That
the mothers and other persons involved break with tradition
or become less “fatalistic” about illness, and adopt many of
the alternatives in childcare and therapeutics that become
available in the rapidly changing society. The second expla-
nation is that an educated mother is more capable of manip-
ulating the modern world. She is more likely to be listened
by doctors and nurses. . . . She is more likely to know where
the right facilities are and to regard them as part of her world
and to regard their use as a right and not as a boon. There is
a third explanation, which may be more important than the
other two combined. . . . That is, that the education of women
greatly changes the traditional balance of familial relation-
ships with profound effects on child care.

Most of the studies subsequently published, includ-
ing the explanatory frameworks on child mortality,
refer to this series of hypotheses, even though they
were not systematically verified on the field. The ten-
tative theory centered on the mother’s education was
subsequently refined or even expanded by considering
it within a more general context of generalization of
the schooling of the population (Palloni, 1985a, 1985b)
and in its dynamics from one generation to another
(Ware, 1984).

To Alberto Palloni, the effect of a mother’s educa-
tional level should be considered with reference to the 
population’s general education level: The higher it is
at collective level, the less significant its effect will 
be at individual level. For him, this is a sign of 
greater equity in the distribution of national resources,
and he suggests the following hypothesis: “In coun-
tries with socially integrated populations and higher
levels of participation, the beneficial effects of an indi-
vidual’s education are less important since access to
the basic resources and services is less constrained by
individual assets and characteristics” (Palloni, 1985b,
p. 474).

The effects mentioned here are measured in
absolute terms, but relative differences persist in very-
low-mortality countries.

With reference to Bangladesh, Helen Ware mentions
an transgenerational dimension of the health-educa-
tion interaction: “Educated mothers may be taller and
fitter, not only in cases where their parents were also
educated and lived in comfortable circumstances, but
also in cases where poor parents selected the healthi-
est and brightest of their children to go to school and
then strengthened their investment with preferential

treatment in the allocation of food and medical serv-
ices” (Ware, 1984, p. 195).

3. Similarities of Hypotheses

There are many similarities between the hypotheses
concerning developing countries and those on devel-
oped ones. When Luc Boltanski argues in 1961 that the
effect of education has proved to be more significant
than any specific training in childcare, he is later
echoed in observations made in Africa by Helen Ware
(1984, p. 194). The hypotheses made by Luc Boltanski
and John Caldwell on how education results in an
increase in maternal autonomy are very much alike,
whether such autonomy is shown in mothers breaking
with tradition or in their feeling more comfortable in
using modern medicine and communicating with it.
The hypothesis of selective social mobility and of
health-education transmission of girls from one gen-
eration to another, such as made by Raymond Illsley,
turns out to be relevant in observations made in
Bangladesh and Nepal (Ware, 1984). The idea that 
the acquisition of a certain level of education by the
general population, especially by mothers, act as a
“long-term investment” (Morris and Heady, 1955) in
health is further expanded on by people who believe
in social, rather than economic, development and in
horizontal and basic policies, rather than in vertical
health interventions, to secure the mortality decline
and the health of Third World children.

This information shows that a theory of child 
mortality focused on mothers’ education is still being
developed. When taking the different levels of action
(i.e., individual, family, and societal) into account, its
temporal dimension, through the transgenerational
transmission, may make it possible to turn it into a
more universal theory. The formal education men-
tioned here, like medical technologies and preventive
health behaviors, was exported from the developed
into the developing countries. The former and the
latter are probably inextricably linked. But how?

II. FRAMEWORKS FOR 
CHILD MORTALITY

Frameworks for child mortality appear by the early
1980s in the demographic literature, several decades
after the well-known fertility framework suggested by
Kingsley Davis and Judith Blake in 1956. Although
theories on demographic transition, of which mortal-
ity is an essential component, were developed in the
meantime, few or no attempts at systematic approach
to mortality have been made. How can such delay be
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accounted for, and what triggered the emergence of the
numerous frameworks on child mortality in the early
1980s?

The understanding of mortality seems more
complex than that of other demographic phenomenon,
partly because of its biologic component; its variable,
sometimes unknown, latent period between exposure
to or origin of the disease; its clinical manifestations;
and its fatal issue. Setting aside the identification of
what epidemiologists call risk factors of infant or even
child mortality, multivariate analysis of mortality is
strongly limited by the fact that deaths are a statisti-
cally rare event (even in situations of high mortality),
whereas it is widely acknowledged that the analysis of
its causality is multifactorial.

Demographers, as social scientists, and epidemiol-
ogists, belonging to the biomedical sciences, share a
common interest in the study of infant and child mor-
tality. Social sciences, including demography, focus
mainly on its measurement, the social and economic
determinants of its historical decline at a collective
level, and in showing how mortality differences are an
indicator of persisting social and economic inequalities
at the individual level. The biomedical sciences have
analyzed the biologic process of diseases, attempt-
ing to identify how to prevent diseases (mainly by 
vaccination), or to cure them, according to the classic
epidemiologic model of infectious diseases, by inter-
vening on one of the three elements of the agent-expo-
sure-host triad. In doing so, demographers found it
difficult to access the mechanisms (which were partly
biologic, but also related to health behaviors) that
would enable them to establish a link between social
class and early death in childhood, whereas physicians
and epidemiologists often neglect the social factors
about which they felt helpless. There was also the
widespread feeling that mortality, especially mortality
in childhood, was supposed to continue decreasing as
the poorer countries experienced process of economic
and social development. This belief was reinforced by
the fact that medical technology was then considered
efficient and able to control infectious diseases by
means of mass vaccination, securing a clean environ-
ment (e.g., in the case of malaria), or educating
mothers to practice oral rehydration when their infant
suffer from diarrhea. However, such beliefs were com-
pletely upset by the fact that the rate of decrease
reportedly slowed down in high-mortality countries
and that health conditions worsened in others
(Gwatkin, 1980). Theses linked to the very conception
of development were then confronted, resulting in the
idea that vertical interventions, usually punctual
health interventions, such as mass vaccination pro-
grams and targeting specific diseases, could only have

a limited effect. Children who escape dying of the tar-
geted disease would die of another one. Reaching 
a certain level of economic development, measured,
for example, by means of the gross national product
growth is not enough to improve the population’s
health; the wealth acquired must benefit the majority,
which implies that social policies are set up to ensure
that the results of economic development are redis-
tributed: “Major barriers to good health are social and
economic; more attention should therefore be given to
such activities as education of women and community
development” (Mosley, 1985, p. 189). Alberto Palloni,
referring to Latin America, gives primary importance
to making chances equal: “Equally relevant is the 
presence of broad social developments as reflected in
equalization of access to material resources and 
health services, active participation in community and
national life by all groups in society, and suppression
of traditional, locally based norms of behavior 
which are detrimental to the health of some individu-
als (excess fertility, short birth intervals, sex discrimi-
nation in the treatment of children, child rearing
practices, traditional resistance to adoption of modern
medical services)” (Palloni, 1985a, p. 449). To vertical
interventions meant to have an effect over specific 
diseases using specific technologic means are opposed
horizontal interventions that “are designed to deal
with generic conditions producing high prevalence of
a wide variety of diseases by providing egalitarian and
better access to medical services, improving sanitation
and water supply, supporting dietary and nutritional
campaigns and engaging individuals and families 
in campaigns for the prevention and treatment of
common diseases” (Palloni, 1985a, p. 449). How suc-
cessful such horizontal interventions can be depends
on the development of social policies such as previ-
ously mentioned.

The emergence of the nutritionist movement
resulted on the medical side in the development of a
more general approach to children’s health conditions,
using simple anthropologic measures in which their
age, weight, and size are combined. The underlying
logic was based on the observation that, except in cases
of strictly accidental causes, children do not die of any
single disease, but rather of the combined effect of
repeated infectious attacks, from which a child recov-
ers with even greater difficulty because it was suffer-
ing from malnutrition from the start or was weakened
by a previous disease. Various measurements of nutri-
tional status have been developed with a view to eval-
uate some transitory or chronic deficit, but what
matters is that the concept makes it possible to 
establish a link between the social and biomedical
approaches to mortality, because the child’s nutritional
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status (including its weight at birth) is closely linked
to its parents’ social and economic conditions and
because measuring nutritional status is not specifically
linked to any particular disease, as is the measurement
of overall mortality, with which demographers are
more familiar.

1. In Developing Countries

The frameworks of child mortality have been devel-
oped by referring to contexts in which infant and child
mortality rates are still very high (along with very high
fertility rates). They were also largely inspired by the
fertility framework developed by Kingsley Davis and
Judith Blake (1956), drawing clear distinction between
intermediate and proximate variables of mortality,
which have direct effect on a child’s chances of sur-
vival, and other variables whose indirect effect is felt
through intermediate variables.

Beyond aiming at giving some order and coherence
to the series of risk factors and to the alleged causes of
premature death in early infancy or during child-
hood hitherto identified in scientific literature, such
frameworks also aim at reconciling or even bringing
together the social and biomedical approaches by
“identifying a set of proximate determinants that can
link social processes in populations to biological out-
comes in individuals” (Mosley, 1985, p. 202). At the
same time, the different levels of influence (and 
analysis) were deliberately taken into account. In some
cases, these range from the macrosocietal political
system to the genetic factors at the individual level, the
ecological environment, the community infrastructure,
household composition, and other levels.

What matters about these frameworks is the identi-
fication and enumeration of determinants, as well as
their classification into broad categories, rather than
the complex relations between each of the elements
within each category or with those of other categories.
Along with the frameworks, a presentation of and jus-
tification for the consideration of each of their con-
stituents are usually given but no hypotheses are
offered that could be confronted with reality. That was
not part of the authors’ objectives. For some, “the task
. . . is the identification of those characteristics of indi-
viduals, households, and communities that need to be
maintained, altered or eliminated by means of health
interventions and social development” (Palloni, 1985a,
p. 457) and consequently to help developing an effi-
cient health policy, whereas for others, it was “to
provide a construct that can assist researchers in re-
examining the assumptions underlying their work in
order to better identify the relevant questions to ask”
(Mosley, 1985, p. 202).

The frameworks suggested by Sriniwasa Meegama
(1980), Michel Garenne and Patrice Vimard (1984),
Henry Mosley and Lincoln Chen (1984), and Alberto
Palloni (1985a, 1985b) are presented here as illustra-
tions. The field experiences of the authors cover the
three major developing regions—Asia (Meegama,
Mosley, and Chen), Africa (Garenne and Vimard), and
Latin America (Palloni)—and they allow us to trace
their thinking process and to identify what was at
stake in the health and development policies with
regard to children’s health and mortality.

Instead of suggesting a single pattern that would be
applicable mutatis mutandis to the deaths of all children
before their fifth birthday, Sriniwasa Meegama draws
radical distinction between neonatal deaths and post-
neonatal and children’s deaths. Rather than integrat-
ing the paradigms of social and medical sciences, 
his approach consists of enlarging the traditional epi-
demiologic model of infectious diseases. For example,
post-neonatal and children’s mortality is broken down
into groups of major causes of death (e.g., respiratory
diseases, digestive system disorders, illnesses due to
malnutrition, anemia); in the next stage, the exposure
vectors (e.g., the air, water, environment, inadequate
nutrition) and the contributing causes are identified.
For example, inadequate clothing or housing may lead
to exposure to adverse weather conditions, which may
cause respiratory diseases that may lead to death; the
lack of prenatal or postnatal monitoring, insufficient
information, or the mother’s economic activity may
result in early weaning or insufficient feeding of the
infant, which may cause malnutrition or anemia that,
in interaction with infectious disease, may be direct or
indirect causes of a child’s death.

The same reasoning applies to neonatal deaths.
Sriniwasa Meegama’s approach offers a synthetic
vision of the biologic determinants of mortality in
childhood, grouping together infectious diseases and
identifying their causes, which are mainly linked to
social and economic conditions. The proposed causal
process, however, remains specific to each group of
causes of death and to age at death. Malnutrition
appears as a direct cause of death and as contributing
to it when combined with infectious diseases. The
framework, however, is strictly limited to the individ-
ual level, whereas most of the frameworks subse-
quently published achieved a much larger scope.

The framework designed by Michel Garenne and
Patrice Vimard (1984) goes beyond the individual’s
social and economic conditions to the political and eco-
logical contexts (Fig. 56–1). Infant and child mortality
is considered as a whole, as is the case in most frame-
works designed for developing countries. Their frame-
work has a rather modest objective: “It is not meant to
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be exhaustive in any way, only to situate things so as
to clarify the discussion” (Garenne and Vimard, 1984,
p. 306). The authors distinguish five groups of vari-
ables, corresponding to different levels of causality:

1. The discriminating variables “should not have
any direct effect over mortality, but refer to the classi-
cal studied differential mortality: geographic charac-
teristics, economic development level, political system,
social categories, and housing conditions.

2. The independent variables describe in detail 
the different dimensions of the variables collectively
defined at the previous level; they are “likely to have
an effect on mortality through one or several interme-
diate variables.” Geographic characteristics therefore
are broken down into categories of climate, season, res-
idence (rural or urban), and population density and
the political system into “distribution of income,”
“health policy,” “efficiency of the system,” and other
categories. Maternal education is mentioned as one
dimension of the social category, but the status of the
child, the mother’s occupation, the customs, and other
factors are also included.

3. The intermediate variables are those through
which most of the independent variables are likely to
exert their influence and “their action over the survival
of the child or the cause of its death”; here, the chain
of causes is much more complex than Sriniwasa
Meegama’s (there is no specific path to each cause of
death), and the authors have proposed five groups of

variables (i.e., the health status at birth, diseases,
health behaviors, nutrition, and immunity).

4. The determining variables are medical causes of
death. No cause or disease is explicitly mentioned; the
authors mention that it is not the result of any sim-
plistic medical diagnosis “because the death of a child
is often the result of a complex process that can seldom
be summarized in any single cause of death.”

5. The dependent variable is the overall level of
mortality.

Michel Garenne and Patrice Vimard provide a classifi-
cation of the variables by the nature of their relation-
ship with the risk of death. What they refer to as levels
do not necessarily cover the level of observation or
analysis of the variables taken into account. The levels
are defined from a functional point of view. From an
operational point of view, the variables pertaining to a
specific category are not necessarily observed at the
same levels—independent variables that correspond
to such aspects of economic development such as
“households’ income,” “health infrastructure,” “access
to health care,” and “cost of health care” should be
observed at the household’s or at the community level.
The independent variables belong to the “social cate-
gory,” and discriminating variables are observed at the
individual level (e.g., the mother’s and the father’s
education) or at the household level (e.g., status of the
child) or a more aggregate level (e.g., mobility of the
population).

242 Masuy-Stroobant

INED
21002

Households’ incomes
Health infrastructure
Access to healthcare

Cost of healthcare

Income distribution
Health  policy

Efficiency of the system

Parents’ education
Status of the child

Mother’s occupation
Legitimacy
Customs
Mobility

Quality of housing
Overcrowding

Climate
Season

Rural-urban
Density

Causes of death
Levels of

mortality in
childhood

Health  assets
at birth

Diseases

Health  behaviour

Nutrition

Immunity

Geographical area

Economic
development

Political system

Social category

Housing conditions

Discriminating Independent Intermediate Determining Dependent

FIGURE 56–1 Analytic framework for the study of child survival, first example. Derived from the frame-
work developed by Michel Garenne and Patrice Vimard (1984).



Henry Mosley and Lincoln Chen (1984) keep the idea
of a distinction between independent and intermediate
variables, but they classify the independent variables
by level of observation or analysis into household-
related individual variables and community variables.
The authors state that they mean to suggest a frame-
work integrating the social and biomedical sciences
approaches. They do it in two ways. First, they combine
the nutritional level of growth faltering (nutritional
status) of the survivors with the level of mortality of the
respective birth cohort into a more general health index
for the dependent variable. In doing this, the authors go
beyond the usual deceased-survivor dichotomy, classi-
fying the survivors by their health levels, with death
being considered an extreme situation of ill health. The
point was to consider child mortality “more as a chronic
disease process with multifactorial origins than as an
acute, single-cause phenomenon” (Mosley and Chen,
1984, p. 41). Second, they select proximate determinants
(or intermediate variables) in which “clinical” rele-
vance with regard to the risk of malnutrition or death is
combined with their being observable or measurable in
studies made at the population level. The intermediate
variables or proximate determinants are categorized
into five major groups: maternal factors linked to repro-
ductive behavior, environmental contamination, nutri-
ent deficiency, injury, and personal illness control (Fig.
56–2).

Independent (or underlying or socioeconomic)
determinants, which are operating through the 
proximate determinants, are grouped into three 

broad categories corresponding to three levels of
observation:

1. Individual-level factors include productivity or
the capacity of producing a surviving, healthy child,
such as can be measured by the father and mother’s
education, their health condition, and their time avail-
ability; the norms, traditions, and attitudes likely to
change economic choices and practices related to
health (as measured by the power relations within the
household); the value of the child; beliefs about disease
causation; food preferences; and taboos.

2. Household-level factors include availability of
food (including water), clothing, bedding, housing,
fuel or energy availability, transportation, access to
health care (both preventive and curative), and access
to information.

3. Community-level factors are related to the char-
acteristics of the context, such as the ecologic setting
and political economy, including the stability of the
political institutions and the degree to which individ-
uals participate in local and national decision-making,
and are related to health system variables.

The studies by John Caldwell (1979) concerning
individually measured independent variables are used
as references, and most importantly, Henry Mosley
considers the mother’s educational level as a key
factor: “Because of her responsibility for her own care
during pregnancy and the care of her child through the
most vulnerable stages of its life, her educational level
can affect child survival by influencing her choices and
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increasing her skills in health care practices related to
contraception, nutrition, hygiene, preventive care, and
disease treatment. In fact, so many proximate deter-
minants may be directly influenced by a mother’s edu-
cation to radically alter chances for child survival, that
one of the authors [Mosley] was prompted to label the
process ‘social synergy.’ ” (Mosley and Chen, 1984, p.
35).

Whereas Henry Mosley and Lincoln Chen’s objec-
tives were to suggest a framework for research and
action, Alberto Palloni (1985a, 1985b) is more oriented
toward action. He strives to prove the necessity to
develop social policies and the so-called horizontal
health interventions (Fig. 56–3).

Palloni states that “the excess of infant and child
mortality and the anomalous structure of causes of
death are clues about the nature of the comparative
failure of the health policies implemented up to then”
(Palloni, 1985a, p. 455). His framework was intended
to help formulate a health policy, and its elements were
selected with reference to their vulnerability to a social
policy action. It includes three levels of action:

1. The policy level emphasizes social policies and
horizontal interventions (i.e., education campaigns
and socialization of health care).

2. The individual or collective level distinguishes
among individual (i.e., biologic, behavioral, and social

characteristics, including maternal education), house-
hold (e.g., resources, overcrowding, family structure),
and community (e.g., ecology, health system, accessi-
bility to services) characteristics.

3. The third level, which is closest to morbidity,
refers to the biomedical paradigm (i.e., exposure to
infectious agents, vulnerability or susceptibility of the
individual, and capacity to resist the disease).

Action may be conducted at any of these levels, but
for Alberto Palloni, any vertical action related only to
the third level cannot result in any sustainable
improvement of children’s health or in any long-term
increase of their chances of survival. If the causes of
individual differences (second level) in mortality can
be identified, substantial reduction of mortality among
the less-privileged social group may lead to a radical
decrease in total mortality, but that is unlikely to occur
without reinforcing social policies and horizontal
interventions (first level).

2. In Developed Countries

In most developed countries, the stagnation of
infant mortality is recent, and it is probably artificial,
at least partly, and linked to the evolution of birth 
notification practices (Masuy-Stroobant and Gourbin,
1995), as well as to the fact that very low levels have
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been achieved. As a social phenomenon, however,
infant mortality in developed countries is not a 
solved problem—significant social inequalities are still
observed, even when fetal mortality is considered. The
believe that causes of fetal or neonatal mortality are
mainly endogenous should be revised.

Whereas demographers are traditionally more
interested in identifying mortality differentials (i.e., 
by maternal age, birth order, legitimacy, or the
mother’s social class and education), epidemiologists
have repeatedly sought factors and markers of pre-
term birth or low birth weight. When risk factors are
vulnerable to medical intervention, markers, among
which most social and economic variables are
included, are useful in identifying at risk groups, but
they cannot be changed through medical intervention.
The cause and effect relationship between preterm
birth and those factors has seldom, if ever, been
proved: “Many factors—more than 100—have been
brought out. But the question of whether those factors
play any causal role has not yet been investigated. . . .
Efficient measures then might well be taken for 
high risk women, though no action was taken against
the risk factors, since their causal role is ignored, 
and some of them cannot even be changed” (Schwartz,
1989, p. 138). The fact that infant mortality is a 
statistically rare event has also contributed to particu-
lar attention being paid to measures of a child’s 
vulnerability at birth, such as preterm birth or the 
risk of low birth weight—which, like malnutrition, 
are not specific to any given disease—as dependent 
variables.

Beyond identifying risk criteria, a few attempts
have been made to classify variables, as was done for
developing countries. However, such attempts were
definitely situated at the individual level; the social,
health, and ecologic circumstances in developed coun-
tries are very different from those in developing ones.
Concerning the United States, Charles Nam and col-
leagues (1989) draw a clear distinction between inde-
pendent or basic variables (i.e., ethnic group, maternal
education, marital status, and place of residence),
intermediate variables (i.e., weight at birth, prenatal
care, last birth interval, age of the mother, previous
experience of death, sex of the child, and twin births),
and immediate factors (i.e., age at death and medical
cause). For Belgium, I have established a classification
of social identification variables (i.e., occupation, edu-
cation, nationality, and marital status of the child’s
parents) and intermediate variables (i.e., past fertility
behavior, behaviors and preventive attitudes about the
health system and in daily life) “in order to gain a
better understanding of the mechanisms through
which the social and cultural class determines unequal

survival in early infancy” (Masuy-Stroobant, 1989, 
p. 48).

The process of systematizing available know-
ledge is ongoing, and the stage of developing one or
several infant and childhood mortality theories has 
not been reached for developing or developed 
countries. Similar approaches are applied; social and
cultural factors admittedly play a more extensive part,
although they are nonspecific and must be used in
combination with biologic factors to account for infant
or child mortality. However, the persistent social 
component in children’s health and mortality, even in
the most developed countries, remains largely unac-
counted for. The time or process dimension also needs
to be inserted into the theorization attempts, which are
still exceedingly static, so that that this essential aspect
of the child mortality process can be considered.
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For thousands of years and up until the mid-18th
century, human life expectancy rarely exceeded 25 or 30
years, with limited variations according to time or
place. This does not mean that the epidemiologic profile
did not change during that time. On the 
contrary, research has shown that since prehistoric
times, there has been a succession of pathocenoses,
periods marked by a specific epidemiologic develop-
ment involving specific pathologic combinations
(Biraben, 1999). However, from the mid-18th century
on, a new era began in Europe during which the shift
from one pathocenosis to the next also went along with
a decisive and lasting lengthening of life expectancy.
This marked the beginning of the demographic transition,
a term coined to designate the historical process that
enabled mankind to shift from an older demographic
regime, in which high fertility rates balanced the losses
due to high mortality, to a new regime, in which mortal-
ity between birth and the end of reproductive life
dropped to such an extent that generation replacement
could be ensured with barely more than two children
per woman (Notestein, 1945; Kirk, 1944; Landry, 1934).

Mortality and fertility declines have their roots in
the economic, social, and political transformations that
led to the Industrial Revolution.1 However, to each of
these declines corresponds a specific set of factors. The
dynamics of the factors leading to these long-term

advances in life expectancy were given the name of
health transition (Frenk et al., 1991).

These advances resulted from a decline in the
spread of certain diseases, which deeply modified the
epidemiologic profile of the population; however,
unlike the other changes involved in pathocenosis, for
the first time, the decline affected all infectious dis-
eases, and these were no longer replaced by others in
such a way as to maintain mortality globally at the
same level at a given age. Age at death has risen, and
life expectancy has increased. The term epidemiologic
transition is used to designate the shift from one dom-
inant pathologic structure to another and a radical
transformation process in ages at death.

The epidemiologic transition was first theorized at
the end of the 1960s (Omran, 1971). This research elu-
cidated the reasons why life expectancy had begun to
increase, how this increase accelerated, and how,
beginning in the 1960s, it reached a threshold in the
most advanced countries.

Omran’s theory was soon undermined by the dra-
matic decrease in cardiovascular diseases in Western
countries. The concept of epidemiologic transition,
which focuses on trends in the spread of diseases,
turned out to be too narrow, and as a result, in the first
issue of the Health Transition Review, founded in 1991
by John Caldwell, Julio Frenk, and others, the term
health transition was chosen. Health transition refers to
changes in the epidemiologic characteristics of the
health situation, and it reflects society’s response to
this state of health.
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We face two important issues for the future. After
30 years of decline in mortality due to cardiovascular
diseases, can we expect any further advances in life
expectancy? It is probable that the new epidemiologic
situation will change, because causes of death will 
be changing, and these developments probably carry
new potential in terms of life expectancy gains.
However, one question remains: Will these advances
soon reach their limit, or is this limit still remote or
uncertain?

Regardless of possible life expectancy gains in the
future, existing gains have already and necessarily
entailed the aging of the population. What is the 
relationship between aging and the state of health of
populations? Our task is to determine for a given age
whether the state of health has remained the same, is
improving, or is deteriorating.

I. FROM THE EPIDEMIOLOGIC
TRANSITION TO THE

CARDIOVASCULAR REVOLUTION

In the demographic regimes of the past, mortality
was very high, and there were strong fluctuations due
to epidemics and famines. In a country such as France
in the middle of the 18th century, when national sta-
tistical series began to be drawn up on a more or less
regular basis, the crude death rate was still about 40
per 1000, hovering between 30 and 50 per 1000, as it
had been in the past. By then, these fluctuations were
much lower than they had been in previous times. 
The plague, for instance, which devastated Europe
between 1347 and 1352, killed up to one-half of the
population in some regions (Biraben, 1975). In Finland
during the 1868 famine, the crude death rate rose to 80

per 1000 (Pitkänen, 1993).2 In France in the space of 2
centuries, the crude rate dropped to less than 10 per
1000, and the fluctuations completely disappeared
(Fig. 57–1). In the 20th century, such wide-scale 
disasters were caused only by the two World Wars, 
in violent contrast to the steadiness of the generally
declining trend. The annual variations of life
expectancy can be observed only since the beginning
of the 19th century (Meslé and Vallin, 1989), but 10-
year estimations are also available from the middle of
the 18th century (Blayo, 1975). The average life span
was about 25 years around 1740 and is about 80 years
today. In Figure 57–1, we can see only the more recent
fluctuations of the 19th century, but it is easy to
imagine their scope in earlier times.

1. Epidemiologic Transition or 
Health Transition?

Abdel Omran (1971, 1983) attempted to synthesize
the different factors at play in these secular mortality
trends, in his theory of epidemiologic transition, based
on three epidemiologic ages, with the second age cor-
responding to the transition between the first age, the
age of high mortality, and the third age, that of the new
epidemiologic regime. He determined the following
stages:
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FIGURE 57–1 Crude death rate and life expectancy at birth in France: trends since the middle of the 18th
century.

2 In Europe during peace time, the only country that reached a
crude death rate of that scope during the 20th century was Ukraine,
during the famine of 1933; that year, 2.5 million persons died in a
population of about 30 million (Vallin et al., 2002). Contrary to the
Finnish famine, this famine was not caused by climatic conditions
but was the consequence of Stalin’s policy of forced collectivization
of agriculture.



1. The age of pestilence and famine, in which mortality
was high and fluctuating and life expectancy was
less than 30 years on average

2. The age of receding pandemics, during which life
expectancy increased strongly, rising from less
than 30 to more than 50 years

3. The age of degenerative and man-made diseases, in
which mortality, after a continuous decline, tends
to stabilize at a very low level

The first age was marked by the predominance of
infectious diseases; large-scale endemics determined
the average level of the death rate, and epidemics and
famines were responsible for the fluctuations. John
Graunt, who studied death certificates in the city of
London, showed that in the 17th century, three-fourths
of the mortality in London was caused by infectious
diseases, malnutrition, or complications of childbirth.
In France, the first age lasted until the mid-18th
century.

During the second age, epidemics became less 
frequent, and endemic infectious diseases began to
decline; mortality decreased, and the fluctuations
diminished. The “transition” began in the 18th century
in northwestern Europe (around 1750 in France) and
gradually spread to the rest of Europe, reaching the
south in the 20th century. In Europe, cholera replaced
the plague epidemic, although with far less violence,
and this new disease was curbed much faster than 
previous ones. Among major endemic diseases, tu-
berculosis, which first spread considerably due to
industrialization and urban crowding, began to recede
near the end of the 19th century. In France, the devel-
opment of industrial capitalism during the Second
Empire went along with a pause in the decline of mor-
tality, but beginning in the 1880s, mortality resumed a
sharp decline, with a massive and widespread decline
in infectious diseases. This decline continued through-
out the 20th century, with two interruptions due to the
two World Wars.

According to Omran, during the third age, the
progress of life expectancy slows down and tends to
reach a threshold. Numerous traditional causes of
death continue to decrease, but the benefits of this new
situation are countered by the rise of new endemic dis-
eases, whether they are degenerative diseases (e.g.,
cardiovascular diseases, cancers, diabetes, metabolic
disorders) or man-made diseases. Omran includes in
this category “radiation injury, accidents, occupational
hazards, carcinogens in the environment and in indus-
try, and food additives.” It is debatable whether mor-
tality due to degenerative diseases has really increased
globally. In France, the mortality increase attributed to

cardiovascular diseases is deceptive, because if deaths
due to ill-defined causes are realistically distributed
going as far back in time as possible (1925), cardiovas-
cular mortality is receding (Vallin and Meslé, 1988;
Meslé and Vallin, 1988). There is no doubt that these
diseases proportionally weigh more and more in cal-
culating the total death rate. For man-made diseases,
mortality has genuinely increased—or rather skyrock-
eted. However, the elements mentioned by Omran are
not necessarily the determining factors. Smoking and
alcoholism, which he does not even mention, are 
prime factors; most accidents are traffic accidents, and
domestic or workplace accidents are declining.

Notwithstanding this criticism, Omran’s division
into three ages accurately reflects reality up until the
end of the 1960s, when he wrote his first article. At that
time, in all the industrialized countries, the progress 
of life expectancy was beginning to slow down, even
stagnate, and in some cases (Eastern Europe), it began
to decrease (Vallin and Chesnais, 1974). In France, a
distinct pause can be observed among males, and
progress in life expectancy was slowing among
females (Meslé and Vallin, 1993). Many investigators
believed at the time that life expectancy in the most
advanced countries was close to the maximum limit
imposed by human nature (see Chapter 48). Jean 
Bourgeois-Pichat (1952) calculated in the early 1950s a
maximum biologic life table, showing that the maximum
life expectancy was 76 for men and 78 for women. Sim-
ilarly, to establish the first world population forecasts,
the United Nations stated in the early 1980s that all
populations were converging toward a life expectancy
of 75 years (i.e., a little less for males and a little more
for females) (United Nations, 1985).

However, events very soon belied this model. In all
the Western countries, the advances of life expectancy
accelerated again in the early 1970s because of a
massive decline in cardiovascular diseases. At that
time, Jay Olshansky and Brian Ault (1986), followed by
Richard Rogers and Robert Hackenberg (1987), began
to speak of a “fourth stage of the epidemiologic tran-
sition.”3 For the former, the diseases remained the
same; only the ages at death had grown older. For 
the latter, we were dealing with a new era, in which 
great advances were and would be occurring because
individuals were acquiring healthier habits. This
notion of a fourth stage, which can be added on to
Omran’s epidemiologic transition, is rather uncon-
vincing. Omran’s idea was based mainly on the shift
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Jay Olshansky and Brian Ault; it was a “new stage,” also qualified
as “hybristic,” for Richard Rogers and Robert Hackenberg.



from an old permanent regime to a new permanent
regime, after a transition toward lower mortality. It
was therefore possible to say that the transition phase
has grown longer and still retain the same three-phase
explanatory model. However, this would not account
for the fact that the new era of progress beginning in
the 1970s was based on a major epidemiologic change,
the cardiovascular revolution, which is not linked 
in any way with the end of the era of infectious 
diseases, even though it did follow closely. For this
reason, it seemed preferable to us (Vallin, 1993) to
adopt the semantic shift proposed by Julio Frenk et al.
(1991) and include within the wider concept of health
transition an initial phase (that described by Omran)
of life expectancy gains, attributed mainly to the
decline in mortality due to infectious diseases, fol-
lowed by a second phase dominated by the decline in
cardiovascular diseases, leaving open the possibility 
of identifying later phases, such as that suggested 
by Shiro Horiuchi (1999) for cancer and perhaps 
senescence.

2. Changes in Causes and Ages at Death

Two important phases in health advances can be
distinguished based on the control of two very differ-
ent types of diseases that have had an impact on dif-
ferent ages at death. If we take the example of France,
we can divide the life expectancy gains obtained
during a given period between those due to the
changes in the different causes of death and those due
to the probability of dying at different ages.4 It is diffi-
cult to closely follow cause-specific mortality trends
due to the breaks periodically introduced into statisti-
cal series by successive changes in the nomenclature 
of diseases. France, like most developed countries,
uses the International Classification of Diseases (ICD),
which was adopted by the International Institute of
Statistics (IIS) in 1893 and by the World Health Orga-
nization (WHO) after World War II. This classification
was revised 10 times within the space of a century,
sometimes with wide-ranging modifications (see
Chapter 42). The main reason for taking France as an
example is that we have at our disposal reconstruc-
tions of historical series of deaths, classified by cause
of death, on the basis of a constant definition (Vallin
and Meslé, 1988, 1998). Nonetheless, this series only
goes back to 1925, and we can therefore measure with
precision the role of epidemiologic changes in the life

expectancy trends only over the past 75 years of the
period of health transition. However, we can obtain a
good idea of it by identifying three periods: 1925 to
1948, when the decline of infectious diseases was still
the dominant pattern; 1948 to 1968, during which this
decline was less productive and partly countered by
the rise of man-made diseases; and 1968 to 1996, when
the advances in life expectancy gained new impetus
with the control of man-made diseases and the decline
of cardiovascular diseases.

Figure 57–2 represents a breakdown of life
expectancy gains obtained in France during these three
periods, between the different effects due to the trends
of six large groups of causes:5

1. Infectious and respiratory diseases (i.e., Chapters
1 and 8 of the ICD, 9th revision)

2. Other cancers (i.e., Chapter 2 of the ICD, except
bronchial and lung cancer)

3. Cardiovascular diseases (i.e., Chapter 7 of the
ICD)

4. Man-made diseases (i.e., bronchial and lung
cancers, alcoholism,6 car accidents, suicide, and 
homicide)

5. Other diseases (i.e., all other items except those
in Chapters 16 and 17 of the ICD)

6. Other violent deaths (i.e., other items of Chapter
17 of the ICD).

From 1925 to 1948 in France, of the 10.8 years of life
expectancy gained by males, almost three-fourths (7.4
years) of the years were gained because of the decline
in infectious and respiratory diseases. Among females,
the proportion (7.5 of 12.2 years) is a little smaller
because of the significant decline in cardiovascular
diseases. From 1948 to 1968, the total life expectancy
gain is twice as low (5.1 and 6.6 years, respectively),
and the fact that the time interval is shorter (20 years
instead of 23 years) does not alone explain it. There are
probably two reasons. The impact of the decline of
infectious diseases is decreasing, the impact of man-
made diseases is decisively negative. During the fol-
lowing period (1968 to 1996), life expectancy gained
once again—6.5 years for males and 6.9 years for
females—but for entirely different reasons. The decline
in mortality due to infectious diseases, which was still
continuing, produced almost nothing in terms of life
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4 Different methodologies are available, including those devel-
oped by Evgueni Andreev (1982) and John Pollard (1982), which are
based on the same principle and provide almost identical results (see
Chapter 16).

5 We first performed a proportional distribution of deaths due to
ill-defined causes (i.e., Chapter 16 of the ICD) to avoid the consid-
erable bias from the fact that the proportion of deaths due to ill-
defined causes has dropped from more than 35% in the 1920s to less
than 6% today.

6 This category includes items 291 (alcoholic psychoses), 303
(alcohol dependence syndrome), 305.0 (alcohol abuse) and 571.0 to
571.3, and 571.5 (cirrhosis of the liver) in the 9th revision of the ICD.
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expectancy gains because the level of this type of mor-
tality was already very low. However, the decline in
man-made diseases reversed the impact of this new
trend on life expectancy and especially the decisive
decline of cardiovascular mortality increased life
expectancy by 2.6 years among males and 3.1 years
among females. Moreover, for the first time, the cate-
gory “other cancers” played a role in the lengthening
of life expectancy.

The 1960s were marked by an important turning
point in the health transition, when cardiovascular dis-
eases replaced infectious diseases as the main source
of life expectancy gains. The stage where Omran’s 
epidemiologic transition left off is now far behind.
However, there is another point concerning which
Omran’s pessimism is outdated: Not only has the rise
in man-made diseases been curbed, but these causes of
death have to a large extent been reduced. This is par-
ticularly clear among males, who are more affected by
these diseases than females. Figure 57–3 shows how in
France, from the 1960s on, these causes of death were
gradually overcome.

The reversal of the tendency occurred first for alco-
holism, beginning in the mid-1960s. For this cause of
death, the losses in life expectancy turned into gains
beginning in 1968–1978. The phenomenon occurred
again a little later for traffic accidents. We know that
the reversal of mortality trends due to traffic accidents
began in 1974; for this reason, in Figure 57–3, life
expectancy gains appear substantial only as of

1978–1988. The negative impact on mortality due to
bronchial and lung cancer ceased only in the more
recent period. This decline began in the early 1990s
and should lead to life expectancy gains among males
in later decades.

This extensive redistribution of the impact of dif-
ferent death causes on life expectancy trends went
along with a radical transformation of the distribution
of different age-specific death rates. From this point of
view, available statistics make it possible to follow the
effects of the health transition since it began. Figure
57–4 represents life expectancy gains due to the mor-
tality decline of six age groups during six periods since
the mid-18th century, in France. The three most recent
periods are the same as those used in Figure 57–2 for
causes of death, and we simply divided the two pre-
vious centuries into three periods.

For 2 centuries and up to the 1920s, the increase 
in life expectancy was almost entirely accounted for 
by the decline of infant and child mortality. From
1740–1749 to 1925, the life expectancy of males gained
29 years and that of women gained 32 years. In both
cases, 23 years can be ascribed to the mortality decline
of children younger than age 15 years. Between 1817
and 1885, the life expectancy gains are much lower
than during the preceding and following periods, and
this reflect the fact that the decline of child mortality
slowed down at that time. A temporary increase in
child mortality was observed in France during the
Second Empire. The decisive impact of infant and child
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mortality trends corresponds to that of childhood
infectious diseases.

The period between 1925 and 1948 appears to be
quite different. The decline of child mortality led to
still more gains in life expectancy, but substantial gains
were also caused by the decline of adult mortality, 
particularly between at age 30–59 years. The decline of
infectious diseases led to gains at all ages. Tuberculo-
sis in particular began to recede, and maternal mor-
tality from infectious causes began a steep decline with
the arrival of sulfamides. Very soon, thanks to vaccines
and antibiotics, the decline in child mortality led again
to most of the life expectancy advances after World
War II, whereas the rise of man-made diseases
deprived adults of most of the advantages resulting
from these medical advances.

The situation radically changes when we move to
the last period (1968 to 1996). The decline of child mor-
tality produced only marginal effects, whereas that of
elderly persons began to play an unprecedented role.
Among females in particular, the decline in mortality
after age 60 represents a gain of 4.2 years, for a total of
6.9 years or more than 60%. Among males, the pro-
portion is 50%. The decline in mortality at age 75+ rep-
resents on its own a 2.4-year gain among females and
1.2-year gain among males.

3. Health Transition Factors

There has been much debate concerning the factors
responsible for the health transition, particularly 
about the respective roles of medical advances and
social and economic development (Vallin, 1989). Other
points of view have also stressed the importance of
cultural and social changes (Tabutin, 1995; Caldwell,
1986, 1990).

In the 1960s, most researchers agreed that medical
advances were mainly responsible for the health tran-
sition. From Pasteur to antibiotics, effective weapons
against infectious diseases had been discovered, and
after World War II, the effectiveness of these tech-
niques were tested among the populations of the
developing countries, still very much affected by infec-
tious diseases. Paul Demeny (1965) went so far as to
deny the impact of economic and social progress in the
decline of world mortality during the 3 decades that
followed the war, whereas Colin Clark (1967) believed
that medical progress was the only factor responsible
for the increase of life expectancy in England in the
18th and 19th centuries. At that time, however,
Thomas McKeown (McKeown, 1965, 1976; McKeown
and Record, 1962) held an opposite view, because he
believed that the mortality decline observed in
England in the 19th century was for the most part

attributable to advances in nutrition; this opposing
view led to violent disputes. Today, these disputes
have lost their relevance, because it appears that these
two factors do not suffice alone or together to account
for health advances. Reality is far more complex, and
factors have also varied to a large extent in time and
space.

In Europe, during the 18th century, mortality began
to recede thanks to the double impact of the control of
the widespread epidemics that were so frequent in the
past (not so much through medical advances but
through measures taken to protect populations) and
the increase of available food, which was attributed to
the development of agriculture and the improvement
of transport and storage conditions. In France, life
expectancy rose from less than 30 years in the mid-18th
century to a little more than 40 years in the 1840s.
During the Second Empire, economic progress based
on industrialization and the development of uncon-
trolled capitalism led to an interruption of the life
expectancy increase during 3 decades (from 1850 to
1880) because of the concentration of an ever-larger
proportion of the population in insalubrious urban
zones and unhealthy working and living conditions,
particularly for children.

Life expectancy began to increase again because of
the discoveries of Louis Pasteur and their implemen-
tation through new health policies. However, even if
medical progress played a very important role, it was
not the only factor involved. Pasteur’s ideas had to be
concretely applied in daily life, particularly through
rules of hygiene and food preserving techniques.
Medical and health advances were spread mainly
through educational progress, because education
became free and compulsory at that time thanks to
Jules Ferry. This double progress, both medical and
sociocultural, largely contributed to the control of
infectious diseases in a general context of economic
and social development. More progress in medical
techniques was made in the 1930s with the invention
of sulfamides, and the decisive moment occurred in
the 1940s with the invention of antibiotics and new
vaccines. At that time, these advances made their way
to the population thanks to the gradual implementa-
tion of generalized health insurance systems after
World War II. In France, life expectancy rose from 43
years in the early 1880s to almost 60 years on the eve
of World War II and 70 years in the early 1960s.

This considerable increase in life expectancy, due to
two centuries of progress in nutrition and to the vic-
torious struggle against infectious diseases, although
first limited to Europe and North America, rapidly
spread during the 20th century to the rest of the world.
Significant advances were made in some regions of
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Latin America and Asia in the first half of the century,
but it is mainly after World War II that these advances
reached the developing countries. The question of the
spread of health advances to these countries led to the
development of numerous theories and explanatory
schemes of the mortality decline. These naturally
involved multiple factors (Palloni, 1985; Mosley and
Chen, 1984). The medical techniques developed in
Europe and North America played a determining role,
enabling some poor countries (e.g., Sri Lanka, Cuba,
Costa Rica, Kerala) and even the largest among them,
China, to reach life expectancy levels in the 1970s or
1980s that were quite close to those of the wealthy
countries, even though these countries had not expe-
rienced major economic development (Preston, 1975).
Nonetheless, efficient health policies still remained to
be implemented so that the majority could benefit
from these advances. After World War II, the success
of vaccines and antibiotics led some to believe that it
would be enough to organize eradication campaigns
targeted at the main endemic diseases (Coale and
Hoover, 1958). Indeed, because of the efforts of the
WHO, some campaigns were very successful, the most
famous case being the eradication of malaria in Sri
Lanka whereby life expectancy in that country gained
12 years within 2 years (Molineaux, 1985a, 1985b;
Meegama, 1967; Frederiksen, 1960). However, it was
soon found that to spread health progress to the pop-
ulation in a lasting and effective way, health care poli-
cies had to account for these numerous factors. The
WHO completely revised its action by adopting in
1978, at the Alma Ata conference, the strategy of
“primary health care,” which involves the dissemina-
tion at the local level of a number of simple and effi-
cient medical techniques; the development of food
production, drinking water, and environmental meas-
ures; and educational progress and improvement of
the status of women. This strategy of primary health
care has often been criticized, but the reason why it has
often been unsuccessful is that its implementation
requires political reforms that few governments are
willing to implement (Mosley, 1985a, 1985b; Suarez-
Ojeda and Yunes, 1985a, 1985b; Rosera-Bixby, 1985a,
1985b). The factors that determine health progress are
doubtless a complex combination of technical, socio-
economic, cultural, and political factors in which each
element interacts with the others.

What was true for the first phase of the health tran-
sition based on the control of infectious diseases is
even truer for the next phase, in which the increase of
life expectancy depends more and more on the decline
of other diseases, particularly cardiovascular diseases.
The issue is much more complex in terms of medical
aspects. There are no miracle drugs such as vaccines

and antibiotics to treat cardiovascular diseases, only
various forms of treatment such as anticoagulants,
beta-blockers, pacemakers, and coronary bypass
surgery; treatment also includes the organization of
medical emergency services. Medical prevention is
more difficult to organize, because in this case it is not
possible to vaccinate once and for all, but only to
monitor certain risk indicators (e.g., blood pressure,
cholesterol levels). In the case of infectious diseases,
global policies are enough to improve environmental
factors (e.g., environmental clean-up, drinking water
distribution), but the context favoring cardiovascular
disease can be modified only through the complex
interaction of global policies and changes in individ-
ual behavior. In the case of smoking, for example, the
decision to stop smoking is an individual matter, but
this decision will more likely not be taken if smoking
remains valued in the social culture. Political action
and individual awareness are interdependent. Such
changes are even more difficult in the realm of eating
habits. In this case, the problem is not the consump-
tion of one specific, clearly identified food item, but the
subtle balance of quantity, quality, and the type of
ingredients that make up daily meals. At the political
level, the message is much harder to convey, and on
the individual level, it is very difficult to change a
person’s eating habits. Beyond the obvious impact of
advances in medical technology, as concerns the car-
diovascular revolution and the initial successes in the
struggle against cancer, public awareness of the fun-
damental importance of behavioral risk factors is a
crucial element. It is the driving force of the second
phase of the health transition, on a par with the role of
Pasteur’s discoveries and the use of antibiotics during
the first phase.

This combination of factors came together quite late
in the history of economic and social development in
industrial countries. True, infectious diseases had to be
dealt with before cardiovascular diseases could be
addressed, but a high degree of economic and social
development was also needed to ensure the necessary
material and cultural means for these advances. This
is what happened in the 1970s in most developed
countries, and as a result, life expectancy in France rose
from 72 years in 1970 to almost 79 years in 1999, cross-
ing the 75-year barrier that the United Nations in the
early 1980s still considered to be the upper limit of life
expectancy. However, this new stage of health progress
did not occur in all industrialized countries (Bour-
geois-Pichat, 1985a, 1985b). The most notable excep-
tion is Eastern Europe, which instead of following the
path of decline in cardiovascular disease, combined all
the disadvantages of the third age of Omran’s epi-
demiologic transition: pandemic of degenerative 
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diseases and expansion of man-made diseases 
(Shkolnikov et al., 1995, 1996; Meslé, 1991).

II. THE HEALTH TRANSITION AND
FUTURE PROSPECTS

The future developments of the health transition
increasingly depend on the relationship between life
expectancy and longevity, which so far has not been
studied in depth. Until now, researchers have focused on
life expectancy, with the implicit idea that longevity is an
intangible fact; however, as demonstrated in Chapter 48,
the question of longevity has become extremely impor-
tant. Depending on whether the upper limit of human
life can be extended, the potential increase of life
expectancy can vary considerably. If it is intangible, life
expectancy can still significantly increase, but if it is not,
it can increase indefinitely. In any case, we must raise the
question of the consequences of the health transition on
the quality of the years gained.

1. Rectangularization of the 
Survival Curve?

Since the middle of the 18th century, the increase in
life expectancy has mostly resulted from the fact that
deaths that occurred at earlier ages began to occur at
older ages, even if this extension does not necessarily
go beyond the age limit biologically imposed on
human life. As described in Chapter 48, as mortality
declined, the survival curve of the population became
increasingly “rectangularized” (Fig. 57–5).

The life tables for the years 1740–1749 show that the
proportion of survivors dropped suddenly at very
early ages due to the high level of child mortality. At
the age of 1 year, it was down to 70%, and before the
age of 10, one-half of the cohort had already died.
Some exceptional individuals did come near or even
exceeded 100 years. The life table of French women in
1996 showed that there were still 50% of survivors at
85, but even if living more than 100 years is becoming
less and less unusual, it is still an exceptional feat.

On the basis of this observation, it can be concluded
that there is a limit to the human life span. This limit
is well over 100 years, although it cannot be precisely
defined because our only reference is the empirical
value of a record that will always remain temporary
and whose validity depends on the probability of its
happening again and the effectiveness of the adminis-
trative and statistical system. This record is held by
Jeanne Calment, who was a little older than 122 years
when she died in 1997. Observation shows that only
very few individuals have come anywhere near such
a record and that most people die before or very little
after 100 years. The available space for such an
increase in life expectancy is limited overall to the area
situated between the present survival curve and the
top right angle of the rectangle defined by a vertical
line at 100 years or a little more than 100 years (see 
Fig. 57–5).

If we take into account the heterogeneous nature of
the population and individual life stories, it would be
unlikely that all individuals would live until 100 and
that afterward all or almost all immediately die. We
can easily conceive that the limit survival curve should
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be situated somewhere between the present curve 
and a perfect rectangularization. However, opinions
diverge about the location of this “somewhere.”

Certain demographers believe that we are very
close to this limit. Jay Olshansky (1990), drawing his
inspiration from the very pessimistic views of biologist
James Fries (1980), shows that, on the basis of the 1985
life table of the United States, to reach a life expectancy
of 85 years, it would be necessary to reduce by 43% the
age-specific death risk of females and by 65% that of
males. Because, according to this researcher, it would
be very improbable that higher reductions might be
obtained, he believed it most unlikely that life expect-
ancy could ever exceed 85 years. Other researchers 
are more optimistic. Josianne Duchêne and 
Guillaume Wunsch (1990), for example, using the age
limit of 115, on the basis of research carried out by
several gerontologists (McGinnis, 1985; Medvedev,
1975; Korenchevsky, 1961) and taking a modal age at
death of 95 years, suggest, after having conducted dif-
ferent types of modeling, a limit life table yielding a
life expectancy of 91.4 years. In a more empirical
fashion, we extrapolated the particularly stable and
regular trends of the different age-specific death risks
observed in France over the last 20 years and observed
that within the next century, life expectancy could
reach 91 years for males and 95 years for females
(Vallin and Meslé, 2001). It seems quite probable, and
in any case possible, that life expectancy will continue
to increase well beyond the 85-year age limit suggested
by Jay Olshansky. Nonetheless, if human longevity is
finite, it would be very difficult to reach a life
expectancy of 100 years.

2. Or a New Expansion of Ages at Death?

The second issue is to find out whether the limit of
the human life span, which is today a little more than
120 years, is really intangible. In the early 1950s, Paul
Vincent (1951) had suggested the idea of determining
the upper limit of human life by extrapolating the
trends of exponential mortality increase with age until
the death risk reaches 100%. He then found, on the
basis of French data, that the maximum duration of
human life was 107 years. Twenty years later, using the
same method but applying it to more recent data,
Françoise Depoid (1973) estimated this maximum age
to be 115 years. Did this mean that the age limit had
really increased? As seen in Chapter 48, the data of five
countries that have long had vital statistics enabled
John Wilmoth and Hans Lundström to show that since
statistics have become reliable, particularly in recent
decades, the highest age at death has increased every
year. The fact that the population is growing increases

the likelihood that some will reach a very advanced
age, especially given the increase in the proportion of
persons reaching old age due to the decline of mortal-
ity among children and adults. Nonetheless, it is prob-
able that part of the observed phenomenon actually
reflect an extension of the human life span. This idea
is also suggested by the recent acceleration of the mor-
tality decline at more advanced ages. In France, this
acceleration occurred in the early 1970s for mortality
between 65 and 75 and in the early 1980s for mortality
between 75 and 85 (Meslé, 1995). Even more signifi-
cant, life expectancy at the age of 100 has also been
increasing in the past decades. Among French females,
it rose from 1.5 years in the mid-1950s to 2.2 years in
the early 1990s (Allard et al., 1996; Meslé and Vallin,
1998). The more reliable data on mortality at very
advanced ages we have, the more it seems that the
mortality increase with age slows down, contrary to
the Gompertz model, which until recently was uni-
versally accepted. The explanation seems to be the
very strong selection due to high mortality at these
ages among a population that is very heterogeneous to
begin with but becomes more and more homogeneous,
being made up of the more resistant individuals (Barbi
et al., 2003; Vaupel et al., 1979, 1998). Given these facts,
the idea that recent health advances may partly reflect
the slowing of biologic aging becomes more credible.
This would obviously represent a new phase in the
health transition, radically different from the previous
ones. Without reaching the extreme conclusions of
André Klarsfeld and Frédéric Revah (1999), who
suggest that if immortality does not exist, the reason is
not biologic necessity as always believed, but only the
fact that it was not selected by evolution because it had
no biologic purpose, we may nevertheless recall that
in the early 1980s, Roy Walford (1984) did come to
believe that a life expectancy of 150 years could be
reached in the 21st century.

If, after the cardiovascular revolution, advances in
cancer research should bring about the end of the
second phase of the health transition—that of 
the decline of degenerative diseases, mainly thanks to
the prevention of risk factors—it is too soon to find out
whether a third phase will ever occur, such as through
the control of genetic factors responsible for biologic
aging.

Whether the third phase will ever happen, it is 
now certain that the second phase of the health tran-
sition—which, unlike the first, is no longer based 
on the decline of mortality at young ages but on that
of mortality at advanced ages—will lead to new soci-
etal issues tied to the aging of the population, with
mortality at advanced ages representing a major factor
in the latter phenomenon. At the heart of this issue,
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paradoxically, lies the question of the health of the
population.

3. Aging of the Population, Biologic
Aging, and State of Health of the

Population

In the past, during the phase when the health tran-
sition concerned mainly the control of infectious dis-
eases of infants and children, the gains in terms of life
expectancy at birth were almost exclusively gains in
years of good health. However, because most of the
years gained have resulted from the struggle against
degenerative diseases, we may wonder whether health
progress does not result in large part in making it pos-
sible for people with health problems to live longer.
This question is more extensively discussed in later
chapters,7 but it is useful to say a few words about it
at this stage.

Numerous surveys have been devoted to this issue
during the past 2 decades in developed countries. The
first results, mainly from predominantly Anglo-Saxon
countries (e.g., Australia, Canada, United States), seem
to indicate that the years of life that go along with 
disabilities and deficiencies have increased at a faster
pace than total life expectancy. However, initial French
surveys have partly contradicted these pessimistic
results. If we make a distinction between moderate or
slight disabilities and severe or very severe disabilities,
we observe that years of life without severe disability
everywhere increase as fast as the total life expectancy
(Mormiche, 1999; Robine, 1993). These apparently con-
tradictory results reflect the fact that in this field, there
is no really objective measuring system to assess health
and that as health improves globally, individual
demands also rise, and along with these demands, the
level of discomfort felt or declared. This phenomenon
is particularly noticeable in cases of slight or moderate
disabilities, which used to be considered normal. It is
much less visible in cases of severe disabilities. For a
given age, it would seem that health is improving,
which is the logical conclusion, to the extent that the
aim of health care is first and foremost to fight disease
and suffering, and the fact that people die later than
they used to is only a consequence of this effort.

However, if, at a given age, health improves while
life expectancy increases, this does not necessarily
mean that the average health situation of the popula-
tion has improved. On the contrary, it may be deterio-
rating. In the current stage of the health transition, the
life expectancy increase depends mainly on the

decrease of mortality at advanced ages, which itself
has become a major factor in the aging of the popula-
tion. However, even if health improves at each age,
there is no person whose health does not deteriorate
with age. The question is to find out whether the
improvement of health at a given age is enough to
offset the deterioration of the global health situation
caused by the aging of the population. If we retain
present assessments of severe disability, we could be
led to believe that for the time being, a certain balance
has been created between these two phenomena,
because the proportion of years spent in good health
compared with the total number of years of life that
have been gained remains about constant. However,
this reasoning supposes that the population count
does not change, and this is not the case. In the real
context of most developed countries, we must expect
in the next decades a significant increase of the dis-
abled population, both in absolute figures and in 
proportion to the rest of the population.
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S E C T I O N  

II

DETERMINANTS OF MIGRATION
Introduction

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Section I of Volume I considered population dynamics and its three components;
Section II of Volume I and Section I of Volume II began to explore the determinants of
fertility and mortality, respectively. Section II of Volume II now turns to the determi-
nants of migration. Subsequent volumes investigate history and future perspectives 
of population settlement, the relations between population and society, population 
policies and theories, and the methods of data collection and complementary tools of
analysis.

Within the general system formed by these four volumes, Section II of Volume II
deals only with the determinants of migration. Issues concerning sources and analytic
techniques were covered in Section I of Volume I. Chapter 13 on longitudinal analysis
of population exchanges, Chapter 14 on period analysis, and Chapter 22 on mobility
and spatial heterogeneity surveyed the available sources and methods of analysis used
to study migration. More specific aspects of sources, concepts, and methods are
explored in Section II of Volume IV. Any further elements of analysis or descriptions of
sources essential to understanding the determinants are referred to as needed in the
various chapters that make up Volume II.

The history of migration is discussed Section I of in Volume III, which includes
Chapter 67, written by David Coleman, on the key role of migration in population
processes from prehistory to the modern period. Chapters 68 and 69 of Volume III
review the internal and external population changes connected with demographic tran-
sition and its spread worldwide. Section II of Volume II offers a practical introduction
to the study of determinants through a review of the distinguishing characteristics of
one of the major migration streams of the past century.

Similarly, the many different consequences of migration, including population genet-
ics, societal impacts (i.e., integration of migrants), economics (i.e., population and devel-
opment), environmental effects, and the strictly demographic consequences already



considered in Volume I in relation to population dynamics, fall within the scope of
Section II of Volume III.

It is trivial to say that migration involves the movement of a person from a place of
departure to a place of arrival, but the possible types of movement vary widely accord-
ing to how the investigator defines the places of arrival and departure, the length of
absence from the place of departure, the duration of stay in the place of arrival, and the
reasons for the move. All of these different characteristics interact with one another.
One possible approach to a study of the determinants of migration may be to establish
a typology of migration as the basis for a thorough study of the determinants of each
type of migration. Such typologies have been posited by many demographers, not least
David Coleman, who in Chapter 67 describes a typology for analyzing migration in
prehistory or ancient and medieval history. In a different context, Antonio Golini (2000)
also developed a typology to account for modern migration. To do so, he argues, means
referring to “criteria—distance, recurrence, duration, causes, and legality—that are
prevalent in the literature, but generally taken discretely, when they should be 
combined.”

For the first of these criteria, there is no minimum distance for migration, and any
change of house, building, neighborhood, municipality, region, country, continent, or
any other defining area is a geographic migration that lends itself to analysis, but it will
vary in the nature of its determinants and consequences.

Recurrence and duration, two inseparable aspects, may also vary widely. Daily,
weekly and seasonal migrations tend to be of short duration, whereas migration stays
of longer than a year, several years, or decades are more rarely cyclical, even though
they can never be described as permanent during the individual’s lifetime.

The type of migration also varies, admittedly widely relative to the preceding crite-
ria, with the cause of the move: labor migration; training; family changes and disunion;
the search for housing; a desire or need to live closer to the place of work; education;
catastrophes and other acts of nature (e.g., floods, earthquakes); war; repression; mili-
tary occupation; pressure of political, ideological, or religious events; job requirements
(e.g., sales representatives or other mobile occupations, professional or scientific meet-
ings, exploratory missions); tourism; and cultural or religious activities.

Migration is more or less tightly controlled by law—invariably in the case of inter-
national migration and frequently so in some countries for some types of internal migra-
tion. A distinction may therefore be drawn between legal and illegal migration.

Working from the third criterion, Antonio Golini first distinguishes between three
types of territorial mobility: migratory mobility (i.e., any non-involuntary change of
place of residence), pseudomigratory mobility (i.e., compelled by natural catastrophes
or pressure of political or religious events), and nonmigratory mobility and other ter-
ritorial moves (i.e., vacationing, occupational, and other moves). He cross-references
these three types of mobility with the three other criteria (i.e., geography, time, legal-
ity) to obtain the full typology sought.

Sound as its rationale is, this typology is only one classification among others
advanced by other investigators who place varying emphasis on different criteria or
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refer to others more relevant to the aspects they wish to focus on. The concept of migra-
tion or mobility varies enormously in different societies and at different times in the
long history of humankind and is likely to evolve further in the future. Starting by
drawing up a full and final typology of spatial mobility may not be the best way of
accounting for the determinants of migration, and it is probably an unachievable goal.
In the words of Daniel Courgeau (1988), “the study of spatial mobility involves identi-
fying the changes occurring over time in the relations between an individual or social
group, and space.”1 It is a definition that counsels against attempts to develop a uni-
versally valid full and final typology of migration, because it does not exist. If it did, it
would lock the phenomenon into a rigid framework that could not accommodate the
emergence of unforeseeable new kinds of mobility or the disappearance of older ones.
The less lofty aim in the following chapters is to discuss the determinants of different
types of migration, both spatial (i.e., internal and international migration) and tempo-
ral (i.e., from permanent changes of residence to daily commuting), without claiming
to give the whole picture.

The propensity to migrate, like the propensity to procreate, depends on a very
complex, often interacting set of individual and collective economic, political, social,
cultural, ecological, psychological, and other factors that vary in time and space. As
with fertility and mortality, a theoretical reference model needs to be constructed as a
basis for analyzing and explaining migration and for identifying the singular or con-
joint linkages between the migration process and its various factors. Explanatory analy-
sis must be informed by the historical context in which the process takes place and by
information about the geographic unit concerned, which encompasses the places of
departure and arrival for each migrant.

Because of the complexity of explanatory analysis applied to migration, demogra-
phers have often confined themselves to collecting data and developing models of
various degrees of sophistication to recreate unreliable or missing information with
which to describe migration dynamics (discussed in Section I of Volume I). This is a
large area to cover, because economic and political overtones have made migration a
popular field of study for other disciplines, especially economics and sociology.

Part I of this section focuses mainly on international migration. Chapter 58 intro-
duces the topic by considering Western migration trends over the past century, and
Chapter 59 systematically reviews the main current theories on international migration.

Part II considers the main factors of migration. Migration often originates in a living
environment where scarce economic resources compel some individuals to seek better
prospects in other lands nearby or far away. From this perspective, migration is
arguably a process needed for financial well-being, which may not, however, always
be attained (see Chapter 60).

Migration may also be seen as something other than a financially motivated rural-
to-urban move. Individuals are not always attracted to towns in search of easier or

Section II/Determinants of Migration 263

1 “L’étude de la mobilité spatiale consiste à mettre en évidence les changements au cours du temps, qui
sont à l’œuvre dans les rapports entre un individu ou un groupe social et l’espace.”



better-paid work. They may instead seek better social, cultural, and public health
amenities; opportunities for claiming a better place in society; and easier access to basic
public services for themselves and their families. These aspirations drive the process of
urbanization everywhere in the world, and they are more than ever a major component
of spatial mobility in all populations (see Chapter 61).

Whole pages of the history of migration in the 20th century have been written by
the victims of medium- or large-scale population flights caused by political crises.
Repression, war, ethnic cleansing, and genocide have been behind the forced migration
of individuals under threat and seeking refuge or political asylum in nearby or distant
countries that were willing to accept them for various periods (see Chapter 62).

Along with what can be broadly described as socioeconomic and sociopolitical
factors is the wide range of personal motivations that push migrants toward neigh-
boring countries or distant regions (see Chapter 63).

Part III of Section II looks at two particular types of migration: daily commuting and
return migration. These situations vary widely in space and in the interval of time in
which the departure and return moves take place. Simple cases are travel between the
place of residence and the place of work or education. Such movements may be of very
short duration, occurring daily in most cases. Daily commuting is a significant aspect
of migration issues and the analysis of spatial interactions (see Chapter 64). On a dif-
ferent scale, return migration after a stay abroad for various periods is a little explored
but hugely important field of research because of the total numbers of people concerned
(see Chapter 65). Because of their singular characteristics, the two concluding chapters
give extensive consideration to issues concerning sources, methods of measurement,
and analysis.
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P A R T  

I

MAJOR MIGRATION STREAMS
AND THEORIES OF

INTERNATIONAL MIGRATION

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Accounting for the many facets and different phases of migration dynamics is a
daunting challenge. The emigration decision is a supremely subjective one, based on
an individual or family’s assessment of the comparative advantages and disadvantages
of a temporary or permanent move to another country or elsewhere in the country of
residence. However, a migration that involves a large number of people over a vast geo-
graphic space and long period enters into the common history of a territory, and the
determinants that shape it are of a different order. The introduction to Section II of
Volume II stressed the importance of the historical and economic contexts in which
migration occurs to help identify the factors that determine migration streams and
enable them to be set within a theoretical framework of references that help elucidate
the phenomenon.

In Chapter 58, Graziella Caselli surveys international migration developments in the
20th century, focusing on the developed countries, where big surges in immigration
occurred especially in the first half of the century. She first describes the main migra-
tion routes of the late 19th and early 20th centuries, when Europe lost millions of 
population to the New World, and then analyzes that singular phase of international
migrations for which the interwar period was known and the specific characteristics of
the migrants compared with those of the departure and arrival countries. Detailed con-
sideration is given to the history of migration in the latter half of the 20th century, when
the phenomenon changed to gradually become all embracing in terms of the size of
migration streams and their demographic and social composition. From the 1970s in
particular, the coexistence of very different demographic groups and stages of economic
development, along with the increasingly complex relations between cultural, social,
and political systems, wrought radical changes in migration, imprinting the flows of



the last 30 years with very different characteristics from those that prevailed in the first
half of the 20th century. The chapter concludes with some considerations on the future
of international migration and considers how wealthy countries can help immigrants
to fit satisfactorily into society in the country of arrival. This chapter does not attempt
to give a comprehensive history of mass migration movements. These are covered in
some chapters of Volume III, where particular consideration is given to historic migra-
tion movements (see Chapter 67) and those that arose with the European demographic
transition (see Chapter 68) and its spread across the rest of the world (see Chapter 69).
The main aim of Chapter 58 is to introduce the reasons that may prompt mass migra-
tion movements.

In Chapter 59, Hania Zlotnik discusses the theories of international migration. She
first reviews the main principles of the different theories, frameworks of analysis, and
hypotheses from different fields of study and then offers a comparative analysis of their
strengths and limitations. Based on the main thrust of her report to the United Nations
in 1998, she examines how economic and sociologic approaches, as well as demogra-
phy and political science, have informed the fundamentals of the various theories.
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The economic and social changes that accompanied
the industrial revolution were at the roots of another
revolution: the demographic transition. The transition
from a natural population (i.e., high mortality and high
fertility) to a controlled population (i.e., at a low level
of both components) was a phase of unprecedented
population growth. For hundreds of thousands of
years, natural factors had regulated the number of
births and deaths and thereby the progression of popu-
lation numbers. However, from the middle of the 18th
century, humans began to change the conditions of
mortality without, in the first instance at least, chang-
ing those of fertility, thereby provoking an exceptional
increase in the population as a result of the growing
gap between the two phenomena. The first popula-
tions to experience the effects of this demographic
trend were those of the northern and western countries
of Europe; the southern and eastern countries began
the same process a century later, as did the rest of the
world after the First World War and particularly after
the Second World War.

In the long century that lasted from the beginning
of the 1800s until the First World War, Europe’s 
population multiplied by almost 2.5, increasing from
188 to 458 million inhabitants (Livi Bacci, 1998a). 
An exceptional growth, which did not always go hand
in hand with an equally rapid economic and social
development and which eventually found an outlet in
the great transoceanic migration that lasted about a

century, from the middle of the 19th century to the
1930s.

To say that this remarkable population growth was
the basis of this great migratory wave is to simplify 
the explanation of this phenomenon. Reasons for the
departure of millions of people from their homelands
are more complex. Uneven industrial development
was not able to absorb the surplus workforce, which
resulted as much from demographic growth as from
the departure of part of the population from rural
areas, where the increase in productivity made possi-
ble by the introduction of the first technologic tools
from industry had caused significant unemployment.
European cities and early industrial settlements were
not able to absorb all the surplus workforce, while 
on the other side of the ocean, the scarcity of human
resources, the extension of available land, and the
numerous activities that needed to be developed
resulted in a great demand for those looking for work
and better living conditions. It is not easy to summa-
rize the reasons for this veritable mass exodus in a few
sentences. When emigration, which is a subjective
decision taken after a personal and family assessment
of its costs and benefits, involves such a large number
of people in a collective historical act, the imbalance
between resources and population appears in all its
complexity (Birindelli, 1989). This is possibly the fun-
damental reason why some tens of millions of Euro-
peans from the middle of the 19th century to just
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before the Second World War exiled themselves over-
seas, thereby lightening the demographic load of the
Old Continent and contributing to the population
growth of the New World.

During the first decades of the 20th century, the 
conditions that had led to this great wave of European
emigration began to diminish. In this era, northern
European countries were already entering a phase of
advanced development in which the workforce had
declined due to a decrease in the proportion of the
population of working age, which itself resulted from
the decline in fertility that started a few decades
earlier. However, the problem of surplus population
and insufficient development remained in the coun-
tries of southern and eastern Europe, but their emi-
grants could also find work in the more developed
European countries, given that the demand for foreign
labor in the traditional receiving countries had pro-
gressively declined. The rules of the labor market had
nevertheless reacted very slowly to the drying up of
the transoceanic flow of migration; a sudden interrup-
tion in migration was caused by the World War I, and
after the 1920s, its revival was restrained by the new
American policy regarding migration. Ten years later,
around the time of the Great Depression in 1929, other
northern countries and Latin American countries like-
wise adopted measures limiting immigration. The
time of the great transoceanic migration came to an
end quite quickly during the second half of the 1920s.

European migratory flows (not including the forced
migration that preceded or followed the Second World
War) resumed, with less intensity, in the 1950s. In the
meantime, the connotation of the phenomenon and the
global context had changed. The new flows directed to
the Americas involved mainly family reunification and
the systematic reception of war refugees and exiles. In
Europe, the economic and political context resulting
from the Second World War led the victorious coun-
tries (the richest) to look for labor in the poorer coun-
tries of the south for reconstruction purposes and then
for the development process, which culminated in the
economic boom of the 1960s.

From the 1970s, the decline of demographic growth
in the European population paved the way (slowly but
progressively) to immigration in all the countries of
the Old World, a path taken mainly by the inhabitants
of the poorest regions of Africa and Asia, who arrive
today at the ports from which the Europeans departed
a century earlier. All the countries of the world, rich
and poor, have had to deal with problems created by
migratory movements, whether internal, within their
own borders, or external with the arrival of popula-
tions from neighboring countries or other continents.
The largest of these movements, notably internal

migration, was provoked by the technologic revolu-
tion and the profound transformations in the global
economy that affected most populations of the world,
to the benefit of some and to the detriment of others.
To these fundamental circumstances, exceptional
events have been added and superposed, such as
natural disasters (e.g., drought, food shortages), civil
wars, and nationalist and ethnic conflicts, which have
given a new profile to the movements by upsetting 
the motives and the traditional structure of different
societies, modifying as much their direction as their
characteristics.

In recent decades, all internal and external migra-
tion has undergone substantial changes; international
migration has acquired a global dimension, as much
by its new scale as by its demographic and social 
characteristics (Collison, 1994). The widening of the
differences in demographic growth between countries
has played a major role in the explosion of the 
phenomenon and its rapid transformation. Whereas 
in the highly industrialized countries (notably in
Europe), births have progressively fallen to very low
levels, rates unimaginable at the end of the 19th
century and even in the first half of the 20th century,
in the developing countries, the speed of the demo-
graphic transition has for several decades resulted in
very high growth rates, despite the efforts by interna-
tional organizations to accelerate the decline in fertil-
ity by promoting the adoption of birth control
measures.

As in the past, differences in economic growth and
the conditions of poverty in which a significant part of
the world’s population find themselves lead to imbal-
ances in demographic growth and constitute one of the
major factors encouraging a growing number of indi-
viduals to emigrate from the poor countries to more
economically developed countries. Violent internal
conflicts add to the difficulties of remaining in regions
that offer only minimal survival conditions due to lack
of development and compel many people to flee,
sometimes to distant lands. Moreover, the recent
expansion of modern rapid mass transport have made
long distance travel (formerly long and expensive)
much more accessible.

These initial considerations suggest that the pro-
found changes that have affected the phenomenon of
international migration in the past few decades are
caused by worsening of the problems in the poor coun-
tries of the planet. However, numerous studies show
that these changes are mainly rooted in the develop-
ment of the economic system of the most developed
countries and the balance of international policy that
results from it. The impact of the economic recession
of the 1970s and 1980s on international migration led
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to a revision of internal and external economic policies
by the rich countries.

The coexistence of different demographic systems
and very different levels of economic development,
without mentioning the growing complexity of cul-
tural, social, and political relations, have profoundly
changed migration and given very different character-
istics to the flows of the last 30 years compared with
the characteristics of migration in the first half of the
20th century. Because the object of this analysis is the
development of international migration in the 20th
century, I provide a framework that allows the identi-
fication of the different stages of this change. The
importance of the great transoceanic migration, which
has been the focus of numerous studies, is recalled in
its broad outlines, with particular attention to its inten-
sity and characteristics. The analysis then focuses on
the past few decades, emphasizing especially the expe-
rience of European and North American countries.

I. THE GREAT MIGRATION AT THE
TURN OF THE NINETEENTH AND

TWENTIETH CENTURIES

Europe, which for 3 centuries, with Iberian and then
English imperialism, dominated the rest of the world
politically, economically, and demographically, experi-
enced an unprecedented mass emigration in the 19th
century. It is estimated that between 1846 and 1932,
more than 55 million individuals left the continent in
the direction of North America (more than 34 million
to the United States and 5 million to Canada) and Latin
America (about 7 million to Argentina and Uruguay
and 4 million to Brazil). Among the countries that most
contributed in populating the Americas are Great
Britain and Ireland, with 18 million people; Italy, with
11 million; and Spain and Portugal, with almost 7
million. Significant numbers also departed from
Germany (about 5 million) and from the Scandinavian
countries (2 million from Sweden and Norway) (Livi
Bacci, 1998b).

The phenomenon of the great migration reached its
peak during the 40 years straddling the 2 centuries
(from 1876 to 1915) when almost 34 million Europeans
(including 11 million Italians) crossed the ocean to look
for work (Table 58–1). During this period, there was no
reduction in the number of departures. In the first 14
years of the 20th century alone, there were about 19
million departures, with a particularly high intensity
between 1906 and 1910; the annual average surpassed
1.3 million (of whom 585,000 were Italians). At the same
time, more than 9 million people (28% of departures)
made the return journey within 40 years (Table 58–2).

The route to America was not the only one for the
European populations. While vast hordes were cross-
ing the Atlantic ocean, more than 5 million Europeans
crossed the Urals headed for Siberia, and more than 3
million left to inhabit Soviet Central Asia. This emi-
gration that began in Russia after the liberation of the
serfs in 1861 ceased only when the fertile lands were
totally occupied, and it began again between the end
of the 19th and the beginning of the 20th century with
the construction of the trans-Siberian and the indus-
trial development of the Asian part of the Russian
Empire, which later became the Soviet Union (Livi
Bacci, 1998a).

In the years before World War I, the source of the
European migratory process changed, from northwest
to southeast; whereas previously most emigrants to
America (70%) came from countries in the northwest
of Europe, from the end of the 19th and the beginning
of the 20th century, the Mediterranean, Balkan, and
eastern countries of Europe supplied, in the same 
proportion, the transoceanic migration (Fig. 58–1). A
change in the factors of migration and the characteris-
tics of the migrants corresponded to this change in
areas of departure, so much so that the flows recorded
from the end of the 19th century can be called a “new
wave of migration.”

Migrants of the previous wave lived mainly in the
northern and central countries of Europe and belonged
to the intellectual and artistic classes (and were usually
very well educated). They were driven by a desire to
increase their well-being or by idealism; they were
generally accompanied by their families (with both
sexes more or less equally represented); and they
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TABLE 58–1 Flow of Total and Average Annual 
Departures from the European Countries and Italy
toward Overseas Countries between 1876 and 1915

Period Total flowa Average annual flowa

Whole of Italyb Whole of Italyb

Europe Europe

1876–1880 1555 154 311 31
1881–1885 3357 320 671 64
1886–1890 3784 670 757 134
1891–1895 3437 751 68 150
1896–1900 2892 828 578 166
1901–1905 5569 2770 1114 554
1906–1915 13252 5853 1325 585
1876–1915 33846 11346 846 196
1901–1915 18821 8623 1255 574

a Flow figures are given in thousands.
b Total emigration out of Europe.
From Sonnino and Nobile, 1988; Birindelli, 1989.



settled in agricultural regions. Later migrants left from
the poorest regions of Europe, and they were of humble
origins, generally rural, and mainly illiterate; they
settled in towns where they looked for work in the
nascent industries, and usually being men on their
own, they had the intention of returning to their
country as soon as they had put enough money aside.
Return migration was much higher in this new wave
than in the previous wave. In some periods, returns
even exceeded the departures. Among the Italians
between 1905 and 1915, for 5 million departures to
America, 2 million returns (40%) were counted
(Assante, 1978). However, the ratio of return journeys
over departures increased considerably; between 1907
and 1911, it reached 70% (Foerster 1919, and 1968).
According to the Bollettino dell’Emigrazione (1908, no. 6,
page 4), in December 1907, while 5033 Italians were dis-

embarking at the port of New York, 52,532 embarked to
return to Italy. It was difficult to live in a distant
country, unable to speak the language and especially
separated from their families. They departed alone and
remained so. As can be seen in Figure 58–2, the number
of females in the great Italian migration was very low,
never surpassing 20% of the total number of migrants
(generally 22 to 23 women for 100 men).

The lateness with which the Mediterranean and
eastern countries of Europe participated in the great
migration can be explained by their delayed entry into
the demographic transition. At the end of the 19th
century, the countries of southern and eastern Europe
experienced rapid demographic growth, whereas
establishment and development of the industrializa-
tion process were delayed. These countries entered
into the movement at a time when the development
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TABLE 58–2 Repatriation according to Country of Departure and Country of Return between 1876 and 1915

Country of departure Country of returna

Sweden United Kingdomb Belgiumc Netherlandsd Italyc Spain Total

United States 132 3030 9 — 1978 8 5157
Argentina and Brazil — — — — 1332 214 1546
Australia and New Zealand — 329 — — — 57 386
Other countries 6 1102 6 148 26 996 2285

Total 138 4461 15 148 3336 1275 9373

a Flow figures are given in thousands.
b Disembarking passengers (nationals and foreigners).
c For the period between 1886 and 1915.
d Dutch colonies.
From Sonnino and Nobile, 1988.
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process had already reached its peak in the northern
and western countries of Europe, for whom the phase
of high growth was already over. In these much richer
countries, the demand for foreign labor was progres-
sively increasing, to the point that many of them had
become, by the turn of the century, the most frequent
destination for the poor populations of neighboring
countries. Between 1876 and 1915, 6 million Italians
emigrated to Austria, Switzerland, and Germany, and
4 million Poles and Russians left for Germany (Table
58–3). As can be seen in Table 58–3, in the 40 years pre-
ceding the First World War, while about 34 million

Europeans headed for the New World, 13 million
others changed countries within Europe. For example,
the total number of departures from Italy during this
period was close to 15 million.

II. THE NEW MIGRANTS: BETWEEN
REGULATION AND PROHIBITION

If the new migratory wave included an important
internal component in Europe, it was not only because
of the proximity of the more developed countries; 
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TABLE 58–3 Migrants between European Countries from 1876 to 1915, according to Country of Origin and Destination

Country of Country of destination
origin

Norway, Great Britain German Empire Austria–Hungary France Switzerland Other countries Totala

Denmark

Sweden 119 — — — — — 47 166
Ireland — 230 — — — — — 230
Belgium 1 6 23 1 258 2 53 343
Austria — — — — — — 2275 2275
Italy — 72 1226 1425 1716 1.340 358 6137
Polandb 44 — 2408 — 3 — — 2455
Russiac — — 1737 — — — — 1738

Total 164 308 5394 1426 1977 1342 2732 13343

a Because of rounded-off numbers, the line totals and column totals may differ from the totals of the corresponding cells. Figures of migrants
are given in thousands.

b Temporary emigration.
c Seasonal movement.
From Sonnino and Nobile, 1988.



it was also because of the increasing difficulty of 
entering the American territories, especially the United
States, where poor, uneducated immigrants were
undesirable. At the beginning, during the first 15 years
of the 20th century, this new migration, although
undesirable, ended up surpassing the previous one,
with 8 of 10 arrivals, because America still needed
immigrants, and the new migrants were about the only
ones available on the European market.

The Anglo-Saxon and Germanic bourgeoisie that
held the economic power and dominated the ethnic
and cultural landscape of the United States did not
appreciate the new arrivals and saw danger in the
introduction of these workers of humble origins, who
were unspecialized, poorly educated, and inclined to
organize themselves politically and into unions (exam-
ples of this had already been seen in Canada and
Argentina) (Paris, 1975). Pressure on the political
leaders to adopt measures limiting entries was strong
and recurrent, and in 1907, the U.S. Senate created a
commission (i.e., the Dillingham Commission, named
after its chairman) that at the end of 3 years of assidu-
ous work, produced a report suggesting that the new
migration had been one of the causes of the economic
and social crises of 1893 and 1905 (Paradisi, 1979).
Moreover, in the numerous intermediate reports
dealing with the issues of immigration, members of
the commission insisted on the extremely negative
influence that these new migrants would have.
Migrants were accused, among other things, of being
the cause of increasing overpopulation, public security
problems, and decreased viability of urban zones
(Tonizzi, 1999).

As early as 1907, a federal law was adopted pro-
hibiting the entry of persons with mental problems or

physical deficiencies that could impede on their pro-
fessional activity and prohibiting unaccompanied chil-
dren; another law, which foresaw the withdrawal of
citizenship from American women married to foreign-
ers, was aimed at limiting Japanese immigration. The
work of the Commission and the laws of 1907 tough-
ened the measures already adopted in previous years.
The Literacy Act of 1897 (revised and modified to be
more restrictive in 1917) stopped the entry of adults of
16 years or older who could only read and write their
mother tongue, and a law adopted in 1903 prohibited
the entry of anarchists and other subversives into the
United States. These initiatives were intended more to
establish quality control than to set a true quantitative
limit. At the beginning of the 20th century, the United
States was experiencing an accelerated phase of indus-
trial development that made immigration necessary.
Despite all this, the bourgeoisie and the economic
leaders were opposed to this type of development and,
in particular, did not share the excessively open atti-
tudes of the democratic presidents on the issue of
migration.

Despite these obstacles, between 1901 and 1915, of
about 12 million immigrants arriving in the United
States, almost 10 million came from the Mediterranean
and eastern European countries (Table 58–4). These
flows ceased only with the onset of the First World
War, but they returned with greater intensity at the end
of the war: 0.5 million between 1916 and 1920 and 2.5
million between 1921 and 1925, of which 1.5 million
settled permanently in New York.

In 1921, faced with this huge inflow, a quota system
was put in place for the first time (i.e., the National
Origin Act, better known as the Quota Act), which
fixed the maximum annual number of foreign entries
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TABLE 58–4 Immigrants to the United States from 1901 to 1915 and Legal Annual Quotas after 1924, according to
Country of Origin

Country of origin Annual number of immigrants to the Legal annual quotas after 1924
United States in 1901–1915

Total (thousands) Annual average %
Number (thousands) %

(thousands)

German Empire 479 32 4.7 26 15.8
Great Britain and Ireland 1254 84 10.5 84 50.8
Norway and Sweden 560 37 4.0 7 4.5
Austria-Hungary 3035 202 25.4 7 4.0
Italy 2985 199 25.0 6 3.4
Russiaa 2491 166 20.9 10 6.2
Other countries 1129 75 9.5 25 15.3
Total 11932 796 100.0 165 100.0

a Between 1901 and 1915, with Finland included. After 1924, including Poland.
From Sonnino and Nobile, 1988.



at 357,000. The 1924 law (i.e., the Immigration Act)
again reduced the annual number of authorized
entries to 164,000. However, the effects of the postwar
depression and the approach of the great economic
crisis of 1929 hindered foreign labor (and not only
undesirable foreign labor) in an even more discrimi-
natory way than the laws themselves. The new legis-
lation foresaw quotas by nationality, thereby
indicating a clear preference for the previous inflow,
especially the one from the United Kingdom. Table
58–4 shows the annual quota granted to Anglophone
countries from 1924 as 50.8%, whereas the total entries
from these countries between 1901 and 1915 was only
10.5% of the total. The quota granted to Italy at only
11.6% was not in any way realistic, because in previ-
ous years, the Italian immigration had supplied 70%
of arrivals.

In the years before the First World War, about 12
million Europeans departed for the United States, and
another 10 million headed for other overseas destina-
tions (Franzina, 1995): approximately 2 million to
Canada, more than 3.5 million to Argentina and Brazil,
and more than 1 million to Oceania (Table 58–5). At the
time, immigrants to Canada and Australia were mostly
Anglophone, and they were the first settlers to inhabit
these new territories, seeking improved well-being
rather than fleeing from economic necessity or demo-
graphic pressure in their home country. The Italians,
on the contrary, forced to migrate by poverty, chose to
settle in the United States and Latin America, notably
in Argentina (Federici, 1979; Rosoli, 1978).

From 1920 to 1930, immigrants to Canada (where
the population was a little more than 10 million)
exceeded 5 million. At that time, like the United States,
the Canadian government was taking hostile measures
against immigration from south and east Europe and
east Asia, which at the same time as the great crisis 

of 1929, led to practical closure of borders. Between
1931 and 1935, there were only 72,000 entries, and
between 1936 and 1940, the departures exceeded the
arrivals.

At the beginning of the 1930s, Brazil and New
Zealand established immigration quotas, decreeing
laws inspired by those of the United States that clearly
discriminated against undesirable populations. The
huge masses that had formerly filled the embarkation
and disembarkation quays vanished from both sides
of the Atlantic. Ellis Island, which was headquarters
for receiving immigrants in the port of New York and
where the poor third-class passengers had to complete
all the necessary formalities to obtain permission to
disembark, was almost completely deserted.

At the same time, the West Coast witnessed the
departure of millions of Chinese, undesirable immi-
grants wherever they went. Most of them ended up on
the Asian continent itself, few of them finding refuge
elsewhere: 5 million people went to the mining regions
of Manchuria, almost the same number to Formosa,
and about 10 million to Thailand, Indochina and
Malaysia, compared with only 300,000 to Brazil, Cuba,
Peru, and the United States.

III. FORCED MIGRATIONS FROM 
THE END OF THE FIRST WORLD 

WAR TO THE 1950s

The end of the First World War was marked by an
exceptional migratory process. In Europe, revolutions,
the war, and a series of border changes caused sig-
nificant transfers of populations from one country to
another. About 2 million Russians, Ukrainians, and
Byelorussians left the Soviet Union; more than 1.5
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TABLE 58–5 Emigration outside Europe from 1901 to 1915, according to Destination

Country of origin Country of destinationa

Total United States Canada Argentina Brazil Australia and Other countries
New Zealand

Norway and Sweden 624 560 48 1 2 13 2
Great Britain and Ireland 3620 1254 1168 22 — 1139 38
German Empire 643 479 39 35 39 27 25
Austria-Hungary 3330 3035 200 56 27 10 2
Italy 4774 2985 119 1099 323 16 235
Russia 2794 2491 97 140 52 8 5
Other European countries 5672 1129 238 1234 748 54 2270
Total 21458 11932 1909 2586 1191 1267 2577
Proportions (%) 100 56 9 12 5 6 12

a Figures for emigration are given in thousands.



million Greeks left Turkey; important flows of
Magyars left Rumania, Yugoslavia, and Czechoslova-
kia; and there was a forced exchange of about 2.5
million people between Poland and Germany.

During the 1930s and 1940s, the transoceanic
borders remained closed to the most economically dis-
advantaged European populations, but internal migra-
tions on the continent did not cease. During these 2
decades, France, Switzerland, and Germany were the
preferred destinations of 2 million Italians. This is an
impressive number, considering that the fascist laws of
1928 and 1931 were intended to limit, if not prohibit,
departures from Italy. After agreements between Mus-
solini and Hitler for the placement of permanent and
seasonal labor, approximately 800,000 Italian workers
had emigrated to Germany, whereas 250,000 had left
Italy to escape the fascist persecutions.

In the years preceding the Second World War,
between forced migration, deportations to Siberia
(about 5 million), and fugitives from dictatorial
regimes, about 15 million Europeans left their coun-
tries. This is nothing compared with what happened
in the following decade. During the Second World
War, 30 million people were deported or exterminated,
and in the following years, 35 million others (i.e., East
Germans, Baltics, Poles, and Soviets) were transferred
out of their countries, whether they had been expelled
or were compelled to leave for the Western countries
(Paradisi, 1979). Ethnic zoning in Eastern Europe in
itself resulted in the displacement of more than 15
million people (Table 58–6).

Europe came out of the conflict impoverished, bur-
dened with millions of refugees, and struck by unem-
ployment. The situation was dramatic in the countries
of the Soviet bloc and in the Mediterranean countries,
where population problems as acute as those that

existed before the war made it even more difficult to
recover from the crisis. Emigration again seemed to be
the solution. In May 1950, the foreign ministers of the
three main Western powers (i.e., Dean Acheson, Ernest
Bevin, and Robert Schuman) adopted a resolution in
which they declared, “The overpopulation suffered 
by a number of European states is one of the most
important factors in the world’s difficulties and imbal-
ances. A systematic study of the possibilities of emi-
gration could greatly contribute in solving such a
problem.” A commission of experts appointed by the
Council of Europe in 1950 estimated the surplus 
population at 5 million and advised that emigration
from Europe was the only way to resolve the problem
(Paradisi, 1979).

Interest in migration by political leaders favored 
the reopening the borders of the countries across the
Atlantic to European immigrants. Without changing
the quota laws, the United States authorized family
reunification and lifted all limits on the entry of polit-
ical exiles. Immigration to the United States therefore
increased from 1 million in the 1940–1950 period to 3
million in the 1950–1960 period. For its part, Canada
allowed 800,000 European immigrants to enter
between 1951 and 1955 (about one-half million entered
immediately after the end of the War) by permitting
the entry of exiles and technicians capable of integrat-
ing the rapid industrialization process started after 
the war. Even Australia accepted an increased number
of immigrants (more than a million between 1947 
and 1954), striving to integrate them as soon as they
arrived. To this end, the immigrants were chosen
according to their origins, age, and physical condition:
48% were British, and the remaining 52% were Polish,
German, Italian, Yugoslav, Russian, or from other
countries (Reinhard et al., 1968).
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TABLE 58–6 Population Movements within Europe from 1945 to 1950, according to Country of Departure and 
Country of Destination

Country of Country of destinationa

departure
FRG-GDR Poland Czechoslovakia Hungary USSR Finland Italy Total

Poland 7000 — — — 518 — — 7518
Czechoslovakia 3200 — — — 50 — — 3250
Hungary 225 — 73 — — — — 298
USSR 15000 1496 42 — — 400 — 3438
Yugoslavia 360 — — — — — 200 560
Romaniab — — — 315 — — — 315

Total 12285 1496 115 312 568 400 200 15379

a Figures for population movements are given in thousands.
b Romania, Slovakia, and Yugoslavia.
Data from Tonizzi, 1999.



The period that followed the Second World War was
significant by the birth of the new Israeli state, toward
which headed hundreds of thousands of Jews who had
survived the Nazi camps or who had been exiled all
over Europe, as well as in the Muslim countries of
North Africa. In December 1955, the inhabitants of
Jewish origin numbered about 1.6 million, 88.5% of the
total.

At the end of the 1950s and at the beginning of the
1960s, European emigration slowed down, and a new
chapter in international migration began.

IV. THE GLOBALIZATION PROCESS
AND INTERNATIONAL MIGRATION

The expansion of the global economy and the devel-
opment of communication methods have contributed
to changing the mobility conditions of populations
between different regions of the world. From the 1950s,
the nature of migration changed progressively, acquir-
ing, like the flow of goods and capital, a global char-
acter, as much from the point of view of volume as
from that of space and structure. After 1945 to 1950,
during which some countries (including France and
Great Britain) had to resort to immigration for their
postwar reconstruction, several phases in the evolu-
tion of international migration can be identified over
the course of the last 50 years (Salt, 1989). The first,
which occurred approximately from 1950 to 1973,
coincides with the period when the main economic
strategies of large transfers of capital were decided by
the richest countries of Europe and North America
(and by Argentina, Venezuela and Australia). It was

toward these countries that hordes of workers from the
least-developed countries of the south and west coasts
of Mediterranean Europe headed (Fassmann and
Münz, 1994; Castles and Miller, 1993; King, 1993). At
the same time, France and Great Britain opened their
borders to immigrants from their former colonies, and
in America, significant south-to-north migration was
developing (Fig. 58–3). Access to the wealth of oil-
producing Arab countries created in certain Gulf states
an attraction for North African and Asian populations,
encouraging the development of a new immigration
destination.

The 1973 oil crisis radically changed the picture. It
initiated a period of recession that led the developed
countries to modify their economic strategies. To 
overcome the crisis, they were obliged to restructure
their production systems and modify their working
methods, to such an extent that the global economy
was completely transformed. This caused a profound
change in migration policies and consequently in the
nature, volume, and direction of the flows (Fig. 58–4).
In this way, a new phase of internal and international
migration began, which saw some southern European
countries, traditionally exporters of emigrants, become
receiving countries. From the 1970s onward, these
effects accentuated a process already underway in the
poorest countries of the world, with millions of people
leaving the poor rural areas to settle in towns, opening
the way to a migratory chain, which by increasing over
time, resulted in a decisive change in the intensity and
direction of international migration flows. The arrival
of large masses of population in towns still devoid of
economic, social, and sanitary structures caused a dra-
matic crisis, even at the level of social values, forcing
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FIGURE 58–3 Direction of global migratory flows from 1945 to 1973. The dimensions of the arrows do not
indicate the intensity of the movements. (From Castles and Miller, 1993.)



a growing number of people to look for a better life in
countries distant but better developed economically
(whether traditional immigration countries or coun-
tries considered up to that time as countries of emi-
gration, but sometimes of easier access).

From the second half of the 1980s and particularly
at the beginning of the 1990s, international migration
underwent new changes. While maintaining the same
direction as in the preceding years, migratory flows
became more associated with the political and eco-
nomic globalization process that began at the end of
the Cold War. The political and economic events of
1989 to 1996 that overturned the old political order and
its economic relations opened the way for new migra-
tory flows (Gould and Findlay, 1994). In effect, the
political collapse of the Soviet Union and the creation
of new independent states that significantly inter-
rupted the internal trade exchanges in the Soviet bloc
and the resulting economic crisis affecting all the coun-
tries in the region propelled the populations to look 
for work in the richest countries or the nearest coun-
tries from an ethnic and geographic point of view
(Kupiszewski, 1994).

This crisis also affected nonmember countries (e.g.,
Yugoslavia, Somalia, Eritrea) that had privileged busi-
ness relations with the Soviet bloc. In some of these
countries, the wish to emigrate was increased by inter-
nal ethnic, religious, or political conflicts that obliged
many minorities to leave their countries to seek polit-
ical asylum in the Western countries. Often, a signifi-
cant number of refugees, sometimes difficult to
distinguish from economic migrants, were added to
the normal flow of labor migrants (the volume of
which is sometimes difficult to estimate). The case in

recent years of migrants from Albania and the former
Yugoslavia is emblematic.

Generally, these problems are also those of migrants
from several countries in the Third World, where polit-
ical and social conflicts in the context of a demographic
explosion exacerbate the disastrous effects of the 
collapse of an economy that never really got off the
ground. Today’s events suggest that a new stage in
migration history is beginning. The gap between rich
and poor countries and between north and south is
widening. While Eastern Europe’s economy is experi-
encing difficulty emulating that of the rest of Europe,
the economic barrier that separates the United States
and Mexico and the one across the Mediterranean
between Europe and North Africa continue to create
enormous migratory pressure on the world’s richest
regions, sometimes contributing to the conversion 
of traditional emigration zones into immigration 
zones, as is the case in southern Italy. The old social
and economic problems are exacerbated, and new ones
appear. The emergence of new economic rivalries
sometimes favors the adoption of protectionist 
measures, justified ethically by the necessity for 
self-protection.

Nevertheless, the migratory flows resulting from
the globalization process are minimal compared with
those produced by regional conditions. If it is true that
the economy is becoming more and more interna-
tional, it is no less true that a geographic polarization
of investments is occurring, by virtue of which migra-
tion between neighboring countries and countries that
have a shared history or culture is much more wide-
spread. The migratory processes derive part of their
momentum from political and economic treaties estab-
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lished between countries in the same geographic zone.
This was one of the functions of the European Union,
just as for other economic treaties such as the North
American Free Trade Agreement (NAFTA), which was
negotiated in the 1990s among the United States,
Canada, and Mexico (Werner, 1994).

Among the new characteristics of international
migration is its feminization, not only as a result of 
the policies developed in the last decades in favor of
family reunification, but also because of the evolution
in the social roles of both sexes and the status of
women (Zlotnik, 1995). Formerly, the number of
female immigrants was low (see Fig. 58–1), and they
were mostly women following their husbands, but
today, the decision to emigrate is their own, and they
migrate to find work in countries where female labor
is needed or to obtain permission to enter as refugees.
In Italy, for example, asylum seekers from the former
Yugoslavia are mainly women.

V. ACCELERATION OF MIGRATORY
MOVEMENTS IN EUROPE AND

NORTH AMERICA

The availability of data is the preliminary condition
for any analysis or consideration regarding the politi-
cal and social actions that affect migration, but collect-
ing data on the volume and characteristics of the
phenomenon causes serious problems. Even in the
countries where a migrant registration system is in
place, migrants from one zone to another do not
always declare their transfer; the same is true for those
going back to their country of origin, who do not
always declare their return. The provisions in this area
vary from one country to another, and this often makes
comparative analyses impossible. The main problem is
that the flows toward receiving countries often occur
illegally, so that the registered migration is only 
part of the real migration. The literature on this aspect
is abundant (Salt, 1998; CMS/IUSSP, 1987), and it 
does not seem helpful to review the regulations of 
each country nor to refer to all the definitions of migra-
tion here (see Chapter 13). We must content ourselves
with an evaluation of the migratory movements based
on existing information, national and international,
concerning recorded migration and the indirect esti-
mates of illegal migration and entries by requests for
asylum.

Before going into detailed analysis, it may be useful
to define the background of population movements
since the Second World War for the geographic zones
discussed here. From 1950 to 1989, Western Europe
had a migratory net balance of approximately 8 million

people, and North America had almost 25 million
(Table 58–7). Almost two-thirds of this balance was
acquired after 1960. In both cases, the speed is obvious,
even though they occur differently: in North America,
after doubling in the 1970s compared with the 1960s,
the balance was reduced by one-half in the 1980s com-
pared with the 1970s, whereas among the European
countries as a whole, the balance has been doubling
roughly every decade since the 1960s.

The European situation is, however, far from homo-
geneous. We know that the southern countries had a
negative net migration total until the 1970s as a result
of more than 3 million departures per decade. In Italy,
for example, more than 5 million people departed over
a period of 20 years from 1950 to 1970, and more than
3 million returned home; the final net migration was
2.5 million (Rosoli, 1978). The migratory balance
became positive in southern Europe in the 2 decades
that followed.

Western Europe had a positive migratory balance of
more than 14.5 million people between 1950 and 1989.
The Federal Republic of Germany and France were the
main beneficiaries, with net immigration rates, partic-
ularly for the Federal Republic of Germany, of 4%
annually on average, while natural growth was only
2% (Macura, 1994).

At the same time in North America, while an
increase in the population had always been guaran-
teed by natural growth, the contribution from migra-
tion was 4% in Canada and 3% in the United States,
supplying one-fourth of the population growth of both
countries.

The most recent data, even if incomplete or frag-
mentary and not always comparable to preceding
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TABLE 58–7 Estimate of Net Migration between 1950
and 1989 in Europe and North America

Regions 1950– 1960– 1970– 1980– 1950–
1959a 1969 1979 1989 1989

Western Europe -545 1150 2995 4275 7875
Centerb 3805 4520 2815 3470 14610
Northc -1025 -195 -25 220 -1025
Southd -3325 -3175 205 585 -5710

Canada and 4885 4855 9445 5790 24975
United States

a All figures for net migration are given in thousands.
b Austria, Belgium, France, Federal Germany, Liechtenstein, 

Luxembourg, Monaco, Netherlands, and Switzerland.
c Iceland, Denmark, Finland, Ireland, Norway, and United

Kingdom.
d Andorra, Gibraltar, Greece, Italy, Malta, Portugal, Spain, and the

former Yugoslavia.
From Macura, 1994.



data, show a new growth in migratory movements for
the first years of the 1990s. In Canada between 1990
and 1996, 231,000 people entered on average each year,
compared with 138,000 between 1985 and 1989. In the
United States each year, an average of more than 1
million foreigners legally entered the country, com-
pared with 606,000 between 1985 and 1989 (UN/ECE,
1994). European countries were not left out; between
1990 and 1996, it is estimated that more than 2 million
net annual immigration entries occurred in Western
Europe, compared with 500,000 per annum in the 5
preceding years. The average annual estimate for
Germany is about 900,000 between 1990 and 1996,
compared with 332,000 per annum between 1985 and
1989. In the same period, net immigration for Italy was
estimated at about 140,000 per year, compared with
66,000 per annum in the 5 preceding years.

Migration evolved differently in Eastern Europe
(i.e., the former Soviet Union and the central and
eastern European countries). After the Second World
War, migration developed differently from that of the
other European countries (Table 58–8). The Cold War
period strengthened the Soviet regimes and con-
tributed to maintaining a positive migratory balance in
favor of the USSR until the end of the 1960s, despite
the departures of members of certain specific ethnic or
religious groups. In the 2 decades that followed, the
entries were not sufficient to counterbalance the depar-
tures. Almost 700,000 people left the Soviet Union
between 1950 and 1989, notably 370,000 Jews between
1973 and 1979, and a significant number of people 
followed during Gorbachev’s presidency between
1986 and 1987 (Münz, 1995). The other countries in the
region belonging to the Soviet bloc had a permanently

negative balance during the whole of the Cold War
period, on the order of 6 million during the first 2
decades (1950 to 1969) and 3.2 million in the following
2 decades (1970 to 1989), of which a significant part
crossed from East to West Germany.

A veritable exodus accompanied the fall of Com-
munism and the economic crisis that affected all the
countries in the Soviet influenced zone. In only 4 years
(1990 to 1993) the whole of Eastern Europe lost more
than 3.5 million inhabitants through emigration, of
which 1.4 million left from the former Soviet Union
and 2.3 from the rest of the region. In the next 4 years
(1994 to 1997), Russia alone lost almost 1.2 million
people (Salt, 1998).

On the threshold of the 21st century, there are two
contrasting Europes: all the Western countries that
receive immigrants and all the Eastern countries that
are experiencing a growing exodus of their population,
who head mainly for the rich countries of Western
Europe.

VI. IMMIGRANTS IN EUROPEAN
COUNTRIES AT THE END OF THE

TWENTIETH CENTURY

If the scale of the two components of the migratory
balance (i.e., immigration and emigration) is often
unknown, we do know that it depends mainly on three
types of flow that are difficult to separate: migrants
seeking work, political asylum seekers, and family 
reconciliation.

In recent decades, the issue of refugees has been
added to the problem of the continual increase in
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TABLE 58–8 Evolution of Migratory Balances in Europe, from 1950 to 1993

Regions 1950–1959a 1960–1969 1970–1979 1980–1989 1990–1993 1950–1993

Eastern Europe -3960 -1820 -1430 -2710 -3660 -13610
Center-Eastb -4000 -1920 -1090 -2280 -2310 -11600
USSR/CISc 40 100 -370 -430 -1350 -2010

Scandinavian countriesd -50 70 200 240 220 680
Southern -2910 -3080 620 1620 670 -3080
Europee

Northern 4,250 5,090 2,520 2,470 3,860 18,190
Europef

Total -2670 260 1,880 1,620 1,090 2,180

a All figures for migratory balances are given in thousands.
b Former socialist countries, including Albania and the former Yugoslavia and, until 1991, the GDR.
c Including the Baltic countries.
d Denmark, Norway, Sweden, and Finland.
e Greece, Italy, Portugal, and Spain.
f Other European countries and, since 1991, reunified Germany.
From Macura, 1994.



numbers of workers from the Third World. For the
receiving countries, it is essential to know the volume
of these inflows to construct legislative measures that
are adapted to the new characteristics of the phenom-
enon. To obtain the required statistics, it is necessary
to regulate the different flows while taking several
factors into consideration, such as the needs of the
national labor market, the integration of the immi-
grants, the ability to cope with the costs engendered
by increasing demands for service from the foreign
population, and the means to prevent immigration
from becoming a catalyst for social conflicts and con-
frontations (Golini and Bonifazi, 1987). Despite the
countless registration difficulties, official bodies and
individual researchers on a national and international
level have produced numerous and detailed estimates
of migration by type of flow, destination, and
migrants’ characteristics.

Before examining estimates of flows, a few words
should be said about the volume of foreign presence
in the territory, as seen through official available data
that, although only partially representative of real
migration, are an interesting reference point on the
evolution of the phenomenon. These data do not

include children born in the receiving country to
foreign parents, naturalized refugees, citizens of
former colonies who have obtained citizenship of the
receiving country, nor illegal immigrants, whose
numbers are relatively high in the more recent receiv-
ing countries of Mediterranean Europe. Table 58–9
shows that the ratio of the foreign population to the
native population has practically doubled every 20
years since the end of the Second World War in the
whole of Western Europe, from 1.3% to 2.3% between
1950 and 1970 and from 2.3% to 4.5% between 1970 and
1990, with more sustained growth rates in recent years.
Today, more than 19 million foreigners live in these
countries, compared with 5 million in 1950 and 11
million in 1970.

In 1998, the western European countries with the
highest proportion of foreigners were Luxembourg
and Liechtenstein (34.9% and 34.3%, respectively),
even though the numbers are very low (148,000 and
11,000 people, respectively), especially comparison
with Germany (more than 7 million) or France (more
than 3.5 million in 1990). Germany holds the European
record for the total number of foreigners reached
between 1960 and 1970, with the entry of refugees from
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TABLE 58–9 Foreign Populations in the European Countries

Country 1950 1970–1971 1982 1990 1998

Numbera % Number % Number % Number % Number %

Germany 568 1.1 2,976 4.9 4,667 7.6 5,338 8.2 7,366 9.0
France 1,765 4.1 2,621 5.3 3,660 6.8 3,534 6.4 3,263b 5.6b

Great Britain NA NA NA NA 2,137 3.9 1,904 3.4 212c 3.6c

Switzerland 285 6.1 1,080 17.2 926 14.7 1,127 16.7 1375 19.4
Belgium 368 4.3 696 7.2 886 9.0 903 9.1 903 8.9
Italy 47 0.1 NA NA 312 0.5 580 1.1 992 1.7
Netherlands 104 1.1 255 2.0 547 3.9 692 4.6 678 4.3
Austria 323 4.7 212 2.8 303 4.0 482 6.2 734 9.1
Spain 93 0.3 148 0.4 183 0.5 407 1.0 610 1.5
Sweden 124 1.8 411 5.1 406 4.9 484 5.6 522 5.9
Denmark NA NA NA NA 102 2.0 161 3.1 250 4.7
Norway 16 0.5 76 2.0 91 2.2 143 3.4 158 3.6
Luxembourg 29 9.9 63 18.4 96 26.4 109 28.0 148 34.9
Portugal 21 0.3 32 0.4 64 0.6 108 1.0 175 1.8
Ireland NA NA 137 4.6 232 6.7 80 2.3 111 3.0
Greece 31 0.4 15 0.2 60 0.7 173 1.7 162 1.5
Finland 11 0.3 6 0.1 13 0.3 26 0.5 81 1.6
Liechtenstein 3 19.6 7 36.0 9 36.1 10 38.5 11 34.3

Total 5,100d 1.3d 10,900d 2.3d 14,700 3.1 18,600 4.5 19930 4.6

NA, not available.
a All figures for foreign populations are given in thousands.
b According to the 1999 census.
c Data from 1997.
d Including missing data obtained by interpolation.
Data from Frassmann and Münz, 1994; Ferruzza et al., 1997; Natale and Strozza, 1997; Council of Europe, 1999.



East Germany. This position was reinforced at the
beginning of the 1990s with the arrival of migrants
from the Soviet bloc. From 1970 to 1998, the number of
foreign residents rose from 3 million to more than 7
million. In France and the United Kingdom, the
number of foreigners is lower because it does not
include the arrivals from former colonies that came in
large numbers to their parent state in the first decades
after the Second World War, at the end of the colonial
era of the 20th century.

Closer reading of Table 58–9 shows the variations 
in the trends of the phenomenon. Decelerations and
reversals in trend appear clearly during the 1970s.
Numerous developed countries reacted to the eco-
nomic recession that followed the 1973 oil crisis by
adopting measures to restrict the entry of immigrants.
However, in countries such as France, the decrease 
in the number of foreigners was above all the result of
the increase in naturalizations. In Switzerland and
Sweden, a decrease in foreign presence was observed.
In Switzerland, the proportion of foreigners fell from
17.2% between 1970 and 1971 to 14.7% in 1982; in
Sweden, it fell from 5.1% to 4.9%. In France and Great
Britain, the same reversal in trend occurred in the fol-
lowing decade; between 1980 and 1990, the proportion
of foreigners fell from 6.8% to 6.4% in France and from
3.9% to 3.4% in Great Britain. This shift, in France at
least, was a result of the introduction of policies pro-
moting family reunification that allowed entries, even
during a period of economic crisis, and beyond the
response to immigration needs (Fig. 58–5). These poli-
cies were beneficial from a demographic point of view;
by increasing the number of women and children, the
age and sex structure of the immigrant population

became more homogeneous with that of the native
population.

From the 1970s onward, the southern countries of
Europe, traditional emigration zones, became immi-
gration zones. In Italy particularly, the combination of
the effects of the border closures of northern European
countries and rapid economic growth resulted in 
the return of many emigrants (i.e., returns quickly
exceeded departures) and the beginning of immigra-
tion from the poor Mediterranean countries, sub-
Saharan Africa, and Asia and, from the second half of
the 1980s onward, from the countries of the former
Soviet bloc.

Tables 58–10 and 58–11 give an estimate of immi-
grant entries, and political asylum seekers in 
some European countries between 1980 and 1996.
Despite the paucity of information on illegal migration
and the diversity of data collection methods used in
different countries, which limit comparison, these 
estimates give an idea of geographic differences 
resulting as much from each country’s legislation as
from the political and economic events that affected
the whole continent. In the 1980 to 1985 period, in
almost every country with traditionally high migra-
tion, a decrease in entries was observed, as mentioned
previously in the cases of France and Great Britain, 
followed by a resumption of previous levels with the
increase in requests for political asylum. At the end 
of the 1980s and at the beginning of the 1990s, for
France and Sweden, the increase in migration seems
entirely attributable to the entry of asylum seekers
(Fig. 58–6).

For certain countries, this demographic profile is
not surprising, considering that between 1980 and
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TABLE 58–10 Flow of Immigrants in Some European Countries between 1980 and 1996

Year Belgiuma Denmark Finland Franceb Germanyc Ireland Italyd Luxembourg Netherlands Norway United Spain Sweden Switzerland
Kingdom

1980 46.8 14.5 1.9 59.4 632.3 — 88.3 7.4 79.8 11.8 107.0 3.0 34.4 70.5
1981 41.3 14.5 2.3 75.0 502.0 — 91.5 6.9 50.4 13.1 93.0 11.3 27.4 80.3
1982 36.2 15.3 2.4 144.4 322.4 — 100.1 6.4 40.9 14.0 104.0 2.8 25.1 74.7
1983 34.3 15.0 2.8 64.2 276.4 — 98.3 6.2 36.4 13.1 108.0 3.6 22.3 58.3
1984 37.2 17.9 2.7 51.4 333.3 — 86.9 6.0 37.3 12.8 106.0 4.4 26.1 58.6
1985 37.5 24.6 2.6 43.4 400.0 — 82.2 6.6 46.2 15.0 122.0 6.2 27.9 59.4
1986 39.3 26.6 2.7 38.3 479.5 — 75.7 7.4 52.8 16.8 130.0 4.3 34.0 66.8
1987 40.1 23.8 2.8 39.0 473.3 17.2 104.5 7.2 60.9 23.8 113.0 5.3 37.1 71.5
1988 38.2 22.2 3.2 44.0 648.6 19.2 85.8 8.2 58.3 23.2 127.0 9.7 44.5 76.1
1989 43.5 24.4 4.2 53.2 770.8 26.7 81.2 8.4 65.4 18.5 146.0 14.4 58.9 80.4
1990 50.5 26.2 6.5 63.1 842.4 33.3 96.7 9.3 81.3 15.7 161.0 13.7 53.2 101.4
1991 54.1 29.2 13.2 65.3 920.5 33.3 70.9 10.0 84.3 16.1 150.0 10.6 43.9 109.8
1992 55.1 29.1 10.4 87.7 1208.0 40.9 72.3 10.7 83.0 17.2 116.4 18.2 39.5 112.1
1993 53.0 28.2 10.9 116.0 989.8 35.0 51.1 10.1 87.6 22.3 120.0 15.4 54.8 104.0
1994 56.0 28.9 7.6 82.8 774.0 31.5 52.3 10.1 68.4 17.9 133.0 -18.6 74.8 91.7
1995 53.1 45.9 7.3 88.0 792.7 31.2 68.2 10.3 67.0 16.5 154.0 -19.5 36.1 87.9
1996 51.9 31.5 7.5 74.0 777.5 21.5 — 10.0 77.0 17.2 160.0 -16.7 29.3 74.3

a All figures for flow of immigrants are given in thousands and do not include asylum seekers.
b Immigrants considered as permanent according to the definition of the 1971 Immigration Act.
c Until 1990, the data relate only to Federal Republic of Germany, and afterwards to Reunified Germany.
d Data taken from entries and removals from the register.
Data from UN/ECE, 1996; Salt, 1999; ISTAT, 1999.
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TABLE 58–11 Entry of Foreigners followed by a Request for Asylum in some European Countries between 1980 and 1997

Year Austriaa Belgium Denmark Finland Franceb Germany Greece Italy Norway Netherlands Portugal United Spainc Sweden Switzerland
Kingdomb

1980 9.3 2.7 0.2 — 18.8 107.8 — — 0.1 1.3 1.6 9.9 — — 6.1
1981 34.6 2.4 0.3 — 19.8 49.4 — — 0.1 0.8 0.6 2.9 — — 5.2
1982 6.3 3.1 0.3 — 22.5 37.2 — — 0.1 1.2 0.4 4.2 — — 4.2
1983 5.9 2.9 0.3 — 22.3 19.7 0.5 3.1 0.2 2.0 0.6 4.3 1.4 4.0 7.9
1984 7.2 3.7 4.3 — 21.6 35.3 0.8 4.6 0.3 2.6 0.2 2.2 1.1 12.0 7.4
1985 6.7 5.3 8.7 — 28.8 73.8 1.4 5.4 0.8 5.6 0.1 6.2 2.3 14.5 9.7
1986 8.6 7.6 9.3 0.1 26.2 99.7 4.3 6.5 2.7 5.9 0.1 5.7 2.8 14.6 8.5
1987 11.4 6.0 2.7 0.1 27.6 57.4 6.3 11.0 8.6 13.5 0.2 5.9 3.7 18.1 10.9
1988 15.8 4.5 4.7 0.1 34.3 103.1 9.3 1.4 6.6 7.5 0.3 5.7 4.5 19.6 16.7
1989 21.9 8.1 4.6 0.2 61.4 121.3 6.5 2.3 4.4 13.9 0.1 16.8 4.1 30.0 24.4
1990 22.8 13.0 5.3 2.7 54.8 193.1 4.1 4.7 4.0 21.2 0.1 38.2 8.6 29.4 35.8
1991 27.3 15.4 4.6 2.1 47.4 256.1 2.7 31.7 4.6 21.6 0.2 73.4 8.1 27.4 41.6
1992 16.2 17.3 13.9 3.6 28.9 438.2 2.0 2.6 5.2 20.3 0.6 32.3 11.7 84.0 18.0
1993 4.7 26.9 14.4 2.0 27.6 322.6 0.8 1.6 12.9 35.4 2.1 28.0 12.6 37.6 24.7
1994 5.1 14.3 6.7 0.8 26.0 127.2 1.3 1.8 3.4 52.6 0.8 42.2 12.0 18.6 16.1
1995 5.9 11.4 5.1 0.8 20.2 127.9 1.4 1.7 1.5 29.3 0.5 55.0 5.7 9.0 17.0
1996 7.0 12.4 5.9 0.7 17.2 116.4 1.6 0.6 1.8 22.9 0.3 37.0 4.7 5.8 18.0
1997d 6.7 11.5 5.1 1.0 20.0 104.3 — 1.7 2.3 34.4 0.4 32.5 5.0 9.6 23.9

a All figures for entry of foreigners are given in thousands and do not include asylum seekers and constitute provisional data.
b Not including minors.
c Including minors.
d From January to September 1997 for Luxembourg and Spain.
Data from OECD, 1992, 1995, and 1998.



1993, more than 6 million people left Eastern Europe
and the Soviet Union (net balance), of whom 3.6
million left between 1991 and 1993 alone, and that a
very high proportion of them headed for Western
Europe. Between 1985 and 1992, for Germany alone,
the flow of labor migrants from the East was about 1.5
million, as well as 1 million asylum seekers (Fassmann
and Münz, 1994). Table 58–12 completes this general
view with a distribution of immigrants in 1992 by
country of origin. In the first place, it confirms the pre-
vious statement regarding Germany, where, in that
year immigrants from the former Communist coun-
tries made up more than one-half the total immigra-
tion figures, but the table also shows that it is different
for the other countries that receive mostly nationals
from Western European countries. Only Portugal,
France, and Italy (for this country, see Natale and
Strozza, 1997) are exceptions to this rule. In France,
44% of immigrants in 1992 came from Africa; in Italy,
53% came from African and Asian countries; and in
Portugal, 52% came from America. Asylum seekers
cannot be considered as permanent immigrants
because most of them stay only for a short period in
the receiving country because refugee status is granted
to few of them.

The situation is different (at least concerning
inflows from the countries of the former Communist
bloc, Africa, and Asia) from what is seen from the data
that do not include illegal immigration. The propor-
tion of illegal immigration varies significantly from
one country to another. In southern Europe, notably in
Italy, illegal immigration is much higher than else-
where, as numerous factors (e.g., border geography,
proximity to countries of emigration, legislative tardi-
ness, lack of adequate policies, weakness of control

measures) have contributed in facilitating their entry.
Numerous estimates confirm, for example, that in
southern European countries, illegal flows from the
poor Mediterranean and sub-Saharan countries are far
higher than official flows. According to a Council of
Europe estimate, in 1995, there were approximately 1.5
million illegal immigrants in Italy, Spain, Greece, and
Portugal from non-European countries, and more than
0.5 million of these immigrants were from North
Africa (Schoorl et al., 1997). The same source also 
provides estimates of the trend in African migratory
flows into several European countries, distinguishing
between the two components, legal and illegal. In
1985, the African population in European countries,
calculated using data from census data was about 2.3
million, and the estimate obtained by adding illegal
immigrants was as high as 2.7 million. Only 9 years
later, the gap between these two figures had more than
doubled. In Europe in 1994, there were more than 3
million registered immigrants, but by adding illegal
immigrants, the estimate was 4 million; the largest gap
between registered immigrants (288,000) and the total
number including illegal immigrants (935,000) was
observed in Italy (Schoorl et al., 1997).

In Italy, the issue of the number of illegal immi-
grants has caused lively debates because of the inabil-
ity to agree on an estimate of the number of illegal
immigrants. The complexity of the Italian administra-
tive system makes it difficult, if not impossible, to 
correctly estimate this component of migration; the
subdivisions of “regularized,” “nonregularized,” and
“illegal” immigrants confuse rather than clarify the
issue. Until the end of 1999, foreigners residing in Italy
could be in order regarding their residence permit but
not registered with the anagrafe (as is stipulated by
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TABLE 58–12 Proportional Distribution of Immigrants in Some European Countries in 1992, according to Country of Origin

Country Receiving country
of origin

Belgium Denmark Francea Germany Greece Ireland Luxembourg Netherlands Portugal United Kingdom Spain

Western Europe 59.9 65.3 22.9 28.4 67.5 88.7 75.3 45.6 12.3 59.1 64.6

Turkey 4.0 2.7 8.3 5.4 0.2 — 0.1 8.0 0.0 0.4 —

Former Yugoslavia 2.2 1.1 0.9 25.5 0.9 — 10.0 4.6 0.3 0.9 —

Eastern Europeb 1.8 3.9 3.0 26.7 12.7 — 2.8 3.1 29.1 1.8 —

America 7.3 4.8 6.7 2.2 4.0 4.1 4.7 11.6 51.7 8.3 —

Africa 14.9 4.1 43.8 4.6 6.2 — 1.8 14.2 2.7 4.1 —

Asia 7.3 13.8 13.0 5.5 5.2 — 3.7 11.4 0.2 18.0 —

Other 3.0 4.3 1.4 1.7 3.6 — 1.6 1.5 3.7 7.4 —

Total 100.0 100.0 100.0 100.0 100.0 — 100.0 100.0 100.0 100.0 —

Total immigrantsc 72.4 43.0 116.6 1645.8 32.1 40.8 10.7 103.3 13.7 84.9 38.9

a The low proportion of Westerners in the flow of arrivals in France in 1992 results from the fact that they were only partially included in the statistics (Tribalat, 1993).
b Including the former Soviet Union, but excluding the former Yugoslavia.
c Including refugees. Figures of total immigrants are given in thousands.
From OECD, 1995.



law), or they could be registered with the anagrafe (and
even registered on the list of job seekers) without
having a residence permit and therefore considered
nonregularized or illegal. According to the new legis-
lation, foreigners cannot register with the anagrafe
unless they have a residence permit, but the anagrafe
services, which are supposed to check the validity of
each permit every year, rarely make these checks, at
least not in the large cities. The application of legisla-
tion also varies from one region to another. Fortu-
nately, in recent years, the problems and incoherencies
introduced by legal and administrative complications
have not prevented researchers from producing
several estimates that appear to tally on several impor-
tant points (Strozza, 1994). According to the first esti-
mate, the number of immigrants in Italy between 1997
and 1998 should be about 1.2 or 1.4 million, more than
double the number estimated using data from the 1991
Census (ISMU, 1995; ISTAT, 1994; CENSIS, 1993a;
Natale, 1990) but quite close to the number of foreign-
ers registered with the anagrafe in 1998 (about 992,000
according to ISTAT, 1999) and close to the number of
residence permits issued in the same year (a little more
than a million) (Caritas, 1999).

In Italy, more than 80% of the immigrants identified
live in the central and northern regions (51% in the
northern regions alone). More specific estimates show
that in the Mezzogiorno region, immigration is lower
and has different characteristics, so much as to suggest
a hypothesis of temporary migrations. The southern
regions may constitute an easily accessible first stage
for immigrants intending to move further (Ferruzza 
et al., 1997). The statistics for residence (residency)
permits issued in 1997 confirm the trend of progressive
growth in the foreign population in the north and the
center of the country, with proportions of more than
50% (Table 58–13).

According to a recent estimate, more than 30% of
the permits were issued in Milan and Rome (Bonifazi
and Strozza, 2003; Bonifazi, 1998); 65% of the 649,000
residence permits at the end of 1991 were issued for
the purpose of seeking employment, a trend at odds
with that of most of the traditional European immi-
gration countries (Fig. 58–7).

The characteristics of migration have changed in
recent years in many European countries as a result of
measures taken to limit the entry of labor migrants. In
Italy, because of the incoherencies and delayed adap-
tation, the effects are not yet evident, but in the coun-
tries where policy measures have been in place for a
certain length of time, the impact on the flows is sig-
nificant. In France, the long-term trend has been to
limit new entries, with the exception of family reunifi-
cation (see Figure 58–7B). This example was partially
emulated elsewhere, which is partly responsible for
one of the most significant changes in the structure of
migrant populations: its feminization. In all the north-
ern European countries, women currently make up
about 45% to 46% of the total immigrant population,
even though the phenomenon varies quite signifi-
cantly according to the country of origin. Although it
is true that the emigration of women depends on the
sociocultural context in which they live, including
events and circumstances at the time (e.g., war, food
crisis, political repression), emigration reflects even
more so the situation in the receiving country, as much
because of policies favoring family reunification as the
opportunities offered by the employment market.
Figure 58–8 shows, for example, the heterogeneity of
female presence according to country of origin (for five
nationalities) and according to the receiving country
(for five countries plus Europe).

The number of women from Mauritius is greater
than the number of men (values more than 1000) in
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TABLE 58–13 Foreign Population (Resident and Nonresident) in Italy in 1991 and Percentage of Valid Residence
Permits Issued in 1991, 1994, and 1997

Geographic distribution Foreigners in 1991 Residence permits issued in
census

1991 1994 1997
Numbera %

Number % Number % Number %

North–West 149.6 28.0 181.4 27.9 198.1 29.2 299.5 30.4
North–East 105.4 19.7 127.6 19.8 147.1 21.7 203.4 20.6
Center 169.6 31.7 220.9 34.0 224.5 33.1 311.7 31.6
Mezzogiorno 110.4 20.6 119.0 18.3 108.1 15.9 171.5 17.4
Total 535.0 100.0 648.9 100.0 677.8 100.0 986.0 100.0

a All population figures are given in thousands.
Data from Ferruzza et al., 1997; ISTAT, 1997.



each receiving country, and it is almost three times
greater in Germany. This may indicate that they have
autonomy from men regarding the migration project
or that there are employment opportunities for women
in some sectors in the receiving country. The emigra-
tion of Egyptian women is significantly lower than that
of Egyptian men; the decision is generally made within
the family and often includes women giving up their
wish to emigrate.

VII. RECENT IMMIGRATION TO
CANADA AND THE UNITED STATES

To estimate the number of foreigners in Canada and
the United States, we can refer to the most recent cen-
suses. In Canada, the number of immigrants was more
than 4 million in the 1990 census, which is 16% of the
total population. In 10 years, it had grown by approx-
imately 400,000, but its proportional increase in the
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total population was only 0.7% (from 15.4% to 16.1%).
The trend has been more distinct in the United States,
where according to the most recent censuses, the
number of immigrants increased from a little more
than 14 million in 1980 to almost 20 million in 1990,
which is an increase from 6.2% of the total population
to 7.9%. This increase is even more surprising when
compared with the 9 million immigrants recorded in
the 1970 census; the immigrant population has
doubled in a period of only 20 years (Table 58–14).

Detailed analysis of the annual flows reveals the
migratory differences and similarities of both coun-
tries. In the United States in the 1970s, 450,000 entries
were registered annually on average, close to values of
the preceding years, and in the 1980s (Table 58–15, last
row), the flow of entries was higher, with about 650,000
per year (Castles and Miller, 1993). In Canada, the
1970s was a period of higher immigration, with the
entries, which in preceding years were about 100,000
annually, doubling before falling in the first half of the
1980s and stabilizing for several years at a lower level
than that of previous years (see Table 58–15). These 
differences in trend are associated with different
migratory histories, reflecting different political and
administrative decisions (Papademetriou, 1994).

It is only in the second half of the 1980s that a real
convergence between the two countries is observed,
with resumption in the increase of migratory flows at
the beginning of the 1990s, exceeding 200,000 per year
in Canada and 1 million in the United States. This 
convergence is the consequence of policy measures
adopted by both countries, such as those in favor of
family reunification, the regularization of illegal immi-
grants, and the entry of certain categories of refugees.
At least for the United States, a revival in the economy
also contributed to a wider opening of the borders.

Measures for the regularization of illegal immi-
grants and the authorization of family reunification
allowed more detailed information to be collected on
the degree of the migratory movements and particu-
larly on the composition of the foreign population.

Figure 58–9 illustrates the effect of these measures on
the increase in the number of immigrants, and Table
58–15 shows the role it played in the distribution of
immigrants according to country of origin.

In Canada from 1980 to 1991, the flows from Africa
and the Middle East increased from 6% to 18% of the
total, whereas in recent years, they have decreased to
16%, with almost 30,000 entries per year. At the same
time, the proportion of South Americans increased
from 9% to 16%, only to decrease to 8% in more recent
years. Despite a constant increase in the flows, the pro-
portion of immigrants from Europe decreased between
1980 and 1996 (from 29% to 20%). The distribution of
the flows also changed in the United States (particu-
larly in the years after the regularizations of 1986 and
1990). From 1980 to 1991, the proportion of Mexicans
increased from 11% to 51%, whereas that of Europeans,
despite the increase in immigration, fell from 14% to
7%. The proportions of Europeans, Asians, and Latin
Americans, which at the end of the 1970s were 18%,
44%, and 35%, respectively, changed to 11%, 38%, and
47% after the regularizations of 1986 (i.e., Immigration
Reform and Control Act) and to 7%, 22%, and 67%
after the regularizations of 1990 (i.e., Immigration Act).

The U.S. Congress did not have to wait long for the
results expected from the new legislation of 1990. With
the regularizations, the 1 million immigrants observed
in 1989 grew to more than 2 million in 1991. The suc-
cession of legislative measures favoring immigration
should have improved on the previous situation and
regularized or eliminated illegal entries. This did not
happen. On the contrary, it is estimated that the
number of illegal immigrants is currently about 3.5
million (of which 80% to 90% are Mexicans) and that
despite border control, 200,000 illegal immigrants
enter annually. In the absence of new legislative meas-
ures, the number of legal immigrants has decreased,
falling more or less to the levels observed in the 1980s
(see Table 58–15). With regard to asylum seekers, at the
end of the Second World War the United States favored
the entry of numerous European immigrants, espe-
cially those from the Communist bloc countries. From
1946 to 1980, it is calculated that about 2 million
refugees entered the United States to settle there per-
manently. A comparison with data from recent years is
practically impossible, because new legislation in 1980
radically changed the definition of a refugee. However,
it can be stated that entries by asylum seekers have
made up for about one-sixth of the total flow each year
from 1980 onward (see Fig. 58–9).

In 1990, the United States and Canada adopted
migration policies setting a maximum number of
immigrants for 1995 based on a significantly higher
quota than that of preceding years. Canada basing 
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TABLE 58–14 Immigrants Recorded in Various Censuses

Censuses United States Canada

Numbera % Number %

1970 9,619.3 4.7 — —
1980 (to 1981) 14,079.9 6.2 3,908.0 15.4
1990 (to 1991) 19,767.3 7.9 4,342.9 16.1

a All population figures are given in thousands and percent of the
total population.

From OCDE, 1995.
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TABLE 58–15 Immigrants to the United States and Canada from 1980 to 1996, according to Geographic Region of Origin

Region of origin 1980 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 1991 1992 1993 1994 1995 1996
Canadaa

Africa and Middle East 9.1 10.3 9.9 7.6 8.6 9.0 12.3 19.8 22.3 31.0 38.2 41.6 41.6 36.5 29.4 32.8 36.1
Asia and Pacific 69.3 45.7 38.5 34.2 38.0 34.3 35.3 57.9 70.0 76.5 89.3 97.6 120.9 130.8 128.2 112.7 124.1
America (except United 13.6 15.8 17.2 15.7 13.8 15.5 21.6 28.9 22.4 25.5 28.4 36.9 37.9 33.9 21.4 20.4 18.4

States)
United States 9.9 10.6 9.4 7.4 6.9 6.7 7.3 8.0 6.5 6.9 6.1 6.6 7.5 8.0 6.2 5.2 5.8
Europe 41.2 46.3 46.2 24.3 20.9 18.9 22.7 37.6 40.7 52.1 51.7 48.1 44.9 46.6 38.6 41.2 39.7

Total 143.1 128.7 121.1 89.2 88.2 84.4 99.2 152.2 161.9 192.0 213.7 230.8 252.8 255.8 223.8 212.3 224.1

United Statesa,b

Europe 72.1 66.7 69.2 58.9 64.1 63.0 62.6 61.2 64.8 82.9 112.4 135.2 145.4 158.3 160.9 128.2 147.6
Asia 236.1 264.3 313.3 277.7 256.3 264.7 268.4 257.7 264.5 312.1 338.6 358.5 357.0 358.0 292.6 267.9 307.8
Africa 14.0 15.0 14.3 15.1 15.5 17.1 17.5 17.7 18.9 25.2 35.9 36.2 27.1 27.8 26.7 42.5 52.9
Oceania 4.0 4.2 3.8 3.5 3.8 4.1 3.6 4.0 3.8 4.4 6.2 6.2 5.2 4.9 4.6 4.7 5.3
Canada 13.6 11.2 10.8 11.4 10.8 11.4 11.1 11.9 11.8 12.2 16.8 17.2 15.2 17.2 16.1 12.9 15.8
Mexico 56.7 101.3 56.1 59.1 57.6 61.1 66.5 72.4 95.0 405.2 679.1 946.2 213.8 126.6 111.4 89.9 163.6
Caribbean 73.3 73.3 67.4 73.3 74.3 83.3 101.7 102.9 112.4 88.9 115.1 264.8 — — — — —
Central America 21.0 24.5 23.6 24.6 24.1 26.3 28.3 29.3 30.7 101.0 146.2 79.2 — —- — — —
South America 39.7 35.9 35.4 36.1 37.5 39.1 42.1 44.4 41.0 58.9 85.8 182.7 55.3 53.9 47.4 45.7 61.8
Othersc 0.2 0.2 0.2 0.1 0.1 0.1 0.1 0.2 0.2 155.0 157.6 144.7 128.7 161.1

Total 530.6 596.7 594.1 599.9 543.9 570.1 601.8 601.6 643.0 1090.9 1536.3 2026.4 974.0 904.3 804.4 720.5 915.9

a All immigrant population figures are given in thousands.
b The high number of immigrants to the United States after 1990 is due to regularizations.
c From 1992, figures include Caribbean and Central America.
Data from OCDE, 1992,1995, and 1998.



its quota on migration observed in 1990 fixed the
maximum number at 250,000 immigrants per year,
with the stipulation that labor migrants should not
make up more than 50% of this number. Meanwhile,
the United States set the average number of entries for
the 1992 to 1994 period at 714,000, and the maximum
number at 738,000 for 1995. In this same year, the pro-
portion of labor migrants was restricted to 16% to 17%
of the total in order that family reunification could con-
stitute 70% of the total. It was possible to verify a pos-
teriori whether the legal entries surpassed the limits
set. In 1993, about 256,000 entries were recorded in
Canada, whereas in the United States, 975,000 were
recorded in 1992 and 904,000 in 1993. In the latter case,
it appears that the number of entries respected the
quota in 1995 but not in the following year, when the
number of immigrants increased to 916,000.

VIII. INTEGRATION: THE END 
OF THE JOURNEY

The American experience calls into question the cer-
titude of a guaranteed control of movement through
the programming of entries. The historical reality and
the current social, political, economic, and demo-
graphic situation show that the rich countries will 
continue to be the target for a growing number of emi-
grants. Sufficient economic growth in the Third World
countries cannot be counted on to bridge the gap
between them and the rich countries. Even at the level
of international cooperation and despite efforts made
in recent years, the innumerable interventions have
not produced tangible results. Current economic
agreements that allow the free flow of goods and

capital are not sufficient to combat the demographic
pressure in the least-developed countries, even if they
can have an indirect effect in limiting the free flow 
of illegal workers. Moreover, if natural population
growth cannot ensure a sufficient population of
working-age people for development needs, there will
be no choice but to resort to foreign labor in the future
in many rich countries, notably in Europe. Numerous
European countries that are today declaring their
desire to close their borders may tomorrow be obliged
to continue their economic development through
immigration.

The objective of the governments regarding immi-
gration on the other side of the Atlantic is different
from that of the European countries. The United States
is more concerned with blocking the entry of goods
and capital than that of immigrants, contrary to Euro-
pean countries that, although pursuing different poli-
cies, converge around a basic position aimed at
controlling the quantity and quality of immigration
flows (Bonifazi and Gesano, 1994). The significant
migratory pressure of African populations and the
inexorable flood of people from the countries of the
former Communist bloc have contributed to reinforc-
ing the wish to restrict the entry of new immigrants.
There are, however, different attitudes according to the
type of flow and particularly about the necessity of at
least favoring family reunification for foreigners
already residing legally in the territory and the admis-
sibility of asylum seekers.

Beyond their differences regarding migration
policy, all the European governments are in agreement
about the fact that conditions must be created for the
complete economic, political, and social integration of
immigrants who have been residing in the country for
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a long time (Salt, 1998; Tapinos, 1994). This is merely
an agreement in principle, and the issue of the strate-
gies for achieving this objective remains very contro-
versial between different countries and within each of
them. Total integration depends on equal opportun-
ities for each individual within each society, without
any cultural, religious, or racial discrimination. The
process leading to integration is nevertheless
extremely complex, and as Corrado Bonifazi and
Giuseppe Gesano (1994) stated,

Different ways of evolving the reference models exist on the
basis of which the relation between the immigrant and the
host society is organized and structured. It is a fundamental
policy goal of the migratory process, but also a major problem
which remains despite numerous efforts, as shown by the fact
that the different approaches selected up to now in receiving
countries, in Europe or elsewhere, have not fully achieved
their objective, generally leave immigrants facing significant
integration problems.1

In the failure of the integration models developed in the
different countries, the main objective of legislation
seems to be to favor the integration of legal immigrants,
taking care to preserve their native culture and tradi-
tions in harmony with those of the receiving country
(Bonifazi, 1998; Cagiano de Azevedo et al., 1993, 1994).
Among the fundamental points, the legislation is based
(this is the case in Italy since 1986) on the recognition
that immigrants have a right to be treated in the same
manner, to have the same working conditions, to have
the same access to social and health services, and to
have the same schooling and accommodation as the
native population (Coleman, 1993, 1994).

Even if measures are adopted to guarantee migrants
at least satisfactory integration, if not complete immer-
sion, we know that they vary greatly from one country
to another, as much in their definition as in their appli-
cation. Difficulties in intervention do exist, even in
those areas where integration policies would seem to
have broken all the barriers. Examples of discomfort
are numerous. As in the past, immigrants are generally
employed in the toughest employment sectors and
usually have the most insecure jobs (Entzinger, 1990),
without mentioning circumstances (as is underlined in
the last OECD [1998] report on international migra-
tion) that resulted in unemployment rates increasing
more rapidly for immigrants than for the native pop-
ulation in all the Western countries until 1996.

If employment facilitates the immigrant’s integra-
tion into the host society, access to decent housing is
an equally important factor. We know, however, that
in all the countries of the world, housing for most
immigrants is often very precarious and far from
meeting the standards of a modern society. Unfortu-
nately, this problem is not easy to resolve in countries
where a large proportion of the native population is
facing the same housing problems as the immigrants
(CENSIS, 1993b).

Education is a fundamental element of integration.
The first measures concern the immigrants’ learning of
the receiving country’s language and setting up of
special programs for their children. In all the receiving
countries, the level of education of second-generation
children is inferior to that of the local population. In
countries that have not been receiving immigrants for
a long period, the right to education for immigrants’
children is rarely guaranteed, and even when it is,
mediocrity is often the rule rather than the exception
(Coleman, 1994). It may be thought that this poor edu-
cation is the result of linguistic difficulties and the poor
cultural context in which the children live. However,
it depends greatly on factors such as the teachers’ lack
of preparation and the lack of multicultural education
programs.

Recognition of citizenship (or of nationality) possi-
bly constitutes the most fundamental stage in the 
integration process, because it is the conclusion of the
migration process and is a major element in the acqui-
sition of political rights, without which the immi-
grant’s access to a full participation in the civic life 
of the receiving country is not possible. In Italy, 
for example, acquiring citizenship is a particularly
complicated problem because the procedures in force
are particularly restrictive and dissuasive, as much
because of the duration of permanent residence
required as the cumbersome nature of the administra-
tive process, which culminates with a decree by the
President of the Republic, on the suggestion of 
the Ministry of the Interior, after recommendation by
the Council of State. Certain countries, even without
naturalization, aim at encouraging the political inte-
gration of immigrants by giving them voting rights in
local elections; this already appears in the provisions
of the Maastricht Treaty for nationals of countries in
the European Union, but it would be timely to offer
this possibility to other nationals, at least for immi-
grants who have been resident in the receiving country
for a long time, to allow them to exercise the demo-
cratic principle of participating in collective decisions
and to protect their own interests.

The ideal conclusion of the migration process for
recent generations of immigrants is still far away. The
present climate of economic crisis and unemployment
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1 “Ha diversi esiti possibili al mutare dei modelli di riferimento
in base ai quali viene organizzato e si struttura il rapporto tra immi-
grati e società d’arrivo. Un nodo politico fondamentale del processo
immigratorio, ma anche un problema ancora aperto e dalle
molteplici soluzioni, come dimostra il fatto che delle diverse strade
scelte in passato dai paesi d’immigrazione europei ed extraeuropei,
nessuna ha realizzato pienamente i suoi obiettivi, mentre generali
rimangono le difficoltà di inserimento per gli immigrati.”



make its achievement even more difficult, even
improbable, as the immigrants’ problems coincide
with those of the native population. The immigrant
can be considered by the most disadvantaged citizens
as being a potential rival, and the actions of public
authorities on his behalf can result in dangerous xeno-
phobic and racist feelings that lead to aggressive and
violent behavior and that are in contradiction with the
fundamental principles of democracy. In this case, we
lose sight of the basic problem: the search for a solu-
tion to control the flows without harming anyone. This
is especially true for recent receiving countries (espe-
cially Italy), which must face the traditional problems
of immigration and those resulting from the unavoid-
able globalization process of migratory movements.
Two-thirds of humanity have access to less than one-
third of global wealth, and this proportion of the
planet’s population is expected to increase rapidly for
several decades before achieving its demographic tran-
sition, whereas the rich countries are experiencing an
enormous reduction in births.

In the years to come, the developed world will not
easily escape migratory pressure from the poor coun-
tries. Attempts to solve this through border closure
policies will only aggravate the problem of illegal
immigration. From now on, it appears evident that
nothing will be done to improve cooperation between
the north and the south, because the trend of the
employment market in the developed countries does
not provide any hope for mass recruitment of foreign
workers. It is equally certain that numerous factors
that could limit migratory flows are associated with
the integration and globalization processes of the
economy, a process capable of encouraging the move-
ment of capital from the rich countries to the poor
countries, where the labor force is based, and increas-
ing international business (Malacic, 1996; Tapinos,
1996). Although such a prospect is no doubt desirable,
it is not feasible in the long or short term as long as all
the countries of the world are not working together
toward the same goal.
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Attempts to establish a theory of international
migration have a long history. In the late 19th century,
E. G. Ravenstein (1885, 1889) formulated the laws of
migration on the basis of empirical analysis of migra-
tion in England and established the first theoretical
framework for the analysis of the phenomenon.
Although some of the laws formulated by Ravenstein
do not have the universality that the term law suggests,
they nevertheless encapsulate the principles that were
to guide most of migration research during the 20th
century. Ravenstein stated that “the major causes of
migration are economic” and that “the major direction
of migration is from the agricultural areas to the
centres of industry and commerce,” foreshadowing the
attention that 20th century researchers would accord
to the study of rural-urban migration and of the eco-
nomic aspects of migration in general. Today, at the
beginning of the 21st century, there is still no compre-
hensive theory of migration, but considerable progress
has been made in devising explanatory frameworks
that are useful in understanding the determinants of
migration and that permit the derivation of testable
hypotheses. Given the multifaceted nature of migra-
tion, it is not surprising to find that several disciplines
have focused on its study and that each has posited
some theoretical explanation about the nature, genesis,
and development of specific types of migration. This
chapter reviews the main tenets of the different theo-
ries, frameworks, or hypotheses that have been pro-
posed within the various disciplines and then offers 
a comparative analysis of their strengths and limita-
tions. The chapter draws on material prepared for the

1997 World Population Monitoring of the United
Nations (United Nations, 1996).

I. THE ECONOMIC APPROACH

From the economic perspective, international
migration is a mechanism to redistribute labor. Con-
sequently, international migrants are equated with
workers and existing economic theories are aimed at
explaining labor migration, meaning the international
movement of economically active individuals. Perhaps
the oldest theory seeking to explain the occurrence of
labor migration is that based on the thinking of Adam
Smith and other economists of the period who sug-
gested that the migration of workers is caused by dif-
ferences in the supply of and demand for labor in
different locations. Adam Smith observed that the laws
in England that hindered the poor from moving from
one locality to another, as well as those that prevented
people from changing trades, served only to maintain
inequality between places. He therefore argued in
favor of dismantling barriers to the free circulation of
labor to permit the natural tendency of workers to
move from low-wage to high-wage areas to express
itself and consequently to facilitate the economic
progress of the areas of origin and those of destination
and the progress of the migrants themselves. Adam
Smith advocated the promotion of the completely
unfettered international movement of capital, goods,
and labor so that market forces could ensure maximum
economic expansion and a reduction of poverty.
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1. The Neoclassic Theory of Migration

Modern scholars (Todaro, 1976; Harris and Todaro,
1970; Sjaastad, 1962) have modified the classic theory,
developing the neoclassic theory of migration, which
posits that countries with a large endowment of labor
relative to capital will tend to have a low equilibrium
market wage, whereas countries with a limited labor
endowment relative to capital will tend to have high
market wages. The resulting wage difference entices
workers from low-wage countries to move to high-
wage countries. As a result of that movement, the
supply of labor decreases and wages rise in the coun-
tries of origin, and the supply of labor increases and
wages fall in the countries of destination, leading even-
tually to a new equilibrium at which wage differences
reflect only the costs of migration. At that point, inter-
national migration ceases.

The macroeconomic formulation presented has a
microeconomic counterpart that focuses on individual
migrants acting as rational actors and deciding to
migrate on the basis of cost-benefit calculations
(Todaro, 1976; Harris and Todaro, 1970; Sjaastad, 1962).
People are seen as choosing to move to wherever they
can be most productive given their skills. However, 
to attain higher productivity, they must invest in their
migration, which involves tangible and intangible
costs (e.g., the costs of travel, of job search, of adapta-
tion to a new environment). When applying this
theory to actual case studies, the benefits of migration
are measured in terms of net returns at the individual
level discounted over a certain time horizon. Net
returns are estimated as the difference between
expected earnings in the country of destination 
and expected earnings in the community of origin.
Expected destination earnings are the earnings at des-
tination estimated on the basis of an individual’s skills
multiplied by the probability of that individual getting
a job at destination. Similarly, expected earnings in the
community of origin are the observed earnings multi-
plied by the probability of employment at origin. Net
returns are summed over the time horizon discounted
by a factor that reflects the greater utility of money
earned in the present than in the future, and the sum
is taken as an estimate of the benefits of migration
(Massey et al., 1993; Todaro, 1976; Harris and Todaro,
1970; Sjaastad, 1964). The subtraction of estimated
costs leads to a measure of the expected gains from
migration. This approach to the quantification of the
expected gains from migration implies that its occur-
rence depends on wage differences between countries
and on differences in unemployment levels between
the country of origin and that of destination. Because
expected earnings depend on an individual’s charac-

teristics (including human capital), factors leading to
the selectivity of migration are explicitly taken into
account. Any factor that reduces the costs of migration
tends to increase its likelihood of occurring. In prac-
tice, the problem of measuring costs is far from
straightforward, because it is not easy to attach a 
value to preferences, personality traits, family con-
straints, or perhaps more importantly, to the obstacles
faced by prospective migrants when trying to secure
entry to countries characterized by restrictive admis-
sion policies.

The neoclassic theory of international migration has
well-known limitations, including its failure to take
into account the international political and economic
environment, as well as the effects of state-level eco-
nomic and political decisions that influence individual
decisions regarding migration (Papademetriou and
Martin, 1991). The macroeconomic model assumes that
there is homogeneity of skills between areas of origin
and destination (i.e., that labor is completely inter-
changeable) and that full employment is maintained in
both areas during the migration process. Because those
assumptions are generally not fulfilled in practice, the
effects of labor migration tend not to conform to those
predicted by neoclassic theory (Martin, 1991). The
microeconomic model has generally not been put to 
a rigorous test in explaining international migration
(Massey et al., 1994). However, there is ample evidence
that wage differences play a significant role in deter-
mining the size of migration flows in many settings, so
that it is widely accepted that the existence of such dif-
ferences is a necessary, albeit not a sufficient, condition
for the migration of labor to occur.

2. The New Economics of Migration

Recognition of the limitations of neoclassic theory
has led to the proposition of alternative theories. The
most recent, known as the new economics of migration,
focuses on the microeconnomic level, but instead of
assuming that migration decisions are made by indi-
viduals acting largely on their own, it assumes that
people act collectively, typically within households 
or families, to maximize expected income and to min-
imize risks and loosen constraints associated with a
variety of market failures that are particularly common
in developing countries, where crop insurance
markets, futures markets, or unemployment insurance
do not exist or are beyond the reach of most people
(Stark, 1991). According to this approach, households
attempt to minimize risks to their economic well-being
by diversifying the allocation of family labor. From this
perspective, sending certain family members to work
in another country where wages and employment con-
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ditions are largely independent of local economic con-
ditions is a form of insurance against the deterioration
of the latter. International migration and the remit-
tances it generates can also allow households to obtain
the capital needed to increase the productivity of
assets in the community of origin. Such a function of
migration is considered to be particularly important in
developing countries where capital markets are weak,
many people do not have access to banking services,
and families lacking adequate collateral find it virtu-
ally impossible to borrow at reasonable interest rates.

The approach to the new economics of migration
also questions the assumption that income has a 
constant effect on utility for different actors 
across socioeconomic settings. Instead, it argues that
households send family members to work abroad to
improve income in absolute terms and to increase
income relative to other households in a reference
group (Stark, 1991; Stark and Taylor, 1989). If in a com-
munity the income of affluent households increases,
whereas that of poor households remains unchanged,
the relative deprivation of the latter increases, and
their incentive to participate in international migration
rises as well, even if no change in expected wages takes
place.

The theories derived from the new economics of
international migration have important implications
for the interrelations between international migration
and development. First, they imply that migration 
can occur even in the absence of wage differentials
between areas of origin and destination, because
migration may be fueled by the desires of households
in the place of origin to diversify risks. Second, because
there are strong incentives for households to engage in
international migration and in local economic activi-
ties, an increase in the return to the latter may heighten
the attractiveness of migration as a means of over-
coming capital and risk constraints on investment in
local activities. Successful economic development
within areas of origin need not reduce pressures for
international migration (Massey et al., 1993). Third,
international migration will not necessarily stop once
wage differentials between countries of origin and des-
tination have been eliminated, because as long as other
markets within countries of origin are nonexistent,
imperfect, or inaccessible, incentives for migration
may continue. Fourth, governments of countries of
origin can influence migration through labor-market
policies and through those that shape insurance and
capital markets. Government policies and economic
changes that modify the income distribution will
change the relative deprivation of some households
and will affect the incentives to migrate. In particular,
when poor households in areas of origin do not share

equitably in the income gains of other households,
their propensity to send some family members abroad
will increase.

Evidence supporting the premises and the implica-
tions of the new economics of international migration
has been growing steadily. However, most of it relates
to cases of long-standing migration processes linking
rural areas in developing countries to developed coun-
tries (Massey et al., 1994). The migration involved is
usually temporary and precludes the relocation of
complete households that, were it to occur, would
largely reduce to a minimum the economic nexus
between migrants and the community of origin. Typi-
cally, the studies available focus on the experience of
just a handful of rural communities, which are not
selected to be representative of the whole population,
and in all cases, large wage differentials between areas
of origin and destination continue to exist. Neverthe-
less, the evidence supports several of the conclusions
predicted by the theory, including that remittances
increase productive investment in the areas of origin
(e.g., greater use of machinery, land, and hired labor)
and promote the acquisition of income-producing
assets (e.g., livestock, equipment, education). As a
result, remittances can raise household income over
time by more than the value of the remittances them-
selves (Taylor, 1992).

3. Family Migration and the 
Selectivity of Migration

Although not formally a part of the new economics
of migration, extensions of the neoclassic migration
model have been proposed to take into account that a
large part of migration consists of the movement of
complete families, not just of workers. Mincer (1978)
considered the effects of earnings differentials across
space on family migration. Such an approach is more
realistic because, in many contexts, one family member
may anticipate gains in potential earnings while
another expects losses in the place of destination. To the
extent that a family includes more than one person that
is economically active, the possibility of conflicting
goals exists. Assuming that a family consists of at least
two married adults, with or without dependent chil-
dren, Mincer (1978) shows that migration can create
“tied movers” or “tied stayers” and that the difference
between the individual’s and the couple’s optimal strat-
egy depends on the degree of correlation in the gains
from migration of the husband and wife. Only when
there is a perfect correlation do the optimal strategies of
the individual and the married couple coincide.

Borjas and Bronars (1989) use Mincer’s approach 
to analyze the selectivity of migration to the United
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States. Based on a model involving only individual
migrants, Borjas (1987) shows that the extent of income
inequality between the places of origin and destination
influences the type of person that migrates. If income
inequality is greater at the place of destination, people
with higher than average skills have an incentive to
migrate because they can earn a higher relative wage
in the area of destination, other things being equal;
conversely, if income inequality is greater in the place
of origin, such persons have less incentive to migrate
than those with lower skills. However, when married
couples are considered, the selectivity effect weakens
because some low-skilled migrants who would not
have migrated on their own to a place with a high level
of income inequality may do so if they are married to
skilled persons. Such tied migrants with low skills are
not likely to fare as well in the labor market of the area
of destination and therefore may reduce the average
wage for migrants as a whole, as Borjas and Bronars
(1989) show in the case of married-couple migration to
the United States.

4. The Dual Labor Market Theory

The neoclassic economic theory of migration and
the new economics of migration assume that migration
is mainly the result of rational choices made by indi-
viduals or families. In contrast, other economically
based theories take a macroeconomic perspective and
argue that international migration is mainly the
product of international forces that transcend individ-
ual choice and set constraints on it. The dual labor
market theory posits that international migration results
from a permanent demand for foreign labor that is
inherent to the economic structure of developed coun-
tries (Piore, 1979). Several factors contribute to create
such structural demand for foreign workers. First,
wages not only reflect conditions of supply and
demand; they also confer status and prestige. Conse-
quently, to preserve an established occupational hier-
archy, wages cannot respond freely to changes in the
supply of workers. Under those conditions, employers
seeking to attract unskilled workers for jobs at the
bottom of the hierarchy cannot simply raise wages,
because by so doing, they would change the socially
defined relationships between status and remunera-
tion: An increase of wages at the bottom would put
pressure to increase wages at other levels of the occu-
pational hierarchy. To avoid such pressures in times of
labor scarcity, employers have strong incentives to
seek a cheaper solution: the importation of foreign
workers willing to work for low wages.

A second factor against the use of local workers to
fill in jobs at the bottom of the occupational hierarchy

relates to the motivational problems associated with
jobs that provide few avenues for upward mobility.
Employers need workers who see bottom-level jobs
simply as a means to earn an income and who dis-
regard status implications or the lack of upward-
mobility prospects. Foreign workers from low-income
countries, especially those having a tentative migra-
tion status (as legal temporary workers or as undocu-
mented migrants), are usually willing to satisfy that
need because even a low wage in a developed country
can be several times greater than the average wage in
a developing country.

The third factor contributing to the existence of 
an unmet structural demand for unskilled labor in
advanced industrial societies is the development of 
a dual economy characterized by the coexistence of a
capital-intensive primary sector and a labor-intensive
secondary sector and by a segmented labor market.
Workers in the primary sector usually hold stable,
skilled jobs that allow them to accumulate firm-
specific human capital. Workers in this sector tend to
be unionized and to work under contracts that require
employers to bear a substantial share of the costs of
any idle periods (through severance pay and unem-
ployment benefits). They are expensive to let go and
become in that sense more similar to capital. In con-
trast, workers in the secondary or low-productivity
sector generally hold unstable, unskilled jobs and may
be laid off at any time with little or no cost to the
employer. They become the means of adjustment
during cyclical downturns, when they can be forced to
bear the costs of their own unemployment. Because
native workers have no incentive to take the unstable
jobs characterizing the secondary sector, shortfalls in
labor supply in that sector are common and are often
filled by having recourse to foreign labor. That is most
likely to happen in societies where other sources of
labor for the secondary or low-productivity sector—
women and teenagers—are in short supply because of
social constraints or better occupational opportunities
in the case of women or because of declining cohort
sizes and increasing years of schooling in the case of
teenagers.

Although studies aimed at validating the existence
of segmented labor markets and at identifying the
primary and secondary sectors have been common,
few have addressed the linkages between the existence
of a segmented labor market and international migra-
tion. If, as the theory suggests, migrant workers were
mainly recruited into the secondary labor market, we
would expect to observe lower returns to education,
skills, and work experience among migrants than
among nonmigrants. Evidence supporting that expec-
tation has been found with respect to Mexican
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migrants in the United States (Massey et al., 1994).
Studies of other migrant groups in the United States
(e.g., Cubans, Chinese) have shown, however, that
urban labor markets are segmented, but particularly in
cities with large migrant populations, they appear to
be divided into three sectors rather than two: a
primary sector, a secondary sector, and an ethnic
enclave. The existence of ethnic enclaves facilitates the
incorporation of migrants to the labor force, and
although the jobs they initially get in the enclave pay
low wages and lack prestige, the enclave provides
greater opportunities for advancement than the sec-
ondary sector (Portes and Bach, 1985).

According to Piore (1979), foreign labor recruitment
is the principal means through which unsatisfied
demand in the secondary sector of the labor market is
expressed. This assertion is validated mostly by the
experience of the labor-importing countries of Europe
during the late 1950s and 1960s, when the hiring of
foreign workers was often done through official
recruitment programs. Recruitment, whether through
official channels or private ones, was also instrumen-
tal in initiating the flows of Mexican and Filipino
workers to the United States and of workers from
some Eastern and Southeastern Asian countries to
Japan and some newly industrializing economies.
However, despite the undeniable importance of
recruitment in starting and building the momentum of
international labor migration flows, it is not necessar-
ily the case that, as Piore (1979) postulates, such migra-
tion is largely demand driven. In statistical analyses of
the determinants of migration flows that include vari-
ables relative to both the country of origin and that 
of destination, those relative to the country of origin
appear to have greater explanatory power (Massey 
et al., 1994). However, the analyses considered were
not meant to test Piore’s assertion and consequently do
not test the effect of labor demand in the country of
destination.

5. The World Systems Theory

A fourth approach to explain the causes of interna-
tional migration is based on the thoughts of Marx
regarding the functioning of international capitalism
(Papademetriou and Martin, 1991; Wallerstein, 1974).
Known as the historical-structural model or the world
systems theory, this approach posits that the origins of
migration can often be traced to the institutional and
sectoral imbalances brought about by a state’s incor-
poration into the world capitalist system. The world’s
labor is seen as divided into three geographically dis-
tinct zones: core, semi-periphery, and periphery. The

nature of political and economic interdependence
between the three zones, as well as the direction and
nature of capital and commodity flows, structures 
the patterns of labor movements between the zones
(Portes, 1995; Sassen, 1988; Petras, 1981). In core coun-
tries, the demand for migrant labor is not uniform
because it usually reflects the relative scarcity of
persons prepared to work for low wages. Demand for
cheap labor arises in sectors, such as agriculture, that
cannot rely on productivity increases to maintain
profit levels. It is also linked to the overall shift of the
economies of core countries from a manufacturing 
to a service base, coupled with the downgrading of
jobs in the manufacturing sector, especially in high-
technology industries (Grasmuck and Pessar, 1991). In
peripheral countries, the commercialization of agricul-
tural production generally leads to land consolidation,
the substitution of cash crops for staples, the intensive
use of modern inputs to produce high crop yields,
mechanization and the consequent reduction of labor
demand. Such changes result in the displacement of
labor from the land and an increase in rural-urban
migration, which contributes to producing a surplus
labor force in urban areas. Typically, the growing
urban labor force cannot be fully accommodated by
the creation of new urban employment and high rates
of unemployment and underemployment ensue, being
accompanied by a growing number of persons in
informal and low-paying service-sector occupations.
Many families become marginalized, even during
periods of rapid economic growth, and income
inequality increases. The coexistence of such develop-
ments with the unmet demand for low-cost labor in
core countries results in the international migration of
workers from the periphery, a migration that is facili-
tated by the cultural and ideologic bonds between
countries in the core and certain countries in the
periphery and by the transportation and communica-
tion links between them, both of which are the by-
products of the capitalist penetration of the periphery
by core countries.

According to world system theory, migration is
more likely to occur between past colonial powers and
their former colonies and is facilitated by the cultural,
linguistic, administrative, transportation, and commu-
nication links existing between the two. Within core
countries, the management of the world economy is
concentrated within a relatively small number of
urban centers where banking, finance, professional
services, and high-tech infrastructure coalesce. Given
the strong demand for services from unskilled workers
and the decline of heavy industrial production in those
cities coupled with their highly developed transporta-
tion and communication links with peripheral coun-
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tries, they are likely to attract a large proportion of
international migrants (Sassen, 1991).

II. THE SOCIOLOGIC APPROACH

Although economic factors are almost always
important, if not dominant, in migration decisions, 
the economic theories of international migration have
often been viewed as too narrow because they cannot
account for movements triggered by other considera-
tions, including the need to flee life-threatening situa-
tions, the desire to move to a better climate, or the
intention to search for a spouse in a better marriage
market. Recognition of the relevance of a broader
range of factors in explaining migration decisions and
the fact that migration is not always voluntary under-
lie the approach proposed by Lee (1966), according to
whom migration is caused by positive factors in pos-
sible areas of destination and by negative factors in the
place of origin or current residence. Both areas of
origin and destination are characterized by sets of pos-
itive factors, or forces of attraction or retention (i.e.,
pull factors), and negative factors, or forces of repul-
sion (i.e., push factors). The greater the perceived dif-
ference in the net forces of attraction (i.e., positive
minus negative factors) in places of origin and desti-
nation, the more likely migration is to occur. Lee
observed that migrants who respond primarily to pull
factors in the place of destination tend to be positively
selected, whether by age, education, skills, or motiva-
tion, whereas those responding primarily to push
factors in the area of origin tend to be negatively
selected. The former group is more likely to migrate
voluntarily than the latter. An implication of this
theory is that emigrants from a given origin are likely
to be characterized by a bimodal distribution accord-
ing to certain characteristics (e.g., educational attain-
ment, skill levels). Such a bimodal distribution has
been observed in many empirical studies.

Lee’s approach built on the work of Stouffer (1940,
1960), who suggested that migration was a function of
the relative perceived attractiveness of areas of origin
and destination and that migration flows were limited
by the existence of intervening opportunities and
obstacles, both of which increased with the distance
separating origin and destination. Despite the declin-
ing costs of travel, distance continues to be an impor-
tant factor reducing migration propensities or, as the
economic models would put it, increasing the tangible
and the intangible costs of migration.

As in the case of economically based theories of
international migration, those based on sociologic con-
siderations have evolved toward recognizing the

important role played by the family as a decision-
making unit or as an institution providing the needed
support for migration to take place. Migration often
involves family groups, not just workers, as posited by
economic theory. Family units may move simultane-
ously or in stages, with one family member relocating
first and others following. The migration policies of
countries of destination condition whether family
migration can take place and the manner in which it
can occur. Evidence showing that migrants often rely
on kin already established in the country of destination
to obtain accommodation, find a job, or secure financial
and other types of support during an initial period of
adaptation implies that kinship ties between potential
migrants in the country of origin and residents of the
country of destination can reduce the costs of migra-
tion, lower the risks involved, and increase the returns
of migration. The concept of a migration network,
which encompasses all interpersonal ties that connect
migrants, former migrants, and nonmigrants in areas
of origin and destination, provides a generalization of
the kinship group because the ties considered include
those based on kinship and those resulting from friend-
ship or shared community origin (Massey et al., 1993;
Gurak and Caces, 1992). Network connections can be
considered as a form of social capital that people can
draw on to gain information, material, or psychologi-
cal support to facilitate migration and the adaptation
process. Key elements of a migration network are the
ties between migrants already established in the area of
destination and persons remaining in the area of origin.
Because of the assistance provided by the former to the
latter, the costs and risks of migration decrease and the
probability of further migration increases. Migrant net-
works contribute therefore to maintain the migration
momentum even after the factors responsible for initi-
ating the flow have lost their relevance. As the costs
and risks of migration decline, the flow becomes less
selective in socioeconomic terms, and migrants become
more representative of the sending community as a
whole. Because of the efficient operation of migration
networks, governments may have difficulty in control-
ling the size of migration flows, particularly when their
migration policies reinforce the operation of networks
by facilitating family reunification or the admission of
new migrants on the basis of kinship ties with previous
migrants.

III. THE MOBILITY TRANSITION

At a time when demographers were positing that
the path to modernization brought with it specific pat-
terns of demographic change (i.e., the so-called demo-
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graphic transition from high to low mortality and then
from high to low fertility), Zelinsky observed that
modernization generally was associated with specific
changes in the patterns of mobility. He posited the
hypothesis of the mobility transition (Zelinsky, 1971),
which is a model associating patterns of variation of
different types of spatial mobility with the phase in the
path to modernization in which a society finds itself
in. One valuable aspect of Zelinsky’s approach is that
it considers explicitly the existence of different types
of migration: international migration; migration to the
frontier areas of a country (frontierward); rural-urban
migration; urban-urban and intra-urban migration;
and a whole set of short-term types of mobility that he
called circulation. According to Zelinsky, the five types
of mobility identified vary in relative importance over

time but remain correlated with the stage of the demo-
graphic transition as suggested by the diagrams pre-
sented in Figure 59–1.

Zelinsky also considered the likely impact of bet-
ter transportation on mobility. As transportation
improves, people can stay in their places of origin and
commute to work, whereas during phases in which
transportation was poor, they would have had to
move. As modernization advances, some forms of
migration are “absorbed” by circulation (Fig. 59–1,
diagram F). As electronic communication improves,
more people may be able to work at home, avoiding
the need to commute altogether, as is suggested by
diagram G in Figure 59–1.

Skeldon (1997) observes that Zelinsky’s mobility
transition has several weaknesses, two of which stem
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from problems in the basic assumptions made. 
Zelinsky’s model assumes that mobility is almost non-
existent or rare in premodern societies, an assumption
that is not validated by the evidence. The model
assumes that the modernization process is unilinear—
that societies move steadily toward ever-higher levels
of prosperity. To be fair, that assumption is also at the
basis of the theory of the demographic transition.
However, today it is better known that there is no
single path through the transition from high to low fer-
tility and mortality. It is therefore unlikely that migra-
tion, which is an even more varied phenomenon, will
change in similar ways in all development contexts.

Despite its drawbacks, Zelinsky’s idea of the exis-
tence of specific migration patterns related to the stage
of development or the stage in the demographic tran-
sition, which is reminiscent of the attempt by Raven-
stein to establish laws of migration, has had sufficient
appeal so as to be echoed in other attempts to provide
explanations for the changes observed in international
migration. For instance, in the 1990s, the concept of the
migration transition was evoked when trying to iden-
tify the factors that had brought about the transfor-
mation of labor-surplus economies of emigration into
labor-deficit economies of immigration among the
newly industrializing countries of Eastern and South-
eastern Asia (Abella, 1994; Fields, 1994). However, as
Skeldon (1997) amply documents, despite the attrac-
tive simplicity of the model, it seldom fits well with
actual experience. In the case of the Asian countries,
inflows and outflows of migrants coexist; even the
cases of Hong Kong or Malaysia, there has been no
lengthy period since 1960 in which net migration has
remained negative, so it is hard to argue that they have
passed from being countries of emigration to being
countries of immigration.

IV. THE CONTRIBUTION OF 
POLITICAL SCIENCE

As Zolberg (1981) observed, theories that model
migration as the response of individuals to unevenly
distributed opportunities make no significant distinc-
tion between internal and international migration,
according secondary importance to factors such as 
barriers restricting exit or entry, deliberate recruitment
efforts, or forced departures. Such theories cannot
explain why most of the world’s population, which
should rationally opt to move to another country, does
not migrate internationally. To explain the low inter-
national mobility of people, it is necessary to take
account of the organization of the contemporary world
into mutually exclusive and legally sovereign states,

each containing some approximation of a single
society, whose social boundaries coincide, by and
large, with the frontiers delineated by international
law as those of the state. In this context, international
migration can be seen as an interaction between states,
whereby there is a transfer of jurisdiction so that inter-
national migrants cease being members of one society
and become instead members of another. From this
perspective, international migration constitutes an
exception from the prevailing norm of current social
organization, which holds that society is a territorially
based, self-reproducing cultural and social system
whose human population is assumed, tacitly or explic-
itly, to renew itself endogenously over an indefinite
period. The exceptional character of international
migration is further buttressed by the fact that,
whereas international instruments enshrine the right
to leave any country including one’s own, there is a
universal and unambiguous consensus on the very
opposite principle, that every state has the right to
restrict the entry of foreigners, a right that is essential
to maintain the integrity of society.

The analysis of the factors giving rise to interna-
tional migration must be approached through a frame-
work that takes the anomalous aspect of international
migration as a point of departure rather than merely
as an incidental feature. The world can be conceived
as consisting, on the one hand, of individuals seeking
to maximize their welfare by exercising a variety of
choices, including that of transferring from one politi-
cal jurisdiction to another and, on the other, of mutu-
ally exclusive societies, acting as organized states to
maximize collective goals by controlling the exit and
entry of individuals and their ultimate membership in
society through nationality and naturalization laws.
International migration is related to a fundamental
tension between the interests of individuals and those
of societies. However, the emphasis on tension does
not preclude the possibility that individual and collec-
tive interest may coincide under particular circum-
stances, as with respect to the freedom to stay in, leave,
or return to one’s own country. The key point is to
approach the study of the determinants of interna-
tional migration in terms that consider to what extent
individual and societal interests coincide or are antag-
onistic to one another, as well as to consider the inter-
ests of the state of destination and those of the state of
origin and the societies each represents.

With respect to labor migration, this approach
focuses on the conflicting interests of receiving soci-
eties (to maximize the labor supply and to protect cul-
tural integrity), which lead to a dilemma with a limited
number of possible solutions, the most common of
which is to confine foreign workers strictly to their eco-
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nomic role by reinforcing barriers against their inte-
gration in society. Such barriers may include the phys-
ical isolation of migrants by concentrating them in
special areas, legal restrictions on their length of resi-
dence or on the employment they may hold, con-
straints on family reunification, restrictions on their
access to social services, barriers to their naturaliza-
tion, and other legal devices that imply the erection of
a societal boundary within the territorial confines of
the receiving society, a boundary that is meant to offset
the consequences of physical presence. In some coun-
tries, tolerance of unauthorized or illegal migration
can be seen as another way of maintaining a separa-
tion between international migrants and the host
society, given that the very status of those migrants
ensures that they will work but not become incorpo-
rated (Zolberg, 1981).

With respect to forced migration, although refugees
constitute a pervasive presence in the contemporary
world, the processes that produce refugees have
received little attention from theorists of international
migration. Refugees are often the product of the
nation-building process, whereby states try to conform
to the nation-state model, according to which the state
represents a homogeneous society with a uniform
culture. Societies that are culturally or ethnically het-
erogeneous face the problem of increasing their 
homogeneity to conform to that model. Cultural
homogeneity becomes an indivisible public good
whose attainment may require the transformation of
individuals through, for instance, religious conversion
or linguistic assimilation. When transformation is
impracticable or does not succeed, the state may expel
or segregate the individuals involved (Zolberg, 1981).
Because such actions by the state are tantamount to
persecution, if the targeted individuals manage to
leave their country, they normally become refugees.

State building entails regime construction, which
stresses political uniformity or ideologic conformity
(Zolberg, 1981). Because ideologic orientations are
usually founded on objective interests related to posi-
tion in the social structure, those evincing heterogene-
ity or lack of conformity are often strata or classes, or
at least segments of them. Sometimes, the groups tar-
geted are constituted by the descendants of migrants
originally brought in by the colonizing power to 
serve as commercial intermediaries. When a political
strategy of uniformity and an economic strategy of
autarchy are simultaneously espoused by emerging
states, migration policies preventing the exit of most
citizens are likely to be adopted simultaneously with
measures that force members of certain groups to leave
(Zolberg et al., 1989; Dowty, 1987). Although on the
surface such policies appear as contradictory, expul-

sions of selected groups and prohibitions against the
exit of the remainder of the population are comple-
mentary techniques of control. A comprehensive
model of the causes of international migration should
allow for their coexistence.

V. THE SYSTEMS APPROACH

Each of the approaches previously described pres-
ents a partial explanation of the causes and likely
dynamics of international migration. In an attempt to
combine the different approaches and recognizing that
there is considerable interdependence between the
migration experiences of groups of countries of origin
or between that of groups of countries of destination,
an approach focusing on migration systems has been
proposed. Although the idea of using a systems
approach to study migration can be traced back to the
work of Mabogunje in the early 1970s (Mabogunje,
1970), its implications for the study of international
migration began to be explored only in the late 1980s,
and its formalization as a framework for analysis is
still in the formative stages. The most comprehensive
specification of what constitutes the systems approach
resulted from the work of the Union for the Scientific
Study of Population (IUSSP) Committee on Interna-
tional Migration, which published the results of its
activities in 1992 (Kritz et al., 1992). However, the
IUSSP Committee’s work marked only a first step in
promoting the use of the systems approach in the
study of international migration and left considerable
space for more precise specification of models,
hypotheses, and related measurement and estimation
issues that must be addressed for the systems
approach to fulfill its potential as a useful analytic tool.

The systems approach is based on a number of
premises. The first is that migration creates a unified
space, encompassing both the place of origin and that
of destination. To understand migration and its causes
and impacts, consideration of this unified space is nec-
essary. The second is that migration is but one of the
processes linking areas of origin and destination and
is closely associated with those processes, often of long
historical gestation. Consequently, most migration
flows occur between areas that already have some his-
torical, cultural, political, or economic linkages. The
third is that the processes linking areas of origin and
areas of destination modify, over time, the conditions
in both areas, giving rise to feedback mechanisms
likely to transform the initial processes. Migration will
most probably change in magnitude and characteris-
tics because its impact on the area of destination and
the linkages it implies with the areas of origin varies
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over time. The fourth is that the state plays a crucial
role in determining international migration flows
through explicit policies to shape migration or by fos-
tering economic, strategic, or political linkages with
other states that may indirectly lead to migration. The
fifth is that it is necessary to identify the mechanisms
through which the macroeconomic-level forces that
influence migration flows are translated into the deter-
minants of migration at the level of the actual, indi-
vidual decision-makers. One of the mechanisms
identified is the operation of migrant networks, which
are constituted by migrants, their relatives, friends,
and acquaintances, whose social and kinship relation-
ships act as links at the microeconomic level between
the communities of origin and those of destination.
Migrant networks help channel resources and infor-
mation between communities, facilitating the further
migration of individuals. Other mechanisms of in-
terest include the operation of labor recruiters, 
multinational corporations, training and educational
institutions, the military, and others engaged in foster-
ing international flows of people. Consequently, the
systems approach is based on “the conceptualization
of a migration system as a network of countries linked
by migration interactions whose dynamics are largely
shaped by the functioning of a variety of networks
linking migration actors at different levels of aggrega-
tion” (Kritz et al., 1992, p. 15).

Central to the use of the systems approach is the
identification migration systems. A group of countries
may be considered as generating a system if they
satisfy the following conditions:

1. They have a similar position relative to migra-
tion; they can be identified as attraction poles for
migrants or as sources of migrants.

2. If the countries concerned are mainly countries
of destination, the migration flows converging to them
should show considerable overlap in terms of the
countries of origin involved.

3. The countries concerned should have the same
level of development, a high degree of cultural affin-
ity, and similar institutional structures.

4. They should also show some degree of coherence
in the policies that they use or have used to control
migration, and they should be linked by strong eco-
nomic or political ties.

Given that migration creates a unified space encom-
passing the places of origin and those of destination,
it is necessary to focus on a system as a whole to under-
stand migration dynamics. Because international
migration is generally just one of the processes linking
areas of origin and those of destination and is closely
associated with other processes, it is important to take

into account the impact that the other processes may
have in shaping migration. To do so, use of a combi-
nation of macroeconomic and microeconomic vari-
ables is necessary. Similarly, macroeconomic-level
considerations are imperative to take account of the
role that states play in initiating and molding migra-
tion flows. The appropriate methodology needs to be
developed to ensure that the effects of feedback mech-
anisms are an explicit part of any model used.

Until now, the use of the systems approach to
analyze international migration has mostly remained
at a descriptive level. General observations have been
made about the similarity of linkages among the coun-
tries generating the system (i.e., core countries) and
among countries of origin, but the relevance of such
linkages has not been formally or quantitatively tested.
A major obstacle in advancing further the use of the
systems approach is the lack of comparable and com-
prehensive data on international migration. Even for
systems containing only a few core countries in the
same part of the world, such data are generally not
available. Exploring the relative strength of possible
macroeconomic-level factors determining migration
flows also demands that comparable indicators on a
variety of socioeconomic issues be available for most
countries of the world. Data limitations are likely to
constrain the types of models that can be examined,
although attempts at the examination of a partial
system have been carried out (Kritz, 1995, 1996).

VI. COMPARISON OF EXISTING
THEORIES OF MIGRATION

Table 59–1 compares the theories of migration pre-
viously discussed. A key point that the table makes
clear is that most of the theories available relate to both
internal and international migration without, in
general, making any explicit differentiation between
the two types of flows (the only exception is Zelinsky’s
mobility transition, which deals explicitly with inter-
nal and international migration separately). All the
economic theories that focus on migration at the micro-
economic level make no distinction between migrants
moving within the borders of their own countries and
those moving internationally, although the models
proposed by the neoclassic theory and the economics
of family migration can make some allowance for the
difference between internal and international migra-
tion through higher wage differentials or through the
increased costs usually involved in international
migration. In the case of the new economics of migra-
tion, the emphasis the theory puts on the institutional
constraints that prompt people to move is based on the
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TABLE 59–1 Comparison of the Theories of Migration

Theory type Theory Main Type of migration Level of Unit of analysis Type of constraints Part of the process
proponent analysis explained

Economic Neoclassic (1) Harris-Todaro Internal or Labor Macro Community or None Initiation, 
international country maintenance, 

and end
Neoclassic (2) Harris-Todaro Internal or Labor Micro Individual Costs of migration and Initiation

international probabiliy of
employment

New economics of Stark-Taylor Internal or Labor Micro Family Lack of adequate financial Initiation and
migration international or insurance institutions maintenance

Economics of family Mincer Internal or Labor Micro Family/couple Migration to the same Initiation
migration international destination

Segmented labor Piore International Labor Macro Community or Structural constraints at Initiation and
market country destination reduce socal maintenance

mobility
World systems Wallerstein International Labor Macro Country Constraints imposed by Initiation and

position in the capitalist maintenance
system

Sociologic Push/pull Lee Internal or All types Micro Individual Some constraints may be Initiation
international interpreted as push 

factors
Networks Various Internal or All types Micro >> Individual/ None Maintenance

authors international macro family

Transition Mobility transition Zelinsky Internal and All types, Macro Countries None Process
international excluding

forced

Political Political science Zolberg International All types, Macro >> State in relation Those imposed by States Process
including micro to individual of origin and
forced destination

Systems Systems approach Kritz et al. International All types Macro >> State, Those imposed by states Process including
micro community, and of origin and feedback

individual destination, by the mechanisms
structure of production,
and by institutions



premise that areas of origin lack the financial institu-
tions typical of the advanced market-economies so that
the theory implicitly restricts its explanatory power 
to flows of migrants from developing and relatively
backward communities to more advanced ones. This
is somewhat of a simplification, because the theory’s
premise about the importance of risk diversification in
determining the decision to migrate can be applied to
a wide range of circumstances, but there is no denying
that the most likely scenario in which the theory may
be relevant is in cases where migration originates in
developing countries or countries with economies in
transition where people cannot normally rely on local
institutions to diversify risk, obtain insurance, or get
access to capital.

Table 59–1 shows that all theories that focused ex-
clusively on international migration have devised
explanatory frameworks at the macroeconomic level
and have emphasized the constraints that migrants face
in terms of the global capitalist system (Wallerstein) or
the economic system of the community of destination
(Piore) or the state (Zolberg). When the state is consid-
ered explicitly, it is recognized that the interplay
between the state of origin and that of destination is rel-
evant in determining the constraints actually faced by a
migrant. The political science and the systems approach
emphasize that in understanding migration at least
three players need to be considered simultaneously: the
state of origin, the state of destination, and the migrant.
No other theory makes explicit mention of the state,
although constraints emanating from the relation
between migrant and state can be accommodated by
the push-pull approach proposed by Lee.

As expected, all theories using an economic
approach focus their explanatory power on the
dynamics of labor migration (i.e., the movement of
economically active individuals). The normal premise
of such theories is to consider that workers are unat-
tached individuals that can make decisions based
entirely on the workings of the labor market (e.g.,
Harris-Todaro, 1970) or whose decisions are condi-
tioned by the workings of the labor market (e.g., Piore,
1979). In such a context, the issue addressed by Mincer
adds a welcome dose of realism to the theory and illus-
trates the complexity of incorporating a decision-
making in which the interests of several individuals
are at stake. Mincer’s approach was developed to
analyze the constraints faced by migrants moving
within advanced market-economy countries. Only in
that context did it seem necessary to attach equal
importance to the economic goals of husband and
wife. In general, by being gender blind, existing theo-
ries of migration tend to disregard the specificity of
female migration and do not necessarily reflect the

realities of the opportunities and constraints that
women face when they engage in international 
migration.

In a similar vein, although there are several theories
that do not explicitly delimit their universe of interest
to specific types of migrants, they do not necessarily
accommodate with equal ease the dynamics of volun-
tary migration and those characterizing forced migra-
tion. The political science approach is the only one
providing a specific framework for the analysis of
forced movements, although the push/pull approach
has been used to assess the factors leading to such
movements and both systems and networks theory
can be used to understand how forced migration arises
or may be maintained.

Massey and colleagues (1993, 1994) have argued
that it is important to distinguish between theories that
provide explanations for the initiation of migration
and those that provide reasons for the maintenance 
or continuation of migration flows once they have
started. Most of the available theories fail to state
explicitly whether their focus of concern is the genesis
of migration or its maintenance over time, but accord-
ing to my interpretation, many of them address the
processes triggering migration and those sustaining 
it after it has started. The new economics of migration,
for instance, suggests that migration starts as a risk
minimization strategy and to palliate the negative
effects of the lack of local financial institutions or the
limitations of existing ones. However, because migra-
tion is unlikely by itself to transform local institutions
or to eliminate existing risks, it generally needs to be
maintained in order for those left to keep on benefit-
ing from its palliative effects. The appropriate word is
not maintained but rather expanded, because as the
theory itself expounds, as migrants become successful
in improving the well-being of those that they have
left, others will want to emulate that success by migrat-
ing. The development of migrant networks is the
logical next step to ensure that the required expansion
happens in the most efficient way possible. In this
sense, the networks theory that was presented earlier
is really part of the complex process that is part and
parcel of migration. It is that holistic approach that is
embodied by the systems approach.

Another important distinction that can be made
between theories is that some refer explicitly to migra-
tion as a process whose characteristics change through
time or, as Zelinsky (1971) put it, according to the dif-
ferent stages in which society finds itself in. Zolberg’s
framework (Zolberg, 1981) for the generation of forced
migration also posits that the likelihood of such migra-
tion depends on the stage that the state of origin has
reached in the nation-building process. The sense of

304 Zlotnik



the existence of some sort of evolution or life cycle of
migration streams influences the idea that flows start,
are maintained, and end. The key difference between
considering a single stage in the “life” of a flow and
addressing likely changes through time or in relation
to the evolution of other processes, as the systems
approach suggests, is that the second strategy is likely
to provide a richer and more comprehensive under-
standing of the feedback mechanisms through which
migration interacts with other factors. That is the
essence of the dynamic framework that the systems
approach attempts to provide.

The theories available suggest that it is generally
more straightforward to address the mechanisms
shaping migration at the macroeconomic level and
their interactions than to stipulate the modes of artic-
ulation between the macroeconomic and the micro-
economic levels. Only three approaches attempt to
describe such modes of articulation, and in all cases,
the description of the process involved remains too
vague to be a useful tool for furthering understanding.
The systems approach posits that social networks are
one of the mechanisms for the translation of macro-
economic effects to the microeconomic level, but in the
systems and the networks approaches, the networks
themselves are described as a set of transnational rela-
tions between individuals that are not easily amenable
to analysis through standard social science instru-
ments. To be more precise, existing instruments have
been successful in documenting the existence of net-
works and in elucidating some of the functions that
networks perform, but they have not gone much
beyond providing descriptive information on the
issue. Theories need to go beyond mere description.

One particularly important aspect of the micro-
macroeconomic articulation is the interaction between
the state and the individual. The political science
approach emphasizes the importance of such interac-
tions, and the systems approach suggests that they
become operationalized through institutions. The
types of institutions and their mode of action depend
on the nature of the state. In the case of a powerful
state that is responsive to public demands, it is likely
that institutions can work in partnership with the state,
participating in the process of policy formulation in
ways open to them. However, if the state is weak or
authoritarian, institutions need to set parallel mecha-
nisms of operation to supply the functions that the
state has failed to undertake or to combat those that
the state has put in place. The important role that insti-
tutions may play in influencing international migra-
tion has been underscored by Massey and colleagues
(1993), who have gone so far as to claim that the oper-
ation of institutions produces yet another approach to

the understanding of migration. In contrast, the
systems approach suggests that institutions provide
another mechanism for translating macroeconomic
processes to the microeconomic level.

This overview suggests that, although considerable
progress has been made in elucidating the mechanisms
that give rise and maintain migration flows and in
establishing their interrelations, there is a need for a
more holistic approach to the issue, especially because
of the importance of interactions among the main
actors in the international migration process (i.e., the
state of origin, the state of destination, and the
migrant) and with a series of “intermediaries” that
mediate the interactions between the main actors and
are themselves players in the process and therefore
have an impact in shaping flows. The systems
approach tries to provide a framework for the analy-
sis of the interactions involved but has not been fully
successful in integrating the various elements that
need to be taken into account. Consequently, its ana-
lytic usefulness remains largely untested. Other, more
partial theories about specific aspects of international
migration have been more successful in providing
useful insights about the functioning of the process but
their limited perspective reduces the generality of their
findings. There are still major lacunae in the realm of
theory, especially in regard to the integration of the
role of the state or the analysis of forced migration.
Without expanding existing theories further, we may
discover that most our laws of migration have ques-
tionable validity.
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P A R T  

II

THE PRINCIPAL DETERMINANTS
OF MIGRATION

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

The review of theory in Chapter 59 provides the basis for identifying the main deter-
minants of migration dynamics. Historical population growth inequalities that reflect
the economic growth and poverty differentials affecting most of the world’s popula-
tion are still among the main reasons why a growing number of individuals move from
poor countries to economically more developed ones. Radical changes in economic
systems and the balance of international political power between developed countries
prompted an overhaul of internal and external economic policies, which caused a back-
lash of economic crises in some developing countries that seemed poised in the 1970s
and 1980s to make an early exit from poverty.

Economics was and remains a key variable in international migration dynamics. In
Chapter 60, Marc Termote sets out to clarify the fundamental importance of these vari-
ables and to provide a general theoretical framework for analysis of the different kinds
of migration that are found and to isolate the main methodologic implications for each.

Although many parallels are readily found in the theoretical concepts between this
and the previous chapter, both were included despite the inevitable overlap, because
they set the theoretical foundations of economic migration in very different contexts.
Chapter 59 dealt with the theories of international migration only on a comparative
basis of economic versus more sociologically or culturally oriented theories. Chapter 60
considers only economic migration, but it is confined neither to the theoretical aspects
nor international migration alone, dealing also with internal migration.

The introduction to this volume referred to the importance of urbanization as a factor
of spatial mobility. This process may over the centuries have been responsible for more
population shifts than all international and inter-regional migration movements
together. Denise Pumain addresses this idea in Chapter 61, working from a suggested
definition of rural and urban areas to concepts of counting the urban population in



developed and Third World countries, followed by an analysis of some aspects of the
phenomenon that depart from economic theories of migration that are likely to explain
away urban development as a simple aggregation of individual migration decisions.

Political migration is a special case within the general situation of international
migration, but almost all of the host countries acknowledge it a legitimacy often denied
to other forms of migration. During most periods in the history of migration, repres-
sion, war, genocide, and a wide range of political factors have resulted in forced move-
ments of millions of people. In Chapter 62, Luc Legoux examines the roots of such
movements, discusses the scale and reasons for their development worldwide, and
assesses future prospects. He defines and clarifies the distinction between asylum
seekers and refugees, and he shows how the official categorization as an asylum seeker
or refugee can be influenced by migration policies. Tightening of regulations for eco-
nomic migration prompts some potential migrants to seek entry as asylum claimants,
and restrictive entry policies result in asylum being refused to claimants genuinely at
risk in their countries of origin.

Analyzing the origins of migration behaviors requires consideration of the contexts
in which individuals live, including the demographic and social characteristics, and
consideration of all possible interactions among the different variables in the equation.
Daniel Courgeau and Éva Lelièvre, who co-authored Chapter 63, analyze the determi-
nants of migration through this prism, and they expand the field of study, moving from
the macro approach at the aggregate level to the micro approach at the individual level.
By combining these two approaches, they produce a theory of migration behaviors that
brings into sharper focus the roles of the different levels of aggregation.
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The aim of this chapter is threefold: to present 
the fundamental significance of migration within the
workings of the economic system, to construct a
general theoretical framework that will make it possi-
ble to analyze the contribution of various migration
theories and models already in existence, and to estab-
lish the main methodologic implications of this second
analysis.

In economic theory, migration is a condition on
which the system’s optimal performance depends.
This is demonstrated by two theoretical approaches,
each representing one side of a single mirror: trade
theory, which studies optimal trade flows between
given production locations, and localization theory,
which studies the optimal localization of production
activities. Although migration appears to be a neces-
sary process in finding economic equilibrium within a
given space (whether defined in terms of regions or
countries), it does not follow that this equilibrium is
necessarily reached. A succinct presentation of the
workings of a spatially defined labor market helps to
demonstrate this.

This spatial version of the labor market model is
enhanced to take into account the set of economic
factors determining migratory movements. Rather
than enumerating the various migration models 
and theories, which would only be incomplete and 
fastidious, it seems preferable to construct a general
framework that makes it possible to identify each

model’s contribution and clarify its meaning.1 Instead
of a critical review of the various existing models, this
chapter offers a theoretical grid of analysis of these
models and theories. The methodologic implications
of these approaches are discussed.

I. MIGRATION AS AN 
EQUILIBRIUM PROCESS

“Although the resource of emigration seems to be
excluded from such perfect societies as the advocates
of equality generally contemplate, yet in that imperfect
state of improvement, which alone can rationally be
expected, it may fairly enter into our consideration”,
wrote Malthus 2 centuries ago (1803, Book III, Chapter
IV) in his famous Essay on the Principle of Population.

It is not really because our societies are in an imper-
fect state of improvement that migration needs to be
introduced into the demographer’s or the economist’s
language, but because migration represents a neces-
sary process in spatial economic equilibrium. For too
many years, economists, like most other researchers in
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the social sciences, have considered migration between
countries or within a single country to be the result 
of a malfunction of the economic social system. The
migrant has been seen as an outcast, as the reflection
of some unbalance; on the contrary, migration consti-
tutes, according to economic theory, a necessary con-
dition to the optimal functioning of the economic
system.

There are two ways of attaining spatial economic
equilibrium: by the localization of production factors
or by trading goods (material and immaterial) pro-
duced by these factors. Economists have mainly
studied the second process. By developing trade
theory, they tried to bring to light the optimal flows of
goods and services between given localizations of pro-
duction factors, but they rarely studied the question 
of the optimal localization of production factors. In
other words, they postulated that an economic spatial
optimum would automatically be attained simply by
trading goods, without it becoming necessary to delo-
calize production factors, that is without having to
envisage the migration of these factors.

Trade theory itself demonstrates this postulate’s
invalidity and therefore, the need for the migration of
production factors. For the simple trading of goods to
cause the equalization of the remuneration of produc-
tion factors and thereby eliminate the need for any
factor migration, the Hecksher-Ohlin theorem condi-
tions, as made explicit by Samuelson, must be filled
(Samuelson, 1949; Ohlin, 1935; Heckscher, 1919). This
entails (1) that demand functions be homogeneous and
identical in all places (i.e., identical tastes and con-
sumer preferences, whatever the place of residence);
(2) that mobility (e.g., by sector, by profession) within
each spatial unit be perfect and without any cost
attached; (3) that perfect competition and full employ-
ment reign everywhere; (4) that, for any given good,
the production function be linear and homogeneous
(with no economies of scale) and identical in all places
(i.e., production conditions should be the same every-
where); (5) that the marginal productivity of factors 
be always positive and decreasing; (6) that there be 
no “excessive” specialization anywhere; (7) that the
trading of goods be completely free; and (8) that 
the transportation costs of goods (in the broadest
sense) be nil.

If all these hypotheses are simultaneously
respected, the localization of production factors is of
little importance, because the simple act of trading of
goods and services will make it possible to reach
spatial economic equilibrium and the spatial equili-
bration of factor remuneration. Migration is of no use
in such a world because there are no remuneration 
disparities. Unfortunately, all of these hypotheses are

unrealistic. The eighth hypothesis even leads to a sort
of tautology. If we suppose the absence of any trans-
portation costs, of any spatial friction, we negate the
existence of space. In that sort of nonspatial world, the
question of the delocalization of factors (i.e., the migra-
tion of labor and capital) becomes superfluous.

Rather than studying spatial economic equilibrium
through the trading of goods between given locations
(as in trade theory), it is possible to touch on the ques-
tion by determining these locations themselves by
explicitly introducing space and transportation costs.
This is precisely the aim of localization theory, which
provides a second demonstration of the need for
migration as a process for reaching spatial economic
equilibrium using a Löschian framework.

August Lösch2 begins by posing a series of hypothe-
ses concerning spatial uniformity. Production factors,
population and natural resources, are evenly distrib-
uted across space; the transport conditions are always
the same (i.e., the cost of transporting one unit of
goods over one unit of distance is the same whatever
the place of origin, and this rate does not depend on
the overall distance); and the production and con-
sumption functions are the same at every point.

The key feature is that, despite these hypotheses
concerning spatial uniformity, according to Lösch’s
theory, a spatial concentration of production in the
form of a hierarchical pyramid of central places is
reached by taking transportation costs into considera-
tion. This way of thinking leads to a contradiction. The
population in its role as consumer is distributed evenly
over space, but this same population in its role as pro-
ducer of goods is concentrated in a hierarchy of central
places. The only way of resolving this contradiction is
to introduce migration, but by breaking the spatial uni-
formity of consumption, this reinforces the movement
toward the concentration of production.

If instead trade theory proves the need for produc-
tion factors to migrate, a final question remains: Can
the equalization of the remuneration of the labor factor
not be obtained by exchanging goods along with a
capital transfer? The mere migration of capital (i.e.,
without labor migration) is not enough for at least
three reasons. First, several types of capital exist.
Doubtless, liquid capital, or financial capital, is very
mobile, but like all production factors, it flows toward
places where remuneration is highest. This optimal
localization is seldom a place with low wages (e.g.,
even if the interest rate is sometimes high, the real
return is often quite low, possibly even negative, due
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to uncertainty, devaluation risks), and it can vary
quickly and in such a way that capital will seldom be
reinvested to become a true production factor. Immobi-
lized capital is made up of equipment (it is then diffi-
cult to move, and when it is moved toward a poor
destination, its use often requires the parallel dis-
placement of qualified workers) or human capital. In
both cases, labor migration becomes necessary.

Human capital (e.g., scientific and technologic,
progress of knowledge, know-how) leads us to the
second reason, which takes into account the dynamic
character of the economic process. This type of pro-
duction factor is increasingly important, and capital
transfers in their traditional form cannot replace them,
except possibly in the long term. A third reason is
related to the existence of production factors that are
immobile or those that can be moved only at great
expense. More precisely, the link between labor and
land or natural resources must be considered. Capital
migration cannot replace low reserves of natural
resources, except in a few specific cases.

The fact that labor migration is a necessary process
in the optimal running and equilibrium of the spatial
economic system does not, however, mean that it nec-
essarily leads to equilibrium. Contrary to the beliefs 
of neoclassic thinkers, economic theory provides no a
priori solution concerning the effect of economic 
migration.

Most classic 19th century theoreticians thought
migration represented an economic equilibrium
process in so far as the subjacent fall in labor supply
that it implied for the place of emigration caused an
increase in this factor’s remuneration. “All possible
help should be accorded these poor unfortunates who
. . . sacrifice themselves for their brothers by distanc-
ing themselves from them,” affirmed Sismondi in 1817
in his New Principles of Political Economy, or Wealth in
its Relationship with Population.3 For John Stuart Mill
(Principles of Political Economy, 1848), migration is a
means of fighting the tendency of diminishing returns
of the land, it is a remedy for low wage rates and for
the decline in the profit rate (“the more . . . we send
away, the more we shall possess and be able to retain
at home”).

Not everyone shares this opinion. Malthus remains
consistent when, in his laws of population, he insists
on the inadequacy of emigration as an answer to over-
population. Even if emigration caused the wage rate
to rise above subsistence level among the population
who had stayed in the country, the subsequent natural
population growth would soon neutralize the benefi-

cial effects of emigration. Marx adopts this idea by
stressing that the agricultural revolution and the
natural growth rate of the non-emigrating population
can neutralize the positive effects of emigration, as he
points out was the case in Ireland, where the produc-
tion of a relative overpopulation more than compensated
the absolute depopulation.

Classic investigators were essentially concerned
with the consequences of migration on the economy
experiencing the emigration, and they thought that the
advantage for the place of immigration (which was
often a colonial country) was somehow self-evident.
However, to study the role of migration as a “equilib-
rium engine,” the effects of the place of emigration and
immigration need to be studied simultaneously. To
systematize this analysis, we can use a spatial model
of the labor market.

Let us consider a place (region or country, depend-
ing on whether it is an internal or international migra-
tion) named A, where labor supply by workers is 
low and very sensitive to wage levels (because there
are few workers and there is no labor reserve) and 
where labor demand is high and equally sensitive to
wage levels (because there are quite a few production
units and they are all highly capitalized). In this case,
the meeting point between the labor supply curve
(which has a positive slope, because the higher the
wages, the greater the number of workers offering
their production capacities) and the labor demand
curve (with a negative slope) fixes a high wage level.
Consider a second place, B, which is densely popu-
lated but has relatively few production units and
where the meeting point of the supply and the demand
of labor leads to a much lower level of wages. If the
difference is significantly higher than the cost of
migrating between these two localities, workers will
emigrate from B to A.

According to neoclassic theory, this migration will
lead to decreased wages in A, because the arrival of
immigrant labor implies a rise in labor supply; in other
words, the curve representing labor supply will cross
the labor demand curve at a much lower point. In B,
the decrease in labor supply resulting from this emi-
gration will cause an increase in wages. Overall, the
level of wages will rise in the poorest place and fall in
the richest place. Migration from B to A will continue
for as long as the wage gap is higher than the cost of
migrating. Migration will have made the equalization
of wages possible; it will have fueled an equilibrium
process within the interregional and international eco-
nomic system.

Many theories and models have been inspired by
and continue to be based on this framework, and
despite 200 years of international migration (some
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massive) and almost constant rural depopulation, what
is observed is the persistence of or increase in wage dif-
ferences between rich and poor regions or countries.
Many elements help to explain the classic model’s lack
of relevance as far as migration is concerned (the intro-
duction of technologic progress with the aim of pro-
ducing the needed dynamization of the previously
mentioned theory, is not the least of these elements).
However, one fundamental weakness invalidates the
classic framework: the nonintegration of the delocal-
ization of consumption resulting from migration.

In the neoclassic model, migration is only seen as a
means of delocalizing labor, and its effect on wages
reflects only to the displacement of the labor supply.
However, the migrant is both a producer and a con-
sumer. He is a producer because he is a consumer. The
migrant who moves from a poor locality to a rich one
contributes to an increase in labor supply and to the
rise in the demand for goods and services and there-
fore to a further increase in labor demand on the part
of firms producing these goods and services. In the
emigration site, the fall in labor supply is accompanied
by a fall in the demand for goods and services and by
a fall in labor demand.

Because of this double delocalization of production
capacity and consumption capacity, to determine the
economic consequences of migration on the emigra-
tion and immigration sites, it is not enough to state the
production functions (i.e., technical production condi-
tions) in each of the locations. It is also necessary to
consider the consumption functions (without forget-
ting that these functions are not usually the same for
migrants and nonmigrants) and to establish the rela-
tionship between these consumption functions and
labor demand that will make it possible to fill con-
sumption demand.

According to the framework described, there will be
an increase in labor supply in the place of immigra-
tion, and there will be an increase in labor demand
after an increase in consumption linked to immigra-
tion. It is impossible to know beforehand whether this
supplementary labor demand will be greater than or
less than the supplementary labor supply resulting
from the immigration. It all depends on the immi-
grants’ consumption function (more precisely, on their
propensity to consume local goods and services), the
relationship between the demand for goods and labor
demand, and on the level and elasticity of labor supply
and demand compared with wage levels. The same
can be said of emigration. In other words, it is impos-
sible to determine the effects of migration on the places
of emigration and immigration without knowing the
consumption and production functions, as well as the
functions for labor supply and demand.

Given these conditions, migration can be a disequi-
librium process for the international and interregional
economic system, as well as an equilibrium process. It
can reduce spatial wage disparities, but it can also
increase them. The theory and the model now appear
undetermined.

This theoretical conclusion is accompanied by an
important methodologic implication. Migration as an
answer to a spatial disparity can aggravate the condi-
tion as easily as it can reduce it. An analysis of the
causes of migration runs the risk of being biased if it
does not simultaneously include a study of its conse-
quences. In other words, migration is both a depend-
ent and an independent variable, and an analyst
should be wary of models based on a single equation.
Only a system of simultaneous equations makes it pos-
sible to obtain theoretically well-founded results.

This interdependence needs to be studied within a
spatially disaggregated system, making it possible to
identify the consequences of migration, wherever they
may be. This is particularly important in the case of
international migration. If we study the effect of inter-
national immigration at the global national level, we
run the risk of underestimating it, because interna-
tional immigration is most often concentrated in a few
metropolitan regions. Almost all studies concerning
the economic consequences of international immigra-
tion indicate a negligible effect or none at all, at least
for the receiving country. This finding reflects the fact
that the studies have been carried out within a spatial
framework that is far too wide and in which the con-
sequences are diluted. The causes and consequences of
migration need to be analyzed at the level of the spatial
units, where the phenomenon manifests itself.

II. IN SEARCH OF A GENERAL
THEORETICAL FRAMEWORK

The conclusion that migration does not necessarily
lead to spatial equilibrium was based on a simplified
model in which only worker migrations exist and in
which the only determinant of these migrations is
wage levels and their only consequence is to modify
wages. This framework needs to be extended.

In addition to wage levels in each location, the
model must consider the probability of finding a job
(which will make it possible to take advantage of these
wages) or the unemployment rate. However, it is not
enough to compare the present level of wages (i.e.,
income thesis), weighted by the probability of receiv-
ing a salary (i.e., job vacancy thesis). The migrant must
also bear in mind the likelihood of being able to count
on this salary in the future; he will estimate a dis-
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counted value of this weighted salary, taking into
account the anticipated evolution of wages and unem-
ployment. This approach characterizes Todaro-type
models, developed to analyze internal migrations
(rural-urban) in Third World countries; curiously, it
has seldom been adopted for use on industrialized
countries.

The future value of wages is discounted because
migration is seen as an investment whose gain should
be maximized. The length of time during which this
investment can be made profitable is important. This
naturally leads to the introduction of age as a deter-
minant of migration. An elderly worker will not have
much time to take advantage of his migratory invest-
ment compared with a young worker, who will have
his entire working life to profit from migration or to
correct the effects of a bad migratory calculation by a
new migration.

This first addition to the model concerns only
worker migrations that are exclusively motivated by
wage levels (weighted against unemployment levels).
To continue enriching the model, factors linked to the
individual seen as a consumer need to be added. When
the price of goods and services varies significantly
over distance, wage rates need to be deflated to take
into account disparities in the cost of living, estab-
lished in real wage terms rather than in monetary
wage terms.

In the same vein, local, regional, and national (in the
case of international migrations) tax levels can also be
pertinent. It is, however, important to tread carefully
because wage levels may already incorporate this type
of factor, in the same way that they may already take
price levels into account.

For the same worker-consumer factor, it makes
sense to consider the availability and the cost of some
special goods and services, such as land, housing, and
public services. Similarly, immaterial goods, such as
environmental and climatic conditions, or even certain
negative goods, such as crime rates and pollution, may
be taken into account by some migrants. It is necessary
to check that wage levels do not already reflect the
level of housing costs, the availability of public 
services, or even the presence of negative goods.

Taking into account these nontraded goods leads to
a new theoretical approach. The initial assumption in
the neoclassic model (and therefore for all generaliza-
tions in this model) is that migration is a response to
disequilibrium. Toward the end of the 1970s, when the
evaluation of the environmental costs of large indus-
trial projects became a research priority, a key question
was whether a theoretical, but empirically verifiable,
link existed between the value of compensation
offered to residents negatively affected by such proj-

ects and the amplitude of migrations that might result
from these negative effects. If compensation is insuffi-
cient, migration will ensue. However, under the terms
of traditional microeconomic theory, measuring com-
pensation requires the hypothesis of initial equilib-
rium (before the shock caused by the project) and a
subsequent equilibrium, after the agents have adapted
their behavior to the modifications caused by the
project.

Based on this new approach, spatial wage dispari-
ties are presumed to be equilibrium disparities (i.e., 
the difference between wages is explained entirely by
migration costs) or possibly compensatory disparities
for the presence of nonmarket goods (i.e., location-
specific amenities), whether they are positive goods,
such as a pleasant climate, or negative goods, such as
pollution. This sort of spatial wage disparity should
not cause migratory movements. Migration should
happen only when equilibrium is broken to correct the
effects of a previous bad migratory calculation by
making a new migration.

Location-specific amenities cause migration. Varia-
tions in demand can come from a change in income or
a modification of the relative prices of certain market
goods that can neutralize the effects of nonmarket
goods (e.g., a fall in the cost of air conditioning units
in regions with hot, humid climates). The only way for
an individual or a household to satisfy a change in the
demand for such goods is to migrate. The intensity of
migratory relations between two localities does not,
however, depend on the absolute difference between
the exogenous variables being studied, but on changes
in the absolute value of exogenous variables that
produce a modification in the demand for nonmarket
goods.

The demand for nonmarket goods that makes
certain locations particularly attractive is closely
linked to individuals’ personal characteristics and the
stage reached by them in the life cycle. The availabil-
ity of microdata becomes an important condition for
carrying out empirical studies based on this approach.
Because this type of data remains uncommon, the use
of this new theoretical approach is not yet widespread
despite promising initial results.

Because migration has a cost, there will always be
spatial disparities between wages, even in equilibrium
situations. However, this cost of migration covers
more than the cost of the simple physical displacement
of people. Other than the monetary cost associated with
displacement (of the migrant and his belongings),
migration also has a temporal cost (the preparation of 
a migration takes time; for example, the person’s
housing needs to be sold and new housing found at
the immigration point) and a psychological cost (i.e.,

Chapter 60/Economic Determinants of Migration 313



linked to the loss of a support network of family and
friends or difficulties in adjusting to the new environ-
ment, to cultural, linguistic, or even religious differ-
ences that need to be faced).

An often-neglected cost is that linked to the process
of collecting information concerning utilities or disu-
tilities offered by various points in space. This infor-
mation cost depends on individuals’ locations (e.g., a
migrant candidate living at a spatial system’s center of
gravity will have access to better quality information
at a lesser cost than a person living on the outskirts).
Regardless of the initial localization, there will usually
be a considerable quantitative and qualitative inequal-
ity between the information concerning the point of
departure and the information relative to the destina-
tion point. The use of this asymmetric information is a
relatively new and useful way of understanding a
system of migratory flows.

Because information is expensive and takes time to
collect, the migratory answer to a modification in the
socioeconomic context will become noticeable only
after a certain time lag. The migratory reaction of indi-
viduals is characterized by a strong dose of inertia.
(Adam Smith [1776] remarked that “a man is, of all
sorts of luggage, the most difficult to be transported”).
It becomes necessary to enrich the model by introduc-
ing explanatory variables for migration integrating a
time lag, with migration observed at t being, for
instance, a function of the wage rate and the unem-
ployment rate observed at t-n. Because the lag (value
of n) is seldom longer than 1 or 2 years (several models
obtain highly satisfactory results using a lag expressed
in terms of a few months), this type of development
requires chronologic series based on population regis-
ters or administrative files, which very few countries
can provide.

After a certain number of people have emigrated,
information flows from the place of immigration to
these migrants’ place of origin become richer, more
trustworthy, and less expensive. A chain reaction of
migrations takes place. One method sometimes used
to study this “multiplier effect of parents and friends”
(Nelson, 1959) consists of making the migration
observed in t a function of the migration observed in
t-n. We should be wary of this approach because we
run the risk of uncovering only the temporal stability
of migratory flows by using this type of model speci-
fication. We find that the model is more descriptive
than explanatory.

Having defined a first series of generalizations
linked to the migrant in his production role, a second
series of generalizations linked to the migrant in his
consumer role, and a third linked to the generalization
of the spatial system to a system in equilibrium rather

than in disequilibrium, this fourth series of general-
izations, which refers to the various cost dimensions
of migration, turns out to be particularly rich.
However, faced with the multiplicity of the different
costs that have an impact and the difficulty in obtain-
ing adequate statistical data, we can try to simplify the
problem by using a single variable capable of summa-
rizing to some extent all those linked to migration
costs.

The various migration costs are related to distance.
It is understandable that a considerable investment 
has been made to try to uncover the mathematical fun-
ction that best expresses the relationship between the
intensity of migratory movement and distance. In this
regard, we cannot ignore the considerable success
obtained by the gravitational approach. Inspired by
Newtonian physics, this type of model takes as its
starting point the idea that the number of migrants
moving between two places is a direct function of 
the mass (i.e., population) present in each of these
places and is inversely proportional to the distance
separating them.

The key problem resides in the definition of these
masses. When talking about the migratory relationship
between two places of population rather than the rela-
tionship between two celestial bodies, this mass needs
to be specified in economic terms and not in physical
terms. It becomes necessary to weight the numbers
using the level of income, the unemployment rate, and
other factors. By doing this, we are led back to the
classic framework, as presented previously, in such a
way that we could question the theoretical significance
of this type of approach (Le Bras, 1990).

The reference to the law of gravity allows us to
introduce a fifth type of generalization. Newtonian
physics does not study the relationship between two
specific masses, but rather a system of masses. Until
now, we have thought only about the migratory rela-
tionship between two places (i.e., regions or countries).
However, a candidate for migration does not make his
migratory decision based solely on one possible desti-
nation. He studies a system of locations and chooses
the one that will most easily provide employment
opportunities or a higher income (i.e., Zipf’s law of
least effort [1949], which directly inspired several
migration models). The key feature is not so much the
distance separating two places, i and j, but the set of
opportunities offered between these two places. The
more opportunities that are lost in i, the more candi-
dates for emigration among the inhabitants of this
place and the more migrants there will be from i to j.
A candidate emigrating from i is not alone in trying to
improve his life by leaving i; he finds himself compet-
ing with other migration candidates (including some
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in a better position because they are closer to j), who
are also looking for employment or higher wages. The
combination of these various ideas led Stouffer to 
his celebrated model of intermediate opportunities and
competing migrants.

The problem with this model resides in the diffi-
culty of measuring the number of opportunities lost
and offered. The simplest solution (and it is also the
one adopted by empirical applications) consists in
approximating the number of lost opportunities by the
number of emigrants and the number of opportunities
offered by the number of immigrants. After all, if the
number of emigrants from a given place is high, it is
because the number of jobs lost (or jobs at low wages)
is high, and if there are many immigrants in this place,
it is because the number of employment opportunities
there is high. By proceeding in this manner, we are
reduced to explaining migration by migration.

This type of circular reasoning is common in migra-
tory analysis. It can be found in a number of theories
on rural depopulation that aim to explain rural-urban
migration by the attractiveness of cities, although that
fact is precisely what needs to be explained. It is true
that Stouffer’s model has the advantage of being 
easy to apply while giving impressive empirical
results. The coefficient of determination is often close
to 0.9, which is rare in social science. Moreover, the
model makes it possible to estimate origin-destination
flows based on the total emigration and immigration
flows for each place. However, we are far from an
explanatory analysis.

Moreover, in this model of intervening opportuni-
ties and competing migrants, the spatial system only
functions on a local basis (for each origin-destination
pair). The model does not cover all flows in the entire
system simultaneously. It does not take into account
the interdependence between various regional labor
markets. To cross into this new area of generalization,
we need to use matrix formulation. This provides an
immediate advantage over the statistical formulation
implicit in the models discussed previously (i.e.,
models in which the migratory variable depends on a
series of independent variables) because it forces the
user to respect a certain number of accounting identi-
ties. The most obvious identity is the requirement that
the sum of all regional migratory balances in a closed
system must be nil (i.e., migration is a zero-sum game;
what one place loses, another gains).

This zero-sum constraint implies that in a statistical
analysis of interregional migratory flows, the sum of
each variable’s coefficients, as well as those of the
regression constants, should be equal to zero when the
various equations are all added up (one equation per
region). This condition is necessary for the sum of the

estimated values for the dependent variable (migra-
tory flows from i to j) to be nil for the overall regional
system. Few models respect this constraint, but
neglecting it can lead to serious errors of econometric
inference. This is all the more astonishing because the
procedures for resolving the equations have existed for
decades.

We can also study the entire space by constructing
a composite indicator of attractive and repulsive forces that
effects migration from i to j; this is a measurement 
in which the value of one variable in each place is
weighted by the distance between this place and each
of the other places. This weighted value is sometimes
summed for all the points of origin (i.e., the global
attractive force of j, or the relationship between j and
the rest of the spatial system) and sometimes for all the
destinations (i.e., the repulsive force of i, or at least the
relationship between i and the rest of the system). This
approach, suggested by Alonso (1978), adopts an idea
developed by the gravitational school, the concept of
potential, and is a part of the family of spatial interaction
models (Wilson, 1970) that incorporates systemic vari-
ables of the same nature.

We still need to examine a sixth area of generaliza-
tion concerning the basic framework. Until now, we
have implicitly supposed that all migrations were
labor factor migrations and that the population con-
cerned was homogeneous.

The introduction of the cost of migration into the
model (and thereby the approach by which migration
is a sort of investment in space) naturally leads to the
rejection of the homogeneity hypothesis, because the
migrant’s age (and therefore the length of time over
which the migrant will be able to write off the cost of
his migration and gain a profit from his investment by
receiving higher wages) is a fundamental determinant
in the migratory calculation. Likewise, the level of edu-
cation determines information costs for utilities and
disutilities offered by each place in the spatial system.
Not every person migrating for economic reasons nec-
essarily participates in the labor market, as is the case
for members of a household accompanying a migrant
worker or for migrations of retired people.

These considerations lead us to take account of the
life cycle. This concept is not new, but its application to
the study of migrations is relatively recent, although
Hägerstrand (1963) did use the life line concept at the
beginning of the 1960s to study migrations in Sweden.
Although the different stages of the life cycle (i.e., 
marriage, divorce, finishing education, labor market
entrance, giving birth, education and departure of 
children, and retirement from activity) are crucial to
migratory decision, their importance was ignored for
many years. The first models explicitly incorporating
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life cycle stages were formulated at the end of the
1970s. Three reasons explain this neglect.

The first reason is related to the fact that the neces-
sary microdata have been collected for only a decade
or two and that the collection of microdata implies
costly surveys. We should, in this regard, underline 
the pioneering work carried out in France in 1981 by
Daniel Courgeau and his team in their survey of
“family, professional, and migratory biography”
(Courgeau, 1985).

The second reason is methodologic. The biographic
analysis raises the problems of the interaction between
phenomena and the homogeneity of the population
that the traditional demographic analysis tended to
brush aside and to which are added the problems
inherent in all retrospective surveys (e.g., incorrect or
incomplete data) and the search for appropriate econo-
metric techniques for microdata (e.g., probit or logit
analyses).

A third reason is of a theoretical nature. The intro-
duction of life cycle stages transfers the decision-
making unit for migration from the individual to the
household. The study of the economic causes and con-
sequences of migration have traditionally been for-
mulated in a context of maximization of individual
utilities (based on the usual vision of microeconomic
theory). The change from the individual to the house-
hold considerably complicates the theoretical analysis
and the resulting models. The same type of problems
can be found when household forecasts are attempted
rather than population forecasts.

The links existing between household members
imply negative personal external factors that are 
generally internalized by the household and that 
normally tend to slow down migration. “Tied 
people“ (Mincer, 1978) include those for whom the
gains resulting from migration are dominated (in
absolute terms) by gains (or losses) obtained by 
the other members of the household. Mincer showed
that by increasing these links, the increased participa-
tion of women on the labor market leads to a fall in the
propensity to migrate, while increasing the 
household’s (matrimonial) instability. This instability
encourages migration and female labor market 
participation.

The complexity that results from using the house-
hold rather than the individual as the basic unit can be
seen in the case of interregional and international
migrations and in the context of intraregional or urban
mobility (metropolitan). The simultaneous determina-
tion of the optimal location for the household’s (single)
residence and the optimal location for each household
member’s place of work constitutes a considerable
analytic challenge.

III. METHODOLOGIC IMPLICATIONS

We can identify a few methodologic lessons from
the preceding theoretical analysis. A first conclusion
concerns the way in which to define the migratory
problem. Too often, we tend to analyze the causes and
consequences of migration separately. However, what
determines migration is affected by migration. Using
a system of simultaneous equations is the only way of
grasping the set of interdependencies between migra-
tion and socioeconomic variables. This conclusion is
particularly valid when migration is measured over a
relatively long period, as is the case for countries that
do not have a register for recording migratory events.

When the migratory analysis is directed at a closed
system, the sum of regional migratory balances is nec-
essarily zero. It is important to introduce a constraint
aimed at maintaining this accounting identity in the
specification of any explanatory model of internal
migration. Few models respect this requirement.

The study of the various enhancements needed in
the basic model (obtained from the spatialization of the
labor market) clearly shows that the number of socioe-
conomic factors that should be taken into account and
the complexity of the links between them are so over-
whelming that no model could possibly incorporate
them all at the same time. In this regard, the specifica-
tion of the migratory variable is at least as important
as the choice of independent variables. The effects
directly related to the measurement of migration often
are neglected. Too much attention is paid to the spec-
ification of the independent variables, when the latter
specification should be a function of the way in which
the phenomenon to be explained is measured.

The classic example of this carelessness is the use of
net migration. Many studies (including some recent
ones) try to identify the socioeconomic determinants
of regional migratory balances. This begs the question
of what is the rationality behind the migratory calcu-
lation of a net migrant! What would be said of a theory
and a model that tried to uncover the determinants 
of the balance of births and deaths? The use of the
concept of net migration runs the risk of leading to
rather dubious interpretations.4 The only sensible
analysis of migratory balances must be aimed at the
macroregional level; by doing so, a region’s (or
country’s) demographic-economic dynamism (or the
lack of dynamism) is studied rather than individual
migratory behavior.

The set of problems and the model need to be 
specified in different terms, depending on whether
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migration is expressed in absolute numbers or rates.
To obtain impressive results in terms of coefficients of
determination, the absolute number of migrants
should be chosen as the dependent variable, and 
the population of origin (and destination, if origin-
destination migratory flows are being studied) will
therefore be introduced as an explanatory variable.
This said, all we have done is introduce a size effect
(mass, as we would say in the gravitational approach),
and we have barely moved beyond the descriptive
level.

If origin-destination flows are used as the depend-
ent variable, the contents of the “costs of migration”
variable will be completely different compared with 
a model that is defined in terms of total emigration 
and immigration flows; the way in which the overall
spatial system is taken into account will also be differ-
ent. Likewise, the fact that migration is measured in
terms of events (as provided by registers and admin-
istrative files) or in terms of people having experienced
certain events (surviving migrants obtained in a
census) is significant. In the explanatory analysis of
migration, we tend to neglect the fact that migration 
is a renewable phenomenon. The existence of multiple
migrations and return migrations, however, signifi-
cantly complicates the interpretation of results based
on data mixing various periods of migration together.

If no longitudinal microdata are available (obtained
from retrospective surveys), the analysis in terms of
life cycle cannot easily be developed (even if several
authors have tried to proceed using period data).
However, retrospective surveys that produce data cov-
ering the set of crucial stages in the life cycle are rare,
not to mention seldom sufficiently trustworthy or sta-
tistically significant. The sample size is an obstacle
often underestimated. To pass this obstacle and ensure
the sample’s homogeneity with regard to exogenous
events that can affect the behavior of the sample’s
members, it is probably inevitable to limit the sample
to one single cohort (as in the case of the previously
mentioned French survey).

With the exception of the first conclusion, which
states that the causes of migration can be studied only
at the same time as their consequences, the various
methodologic implications derived relate mainly to
the specification of the dependent migratory variable.
This does not occur by chance. Before drawing up a set
of problems, before constructing a theory and specify-
ing a model, it is first necessary to define what we
intend to analyze. In the study of the causes and con-
sequences of migration, the means used to measure
migration and those used to explain it often are inad-
equate. The slow advancement made in the demo-
graphic analysis of migration is related to the

difficulties and weaknesses associated with economic
analysis in this field.
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Urbanization is an important factor in the spatial
mobility of populations. It is likely that urbanization
has displaced many more persons than the interre-
gional and intercontinental migrations that have 
gradually shaped the world’s population settlements.
Urbanization is a universal process that has modified
and is still modifying the spatial distribution of popu-
lation settlements in all parts of the world, and this
process seems to be irreversible.

Even though cities began to appear several thou-
sand years ago, their predominance, to the extent that
they have become the most common form of human
settlement, is a phenomenon that is only 2 centuries
old. In developed countries, urban habitat has domi-
nated for 50 years, and urban population now repre-
sents 80% of the population. According to estimates, in
the year 2000, more than one-half of the world’s pop-
ulation was living in cities. Historical and comparative
analyses of urbanization processes reveal regular pat-
terns, making it possible to predict in part future
trends and their impact on population movements.

The urbanization process can be globally defined as
the transformation of a rural type of settlement made
up of villages—small settlements of no more than a
few hundred or a few thousand inhabitants, located
not far from each other, and spread over the territory
and rather homogenous in terms of size—into an
urban type of settlement, which is concentrated,
organized on a hierarchical basis, and made up of
cities—dense population clusters of very unequal size,
from 1000 to 100,000 times larger than a village. The
shift from one type of settlement to the other corre-
sponds to the transformation of agrarian economies 

to industrial and tertiary economies. This change
occurred relatively quickly on the broad scale of
human history, although with variable intensities and
durations, depending on the region of the planet.

The urbanization process led to a specific type of
migration called rural exodus, whereby villages were
drained of their populations by the cities. The urban
system also encompasses more ordinary forms of
migration, such as migrations between cities, a phe-
nomenon that maintains differential growth rates and
modifies, sometimes rather selectively, the population
composition of a city, and migrations toward urban
peripheries, which do not correspond to a return to the
countryside but to spreading urbanized zones over the
surrounding rural environment.

I. CITIES AND URBANIZATION

To measure and analyze urban migrations, clear
definitions are needed for city and countryside in terms
of rural space and urban space. Practically and theo-
retically, it is a difficult question.

1. Interpreting Urban Phenomena

A definition of the city must be based on a theoret-
ical interpretation of the urbanization process. Cities,
however, are complex social and geographic entities,
and it is difficult to confine them to a global definition.
Urbanization is a multifaceted phenomenon that
cannot be reduced to what the theoretical apparatus of
a single discipline has to offer. Urban phenomena can
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be considered from anthropologic, cultural, economic,
geographic, political, legal, religious, and social view-
points, and depending on the choice, the definition of
the city can vary considerably.

From a demographic point of view, the city is a large
and extremely dense population cluster, permanently
grouped together on a limited area. The city also is
defined morphologically by the permanence and con-
tinuous nature of its constructions and by the presence
of urban planning rules underlying their organization.
Such a conception implies that within the limited space
it occupies, the city is unable to produce the total
amount of food needed to feed its inhabitants. Their
survival depends on the exchange of the goods and
services they produce for the necessary agricultural
products. The result is a functional, social, and eco-
nomic definition of the city as a center of nonagricul-
tural activity and innovation through the development
of a more or less complex social division of labor; this
enables it to support itself and grow because of a diver-
sified economic basis.

Exchanges between city and countryside are always
unequal, because a much higher value is attributed 
to manufactured products than to food products
(Camagni, 1993; Braudel, 1979). The advantage held by
cities is linked to their legal status as centers of power.
Whether religious or political, this power always goes
along with economic and territorial privileges, and city
authorities exert this power over the population of
neighboring localities. This specialized city occupies
central functions for the surrounding region; it is a
center through which all exchanges must pass. Unlike
villages, which develop the resources of their immedi-
ate environment, cities develop their importance
within a network, the scope of which depends on the
size of the city and its type of specialization (Reymond,
1981). In this respect, a city is never isolated but always
belongs to a network of cities; it is a node in a settle-
ment system that changes according to coherent trends
and in conjunction with the other elements of the
system (Pumain, 1992).

Through the urbanization process, cities have
become prevalent as a form of human settlement. This
historical process has been interpreted in as many
ways as there are definitions of cities. Several
researchers have underscored the importance of
symbols and of the sacred in the emergence of social
forms organized on the basis of centralized power and
exceeding in size all other forms of hunter-gatherer or
sedentary agricultural societies (Racine, 1993; Weatley,
1971); others have highlighted the links between the
development of cities and the political organization of
the territories they control (Duby, 1985). Urbanization
also can be explained by the change in the nature of

economic activity. According to Paul Bairoch (1985),
only the accumulation of agricultural reserves and of
a surplus that can be sold can explain the almost simul-
taneous and independent emergence of cities in
various regions of the world approximately 2000 to
3000 years after the Neolithic revolution. At the same
time, the powerful urban growth of the 19th century
cannot be separated from industrialization, even
though a closer look at the phenomenon demonstrates
that the links between urbanization and industrializa-
tion are quite complex. Henri Pirenne (1925) under-
scored the importance of trade and the possibilities for
urban development offered by its expansion. In the
current context of globalization, particularly the glob-
alization of trade and the rapid development of inter-
national exchanges, this factor must again be taken
into consideration because it may help to determine
the nature of future urbanization processes.

Over the centuries, the same terms, city and urban
population, have been used all over the planet to des-
ignate realities that are qualitatively and quantitatively
very different, regardless of whether the point of view
is social, cultural, environmental, political, or eco-
nomic. What is there in common between a Greek polis
and the cities of the Silk Road, between African mud
towns and Manhattan skyscrapers, between medieval
cities corseted behind their walls and sprawling Los
Angeles, or between a small provincial town and a
huge buzzing metropolis? Urban populations are by
definition heterogenous, because the urban environ-
ment defines itself through the invention of new activ-
ities and new ways of life, in contrast to those of the
rural world. The use of identical terms to designate
such diverse forms has one advantage—it enables us
to address the issue of the universal nature of urban
phenomena and the uniqueness and coherence of their
historical development. It also shows how important
it is to develop relevant measuring tools for the
purpose of comparison.

2. Defining the Urban Population

In practice, modern states have set up statistical
instruments to distinguish between rural and urban
populations or classify localities as towns or villages.
Comparisons between one country and another are
very difficult because official definitions are based on
different criteria, which do not necessarily reflect the
specificity of the local forms of urbanization but do
reflect the complexity of urban phenomena. The 
Demographic Yearbook of the United Nations (UN) refers
to these official definitions of urban populations,
whose noncomparability was evaluated in two recent
publications concerning countries of the European
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Union (Pumain et al., 1991) and concerning all coun-
tries of the world (Moriconi-Ebrard, 1993). The criteria
adopted by the national institutes of statistics refer to
the numerous concepts of city:

1. The administrative status of the city is derived
from the legal definition of the city, often quite ancient.
Localities are declared urban by political or adminis-
trative authorities. This criterion is applied, for
instance, in Germany, in the United Kingdom, in
Egypt, and in Tunisia.

2. An arbitrarily determined population threshold
(e.g., 10,000 inhabitants in Spain or Italy) defines urban
localities. Minimum thresholds vary considerably
throughout the world, from 250 in Denmark to 50,000
in Japan, even though these differences may not reflect
a systematic variation in the distribution of the popu-
lation. In France, the threshold of 2000 inhabitants has
not been modified since 1856. In other countries, the
density threshold is used (e.g., in the Philippines, local-
ities are considered urban if the population exceeds
1000 per square kilometer).

3. Socioeconomic criteria generally refer to a
maximum threshold of the proportion of population in
agriculture is retained, but this proportion can vary
from 10% to 50%, depending on the country. The pres-
ence of typically urban infrastructures may sometimes
be a determining factor, such as urban planning net-
works (in Bangladesh) or various service establish-
ments (in Czechoslovakia).

4. Many mixed criteria are applied, such as size and
urban planning as in Panama, size and legal status in
India, or size and importance of nonagricultural activ-
ities in Zaire and in Zambia.

These criteria are generally applied within the
framework of administrative subdivisions of limited
size (e.g., the communes in France or local units in
Europe). These vary considerably from one country to
another. For example, in China, an urban commune
always includes the population of a large rural terri-
tory, which often comprises several towns, and only
partially corresponds to the reality of the population’s
spatial distribution. Defining the limits of urban enti-
ties is an essential issue, particularly for the detailed
analysis and interpretation of migratory movements.

II. DEFINING THE LIMITS OF 
URBAN ENTITIES

As long as urban constructions were contained
behind walls and as long as difficult traveling and
transport conditions prevented towns from becoming
too large, the town as a notion could be assimilated in

the municipal territory of a commune or locality. When
the town spread beyond the walls or the legal borders
of the urban territory, these borders were periodically
readjusted to correspond to the continuity of the built-
up area, because urban growth remained slow.

With the industrial revolution and the urban explo-
sion of the 19th century, the suburbs of cities extended,
engulfing neighboring localities. Only after World War
II did statistical institutes begin to consider the
problem of the increasing difference between the city
taken as a legal, political, and municipal entity and its
sociologic, economic, and geographic reality. In several
countries, as in Japan, Sweden, or West Germany
(where the number of municipalities fell from 24,000
to 8500 between 1968 and 1978), some towns merged,
or more often, new statistical entities that did not 
correspond to administrative limits were created.

The notion of an urban entity made up of several
communes is based on the morphologic criterion of the
continuity of buildings, which is used to define coher-
ent urban entities. There are elementary urban forms
regrouping a certain amount of population within a
continuous built-up area as observed on maps or pho-
tographs (and sometimes on satellite images). Accord-
ing to the 1978 UN recommendation, an urban
agglomeration is defined as a group of neighboring
constructions separated by a space not exceeding 200
meters (500 meters in Latin America, where settle-
ments are not as dense). Public areas, areas used for
industrial or commercial purposes, as well as rivers
with bridges crossing over them, are not taken into
account to calculate this distance.

A population grouping that is continuously spread
over several administrative units forms a multicommu-
nal agglomeration. These agglomerations are usually
adjusted according to communal limits, so that they
coincide with a whole number of administrative enti-
ties. In France, the notion of multicommunal 
agglomeration appeared around 1954 (Marpsat, 1986).
Communes with a population cluster of at least 2000
inhabitants are called isolated towns. If the agglomera-
tion covers several communes, the multicommunal
urban agglomeration is defined by identifying all the
built-up zones regrouping at least 2000 inhabitants.
Among the communes linked together, those in which
the population cluster represents at least one-half of
the total population of the commune are multicom-
munal urban agglomerations.

With minor variations, the concept of urban
agglomeration—in the sense that the city is defined as
a morphologic entity perceived in terms of the coher-
ence of the urban fabric—is used by about 50 countries
in the world. To the extent that the administrative net-
works of different countries can vary considerably in

Chapter 61/The Urbanization Process 321



size and regularity, urban agglomerations defined in
such terms are more comparable than cities defined as
municipalities. In countries where settlements are very
ancient, as in Europe, most urban activities, functions,
and jobs are concentrated in the agglomeration; the
latter can be considered a relevant framework for
measuring the importance and impact of a city from a
demographic or economic point view and for estab-
lishing national or international comparisons.

In many countries, the concept of urban agglomer-
ation does not exist. The large-scale comparative
studies of world urbanization conducted by Tertius
Chandler and Gerald Fox (1974) or by Kingsley Davis
(1969, 1972) were faced with the problem of the diver-
sity of sources, as concerns the definition of a city. For
this reason, the historical databases established for
Europe between 1500 and 1800, on the basis of a single
concept of urban agglomeration, by Jan de Vries (1984)
are extremely useful, as are those of Paul Bairoch and
colleagues (1988) for Europe from 800 to 1850 and
Geopolis, the world database developed by François
Moriconi-Ebrard (1994), in which the concept of mor-
phologic agglomeration represents the first harmo-
nized definition, applicable to the population of all
cities of more than 10,000 inhabitants in the world from
1950 to 1990 (updated to 2000 on the web site
www.geo.univ-avignon.fr).

From Cities to Urban Population Areas

According to the previously explained concepts, the
city and the fact of living in it is what defines the urban
population. With the spread of urban lifestyles to the
rest of the territory, it is more and more the urban pop-
ulation itself, defined by its occupations and move-
ments within an area of daily contacts, that determines
the limits of the zones considered urban. The less
compact urban forms observed in countries of more
recent settlement, such as the United States, have
encouraged some to suggest a more extensive defini-
tion of urban spaces, particularly around large cities.
The use of cars and the preference for single-family
houses and for a more rural type of environment have
promoted the development of extensive residential
suburbs, while city centers remain very dense
employment areas with central business districts
(Dupuy, 1995). This distribution has reinforced the
dependence between the center and the peripheral
zones of the city, with people massively commuting
between home in the periphery and work in the center.
The expression daily urban systems has been used to
describe these configurations. Beginning in the 1950s,
this model spread to many other countries, with the
development of banlieues or immediate suburbs (i.e.,

entirely urbanized peripheral zones), followed by the
creation of more distant suburban or peri-urban zones
(i.e., population settlements in rural localities situated
in the periphery of cities). Unlike classic suburbs, these
peri-urban zones still have agricultural activities 
and non–built-up areas; sometimes called rurban, 
these forms of settlement reflect complex social 
transformations.

The Standard Metropolitan Statistical Area (SMSA)
was created by the United States Census Bureau in
1949. An SMSA is centered on a city (or two contigu-
ous cities) with a population of at least 50,000. It
includes the entire surrounding county and the neigh-
boring counties that do not have a large working pop-
ulation of farmers and where a certain proportion of
residents commute to the city center for work. Several
countries have used this definition to extend the
concept of city to that of employment area or functional
urban area. The aim is to include in the definition of an
urban entity the peripheral zones polarized by a center
that they depend on for employment and population
growth. The center is defined as a composite entity
made up of the central municipality and its immedi-
ate suburbs, and the urban area includes an urban unit
or central city and the peripheral municipalities that
are directly linked to it.

In Europe, four countries have officially defined
functional urban areas: Belgium, France, Luxembourg,
and the Netherlands. In Belgium, the area has a center
called the operational agglomeration, and in Luxem-
bourg, the center is an urban agglomeration of at least
50,000 inhabitants. In the Netherlands, the central
nucleus of the agglomerates is made up of two con-
tiguous municipalities with a population of at least
100,000. In France, the central nucleus of the industrial
and urban settlement zones (ZPIU, as defined from 1962
to 1990) can be a multicommunal urban unit or an iso-
lated town or a rural commune with an industrial
activity (more than 100 jobs grouped in businesses
employing at least 20 persons). To these centers are
added the neighboring municipalities that have pref-
erential commuting links with this center and that
have characteristics that are considered specifically
urban. The minimum population level determining an
urban area varies greatly from one country to the next.
An urban area must have a population of at least
100,000 in Luxembourg and in the Netherlands, 80,000
in Belgium, and only 2000 in France. Since 1990, a new
definition of urban areas has replaced the ZPIU, which
had become too extensive. These areas are situated
around centers with at least 5000 jobs and regrouping
communes, from which more than 40% of the residents
commute to the center or any other commune depend-
ent on the latter.
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Employment areas or functional urban areas are
more relevant as entities than morphologic agglomer-
ations, and they are extremely useful for the study of
current urbanization processes, including changes in
land use, the extension of urban property, and the
decentralization of residences or of certain types of
occupation that have moved to peripheral zones not
necessarily linked to the main agglomeration through
continuously built-up surfaces. However, given the
size of these areas and the difficulty of determining
their limits with simple criteria (because there can be
discontinuous parts or enclaves) and given their
uneven status in terms of development, these entities
are difficult to use in terms of their global weight in
national and international comparisons.

The different types of statistical description of
spatial forms can be grouped into four categories 
covering the huge variety of urban population cong-
lomerations in different countries:

1. Urban localities are defined by administrative
limits or by legal status.

2. Urban agglomerations or urban units group
together urbanized centers made up of continuous
built-up areas, covering a portion of an administrative
unit or grouping together several units.

3. Functional urban regions, which include a central
city and its sphere of influence, often are defined on
the basis of commuting patterns.

4. Polynuclear urban regions or conurbations can rep-
resent a continuous built-up expanse but contain
several polarizing centers. They often represent the
combination of several agglomerations or urban
regions that are initially distinct but that later merge
as they spread in space.

III. THE URBAN TRANSITION

During the centuries before the industrial revolu-
tion, some cities were born while others disappeared.
Their appearance and function underwent many
transformations. The size of urban populations fluctu-
ated, sometimes to a considerable extent, as for
example during the great plague of the 14th century in
Europe, which killed one-half the population of cities.
However, throughout that period, the urbanization
rate—the proportion of urban dwellers among the
total population—remained relatively stable. Even
though it may have varied from one period and one
region to the next, on average, the rate remained about
10%, within a range that only exceptionally reached
30% or even 40%, for example in 17th century 
Netherlands (Bairoch, 1985).

The industrial revolution caused extensive changes
in the organization of economic activities, lifestyles,
and social structures, and it completely modified the
organization of settlements in space. During a major
transitional period, which in developed countries
lasted about 2 centuries, the settlement system com-
pletely changed, and only about 20 years ago was a
new balance apparently reached. The relationship
between city and countryside has been totally
reversed. Even though agricultural activities remain
dominant in terms of land use and landscape, the pop-
ulation and its living conditions, activities, and
lifestyles have become to a large extent urban, includ-
ing in most communes still considered rural.

This major transition has been called urban transi-
tion by some researchers (Zelinski, 1971) by analogy
with the demographic transition (see Chapters 68 and
69), which occurred at different times in the history of
different countries of the world. Several aspects of the
historical urbanization process can be linked to the
way innovations are spread in space. A first hint is
given by the specific shape of the curve describing the
trend in the proportion of urban population within the
total population, which takes on everywhere the shape
of a logistic curve, similar to the curve of the propor-
tion of population that adopts a given innovation
(Hägerstrand, 1953). This simple indicator is called the
urbanization rate. It measures the proportion of the pop-
ulation that has chosen to live in the city; it describes
the relative weight of cities in the settlement pattern.
This rate underwent specific variations during the
period of urban transition. The settlement systems of
the pre-industrial period showed a relatively low rate
of urbanization; they remained quite stable, with a
slow pace of progress and occasional small fluctua-
tions. The urban growth of the 16th and 17th centuries
in Europe, which led to a significant increase in the size
of the urban population and in the number of cities,
went along with a very slight increase in the relative
share of the population living in towns of more than
5000 inhabitants. This proportion grew from 10% to
11.5% around 1500 to only 12% to 13% in 1700 (Bairoch,
1985; de Vries, 1984). The transitional phase began at a
time when the urbanization rate began to increase
faster than during previous periods and especially
when this increase persisted steadily over several suc-
cessive periods; thus began an irreversible process
which in the space of a century led to an urban popu-
lation of 80%. The end of the urban transition was
marked by the stabilization of the urbanization rate,
which meant that the industrial settlement system had
reached a certain level of development.

This stability corresponds to a new balance in the
spatial distribution of the population. However, this
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balance is a dynamic one, because each component of
the settlement system continues to change. Even if
some cities grow while others stagnate or decline, glob-
ally the ratio between city dwellers and country
dwellers remains stable. A simple criterion such as the
urbanization rate measures only one aspect of urban
growth; it is a global measure that describes the organ-
ization of the system as a whole. The spatial extension
of cities, for example, is another aspect of urban growth
whose consequences are felt mostly on a different scale,
that of local planning. The latter process is ongoing,
and it has even gained momentum in recent years.

The relationships between migration and urbaniza-
tion are complex. Although it is true that the over-
population of the countryside can generate migration
flows toward the city, overall, on that scale, it cannot
be said that migrations are the cause of growing urban-
ization. The surplus of farming production, the emer-
gence of new types of activity, and the intensification
of exchanges are the decisive factors in the skyrocket-
ing growth of urban populations, and they have an
influence on country-city migrations. Conversely, on a
local scale, residential migrations are the cause of
recent transformations in the urbanization process in
regard to its morphologic aspects, even if these are due
to improved living standards and the generalization of
automobiles, which must be taken into account but are
not sufficient to explain the urban sprawl.

Globally, the urban transition appears to be a uni-
versal phenomenon in world history. However, a
detailed study of the history of the urbanization
process shows that there are many variants to this 
phenomenon, because its characteristics, pace, and
explanatory factors seem to differ from one continent
to the other and especially between developed coun-
tries and Third World countries (Fig. 61–1). Overall
and over time, a general relationship is observed
between urbanization and economic development,
which is also reflected in technical progress, industri-
alization, and the social division of labor. The openness
of the country to exchanges also seems to be a neces-
sary condition, as shown by the decline of urbaniza-
tion between 1500 and 1850 in China despite high
demographic growth. At that time, the country was
undergoing a period of total isolation, whereas during
the 15th century, its situation had been comparable to
that of Europe in terms of development level and
urbanization rate (Bairoch, 1985).

1. The Urban Transition in 
Developed Countries

Toward the end of the 18th century, the urbaniza-
tion rate in Europe began to increase and rose from

about 20% to 80% in about 150 years. At that time, the
average annual rate of growth of the urban population
was close to 2% annually, about twice as high as that
of the total population. During the 19th century, the
increase in agricultural productivity drove unem-
ployed farm hands to the city, and these migrations
were responsible for one-half to two-thirds of the
urban growth. At the same time, the population was
beginning to increase at a very high rate due to the
demographic transition, and this phenomenon also
fueled urban growth. Nonetheless, urban dwellers had
lower fertility and higher mortality rates than rural
inhabitants (prompting the phrase man-eating cities);
this mainly resulted from higher population density,
resulting in a higher risk of epidemics, which at the
time were difficult to control.

The urban transition first appeared in Great Britain,
which at that time was not the most urbanized country,
but it was the country where agricultural productivity
had increased most and the first to have experienced
the industrial revolution. In France, where the demo-
graphic transition preceded the urban transition,
urbanization began later and at a slower pace, with an
average rate of growth of the urban population of
about 1% per year during the entire 19th century. 
This explains why in France the major part of the 
population was still rural until 1950, whereas in Great
Britain, this had ceased to be the case at the turn of 
the century. Overall, the progress of urbanization fol-
lowed that of the industrial revolution; it began first in
northwestern Europe, was very rapid in the United
States and in other “new” countries, and was some-
what delayed in some countries of southern Europe,
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even though these were the most urbanized at the start
of the process.

After World War II, thanks to strong economic
growth and to the baby boom, urbanization processes
accelerated, especially in countries where they had
been delayed. Migrations from the countryside to
cities also fueled urban growth in the 1950s and 1960s;
they later stabilized and even slightly declined in 
the 1980s. In these countries, the countryside—whose
population had reached its maximum level in the 
last third of the 19th century but had since then con-
sistently been declining—lost a considerable part of 
its population. In the space of 1 century, between 
1866 and 1975, the French countryside lost one-half 
of its population, more than 12 million persons, mainly
due to emigration. However, certain rural localities 
situated in the periphery of large cities increased 
their population thanks to urban expansion and 
the spread of the urban population. The suburbaniza-
tion process, which began in the 1950s in the 
United States, spread to Northern European countries
in the 1960s and 1970s, and this suburban spread 
continued throughout Europe during the 1980s and
1990s.

2. The Urban Explosion in 
Developing Countries

In 1950, the urban transition had not yet begun in
developing countries; the urbanization rate was then
only 15% on average. The urban population explosion
that then took place was far more intense than any-
thing ever experienced in industrialized countries.
Between 1950 and 1990, the urban population
increased each year by 4.5%, a rate almost 2.5 times
higher than that observed in developed countries
during the same period and twice as high as that wit-
nessed in developed countries in the 19th century
during the most intense moments of the urban transi-
tion. The pace of increase of the urbanization rate in
developing countries is now twice as high as that of
the developed countries in the last century. Instead of
lasting about 150 years, it is likely that the urban 
transition will last only about 50 years in developing
countries (see Fig. 61–1).

This unprecedented urban growth does not have
the same causes. Migrations from country to city only
account for one-half of this growth. The fertility rate of
urban populations remain identical to that of rural
populations, and the mortality rate is lower because
health care facilities are more numerous. As Paul
Bairoch (1985) said, “The city has ceased to be an
impediment to its own growth.” Instead of declining
as in Europe during the urbanization process, the rural

population continues to increase, and demographic
pressure is strengthening.

There is a controversy concerning the factors that
determined the urbanization process in developing
countries. If we compare them with industrial coun-
tries during the past century, it seems that in the
former, industrialization and agricultural productivity
did not progress at the same pace as the urbanization
rate. The causes of urban expansion are rooted in the
very high rate of demographic growth, unprecedented
in nature and linked to the rapid pace of the demo-
graphic transition in the Third World (see Chapter 69).
The wide gap between urban and rural incomes, with
the former twice to three times as high as the latter
(compared with differences of 15% to 30% in 19th
century Europe), can also be ascribed to the develop-
ment of international relations and of links with the
developed world, which generate dual economic
systems. This wide gap, along with a broader reach of
information and education, may explain the strong
impact of the “urban mirage” (Bairoch, 1985).

Foreseeable population movements will be massive.
For example, in China, during the first 2 decades of the
21st century, about 300 to 400 million persons will be
compelled to leave the countryside to find employ-
ment in the city. The several million persons who have
already moved to the city to find work represent an
unstable population group, whose status remains
unclear. Whatever its origins and given its momentum
and very rapid pace, the urban transition in the Third
World is different from that of industrial countries, or
at least it represents a specific variation of this process.
This new form is marked by a much higher concen-
tration of the urban population in very large cities,
much higher than that observed for the same urban-
ization rate in developed countries. It is not surprising
that the distribution of large cities in the world has
been completely reversed. In 1900, only 1 of 16 cities
with a population of at least 1 million was in a devel-
oping country; by 1950, the figure had risen to 32 (37%)
of 86 and to 174 (58%) of 298 in 1990 (Moriconi-Ebrard,
1993).

IV. THE DYNAMICS OF 
SETTLEMENT SYSTEMS

A settlement system on a given territory is defined
by the inhabited areas (e.g., villages, towns, cities) and
by communication networks (i.e., transport and infor-
mation networks) that connect these areas of settle-
ment. The notion of territory is understood here in its
administrative or political sense, as a portion of the
earth’s surface that has been appropriated by a group.
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This implies a certain degree of homogeneity of socio-
economic conditions and global control over the pos-
sibilities of circulation within that territory. The
networks are created by the population of the differ-
ent settlements and make possible numerous forms of
interaction: exchanges of material and monetary goods
(i.e., trade), exchanges of persons (i.e., migrations) or
information. Throughout history, the system’s envi-
ronment, made for the most part of the mining and
agricultural resources of the given territory, became
less and less dependent on its natural characteristics
and increasingly built-up as the industrial and urban
society developed and took over the environment.

Settlement systems throughout the world have very
powerful characteristics, which are relatively invariant
depending on period or place. These systems are
strongly hierarchical structures, reflected in the differ-
ence in size of the elements of the system, from a pop-
ulation of a few dozen living in small hamlets to over
10 million in large, modern metropolises. The general
model that accounts for this organization is a reverse
geometric progression of the number of cities accord-
ing to their size (Zipf, 1949) or a log-normal distribu-
tion of the size of the settlement units (Pumain, 1982;
Gibrat, 1931). Historical studies (de Vries, 1984;
Carroll, 1982) and archaeologic studies (Fletscher,
1986), as well as very recent international comparisons
(Guérin-Pace, 1993; Moriconi-Ebrard, 1993), all show
the universal nature of this model in space and time.

This hierarchical structure is marked by regular pat-
terns in the distance separating the settlement units;
the larger the cities, the longer the distance between
them. The theory of central places (Christaller, 1933;
Reynaud, 1841, quoted by Robic, 1982) explains this
configuration by way of the centrality principle,
according to which the production of services situated
at the same level and designed for a population dis-
persed in the surrounding region (or zone of influence)
is regrouped in a center that attracts the client popu-
lation. The centers are organized hierarchically
because there are several different levels of services,
defined by their spatial scope (i.e., the distance the con-
sumer is willing to cover to obtain the service) and by
thresholds of demand that determine the creation of a
given service (i.e., the volume of clientele necessary to
ensure that the production of the service remains prof-
itable). The zones of influence of the different centers
overlap, because the higher-level centers usually offer
all the services that can be found at the lower levels.
The consequence of this competition between centers
is a regular pattern of distance between cities, and the
hierarchy of service levels is reflected in the smaller
number and longer distance between centers as we go
up in the hierarchy.

Another important characteristic is the very high
level of interdependence in the development of ele-
ments belonging to the same settlement system.
Changes in morphologic configuration (e.g., city plan-
ning), in activity types (e.g., industrialization, 
tertiarization), in the social composition (e.g., devel-
opment of salaried work, increase in the level of qual-
ification), and in the number of inhabitants (e.g., rural
exodus, urban growth) very seldom appear as isolated
or sporadic phenomena happening in a single place.
On the contrary, detailed analyses of the changes
occurring in all the cities of a given territory show that
the transformations pertaining to a given period were
taking place simultaneously and in a very homoge-
neous way (Sanders, 1992; Pumain and Saint-Julien,
1978). Because these changes occur with practically the
same intensity everywhere, the inequalities and dif-
ferences that exist at a given moment between cities
persist for periods. Over a given period, cities that
belong to the same system shift in the socioeconomic
space, and the settlement system adapts to this shift
without modifying its structure.

The only way to modify in a deep and lasting way
the structure of these city systems, as well as the urban
population’s ability to survive by adapting to the
endless innovations that are part of urbanization
dynamics, is through the selective adoption of inno-
vations (e.g., when they are based on the development
of sporadic mining fields, such as cities built around
coal and iron mines during the industrial revolution,
or towns built on the Riviera with the development of
tourism) or, on the longer term, through major changes
in political and economic organization (e.g., those that
gradually displaced the centers of world economies,
according to Fernand Braudel’s concept).

If we observe in each city the growth of urban pop-
ulations, encouraged during the urbanization process
by these systemic dynamics, we distinguish two major
types of development. In countries where settlements
are ancient, they can be for a large part described by
Robert Gibrat’s (1931) stochastic model, which
explains the log-normal distribution of city sizes
through a random distribution of their growth rates in
space and time. To this overall process, it must be
added that over the long term, large cities tend to grow
more than smaller ones, and this tends to reinforce
contrasts in the hierarchy of city sizes within the
system. This tendency can be explained by the fact that
innovations spread according to a hierarchical pattern
whereby overall development first takes place in 
large cities, which benefit more from the initial 
advantage. However, it is also explained by the his-
torical tendency to reduce duration of travel with
increasing speed of communication, which hampers
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the development of smaller towns. The urban network
of these countries continues to develop along the same
patterns; contrasts between city sizes are increasing,
and hierarchy is simplified at the lower levels (Fig.
61–2).

In countries of more recent settlement, urban
growth takes on other forms. In a country being colo-
nized, there is a negative correlation between urban
growth and the size of cities because of the continuous
emergence of new towns on frontiers and the phe-

nomenon of mushroom towns. This type of develop-
ment continues until the territory is saturated. It seems
that distances between cities are on average longer and
much less regular in newer countries settled at times
when means of communication were more rapid than
they were at the time settlements were created in older
countries. The average distance between two cities of
more than 10,000 inhabitants in the European Union is
of about 13km; it is 17km in India, but it exceeds 
60km in North America (Moriconi-Ebrard, 1994). In
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America, the volume and density of the population is
much lower, but big cities are much larger than 
European big cities, and the total number of urban
units is much smaller. In Europe, the differences in 
distance patterns correspond to different types of set-
tlement: more dense in countries along the Rhine, less
dense and more contrasted in the western and north-
ern periphery, and more regular in the eastern
marshes, which were colonized later (Fig. 61–3).

Given the strong regularity of such patterns,
researchers studying and analyzing urban populations
must always consider two geographic scopes of inves-
tigation and interpretation: that of individual charac-
teristics and of a person’s position within the set of
relations linking him or her to the rest of the city’s
inhabitants, with the city being a relatively
autonomous subentity, and that of the variables that
describe this conglomeration (i.e., the system formed
by these persons), depending on its relative position
(mostly represented by size, specialization, location,
image, and other factors) in the system of cities. These
two levels of organization have an undeniable impact
on individual characteristics and movements, in the
same way as a city cannot emerge as a coherent entity

without going through a long history of formation 
of interaction networks. For this reason, newer
approaches to explaining cities and city systems are
based on evolutionary theories (Pumain, 1997).

V. MIGRATIONS AND URBANIZATION

Inequalities of urban growth more often result from
the variable intensity of the city’s power to attract
migration than differences in the natural growth of the
nonmigrating population. Although according to eco-
nomic theory the explanatory factor of urban devel-
opment would be the individual decision to migrate,
it seems that migrations are very much influenced by
the structural characteristics of the urban system in
which they occur and that the latter’s own dynamics
highly influence individual movements.

1. Centripetal Migration: 
The Rural Exodus

In all countries where the urbanization process took
place, it led to significant population movements.
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Although Edward Ravenstein’s laws of migration (1885)
established that all migrations occurring between dif-
ferent parts of a territory were made up of a flow and
a counterflow that were more or less equivalent in
volume, the rural exodus has been persistently asym-
metric, because the flow from country to city has long
exceeded the flow going the other way. These flows
follow the gravitational model; if we measure the
flows between two areas, we find that they are roughly
proportional to the product of the populations located
in the departure and arrival areas and inversely pro-
portional to the distance separating the two zones. For
a long time, the gradient of the decrease in the inten-
sity of migrations from areas around cities remained
very sensitive, reducing the relative volume of migra-
tions coming from farther away than several tens of
kilometers (Courgeau, 1970). The area around the city
from which population moved to the city grew grad-
ually larger, but today still, the more intense migratory
exchanges, such as around French regional capitals
(i.e., cities of 250,000 to 1 million inhabitants), do not
extend beyond the first circle of départements sur-
rounding the city.

The population migrating into cities mainly comes
from the city’s immediate surroundings. Many studies
have shown that migrations from country to city most
often occur in several stages, either during the life of a
single individual or over successive generations, and
that these stages generally correspond to a move
upward in the urban hierarchy. Small and medium-
sized cities often play the role of an intermediary
stopover stage in the journey from country to city
(Courgeau, 1983).

The rural exodus was also a selective process. Those
who left the countryside first were those with the
weakest ties to the land, because artisans and shop-
keepers migrated before farmers. Results of studies
underscore persistent differences in the individual
characteristics of those who move to the city and those
who remain in the country (Courgeau, 1987).

2. Migrations between Cities

During the urbanization process, because of the dis-
tribution of migratory processes into separate stages
and to the positive net migration of larger cities com-
pared with smaller towns, migrations between cities
played a part in the concentration of population in the
larger cities and in the development of urban hierar-
chies. Although this pattern was first considered valid
for migrations in general, it was later limited to the
working population when the urbanization process
reached a phase of saturation. This selective process
based on urban hierarchy remains nonetheless very
significant.

When the rural exodus ended, migrations between
cities increasingly contributed to the differential
growth of the urban population. Although the cities’
rates of natural increase are becoming more and more
homogenous, their net migrations remain very uneven
(although their overall contribution to urban growth is
declining), and their impact is selective. This impact is
more significant from a qualitative than from a quan-
titative viewpoint. Populations migrate differently
depending on age. Young adults, students, or persons
looking for their first jobs prefer big and dynamic
cities, whereas older adults prefer medium-sized
cities, and senior citizens prefer small towns. However,
the social or economic composition of migratory flows
seems to be determined to a higher extent by preexist-
ing urban specializations. Workers are attracted to
working-class towns but also leave them, and the com-
position of the population arriving in and leaving ter-
tiary cities is just about similar to that of the resident
population (Pumain and Saint-Julien, 1989). The role
of migrations in urban dynamics is rather difficult to
determine. Their impact on the rejuvenation of urban
populations and the concentration of the young,
working population in big cities is important, but it is
less significant as concerns social or economic 
modifications in cities, because these factors seem to
be determined mainly by endogenous factors (Baccaïni
and Pumain, 1998). At the most we may observe, as a
recurrent phenomenon, a selective emigration of
senior-level professionals trained in the universities of
large cities, who then move back to smaller towns.

3. Centrifugal Movement: 
The Urban Sprawl

The distribution of urban populations in urban
space, usually observed in the area of residence,
follows general processes such as competition for the
occupation of the most accessible areas, and these
often are the most central areas. This distribution also
depends on technologic factors (i.e., speed and trans-
port systems) and on social, legal, and cultural issues.
Even though population densities vary considerably,
from several hundred to more than 100,000 inhabitants
per square kilometer, they usually follow rather sys-
tematic patterns. The density of cities varies, as does
the general population density of the territory as a
whole; on average, it is lower in the United States than
in Europe, and it is higher in Asia. Within a single ter-
ritory, the larger the city, the higher the average
density. Within a single city, density decreases very
strongly when moving from the center to the periph-
ery, following an exponential or power function
according to the distance from the center. Historically,
urban densities first increased during an initial phase
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lasting from the Middle Ages, when the walls sur-
rounding cities restricted their spatial extension, until
the invention of urban streetcars. From then on, urban
peripheries began to extend in space, and the density
of suburbs increased faster than that of the center,
reducing density gradients. In parallel, competition for
land use on the part of economic activities, top-level
services in particular, has created a central crater in big
cities where residential density is lower (although the
daytime density of the working population is very
high).

The growing use of cars also generated specific
population movements and urban forms that continue
to influence migration.. Automobiles, along with
single-family housing and very nonrestrictive land use
standards, have led to the emergence of specific urban
forms on the American suburbia model. However,
extreme forms can be found in other new countries. In
Australia, for example, Sydney’s population of 3
million shares an area the size of greater New York
City, which has a population of 24 million. From the
1960s on, the suburbia phenomenon began gaining
momentum in the United States and spread to Europe
in a slightly different form, called urbanization of the
countryside and peri-urbanization. It first appeared in
1970 in Scandinavia and Great Britain, and it later
occurred in France, reaching southern Europe in the
1980s. This phenomenon gave rise to pessimistic inter-
pretations. Some came to believe that the end of cities,
a process they called counter-urbanization (Champion,
1989; Berry 1976), was near (Chombart de Lauwe,
1982). However, the consequence of the urban sprawl,
which led to a loss of population in city-centers and
the migration of households toward rural peripheries,
was not so much the revitalization of rural zones as the
extension of the urban influence in terms of employ-
ment and services. These residential migrations went
along with the development of commuting practices,
because rather than take advantage of increased speed
to reduce time spent in transport, urban populations
preferred to increase the distance covered and gain
access to more spacious and cheaper housing in a more
natural and less urbanized environment.

This trend will probably continue, and it seems to
have begun in the big cities of the Third World. On the
part of urban populations, rather than being a sign of
defiance faced with the generalization of the urban
way of life, it appears to be a manifestation of the wish
to take advantage of both the nearness of facilities 
and services made possible by concentration and of
improved living spaces and a natural environment.
This aspiration is not new and explains in part the frag-
mented, fractal aspect of urban settlement configura-
tions (Frankhauser, 1993). Does this mean that cities

that are more adapted to automobile traffic and that
now have the highest living standards represent a uni-
versal urban model toward which all cities tend to con-
verge? Let us not forget that cities are complex entities,
the result of long-standing historical processes, and
that the various processes that have influenced urban
forms explain contemporary diversity and can guar-
antee the sustainability of cities.

CONCLUSIONS

The study of the long history of the urbanization
process enables us, with a reasonable degree of cer-
tainty, to make a few predictions concerning the future
of cities. Urbanization belongs to the category of
processes involving the spread of innovations, and in
that sense, it is possible to determine, especially in
developing countries, which stage has been reached—
all the while taking into account the country’s specific
historical characteristics—to determine how to go
about facing the later phases of urban growth. The dis-
tribution of urban population growth among cities and
the modifications of urban hierarchies are relatively
foreseeable in the medium term if we apply what we
know about the dynamics of city systems.

It is more difficult to foresee the future of this process
after the populations have been more or less completely
urbanized. Some believe that urban forms are linked to
available technologies and to the economic activities
they make possible; in their view, it is possible that new
information technologies may undo previous popula-
tion concentrations. The information society may
return to more dispersed forms of settlement, and rural
regions may be repopulated. Others insist on the
strength of the links tying current urban systems to
their past history. The networking of cities, which is a
powerful phenomenon in Europe (Cattan et al., 1994)
and which goes along with the growing international-
ization of exchanges, corresponds to the relative con-
centration and the selection by large cities of the most
skilled population and the most modern activities.
These trends have been observed in the past, occurring
at the beginning of every large cycle of innovations.
Over the centuries, the city system has constantly
reacted by adapting its structure to successive qualita-
tive and quantitative changes in human activities, and it
may very well adapt again to the innovations brought
about by the information society.
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Whether it is repression, war, ethnic cleansing, or
genocide, the political reasons for the forced move-
ment of population seem innumerable. On the con-
trary, possible destinations are far fewer; they are
limited to neighboring countries whose hospitality is
often forced and to developed countries that are
becoming increasingly hostile toward immigration.
However, political immigration has a separate status
in international immigration because most countries
acknowledge its legitimacy over other types of migra-
tion. Consequently, if political violence determines the
pressure to leave, the magnitude and destination of
political migration depends on the receiving country’s
translation of this into a formal acknowledgment of the
right to migrate. There is a wide gap between the the-
oretical right to look for political asylum in democratic
countries and the effective possibility of actually doing
it. Today, the major obstacle facing asylum seekers is
no longer the defunct Iron Wall but Western policies of
limiting immigration. Judging from the difficulties
facing asylum seekers in Europe, these policies are
effective. However, should this be called effectiveness
when it is associated with a growth in tolerated ille-
gality? Legal measures allow for the legitimate refusal
of asylum, but they do not authorize the expulsion of
asylum seekers to their countries if such countries are
in the middle of violent conflict.

I. THE ROOTS

Violence has always been at the origin of forced
movements of population. Twenty-five centuries ago,

Aeschylus’ oldest play, The Suppliants, depicted a per-
fectly contemporary request for asylum. The 50 daugh-
ters of Danaos requested and obtained asylum from
the people of Argos to escape forced marriage. Today,
recognition of refugee status for this type of human
rights abuse is not always the case in Europe, although
Canada recognizes gender persecution. Escape from
wars and religious persecution has existed in all of
human history, but until the 16th century, asylum was
only for common law offenders. Sacred sanctuaries of
antiquity and, later, Christian churches were asylums
placed under the protection of the gods, where crimi-
nals could obtain temporary protection from the
private vengeance of victims. The function of this
asylum was to correct the weaknesses of the state
justice system, and in reducing private violence, it
indirectly reinforced the monopoly of legitimate 
violence detained by the lords. Because the Prince’s
interests took precedence over those of society, the
inviolability of sanctuaries was often transgressed in
political cases (Bettati, 1985). From the 16th century,
the development of monarchies and civil justice 
questioned the basis of asylum for common law 
delinquents. Protection from the gods was no longer
necessary for maintenance of order, and because it cast
a shadow on the absolute power of the king, it had to
disappear. In the opposite direction, political asylum
found its own roots in the relativity of crimes of
opinion, as the states, becoming increasingly powerful
and protective of their territorial prerogatives, were no
longer all condemning the same convictions at the
same time. The exile of about 200,000 Huguenots in the
17th century and their generous welcome in France’s
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neighboring states marked the beginning of the
modern tradition of asylum in Europe.

When subjected to reason of the state, the political
asylum of foreigners was very controversial, and the
legitimacy of the protection given to the politically 
persecuted established itself very slowly. The French
Revolution was a new stage that exalted resistance to
oppression and placed political asylum in the con-
stitution of 1793: “The French people shall provide
political asylum to foreigners banished from their
fatherland for the cause of freedom. It shall refuse
asylum to tyrants” (article 120). This proclaimed right
to asylum remained purely virtual because France at
that time was no more a land of asylum than its neigh-
bors, and the construction of national identities was
progressively imposing a control of international
migration (Noiriel, 1991).

II. THE INTERNATIONAL
SYSTEM FOR MANAGING 

REFUGEE MIGRATION

The need for an international system for managing
refugee migration appeared forcefully after the First
World War. In a few years, Europe had had to cope
with the resettlement of war refugees, the influx of
about 1 million refugees of the Russian Revolution,
and the consequences of the Armenian massacres in
Turkey. Under the auspices of the League of Nations,
a series of ad hoc international agreements were
signed to regulate the status of the various groups of
refugees. In 1921, the Nansen passport,1 ancestor to the
travel document of current refugees, was created to
provide Russian refugees with an identity document
to enable them to travel. The provision of this passport
was then extended to other groups of refugees.

Before the Second World War, the mass arrival of
Spanish and German refugees fleeing the Franco and
Nazi regimes increased the necessity for a concerted
management of these populations. The League of
Nations consequently set up the Intergovernmental
Committee for Refugees (ICR) in 1938, which adopted
a very general definition for refugees and conse-
quently for political immigration. After the Second
World War, the United Nations Organization suc-
ceeded the League of Nations and created the 
International Organization for Refugees (IOR), which
managed the resettlement of more than a million
persons in a few years.

In 1951, the United Nations High Commission for
Refugees (HCR) replaced the IOR, and during the
same year, the Geneva Convention on the status of
refugees was drawn up during the Cold War (Table
62–1). The jurisdiction of this convention, initially
limited to events that took place before 1951 in
Europe,2 was extended to the whole world without
restriction by the additional New York protocol of
1967.3 This convention, ratified by more than 120
nations, has become the fundamental text for modern
asylum. It defines a refuge as a person who “owing to
well-founded fear of being persecuted for reasons of
race, religion, nationality, membership of a particular
social group or political opinion, is outside the country
of his nationality and is unable or, owing to such fear,
is unwilling to avail himself of the protection of that
country; or who, not having a nationality and being
outside the country of his former habitual residence as
a result of such events, is unable or, owing to such fear,
is unwilling to return to it.”4 It also defines the rights
of refugees in their host countries and specifically stip-
ulates that they must at least enjoy the rights of non-
refugee foreigners. It also protects refugees against
expulsion or transfer to a country where they may be
threatened.

The large number of civil wars in Africa and the
ambiguity of the Geneva Convention concerning per-
secution related to this type of situation5 led the Orga-
nization for African Unity (OAU) to write its own
convention in 1969, which explicitly includes in the
definition of a refugee, victims of all types of persecu-
tions, irrespective of the circumstances. Latin America
did the same with the Cartagena Declaration in 1984.
Since then, political migration is managed by a dual
system; in the Third World, the legal definition of a
political refugee corresponds to the classic sociologic
definition that considers all persons fleeing persecu-
tion,6 whereas in developed countries, legal recogni-
tion of refugees giving them residency rights are
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1 Taken from the name of the President of the Norwegian dele-
gation to the League of Nations. Founder of this travel document,
he was an Arctic explorer and a renowned activist for refugees.

2 From the beginning, the signatory countries had the possibil-
ity of extending the effects of their membership to events in Europe
or elsewhere.

3 Often called the Bellagio Agreement, it was named after the city
where it was written.

4 See HCR 1979, for the text of this convention accompanied by
its interpretation.

5 According to certain restrictive interpretations of the Geneva
Convention, it does not apply to any person who is not individually
persecuted by his or her own country, which effectively excludes
civil war, whose victims are not individually persecuted.

6 We should not see in this the evidence of more generosity;
because refugees were already present in the Third World, recog-
nizing them did not lead to more migration while enabling them to
benefit from international aid if necessary.



subjected to constraints of migration policies, which
are very restrictive in Europe.

III. GROWTH IN THE NUMBER OF
REFUGEES IN THE WORLD

At the creation of the HCR in 1951, the problem of
refugees was perceived as temporary7; it would disap-
pear with the integration of all exiles in the first host
or resettlement countries. In the 1960s, the question of
refugees still existed but changed location. If move-
ment toward Western countries was low, new waves
generated by conflicts associated with the Cold War
begin to appear in Third World countries. It is the
strategic importance of an international management
of these movements (HCR, 1995) that made possible a
lifting of the limitations in time and space initially pre-
scribed by the Geneva Convention.8 A few years later,
unending growth in the number of refugees began.
First from Latin America and then Asia (e.g., 1 million
Boat People from South East Asia, 5 million Afghans),
Africa (i.e., from Mozambique to Liberia through
Somalia and Rwanda), and Europe (4 million ex-
Yugoslavs), all the continents successively contributed
their share of refugees. Despite the wish of the inter-
national authorities to encourage a return at the end of
every conflict, the number of refugees and other
persons under the authority of the HCR rose from 2.4
million in 1975 to 27.4 million in 1995, a quasi-regular
increase of 25 million in 20 years. Since then, new con-
flicts have succeeded the ones that are ending, but the

number of persons under HCR authority has been on
the decline, falling below the figure of 20 million on
January 1, 2002 (Fig. 62–1).

These figures do not include the 3 million 
Palestinian refugees registered by the United Nations
Relief and Works Agency for Palestine Refugees in the
Near East (UNRWA). This office was created in 1949
to cater originally for 750,000 Palestinian refugees, and
one-half century later, this problem remains unre-
solved, and the number of refugees has increased
because of the continuation of the conflict (Israeli-Arab
war of 1967) and especially because of natural demo-
graphic growth.

The estimate of the number of persons displaced by
conflict within their own country and not under the
control of the HCR, which by nature is even less
precise than that of refugees, is greater than 20 million
persons. Currently, political migration may be
between 40 and 50 million persons in the world.
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TABLE 62–1 Major Texts Cited on the Protection of Refugees

Texts Date Supporting institution Territories concerned Subject

Geneva Convention on Refugees 1951 United Nations Initially Europe, then the Definition of the refugee and 
world since 1967 protection against expulsion at 

the border
New York Protocol 1967 United Nations World Extension of the Geneva Convention

to the rest of world
Organization for African Unity 1969 Organization for Africa Explicit recognition of generalized 

Convention African Unity violence in the definition of a 
refugee

Cartagena Declaration 1984 Government of Latin America Explicit recognition of generalized 
Colombia violence in the definition of a

refugee
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7 The initial mandate of the HCR, drawn up to be very tempo-
rary for three years, has since been regularly renewed for 5 year
periods.

8 France ratified the New York Protocol in 1971, after speculat-
ing for a long time whether there was a risk of refugees from Africa
arriving.

FIGURE 62–1 Trends in the number of persons managed by the
United Nations High Commission for Refugees.



IV. DATA QUALITY

Between the political implications of the number of
refugees, the materially difficult conditions of data col-
lection, and the absence of standards in definitions, the
available figures on refugees can hardly be better than
gross estimates.

The political implications take many forms. Certain
countries do not like to recognize the fact that their
nationals are fleeing persecution. Others find it useful
to attribute a large number of departures to their oppo-
nents. For others, misinformation on the number of
refugees is an integral part of their political strategy, as
was the case in the debate concerning the number of
Hutu refugees in ex-Zaire and what became of them
during the Kabila offensive.9 In the host countries,
diplomatic considerations sometimes bar access to
information on the real figures. To admit receiving
refugees from a country with which one maintains
very good economic and political relations may be
seen as embarrassing. There are also economic impli-
cations for the host countries, because most often, the
amount of international assistance given to refugees
depends on the media coverage of events accompa-
nied by the most shocking images and the most
impressive figures possible.

In the zone of origin, conditions do not often allow
a precise count of the refugee population. When the
situation is unstable and camps move frequently, 
estimates become even more approximate. The use 
of indirect methods becomes more common. For
example, Médecins sans Frontières (Doctors without
Borders) estimated the population of camps in the
region of the African Great Lakes by calculating their
surface with the aid of the global positioning system
(GPS)10 and then multiplying this figure by a coeffi-
cient determined through a survey of enumeration
areas. Identification by aerial and satellite photogra-
phy is also used.

Even in host countries with a strong statistical 
tradition such as in Western Europe, statistics are not
reliable. Even if the validity of data provided by the
national authorities is not in doubt, enormous progress
remains to be made in the standardization of estimates.
For example, until 2002, French figures were based on
the number of files of asylum requests, which did not
include child minors, whereas German figures often
included all members of the family. France still makes

available only figures concerning statutory refugees as
strictly defined by the Geneva Convention, whereas
the German figures include all refugees, whether or
not they have obtained the status of refugee according
to the Geneva Convention.11 Another example shows
that integration within the host population does not
make political refugees disappear from statistics at the
same pace in all countries. France more easily natural-
izes refugees than Germany. If in the past few years,
the European Union has been trying to standardize
statistics on asylum seekers (i.e., entries within the
common territory); it is totally uninterested in the exits
and makes no effort to measure the number of statu-
tory refugees present in the territory every January 1.
The European Union does not publish global statistics
on this population. It is improbable that this relative
ignorance of the total number of refugees protected by
the Geneva Convention in Europe is fortuitous, and
such a strategy is unfortunate. In France, statistics on
statutory refugees, confidential for a time, show that
their number has been on the decrease in recent years.

The number of refugees in the world depends
equally on the notion employed; the population
covered by the HCR includes conventional refugees
(recognized within the Geneva Convention, the OAU
Convention, the Cartagena Declaration, or HCR
Statutes) and various other categories of persons
whose definition changes regularly. On January 1,
1995, the 27.4 million persons depending on the HCR
consisted of 14.5 million conventional refugees, 3.9
million recently repatriated refugees, 3.5 million other
persons, and 5.4 million internally displaced refugees.
On January 1, 2002, there were 12 million refugees (but
these now included the various precarious or human-
itarian sub-statuses created in Western Europe),
including almost 1 million asylum seekers, 500,000
repatriated refugees, 5 million internally displaced
persons, 240,000 internally displaced repatriated
refugees, and 1 million “others.” Even independently
of these changes in definition, a time-series study of
the HCR statistics is very problematic. For example,
the distribution between conventional refugees and
“others” in the German figures is stunning. At the end
of 1999, 2000, and 2001, the number of conventional
refugees was, respectively, 252,000, none, and 518,000;
the category “others” was, respectively, 723,500,
906,000, and 385,000. The total, however, seems more
coherent with, respectively, 975,500, 906,000, and
903,000.
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9 In this case, Western countries supporting rival parties are
equally responsible for the misinformation.

10 Equipment initially designed for aerial and sea navigation
which provides a precise position in space based on calculation
according to several satellites.

11 The way of identifying nonstatutory refugees sometimes
varies. Between January 1, 1995, and January 1, 1996, the number of
refugees in the German statistics compiled by the HCR declined by
more than one-half after a change in definition.



The category “conventional refugees” in the strict
sense is far from homogeneous. The 14.5 million
refugees estimated in 1995 were based on two very dif-
ferent notions. In the Third World, they were defined
as victims of persecution of all origin, whereas in
Europe, the restrictive interpretation of the Geneva
Convention excluded the victims of general violence.12

If this restrictive definition were to be applied all other
the world, the number of refugees in the strict sense of
the word would be much less.

V. THE CAUSES OF GROWTH

The increase in the number of refugees in the world
since the mid-1970s goes hand in hand with the evo-
lution in the nature of conflicts. A very high level of
political instability and a certain “inward withdrawal”
of Western Europe marked the second half of the 1970s
(Rufin, 1996). Within a few years we witnessed the fall
of Saigon; the arrival of new Marxist regimes in
Angola, Mozambique, Guinea Bissau, Nicaragua, and
Ethiopia; the entry of Vietnam into Cambodia; the
invasion of Afghanistan by the USSR; the Lebanese
war; the crisis in the Western Sahara; the Tamil insur-
rection; the Iranian revolution; and the invasion of East
Timor by Indonesia. All these upheavals were accom-
panied by interminable guerrilla warfare whose first
victims were civilians. The major characteristic of these
so-called low-intensity conflicts is that direct combat
between armies is rare, but civilians and economic
infrastructures are systematically chosen as targets,
thereby leading to an increasing number of refugee
movements.

The collapse of the USSR at the beginning of the
1990s reopened a new period of great instability. As
observed by Jean-Christophe Rufin (1996), “Since 1990,
the possibility of a radical definition of territorial
demarcations is no longer taboo, thereby opening a
new pathway for the action of armed movements.”
The disintegration of ex-Yugoslavia is a perfect
example of a redefinition that resulted in almost 4
million refugees and displaced persons in Europe. In
Africa, the end of the Cold War opened up new polit-
ical and economic perspectives13 to guerrillas aban-
doned by their Western or Communist tutors, and the
disintegration of certain countries such as Somalia or
Liberia is almost complete. In Rwanda, the Tutsi geno-

cide by the Hutus, followed by the military victory of
the Tutsi guerrillas, led to the displacement of 4 million
persons, of whom 2.2 million were Hutu refugees
outside the country.

Major refugee movements are brought about by
civil war. Even if persecutions and individual infringe-
ments of human rights are extremely high in the
world, victims of collective violence are responsible for
most of these movements.

VI. THE DESTINATION OF THE FLOW 
OF REFUGEES

Refugee movements in the world are extremely
local. According to refugee statistics by country of
asylum and country of origin published by the HCR,
more than 95% of refugees in Africa and Asia found
refuge in a neighboring country. Even in Europe,
reputed for receiving refugees from all continents,
more than one-third of refugees have been European
since the wars in ex-Yugoslavia and the disintegration
of USSR. These figures concern stricto sensu refugees or
people recognized as such by a country or by the
HCR.14 It excludes essentially all local movements of
“persons displaced within their own country,” who are
almost as many.

Beyond the neighboring countries and on a world-
wide scale, Western Europe and North America (i.e.,
United States and Canada) are essentially the only des-
tination for Third World refugees.15 They receive a little
more than 1.5 million non-European refugees, who
make up about 13% of the total number of refugees
and roughly two-thirds of the total in Europe. Migra-
tion of refugees is growing equally in all of Eastern
Europe. Most of it is purely a local response to the col-
lapse of frontiers in the former Eastern Bloc, but there
are also arrivals of refugees from the Third World. For
the latter, Eastern European countries are generally
only one step toward Western European countries,
whose direct access has been made very difficult by
restrictions on immigration.

If the destination of “neighboring country” can be
immediately understood, the logic governing the des-
tination of “Western country” is much more complex,
and an analyst does not systematically perceive the
nationalities that have the highest number of refugees
in the flows toward developed countries.
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12 Because Europe could not alienate itself from exiles present in
its own territory, most of the victims of the conflict in ex-Yugoslavia
are recorded in the category “others” of the HCR.

13 For many leaders of armed movements, profits from illegal
goods allowed by a war situation are at least as high a motivation
as ideology.

14 In Europe, Germany includes in its statistics protected war
refugees who are not protected by the Geneva Convention.

15 The other very developed democracies accept only a marginal
number of refugees (e.g., 3200 in Japan; 55,000 in Australia; 5300 in
New Zealand).



For example, if Afghanistan, Iraq, and Somalia,
which were, respectively, the first, third, and sixth
country of origin of world refugees at the end of 2001,
were the main nationalities of refugees in Western
countries; Burundi, Sudan, and Angola, which were,
respectively, the second, fourth, and fifth, do not
figure. We could also compare the 122,000 refugees
from Sri Lanka in the world at the end of 2001, who
were mostly present in Western countries, with the
111,000 refugees from Bhutan present at the same time
but almost nonexistent in the same countries.

Explanatory factors are multiple and interrelated.
First is the very nature of disorder that generates
refugees. If most of the movements are purely local,
this is because they are of victims of collective violence
and that fleeing from massacre leaves no choice of des-
tination. Absolute famine sometimes created by pred-
ator guerrillas themselves does not leave a choice
either. These major collective movements of flight 
correspond to the logic of minimum displacement as
the destination is generally fixed by the geography of
the zones of conflict and refuge is found behind the
first international boundary. It is this same logic of
minimum displacement that is equally at the origin of
the high number of “displaced persons,” those who
find refuge in another region of their own country and
live in the same precariousness as refugees who
succeed in reaching a neighboring country. In emer-
gencies, these refugees or displaced persons, even if
they wanted to, have absolutely no means of reaching
Western countries. The major movements of refugees
given the widest media coverage contribute little to the
migratory pressure in Europe, except when these
movements last a long time.

The destination of individual departures is more
complex. Emergency flight in the wake of individual
persecution, whether by a dictatorial state or armed
groups, is common, but contrary to common opinion,
all individual departures are not totally improvised.
On the contrary, when the consequences of conflict in
social organization is at the source of exile or when the
state is deliquescent and the resulting arbitrariness,
corruption, and generalized violence make the situa-
tion dangerous and life impossible, people start to
leave. Not everybody leaves at the same time; the
departure date depends on the level of each person’s
fears, the level of saturation, and especially the level 
of available resources. These financial and human
resources, especially knowledge of migration net-
works or previous ties with a foreign country, deter-
mine to a large extent the chosen destination.
Depending on available means, the possibility of
choice for refugees will be limited to neighboring
countries (i.e., individual movements in the region of

origin) or will extend to rich countries. The itinerary to
developed countries is most often indirect because of
difficulties in the country of origin, particularly the
lack of freedom to leave the country if it is run by a
dictatorship, and because of restrictions on immigra-
tion in the developed countries themselves.

Preexisting organized migratory networks, or 
those created in recent globalization exchanges16

(Angoustures, 1996), play a major role in the destina-
tion of movements toward the West. In this case, the
notion of political asylum and economic immigration
slowly blend to become one among asylum seekers.

VII. ASYLUM SEEKERS

The term asylum seeker was coined in the 1970s to
differentiate refugees who had obtained their status
from the mass of persons awaiting the decision that
was becoming more and more negative. This expres-
sion, which had previously not been used, became nec-
essary when statistically the asylum seekers stopped
being potential refugees to become potential rejected
asylum seekers.

If certain justified applications for asylum based on
indisputable individual persecution have for a long
time been rejected because of restrictive jurisprudence
that is progressively being abandoned in European
countries (France was the last to abandon this at the
end of 2002), there are also asylum applicants whose
motivations are purely economical. However, these
requests are fewer than Western countries would like
to make people believe, and in the many cases in
which the economic component is strong, it is by no
means unique. China is not a model of democracy; the
most elementary human rights are often contravened,
torture has been institutionalized, and the death
penalty is common. One-fourth of the requests for
asylum from Asians in 1996 in France came from
Chinese. However, it would seem that political oppo-
sition members cannot come to France because a major
part of the applications come from the Province of Zhe-
jiang, especially the city of Wenzhou, and that the only
persecution expressed is that of the one-child policy.
According to asylum seekers from Wenzhou, they
come to France to improve their conditions of life and
escape the control on number of births, especially
when their first child is a girl. This predominance of
applicants from the city of Wenzhou has historical
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16 The control of commercial migration networks is sometimes
in the hands of armed opposition movements, such as the Kurdish
groups that control the bus companies and the Tamil groups that
manage the networks of travel agencies.



roots going as far back as the First World War. France
invited about 140,000 Chinese, almost all repatriated at
the end of the war, with the exception of a little group
among whom were people from Wenzhou. The latter
then initiated a network of migration that prospered
between the two wars, was interrupted during the
Second World War, and was stopped during the Mao
regime, but which took off again with the opening of
China since 1979 (Porquet, 1997). France now consid-
ers that economic motivations are confirmed and 
that French society can no longer accept limitless
Chinese immigration. The French policy is that 
limitation of births is not persecution, and conse-
quently, France cannot but systematically reject all
Chinese asylum requests. However, major world 
conferences on population have all affirmed that 
individuals have “the fundamental right to freely
decide in all responsibility and without constraint 
the number and spacing of their children” (Mexican
Declaration on Population and Development). It is 
true that this declaration aims at promoting family 
planning and birth limitation programs, but does a
fundamental right have to be relative to the country 
in question? According to the perfect structure of all
tragedies, the asylum seekers whose requests have
been rejected by OFPRA and OFPRA17 itself have the
law on their side.

There are more examples for which economic
factors coexist with political factors, and they show the
importance of migratory networks. In effect, the exis-
tence of migratory networks has become more and
more inevitable with the beginning of very restrictive
migratory policies in Europe that practically refuse
any legal arrival of asylum seekers.

VIII. ASYLUM POLICY

Speaking of asylum policy in the singular is no
doubt excessive, because European countries have not
harmonized their methods. However, the dominant
attitude, which is clearly repressive, has led to a certain
uniformity in practice.

The policy of restrictive asylum is based on two
pillars. The first consists in refusing asylum seekers so
as not to have to refuse them asylum (Marie, 1996). The
second one is based on an interpretation of the Geneva
Convention that disconnects the status of refugees
from that of the need for protection. In democratic
countries, asylum seekers are not refused as such; they

instead suffer from measures of general immigration
control whose first aim is to prevent them from reach-
ing Western countries and then to transfer them to
another country if they arrive.

1. Retention

Retaining asylum seekers at the borders of devel-
oped countries is the objective of two complementary
measures: imposition of visas on all nationals of poten-
tial asylum-seeking countries and fines on transporters
of persons not traveling with obligatory travel docu-
ments (i.e., visas). The aim is to retain these illegal
immigrants at their source by delegating the power of
the police to the transport firms (Julien-Laferrière,
1996). These measures have the advantage of replac-
ing the refusal of admission at the borders and the
costly and difficult procedures of expulsion with that
of refusing embarkation at the country of origin. The
effectiveness of these measures lies in the level of the
fines imposed and on the list of countries subjected to
visas. Currently, 126 nationalities are subjected to visas
by all the countries who signed the Schengen 
Convention.18

France provides an example of how general migra-
tory measures affect political immigration. The com-
bined measures of visas and fines on transporters (the
two measures are effective only when combined)
distort the spirit of the Geneva Convention (Legoux,
1995). A person persecuted in his or her country can
expect to encounter difficulties in obtaining all the nec-
essary travel documents, and article 31 of the Geneva
Convention stipulates that irregular entry or stay
should not bar refugees. In France, article 10 of the
1952 law on the right to asylum (2002 version)19 con-
firms this general disposition: “admission may not be
refused for the sole reason that the foreigner does not
have the documents or visas mentioned.” However,
article 20b of the ordinance of 1945 on the entry and
stay of a foreigner in France20 indicates that the fine on
transporters is not inflicted in two cases only: if the for-
eigner “who asks for asylum has been admitted into
French territory or if the application is not obviously
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17 The French Office for the Protection of Refugees and Stateless
Persons (OFPRA) is the organization responsible for recognizing the
status of refugee.

18 France adds 21 other states to a common list of Schengen
nations, and the fines for transporters is 10,000 francs (about $1500)
per irregular passenger transported. According to a parliamentary
report on underground immigration, called the Philibert-Sauvaigo
report, the fines inflicted on Air France alone in 1995 amounted to 5
million francs ($750,000), to which was added 6 million francs
($900,000) of charges for the return and the escort of illegal 
immigrants.

19 This article borrows extensively from the former article 31b of
the 1945 ordinance in its 1993 version.

20 The ordinance of November 2, 1945, modified version, on con-
ditions of entry and residence of foreigners in France (2002 version).



unjustified” or “if the transport firm establishes that
the necessary documents were presented to it at
embarkation or if the presented documents do not
have any obvious irregularity.” Because the agents of
the transport firm cannot determine that the border
police will recognize the obviously unjustified nature
of the asylum request nor the quality of the documents
presented, they tend to refuse any passenger without
a visa, even if she or he declares wanting to seek
asylum on arrival in France. Formally, the absence of
a visa is not a condition for refusing asylum requests,
but in practice, an asylum seeker cannot use regular
transport firms and is forced to enter France illegally.
These measures were very effective for the first few
years they were in effect, and the number of requests
fell from 61,422 in 1989 to 17,405 in 1996. Since then,
the networks of irregular entries have adapted them-
selves, and the applications increased to 47,291 in 2001.

2. Expulsion

When asylum seekers manage to reach a country
that signed the Schengen Convention, expelling them
is the objective of re-admission agreements. Because of
the policy of visas, direct itineraries between the
asylum seekers’ country of origin and Western coun-
tries have become rare and have been replaced by
complex itineraries ending with a land entry through
the borders of Schengen countries. These countries
“have thereafter instrumentalized these itineraries and
developed concepts of ‘third-party host’ or ‘secure
third-party country’ ” (Créach, 1997). According to the
London resolution of 1992,21 third-party host countries
are those in which the life or liberty of asylum seekers
is not threatened and where they have already
obtained some protection or have had the possibility to
ask for it. As soon as it is possible to send an asylum
seeker back to such a country, the examination of their
request may be refused. Consequently, any country in
which the asylum seeker has stayed, even if it is in
transit for a couple of hours, may become a destina-
tion to return him or her to, if it is considered safe and
if it accepts to readmit the asylum seeker. The read-
mission agreements are precisely aimed at obtaining
the agreement of these countries and are sometimes
accompanied by financial compensation. The agree-
ment between Germany and Poland provided 120
million German marks (60 million dollars) to the police
of Poland, and another between Germany and the

Czech Republic provided 60 million German marks (30
million dollars) to the Czech security forces involved
with guarding the borders.

The generalization of readmission agreements22

gives rise to the possibility of true “expulsion chains”
resulting from cascading readmissions from third-
party country to third-party country, pushing asylum
seekers to the periphery of Western countries. The ulti-
mate objective of the readmission agreement is to con-
stitute “a network of third-party countries promoted
to the grade of advanced border-guards of the Schen-
gen plan of action. . . .” The major consequence of this
“advance protection” is to remove all meaning from
the principle of “non-refoulement” or nonexpulsion of
the Geneva Convention by replacing it with the prin-
ciple of nonentry (Marie, 1996).

3. Interpretation of the 
Geneva Convention

After asylum seekers have reached a Western Euro-
pean country, applied for asylum, and are not the
object of a readmission agreement, the final obstacle is
the analysis of their request by the competent author-
ities. The level of rejection is very high, about 90% of
requests in most countries in the Schengen area.23 This
rejection is based on an extensive use of the notion of
“obviously unjustified request” and on the systematic
doubt concerning persecutions not proved beyond rea-
sonable doubt. The notion of “obviously unjustified”
makes it possible for most countries to use procedures
of rapid and expeditious judgment that often dispense
with providing temporary residence rights to the
seeker. The proof of persecution is not formally
demanded, but the benefit of the doubt is never to the
advantage of the asylum seeker. Illegal entries due to
visa refusals and the fear of being expelled oblige
asylum seekers to lie about their itinerary, which
increases the doubt.

In total opposition to the HCR understanding of the
Geneva Convention, France and Germany, followed
by other European countries, wanted to reduce the
number of refugees by excluding all nonstate persecu-
tions from the Geneva Convention. Persons recog-
nized as being in danger in their countries but whose
request for asylum had been rejected could neverthe-
less, in certain cases, obtain the right to a more or less
protective residence for humanitarian reasons. This is

340 Legoux

21 “Resolution on a harmonized approach of issues relative to
third party host countries” was adopted in London on December 1,
1992, by the Ministers of Member States of the European Commit-
tee in Charge of Immigration.

22 The asylum section of the Schengen agreement is already a
readmission agreement between all the member states.

23 The proportion of recognition displaced by France is higher
(up to 20% in 1996), but close to one-half of the recognition consid-
ered relates to purely official requests of children of refugees already
present in France and approaching 18 years old.



called subsidiary protection, humanitarian status, or B
status. This restrictive interpretation of the Geneva
Convention, which contributed significantly to the
development of subsidiary protection in the past 10
years, has been abandoned, but the sub-status desig-
nations remain.

IX. NEGATIVE CONSEQUENCES

Effectively prohibiting the regular arrival of asylum
seekers provokes fraudulent commercialization of
assistance to cross the borders of developed countries,
which itself has serious negative effects. The first 
consequence is the selection by money; the cost of
introduction into Western Europe by Mafia-type 
professionals is between 20,000 French francs ($3000)
for Turks to 100,000 francs ($15,000) for Chinese from
Zhejiang; the trip between Shanghai and the United
States can cost as much as $50,000 (Porquet, 1997;
Marie, 1996). Even if a large part of this amount is
payable on arrival after having found an illegal job, the
victims of persecution forced to hastily leave their
country are not in a position to employ these indis-
pensable networks to cross the borders of developed
countries. Another penalizing effect for political
asylum seekers is that the authorities consider the use
of immigration networks as an indicator of economic
motivation for the asylum request. The sale to candi-
dates of false papers and stereotyped asylum requests
along with the trip contributes to this disqualification
of request, especially because the necessity of dissim-
ulating the conditions of their arrival pushes them to
tell unconvincing tales. The traffic of persons is often
accompanied by that of legal and illegal products, and
this association highly discredits political immigration
in public opinion. The cost of access to the asylum
request provokes indebtedness, which makes return
immigration impossible and imposes an underground
life for asylum seekers whose applications have been
rejected.

The measures designed to hold back the incoming
flow of asylum seekers create the conditions for 
rejecting numerous requests, thereby creating a vicious
circle in which a lack of respect for the right to asylum
is self-justified.

X. INFORMAL ASYLUM

Before immigration restrictions were implemented
in Europe in the mid-1970s, numerous political exiles
found refuge in the Western democracies under the
cover of the status of economic refugee. Consequently,

the political immigration of Greeks and Portuguese
hardly used the status of refugee, and many Republi-
can Spaniards who arrived in France in 1939 after the
Franco regime took power did not ask for refugee
status until 10 or 20 years later. At that time, economic
immigration was a possible alternative to political
immigration, and it offered the advantage of not break-
ing ties with the country of origin. In France, even after
1974, many refugees from Chile did not ask for asylum
until many years after their arrival, when the status
became indispensable to avoid being expelled. When
immigration for work was stopped, these incoming
flows of political exiles very logically transformed
themselves into those of asylum seekers. Currently, 
it is political asylum that is less accepted, and 
political exiles use the latest avenues possible: 
temporary protection provided by the duration of the 
examination of the asylum application and under-
ground immigration.24

Confronted with massive rejections of their asylum
requests, these exiles have obviously developed 
alternative strategies using the request for asylum as a
means of temporarily regularizing their situation.
Multiple applications in many countries (i.e., asylum
shopping) have been a strong justification for the
asylum section of the Schengen plan of action and then
of the Dublin Convention, but this plan of action does
not seem to be dissuasive. In France, the example of
Romanians is very instructive about the use of asylum
procedures to obtain protection normally refused by
the host country. After the fall of Ceausescu, France
decreed that Romania had become a democratic
country and undertook to remove asylum status from
all previously recognized Romanian refugees; under
these conditions, new applications for asylum have
been systematically rejected. In 1996, there were more
than 4000 Romanian applications, amounting to 23%
of the total applications from all nationalities. Appar-
ently, the geographic proximity reduces the efficiency
of procedures for holding back the flow. According to
many studies,25 it seems that these applicants, often
Gypsies, have assimilated the fact that their applica-
tions would be rejected, but they have continued to use
the asylum procedure in a sort of circular migration
that provided them the financial resources necessary
to fight against the social and economic discrimination
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24 In certain cases, it may be preferable to speak of illegal immi-
gration. In France, the public struggle of the Sans-Papiers (those
without papers) has shown that they are not illegal aliens in the strict
sense of the word.

25 Studies were directed by Olivier Brachet, an economist and the
director of Forum-réfugiés (Refugee Forum, formerly Comité rho-
danien d’accueil des réfugiés et de défense du droit d’asile), which
is based in Lyon.



of which they were victims in Romania. Since 2002,
Romanian nationals are exempted from the visa obli-
gation to enter France, and the requests have greatly
diminished.

Underground existence is the most precarious form
of protection, but it is the ultimate refuge for many
seekers whose applications have been rejected and
who are awaiting a hypothetical regularization of their
papers. Depending on the country, the presence of
illegal aliens is more or less accepted. In France or in
Italy, this seems to be a quasi-normal way of manag-
ing persons (Brachet, 1997), and this informal extrale-
gal asylum contributes to the debate around
conventional asylum.

XI. TRENDS

Even though it takes place in the context of demo-
cratic countries, the subjection of asylum policy to
migration policy leads to negative practices that are
shaking the whole edifice of the right to asylum. The
retention of refugees outside developed countries, the
legal controls that promote the nonrecognition of 
the status of refugee, and the multiplication of sub-
status designations and informal asylum show that the
great principles of the protection of victims of political
persecutions, at one time recognized for its universal
nature by the Geneva Convention, are not respected 
in European democracies. For many years, the fear of
a decline in the protection of human rights in the 
case of renegotiation of what is sometimes called 
The Geneva Regime (Zolberg, 1992) has led defenders 
of asylum rights to affirm the unsurpassable character
of the 1951 Convention. However, the Geneva Regime
is being progressively eaten from the inside by its 
very founders, and it is now time to explore new 
solutions.

1. Temporary Protection

For many years, provision has been made for resort-
ing to temporary protection. A former director of inter-
national protection at the HCR already mentioned this
in 1992 as a possible solution for Europe (Moussalli,
1992). In abandoning the right to permanent residence
for statutory refugees, temporary protection makes a
partial disassociation between asylum policy and
migration policy possible. During the Kosovo crisis,
most countries in the European Union set-up tempo-
rary de jure or de facto protection. France created a
special plan of action for people from Kosovo, offering
them temporary residence rights and the right to work
if they did not ask for conventional asylum. Because

this crisis had exposed evidence of differences in the
treatment of temporary refugees in the European
nations, the European Council in 2001 adopted a 
directive on temporary protection meant for massive
incoming flows of displaced persons. It is an excep-
tional mechanism that offers a 1-year renewable pro-
tection and the right to work and to social benefits. It
can be set in motion by the Union’s Council of Minis-
ters. The principle of double accord, that of the persons
concerned and that of the host country, preserves the
sovereignty of states in this European procedure.

Subsidiary protections are also a form of temporary
protection. In France, territorial asylum was created in
1998 because of the issue of Algerians persecuted by
groups of armed Muslim militia who could not be rec-
ognized as refugees because of jurisprudence exclud-
ing nonstate persecution from the protection of the
Geneva Convention. At the end of 2002, France gave
up this jurisprudence but retained territorial asylum,
which was meant to be renamed subsidiary protection
and administered by OFPRA26 in a new reform of
asylum planned for 2003. This temporary asylum is
explicitly subjected to the interests of the host country
in the very text of the law:

In the conditions compatible with the country’s interests, ter-
ritorial asylum may be accorded to a foreigner by the Minis-
ter of Interior after consultation with the Minister of Foreign
Affairs, if the foreigner establishes that his or her life or liberty
is threatened in his or her country or that she or he is exposed
to treatment contrary to article 3 of the European Convention
of the protection of human rights and fundamental freedom.
The decisions of the Minister do not have to be motivated.27

Statistics show a rapid growth in territorial asylum:
6984 applications in 1999; 11,810 in 2000; and 31,000 in
2001, according to figures cited in the asylum reform
project (but only 15,700 in the preliminary statistics 
of the Interior Ministry). The number of residence
permits delivered is very low: 292 in 1999, 351 in 2000,
and approximately the same in 2001.

The major problem in using temporary protection is
the duration of the temporary period. In the case of
quick repatriation, obliging refugees to return to their
countries if all security conditions are met. However,
when conditions at the origin of exile cease after many
years, certain refugees who are well integrated in the
host society may see possible expulsion as a new form
of persecution based on their nationality. The principle
of temporary protection therefore separates asylum
from the hazards of the migration policy only very

342 Legoux

26 Communication of the Minister of Foreign Affairs during the
Council of Ministers meeting of September 25, 2002.

27 The law on asylum rights of July 25, 1952, was modified by
law no. 98-369 of May 11, 1998.



imperfectly, especially if the motivation for exile is 
perceived as resulting from a long-term situation. 
For example, persecutions based on sex are associated
with cultural considerations that are reputed to evolve
only very slowly, and it is unlikely that protection
given for such a reason can be considered really 
temporary.

2. Defense of the Right to Remain in
One’s Own Country

A statement from the HCR perfectly summarizes
the evolution in United Nations doctrine on the
problem of refugees:

During the years of the Cold War, the determination of
Eastern countries to prevent the departure of their citizens led
the international community to concentrate most of its atten-
tion on the right to leave one’s home country. . . . Those who
succeeded were transformed into heroes, an attitude which
reflected and conditioned the exile-oriented approach as a
response to the problem of refugees. . . . But since the collapse
of the Soviet Bloc, the wheel has turned such that it is more
a question today of the right to remain in one’s own country
and that of not being displaced (HCR, 1995).

The fine-tuning of the human rights issue is glaring.
From an instrument in the East-West conflict, accept-
ance of refugees has become a liability that henceforth
must be borne by the countries of origin. This total
inversion of perspectives explains the current interest
in the prevention of refugee movement and conse-
quently the prevention of conflict.28 At the same time,
we discover the negative effect of resettlement pro-
grams or the prolonged assistance of refugee popula-
tions that have sometimes been an obstacle to the
search for solutions in their countries of origin.29

The HCR firmly states that actions in the country of
origin must not be transformed into arguments to
justify the closure of borders to refugees nor used as a
means of locking them in their countries under the
pretext that international humanitarian organizations
have created zones of security within these countries,
because these zones are more often virtual than real,
as has been shown by the massacres in the humani-
tarian enclaves of Bosnia.

The new paradigm of the right to remain in one’s
country cannot be conceived without political devel-

opment. Respect for all individual freedom is neces-
sary for the exercise of the right to remain. It cannot be
conceived without economic development, because
economic exploitation is at the origin of many con-
flicts, and periods of economic regression are the most
conflicting ones because of the increase in competition
for the control of resources (HCR, 1993). This para-
digm therefore revisits the old problem of develop-
ment as an alternative to purely economic migration
and encounters the same limitations. At the first stage,
a certain freedom regained from the emergence of a
new way of life may increase migration instead of
reducing it. At a second stage, development as a solu-
tion to migration implies a very strong reduction in
inequalities between countries, whereas the process of
globalization tends to amplify them.

While recognizing the declared wish of the United
Nations to attack the causes of political migration, it is
impossible not to recognize its chronic impotence,
whether in Sarajevo, Grozny, or the catastrophic exter-
mination of Rwandan refugees in the forest of Zaire.
The right to remain in securely within one’s own
country is still an elusive objective like that of a better
world permanently rid of war. Before that great day
arrives, political pressure will remain a strong deter-
minant of international migration.
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Any study of the motivations for migration behav-
ior must also examine those that cause individuals to
stay in the same place. Moreover, there is no reason to
suppose that these motivations are the same for people
who move short distances (e.g., intracommunal migra-
tion) as for people who move longer distances (e.g.,
interregional migration) or for nonmigrants, who do
not change residential location. In this chapter, there-
fore, we examine both nonmigrants and migrants
according to the type of mobility that they experience.

As a general rule, the term mobility is used here to
denote all the moves undertaken by the individuals in
the group being studied. Depending on the type of
study to be conducted and the data available, it is 
possible to consider some moves as migrations while
excluding others from analysis.1 However, the indi-
vidual lives in a space where administrative bound-
aries (e.g., communes, departments, and regions in
France) often play a limited role in mobility within the
country while possibly playing a more important role
in international migration.

An analysis of the motivations for migration behav-
ior also needs to consider them in interaction with all
the other elements in the life of the individual. The
reasons that “push” individuals to move, like those
that cause them to stay in their group of origin or
current dwelling, can only be understood when related

to their past experience and present circumstances in
the domains of family, work, and so on. The attraction
of a higher income powerfully favors a move for a
young adult living alone, whereas it has far less impact
for an older individual with a wife who works and
children, because of the risk of losing the wife’s income
and a reluctance to uproot the children from their
school. In these conditions, motivations cannot be
spoken of in absolute terms, but always with reference
to the context of individuals in domains such as family
life and career.

It is also necessary to introduce the information
available to the potential migrant about the advan-
tages and disadvantages of the choices between 
different destinations. Individuals are more likely to
choose a destination region about which they have
ample information through an extensive network of
contacts than one about which their information is
limited and obtained merely though the press.
However, an individual who is well integrated in a
neighborhood or town or city where most of his
friends and relatives live has little incentive to move
to another place.

The definition and measurement of motivations can
vary greatly depending on the level of aggregation at
which we are working. When survey data are being
used, the motivations for migration can be introduced
directly, if the survey subjects have been questioned
about them. It is also possible to examine the depend-
encies between residential relocations and the indi-
vidual’s other life-history processes. The latter
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approach, less subjective than the former, is better
suited for identifying the nature of the reasons for
moving. Rather than working at the individual (micro)
level, an aggregated (macro) level can be adopted
when using census data, for example. Stronger
assumptions then have to be made about the migra-
tion flows observed and about the various character-
istics measured for each zone. A model of individual
migration behavior underlies such an analysis (Puig,
1981). Validation of these underlying models calls for
a more detailed analysis of the linkages that exist
between micro-level and macro-level models.

I. THE COMPLEXITY OF 
MIGRATION BEHAVIOR

Before considering the individual reasons that affect
mobility decisions, we need to take another look at the
complexity of the analysis of geographic moves and
the influence on them of other events. This analysis,
i.e. an examination of the endogenous factors that
motivate moves, only becomes meaningful if we envis-
age the interactions between multiple processes. For
although a move can be motivated by a family event,
another event affecting the family can be a cause of
nonmigration or be the consequence of a move.

There are two elements to consider: mobility just as
much as immobility and the implications of mobility
for the demographic processes occurring in the other
life domains of individuals. The latter aspect is not the
subject of this chapter and is therefore not discussed
further. Nonetheless, we felt it important to stress the
need to envisage reciprocal dependencies in the analy-
sis of individual behavior (Lelièvre, 1992).

1. Another Look at the Effect of Age

Migration rates by age based on data from the
French 1999 Census exhibit a highly characteristic
profile (Fig. 63–1). These are annual rates for residen-
tial mobility (movers) and for interregional migration.2

This is a relatively universal profile, very close to that
observed in other national contexts. Up to age 17, indi-
viduals’ mobility parallels that of their parents, i.e. that
of economically active adults between the ages of 30
and 47 years. Between ages 18 and 30, a sharp increase
in mobility is observed, which is attributable to young
people entering the labor market, leaving the parental
home, moving into first union—in short, the mobility
corresponding to the transition to adulthood. A small

rise is observed around retirement (between ages 60
and 70), followed by an increase in mobility in old age,
especially for women, corresponding to moving into
care accommodation or to being looked after by one’s
children. The differences between the sexes reflect the
age differences at which family and occupational tran-
sitions are made by individuals of opposite sex.

The curves for residential relocation and interre-
gional migration have broadly the same form, with just
a difference in the multiplying factor. This confirms the
choice made in the introduction of considering mobil-
ity as comprising the set of all spatial moves, with the
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2 In the case of France, this is a division into 22 regions. The
direction of the flows is not discussed here (see Baccaïni, 2001).
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FIGURE 63–1 Residential mobility and interregional migration
by age and sex (1999 French census). These estimates differ from
those given by Baccaïni (2001) because of the inclusion of changes
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(Courgeau et al., 1999, 2000).



option then of considering only some of these as migra-
tory moves. We shall see that the motivations involved
are the same, some having greater impact for long-
distance migration, others for short-distance moves.

In addition to a discussion of this classic distribu-
tion, a description based on analysis of individual-
level data is now possible. Figure 63–2 shows the
distribution (for the male population) of the effects of
age, as estimated by a Gompertz type regression, mod-
elling age at last move and duration of stay (Courgeau,
1985). A series of models are estimated, into which are
introduced an increasing number of variables con-
trolling the stages reached by the individual in his or
her various life domains.

The age effect, controlling for the duration of stay,
is very similar (disregarding the scales) to the curves
in the previous diagram: a peak of mobility observed
around age 22.5 gives way to stability. This time,
however, the successive models make it possible to
separate clearly what corresponds just to an age effect
from what is the result of the variables characterizing
the stages in the individual trajectories.

By first introducing the variables controlling for the
stages of the family life-course trajectory (essentially
marriage, divorce, and successive births), the effect of
age alone is seen to be reduced between ages 15 and
28. Introducing the move into owner-occupation
brings a further reduction in the age effect, this time
across all the ages considered. In the full model, which
introduces variables characterizing labor force status
(military service, economically active, unemploy-
ment), type of job held, and macroeconomic conditions
(e.g., period of wartime, crisis of 1931 or of 1974), the
age effect disappears completely.

Age is clearly a proxy variable that captures, com-
bines, and synthesizes the effects of the other processes
at work in individual trajectories. It is therefore perti-

nent to try to identify the specific influence on mobility.
Empirical distributions suggest that these effects occur
at particular points in the trajectory and modify mobil-
ity over the lifetime of individuals. This leads us to
favor, when the data are available, a longitudinal event
history approach (see Chapter 23), which is the only
satisfactory method for studying these changes.

2. Measurement of Mobility over the
Individual Life-Course Trajectory

Event history data are extremely rich and allow
mobility to be studied in a variety of ways that
produce results that could be thought contradictory. 
It is therefore necessary to review these approaches
whose implicit assumptions have a powerful influence
on the results.

First, event history data files enable the changes in
the migration behavior of individuals to be observed
in relation to changes in, for example, marital status
and work histories. For the case of marriage or divorce,
both of which correspond to times of high residential
mobility, it can be shown that these events also initiate
new and highly specific periods of mobility. After the
initial residential changes, marriage has a powerful
stabilizing effect on individual mobility; divorce, by
contrast, marks the start of a period of residential insta-
bility (Bonvalet and Lelièvre, 1991).

Second, at the time of the survey a summary state-
ment of mobility (in the form of the number of
dwellings) of the individuals questioned is obtained.
This can be broken down according to the available
characteristics, such as marital status at the time of the
survey, family size, and occupational status at the time
of the survey.

Because the key events in family life (e.g., entry into
union, birth of children) and in occupational life (e.g.,
first job, changes) are very likely to be accompanied by
a residential relocation, we can safely predict a higher
number of dwellings for those with the most status
changes in their family and occupational lives. The
presentation of such a migration history provides the
basis for valuable comparisons (Lelièvre, 1990a, 1990b;
Bonvalet and Lelièvre, 1989).

One way of using these categories defined on a 
posteriori criteria is to differentiate, for example, the
parents of three children or the permanently single at
any point in the life course. This technique, although
potentially highly instructive in a later phase of the
analysis, produces results that must be used with
caution, and for this reason, it is not recommended for
an initial approach. It involves differentiating before
family formation has even begun the future parents of
three children from those who will have only one child
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or the permanently single from those who will later
form a union. It can be used, however, to test for pos-
sible selection processes. In the study of migration to
France’s principal metropolitan areas,3 it could be
shown that the fertility regime of migrant women was
different from that of nonmigrants outside the metro-
politan areas even before they moved to the highly
urbanized regions. In other words, a definite selection
process was at work. In the case of migration away
from the metropolitan areas, no selection occurred
because no distinction could be made between the fer-
tility of future movers and nonmovers in the metro-
politan areas (Courgeau, 1987; Courgeau and Lelièvre,
1989, 1992, 2001).

Although summary statements should not be
ignored, they give an overly aggregate view of the dif-
ferent facets of individual life course trajectories. An
average value for the number of moves per status at the
time of the survey cannot take account of a fall 
followed by a rise in the propensity of individuals to
move over their lifetime. Such summaries can only be
established for groups exposed to the risk of moving
over periods of the same length. An average number of
dwellings for individuals in a 10-year age range lumps
together in a way that varies with age group people
who are in a phase of intense mobility with others who
are in a period of stability. This biases the summaries.

The procedure whereby selective behavior is tested
by examining the differential behavior of future cate-
gories must remain an empirical exercise to be used
with caution.

When longitudinal data are available, an analysis by
duration of stay (if the data permit) can alone reveal
the changes in mobility behavior over the lifetime of
individuals.

3. The Motivations for Mobility

Determining the relative importance of the motiva-
tions quoted by individuals to explain their moves is
a particularly difficult exercise. In part this is because
these moves are very likely to be distributed differ-
ently depending on cultural context and historical
period. Family-related reasons appear to dominate, at
least for residential mobility, and work-related reasons
dominate for longer-distance migrations. In the 
American context, Peter Rossi (1980) finds “the major
function of mobility to be the process by which fami-
lies adjust their housing to the housing needs that are
generated by the shifts in family composition” (Rossi,
1980, p. 35). For France, Brigitte Baccaïni (1991) has
shown how the reasons invoked to explain or justify a
residential relocation vary with migration distance
(Fig. 63–3). Over short distances (i.e., intracommunal
moves), housing factors (e.g., entry to owner-occupa-
tion, home improvement, or enlargement) are the 
most important, whereas employment factors are neg-
ligible. The latter rapidly become more important with
migration distance and form the majority of migra-
tions at medium distances (i.e., intraregional moves),
whereas family-related reasons remain at the same
level up to a distance of 100km. For the longer distance
interregional migrations, housing factors account for a
very small minority, and family and employment
factors are on the same level. All of these motivations
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3 The regions of Paris, Lyon, and Marseille (see Courgeau, 1987;
Courgeau and Lelièvre, 1989, 1992, 2001).
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Biography survey of family, employment, and migration histories.



have a role, regardless of migration distance, but their
importance varies with this distance.

Although the stages of the family life-course trajec-
tory have a direct impact on the propensity of indi-
viduals to migrate, these stages occur within a context
in which motivations are evaluated and acted on 
differently by individuals. Gary Sandefur (1985) has
shown that the importance of motives for migrating
depends strongly on the stage individuals are at in
their life-course trajectory. Also, these reasons are
reconstructed, often a posteriori as is the case in a ret-
rospective survey, and only have the value attributed
to them by the individuals required to justify or
explain a move in the interview.

When event history data are available, a less sub-
jective way to determine the nature of the motives for
migration is to test the dependencies between mobil-
ity and other processes. The moves considered can be
diverse in kind, ranging from simple residential relo-
cations or even daily home-to-work journeys, up to
interregional migration, depending on the level of pre-
cision of the data collection.

Despite the pertinence of event history methods,
their application has limits that first need to be identi-
fied. Although a study of the interactions between
marriage and migration proves particularly suited to
this approach, we might want to carry out such a study
between divorce and migration, and this is less
straightforward. In the former case, selecting an origin
that is common to both processes4 presents no
problem; for example, we could examine first marriage
and the move into an independent dwelling. In the
case of divorce, it appears virtually impossible to give
an unequivocal definition of the specific move (which
will be the same for all the individuals) from among
the migration events to associate with the divorce,
without making explicit reference to the breakdown 
of the couple. However, if we choose the move that
precedes or follows the divorce, a study of interaction
becomes meaningless.

Another difficulty, less trivial than it appears at first
sight, stems from the structural transformations affect-
ing relations between individuals. Although living as
a couple still concerns the majority of individuals, the
growth of cohabitation makes it harder to identify the
entry into union. In the same way, well-defined events
like divorce do not necessarily correspond to the point
in time when the partners actually separated.

To illustrate these various points we now give a
brief overview of the results obtained using event
history data.

4. Some Significant Results

The following results are derived mainly from the
analysis of data from the French Triple Biography
survey of family, employment, and migration histories
(also known as the 3B survey), conducted by the Insti-
tut National d’Études Démographiques (INED) in
1981. This highly innovative survey took the form of a
retrospective collection of longitudinal event history
information on individuals born between 1911 and
1935. The sample was nationally representative and
contained 4602 individuals (Courgeau, 1985). These
data allow us to examine the residential trajectories of
these cohorts using the approaches described previ-
ously. We begin with the case of the different effects of
marriage on individual mobility, which we believe is
very explicit.

a. Marriage, a Factor of Mobility and of Greater
Residential Stability

The survey data capture the mobility linked to this
key event in the family trajectory of individuals. For
the cohorts born between 1911 and 1935, marriage was
associated with a move to a new residential location
(Table 63–1). Marital status at the time of entry into a
first independent dwelling explains the differences
observed by sex. Forty-seven percent of men moved
into an independent dwelling before they married,
whereas women in these cohorts, who moved out of
the parental home on average a year earlier than the
men, more often moved at the time of their marriage
(51% of women versus 39% of the men in the French
3B survey). Women are clearly more likely to change
place of residence at the time of their marriage, and
this move corresponds more often for them than for
their partner with leaving the parental home.

Residential mobility is closely related to family
events. Marriage usually results in a move by at least
one of the partners, whereas divorce works in the
opposite direction, resulting in the departure of at least
one of the former partners. The results in Table 63–2
confirm these tendencies. Individuals who were single
at the time of the survey were the least mobile, with
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4 This is one of the conditions for implementing the analysis
(Courgeau and Lelièvre, 1989, 1992, 2001).

TABLE 63–1 Proportion of Individuals Changing 
Residence when They Married as Reported in the

French Triple Biography Survey

Group Cohort Cohort Total
1911–1925 1926–1935

Men 44.9 50.8 47.8
Women 64.8 66.4 65.5
All 55.6 58.7 57.4



one in three of this group having never moved out of
the parental home (many were farmers); these were
usually individuals who never married and had very
limited migration histories, and whose behavior con-
trasted sharply with that of single people who were
not yet married. Next came married people, and the
highest mobility was observed for the divorced and
remarried. However, these results in no way take
account of changes in mobility in the course of the 
trajectory.

As part of the attempt to measure the effect of mar-
riage, Table 63–3 presents a description by current
marital status and that observed at the time of the
survey to capture the mobility of single people and the
impact of marriage. At the three ages considered (25,

30, and 35 years), individuals who are single have
practically the same mobility whatever their subse-
quent marital outcome. For married individuals, the
average number of dwellings occupied is markedly
higher at each age, revealing an effect of marriage on
residential mobility.

This set of three tables is characteristic of the
descriptive results commonly presented. Table 63–1
measures mobility at the time of marriage, Table 63–2
gives a summary comparable to that we would obtain
with period data, and Table 63–3 is an attempt to
capture mobility across the life-course, which turns out
to be not very convincing.

Event history analysis is alone able to take into
account the changes in the migration behavior of indi-
viduals, and its application reveals the second charac-
teristic of the longer-term influence of marriage, the
stabilizing effect (Courgeau, 1985), which is particu-
larly clear, corresponding to a large slowdown that
reduces mobility by one-third (Fig. 63–2). We see that
an average value for the number of residential loca-
tions cannot reflect a rise followed by a fall in the
migration propensity of individuals over their lifetime.
Information derived only from this type of result is
therefore completely inadequate for capturing the
influence of an event on the mobility of individuals,
and an event history analysis of such data has become
indispensable. Implementing such an analysis is
straightforward using widely available software.

b. Individual Mobility and the Arrival of Children

An event history analysis of the interactions
between mobility and parenthood reveals in a few
precise instances an effect associated with the birth of
children. The increase in mobility that would be
expected after successive births is observed only for
women who married before age 22 (Courgeau, 1985).
It can be assumed that these couples have had to adjust
the size of their housing a posteriori to that of their
family. This contrasts with couples who married later
and who probably already had a dwelling more
adapted to their desired future family size, which
would explain the absence of any significant increase
in mobility after the births. For the couples who
married later, a solution employed by these cohorts to
have more dwelling space was the move to home own-
ership, whose stabilizing effect has been combined
with that of marriage.

In this case, when a summary is prepared showing
the average number of dwellings occupied according
to family size reached at the time of the survey, we find
that childless couples have on the whole moved less
than the others, but the differences observed thereafter
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TABLE 63–2 Average Number of Dwellings at Age 45
Years by Marital Status at the Time of the French 

Triple Biography Survey

Marital status Average number Number
of  dwellings 

(standard  error, 
95% level)

Single 2.13 (± 0.34) 189
Married 3.15 (± 0.12) 1385
Remarried 3.87 (± 0.48) 86
Divorced or separated 0.80 (± 0.13) 164

TABLE 63–3 Average Number of Dwellings Occupied
for More Than 1 Year according to Marital Status at 

Each Age and at the Time of the French Triple 
Biography Survey

Marital status by Average number of Number of 
age and at time of dwellings (standard people surveyed
survey error, 95% level)

25 Years

Single–single 0.80 (± 0.13) 396
Single–married 0.90 (± 0.10) 1017
Married–married 1.55 (± 0.06) 1959

30 Years

Single–single 1.19 (± 0.17) 396
Single–married 1.34 (± 0.20) 367
Married–married 2.06 (± 0.06) 2609

35 Years

Single–single 1.52 (± 0.19) 396
Single–married 1.42 (± 0.30) 134
Married—married 2.51 (± 0.06) 2842



are not statistically significant. In this information, we
capture the description of the mobility of very specific
categories and not the effect of births over the lifetime
of individuals.

A similar analysis of the interactions between
intraregional or interregional mobility and the birth of
children was also conducted for Norway using data
from the Population Register (Baccaïni and Courgeau,
1996). For the cohorts born in 1948 and 1958, the birth
of a first child leads to increased short-distance mobil-
ity in the year of this birth and the following year. After
this 2-year period, this mobility is reduced for interre-
gional migrations or for higher-order births. In this
country, the adjustment of housing size, when it is nec-
essary, occurs after the first birth, and it is not observed
for subsequent births.

c. Mobility and Economic Activity

Spatial mobility also has complex links with
employment. In France in the early 1990s, it was
observed that migration by a couple was more likely
to lead to unemployment of one partner, usually the
woman, the greater the distance moved (Courgeau

and Meron, 1995; Figure 63–4). Twenty-seven percent
of economically active women who were employed
and who changed region became unemployed, com-
pared with only 4% of those who did not move. For
economically active men, these rates are 8% and 2%,
respectively, which shows that they are also subject to
this effect but to a lesser degree. It might be thought
that because these migrants are cut off from some of
their existing networks for integrating the labor
market, they would have more difficulty finding work.
However, this is not what is observed. Male migrants
more often find work than nonmigrants, and no dif-
ference in behavior is found for female migrants.
Moves are not made to a region picked at random, but
to a region where the individual already has well-
established relational networks.

Unemployed and economically inactive persons are
more likely to find work when they are migrants than
nonmigrants. Among nonmigrants, 41% of unem-
ployed persons and 14% of the economically inactive
find employment in the course of the year, and these
percentages rise to 57% and 47%, respectively, among
movers. Turning next to examine the stability of the
work found by these individuals, we see that the

Chapter 63/Motivations for Migration 351

INED
24703

2.5

2.0

1.5

1.0

0.5

0
0 5 10 15 20 25 30 35

Duration of unemployment (months)

Cumulative hazard
2.5

2.0

1.5

1.0

0.5

0
0 5 10 15 20 25 30 35

Duration of unemployment (months)

Cumulative hazard

2.5

2.0

1.5

1.0

0.5

0
0 5 10 15 20 25 30 35

Duration of unemployment (months)

Cumulative hazard
2.5

2.0

1.5

1.0

0.5

0
0 5 10 15 20 25 30 35

Duration of unemployment (months)

Cumulative hazard

Return to unemployment or non-activity of women
who became active at the start of observation

Return to unemployment or non-activity of men
who became active at the start of observation

Return to activity by non-activeReturn to activity by unemployed

Female
migrant

Female migrant

Migrant 
becoming 
unemployed

Migrant
becoming

unemployed

Non-migrant
becoming

 unemployed
Non-migrant

becoming
 unemployed

Migrant
becoming 
non-active Migrant becoming 

non-active

Non-migrant 
becoming 
non-active

Non-migrant 
becoming non-active

Female non-migrant Female
non-migrant

Male
non-migrant

Male non-migrant
Male migrant

Male migrant

FIGURE 63–4 Mobility and economic activity in France between 1991 and 1995 as found in the Labor
Force survey (INSEE). (From Courgeau and Meron, 1995, p. 22.)



return to unemployment or nonactive status is much
slower for men and women who moved than for the
nonmigrants. We can conclude that persons who have
moved to find a job are better placed to keep it than
those who took what was available in their existing
place of residence. The cost of migrating must be eval-
uated in relation to the more stable nature of the work
obtained after moving. The small numbers of individ-
uals who take this course are clear evidence of the dif-
ficulty associated with such a reorientation.

5. Choice of Destination: The Role of the
Personality of the Individuals and 
the Information Available to Them

Humans do not live in a homogeneous space about
which they have all the relevant information necessary
to decide about a possible migration. They inhabit a
heterogeneous space about which they possesses
information that is imperfect and that changes over
time. The same applies to the means for acquiring this
information through relational networks, through the
press, or by any other means of diffusion.

One way to get a clearer view of this information is
to capture it using surveys that identify the mental
maps of individuals living in various locations, accord-
ing to their age (Gould, 1975). Research on this subject
has shown the construction of mental maps during 
an individual’s childhood through adulthood. These
maps reflect a sharply contrasted knowledge of the
zones studied, with a maximum of information around
the place where the individual lives and with relative
maxima around the most densely populated centers.
This information can then be modeled as a function of
the distance of the individual and the populations
from the different places in the country. Variables other
than age can usefully be introduced; educational level,
occupation or nonactivity, and the rural or urban
milieu in which the individual lives are all character-
istics with the potential to modify these mental maps.
It is easy to imagine the complexity of the information
that must be collected to facilitate understanding of
these various maps.

A second method is to model this information in a
more macro approach to individual behavior. Let us
assume that the individual in a given region has
perfect information about the other regions to which
he can migrate. The probability for him of choosing
region j is equal to the attractiveness specific to this
region, divided by the summed attractiveness of all
regions. Such attractiveness can be measured as a func-
tion of the various characteristics of region j: its unem-
ployment rate, average income levels, the proportion

of the population working in the agricultural sector,
and so on. However, we must take account of the fact
that the choice of the region of destination is not inde-
pendent of the region of origin. The information the
individual may have about the different destinations
is a function of the proximity of the places, his or her
occupation, income, and other factors. This means that
we can write the probability of choosing destination j,
knowing that the individual lives at i, in the following
form:

(1)

In Equation 1, pj is the attraction specific to region j
independently of the origin, and qij is a measure of the
information that pushes an individual present at i to
move to j (Ginsberg, 1972). Depending on the charac-
teristics introduced, this formulation produces various
models of migration behavior in general use. If we
measure the specific attractiveness of a region by its
population, Pj, and the information by a function of the
distance separating regions i and j, dij, we can write the
migration flow between these regions:

(2)

We obtain a model belonging to the class of gravity
models, based on a behavioral theory. These models
can introduce various other measures of the informa-
tion between these zones and many other characteris-
tics of both origin and destination zones: distance in
terms of intermediate jobs, cost of living, income,
leisure facilities, climate, and density of population in
both origin and destination zones (Cadwallader, 1992;
Rogers, 1967). These models can be estimated using
linear regression methods when the logarithms of the
two sides of the equations are taken. It is necessary to
verify the conditions of application of such a model
(Poulain, 1981).

This approach assumes that individual behavior
derives from choices that depend on perception of
aggregate characteristics. An individual will prefer the
regions whose living conditions he or she knows best
relative to other regions, while at the same time com-
paring it with living conditions in his or her region of
residence. The logic and estimation of the model can
then deal with flows and characteristics measured at
the macro level, under the assumption that individual
behavior based on rational choices is not simultane-
ously influenced by personal characteristics. However,
we saw earlier that this assumption was not verified.
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In the next section, we need to synthesize these two
approaches.

Having presented the complexity of migration phe-
nomena and the various approaches employed for
their analysis, we now turn our attention to the more
innovative lines of inquiry that can offer deeper
insights into mobility.

II. TOWARD A BROADER
UNDERSTANDING OF 

MIGRATION BEHAVIOR

The need to understand the decision-making mech-
anisms that lie behind the migration decisions and
locational choices of individuals has led many
researchers to look for a framework that allows indi-
vidual strategies to be situated in their spatial context.
Two main currents of research are presented here.
These are currently undergoing major methodologic
developments and are contributing, from very differ-
ent perspectives, to the integration of the study of
migration into a broader context.

In the study of urbanization processes, Véronique
Dupont and Françoise Dureau (1988) directed their
attention not at the abstract entity of the city, but at the
actors of the processes of urbanization. For their analy-
sis of urban dynamics, they found it simplistic to focus
uniquely on the population living in the urban space
delimited by its built environment and necessary to go
beyond the usual practice of linking individuals to a
single place of residence.

Another line of research allows the inclusion of
more complex parameters derived from widely avail-
able data to analyze the interactions between the
results obtained at different levels of aggregation. In
particular, we need to try to identify the interaction
between the individual level and the aggregate level.
These two approaches are examined in order.

1. The Life Space and Its Modification

An initial means of going beyond the study of
simple individual motivations is by situating the
actors of mobility in their life space, defined as “that
part of space in which an individual carries out all his
or her activities . . . not only the places of transit and
residence, but also all the places with which he or she
interacts” (Courgeau, 1980). This concept issues from
the conjunction of work in cognitive psychology and
sociology, and it was first applied in demography by
Daniel Courgeau (1972) for exploring and mapping the
networks of relations between persons. The objective
in this research was to use these networks to study

individual mobility. Its basic postulate is as follows:
migration by individuals or by households is not just
the result of economic and social conditions but also
depends heavily on the ties that individuals form, the
advice they receive and the information to which they
have access. In this perspective, a survey was con-
ducted in a rural setting (followed by another in an
urban setting). In this way were traced the first steps
for operationalizing the life-space concept in a quanti-
tative experiment. When the network of relations is
considered, the exact location of its members gives 
its spatial distribution at a given point of time. Any
modification over time in this set of places constitutes
a change in the life space, causing it to undergo 
a contraction, an extension, a shift, or a complete 
redefinition.

Definitions of the life space are varied, ranging from
a space structured by a network of relations to a space
defined by a set of places corresponding to functions
rather than to persons. In the generally available sta-
tistics, individuals are identified at a single place, that
of their residence, and changes in this place over time
define their migrations. In the context of a quantitative
analysis, which applies a narrower definition of the life
space, we can assume that it comprises the place of res-
idence and place of work of an individual at a point in
time, for example.

A study carried out in India (Dupont and Lelièvre,
1993) operationalized a specific definition of the life
space of the migrant. Taking as their starting point the
possible separation of place of work and place of resi-
dence, the researchers decided to incorporate the 
plurality of places of residence and work for any given
individual. This allowed them take into account the
fact that a migrant of rural origin can combine a job in
the town with doing agricultural work and can con-
sider his village of origin as a more important place 
of residence than his dwelling in the town, with the
village remaining the main locus of emotional, famil-
ial, and social investment. In the study in question, “la
dynamique d’une ville moyenne en Inde” (i.e., the
dynamics of a medium-sized town in India), the objec-
tive was to “apprehend the town beyond the space of
human concentration, such as to relate it to the rural
dynamics that are its constituent parts.” India presents
the paradox of having a low rate of urbanization
(25.7% of the population was urban in the 1991 census)
even though it has the world’s second largest urban
population (218 million in 1991) after China. Using this
approach also allows for the possible reversibility of
migration flows. The preference accorded at any given
point in time to one of the constituent poles of the 
life space can be modified, causing the movement 
to change direction. This approach to the actors of the
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urbanization processes and their life space led us to
invert the classic view of the town as a pole possess-
ing its zone of influence and to propose a new per-
spective, particularly revealing in the case of the small
and medium-sized towns in India: The town appears
more as an outpost of the village, a locus of investment
and of diversification of the activities of country
dwellers. The concept possesses considerable analyti-
cal power.

In the Population, Espace de Vie, et Environnement
(Population, Life Space, and Environment) survey con-
ducted by INED in 1991, Philippe Collomb and France
Guérin-Pace collected data intended to identify the
representations and practices of French people regard-
ing the environment, for which purpose they intro-
duced the life-space concept. Applied in a concrete
approach to the spatial practices of the respondents,
this concept enabled the authors to gain insight into
the universe of individual representations and to get
access to the larger notion of collective environment
(Guérin-Pace, 1994). The life space the researchers
observed with this survey is more accurately the space
that is frequented and moved through, and around
which individual existence is constructed and which
structures daily life (Di Meo, 1991), which is also
referred to as the daily-life environment (i.e., spazio uti-
lizzato) (Barsotti and Bottai, 1994). A large part of the
survey is devoted to the journeys made on foot in the
vicinity of the dwelling, with a distinction being made
between the familiar territory where the respondent
goes with pleasure and the more functional and utili-
tarian territory where he or she goes from necessity.
Information is also collected on the reasons why places
are frequented, those that determine the attraction of
some places or the repulsion or lack of interest for
other zones.

The data from the Biographies et Entourage (Event
Histories and Contact Circle) survey conducted in
France between 2000 and 2001 opened up new and
particularly promising perspectives for the study of
the individual’s life space and its evolution over the
lifetime (Lelièvre et al., 2002). The survey catalogues
the mosaic of places that makes up the respondent’s
geographic universe, each place corresponding either
to a function (i.e., place of residence and work, regu-
larly visited places: school boarding facilities, barracks,
weekend cottage, place of holiday) or to a bond main-
tained with the contact circle (i.e., places of residence
of parents, siblings, uncles or cousins). The location of
the kinship group at the time of the survey and at dif-
ferent stages in the respondent’s lifetime, allows us to
study the spatial dynamics and strategies at the level
of the contact circle and to re-examine the analysis of
diverse forms of mobility in interaction. Description

can embrace commuting journeys (e.g., residence or
work, family home or hall of residence) and interna-
tional migration (e.g., place of origin or place of desti-
nation), and it can shift from residential mobility to
space experienced and structured by networks of 
relations or space defined by personal mobility. By
rethinking the temporal dimension of the processes
and by placing individual strategies in their spatial
context, we can avoid the single criterion of distance
and the view of individuals as having a single refer-
ence point, while achieving a more balanced view of
the economic determinants of migration decisions and
envisaging mobility in its entirety rather than migra-
tion events in isolation.

We have gone from a narrow definition of migration
as a change of residential location to a more general
definition of migration as a change of life space. The
former definition, elaborated on the basis of classic
demographic statistics, is replaced by a definition that
is more general and multiform in its quantitative oper-
ationalizations. Both of these definitions include the
physical space in which the movements occur, which
makes them familiar to geographers (Frémont, 1974).
They differ from other definitions that are more tied to
the conceptual and emotional space of individuals
(Mangalam, 1968; Eisenstadt, 1953). This concept
offers countless possibilities, because its flexibility of
application means it can be adapted to the diverse
problems associated with the range of types of mobil-
ity and immobility present in the field of migration.

2. Individual and Aggregate Approaches:
The Need to Integrate the Different

Levels Simultaneously

We saw earlier how various individual characteris-
tics can influence migration behavior; this is possible
with event history analysis. We also saw how different
characteristics of the origin and destination areas,
measured at the aggregate level, can influence the per-
centages of migrants; this is a task for which regres-
sion analysis is well adapted. The next step is to
explore the relations that exist between the results pro-
duced by these two analyses.

In 1950, William Robinson showed that a correlation
measured at an aggregate level is not necessarily the
same as a correlation measured at the individual level.
This introduced the concept of the ecologic fallacy,
which occurs when we want to measure an individual
correlation using aggregate data, the most often 
available. Almost 30 years later, Glen Firebaugh (1978)
related the problems of aggregation to the theory of
group effects and confirmed that an aggregate-level
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variable often measures a different characteristic than
that measured by the same variable defined at the indi-
vidual level. In 1992, Michael Von Korff and colleagues
showed that analyses that relate aggregate-level char-
acteristics to outcome variables measured at the aggre-
gate or individual level do not inherently produce
ecologic bias. The ecologic bias is the result of
improper interpretation of the correct relationship
measured at the aggregate level.

A broader perspective then becomes possible with
a multilevel analysis, which acknowledges the impor-
tance of individual and aggregate characteristics in
determining migration behavior. We need to examine
in more detail the theoretical and practical associations
that exist between these different levels and to demon-
strate the value of this type of multilevel approach
(Courgeau and Baccaïni, 1997, 1998; Courgeau, 1994,
1995, 2003).

Without going into the detail of the demonstrations,
we have verified that for the study of migration behav-
ior, the effect of aggregate characteristics was virtually
independent of that of individual characteristics in the
cases of French and Norwegian interregional migra-
tion. It follows that it is entirely legitimate to introduce
individual-level and aggregate-level characteristics
simultaneously to get a more comprehensive explana-
tion of migration behavior.

The effect of some of these characteristics, depend-
ing on whether they are treated as aggregate or indi-
vidual, can lead to apparent paradoxes that have to be
explained through a more detailed examination of the
situations. Let us take as an example the case of French
women working in farming, whose migration proba-

bility is much lower than that of the other occupational
groups. However, the fact of living in a region where
women working in farming are more numerous
increases the probability of moving out of that region
(Courgeau, 1994, 1995).

This apparent paradox is explained by subdividing
the population at risk into two distinct groups: 
women in farming and women not in farming. Regres-
sion is then used to estimate the logarithm of the 
probability of leaving the region as a function of the
proportion of women in farming in the various regions
(Fig. 63–5).

Women in farming have a consistently lower migra-
tion probability, regardless of the proportion they 
represent in the region. This confirms the negative
parameter obtained at the individual level (-0.333). At
the same time, we see that the migration probability
for all women, whether in or not in farming, increases
as the proportion of women in farming increases. The
result is a positive value (+3.785) for the parameter
associated with this aggregate variable. This illustrates
the danger of inferring assumptions about individual
behavior from results obtained at the aggregate level.
A high proportion of women in farming is associated
with a higher migration probability for all categories
of the population, partly because of the scarcity of
nonagricultural employment in these regions. This
does not mean that women working in farming have
a higher probability of migrating than others; at the
individual level, the exact opposite is observed. This
result holds regardless of the region of origin.

This suggests that to analyze migration behavior
correctly, we need to introduce simultaneously the
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characteristics defined at different levels of aggrega-
tion: at the individual level and at the level of larger
geographic units (e.g., regions, towns). At the same
time, more far-reaching inquiry is essential into the sig-
nificance of the different levels considered to identify
the most relevant levels of aggregation for inclusion in
the analysis. Does a choice have to be made between
spatial divisions, such as that by communes, depart-
ments, or regions, or should they all be treated as 
relevant for inclusion in the analysis? Only further
research in this field can provide the answer to such
questions.

CONCLUSIONS

Our study of the motivations for migration has led
us to broaden the scope of analysis by moving from an
approach at the micro level to one at the macro level 
and then by attempting a synthesis of these two
approaches.

The individual-level approach is a valuable tool 
for determining the motivations associated with the
family and work domains of potential migrants, either
through direct questioning about the reasons for
migrating or by means of an event history analysis of
migrations in interaction with a range of family- and
work-related events. We have found this second
approach preferable to the first, which in the case of
retrospective surveys risks producing reasons recon-
structed a posteriori. Event history analysis makes 
possible a very detailed analysis of these motivations,
which are reconstituted from the succession of life
stages of the respondents, such as marital migration,
migration associated with divorce or widowhood,
migration related to the birth of children, and work-
related migration.

The aggregate-level approach is valuable for exam-
ining the motivations associated with the position of
the individual in a space that is both social and geo-
graphic. The social space of origin is formed by the
milieu in which the individual lives, which is appre-
hended through various aggregate characteristics of
the place of origin. From this origin, there are various
social spaces of destination that are more or less well
known to potential migrants as a function of the phys-
ical or social distance that separates them. The attrac-
tion of these different spaces can then be modeled by
introducing their various characteristics captured more
or less precisely according to the distance between
origin and destination zones. This approximate model-
ing results in aggregate migration models, which
explain the flows in relation to the characteristics of the
origin and destination areas and to a measurement of
the information exchanged between these areas.

These approaches then must be generalized to give
a more detailed view of migration in the form of
change in life space and to attempt a synthesis linking
the micro and macro levels. The first generalization
involves conducting surveys with which to track the
individual’s contact circle (entourage), a concept whose
complexity and value for social science we have
already demonstrated (Bonvalet and Lelièvre, 1995;
Lelièvre et al., 1997 and 1998). The second generaliza-
tion leads to formulating models in which the charac-
teristics measured at different levels of aggregation are
introduced simultaneously. Such multilevel models
can be used to test the independence between the
effects of the characteristics measured at different
levels. They show that in some cases the effect of the
individual characteristic can run counter to that of the
aggregate characteristic, although because of this inde-
pendence, there is no paradox.

Much remains to be done to develop a theory that
explains the role of the different levels of aggregation
in migration behavior. The effect of individual charac-
teristics can be taken to measure migration propensity
according to personal situation while allowing for
individual freedom of choice. Social constraints
operate at a more aggregate level and influence the
migration flows in a different way from the character-
istics of the individuals who are going to migrate. The
question then must be asked whether some levels of
aggregation are more relevant than others for an
understanding of migration behavior. This constitutes
an entire field of research, both theoretical and empir-
ical, which has only begun to be explored and for
which many more studies will be needed.
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P A R T  

III

SPECIFIC APPROACHES TO TWO
TYPES OF MIGRATION

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

In Chapter 22, Daniel Courgeau wrote, “The study of spatial mobility involves iden-
tifying the changes occurring over time in the relations between an individual or social
group, and space.”1 This spatially focused definition of mobility sees individuals as con-
tinually mobile and focuses on the need to analyze all time-bound movements. This
makes all forms of movement material, including repetitive, short-duration commut-
ing movements and comparatively permanent return movements after a relatively long
time spent far away from the place of departure. The time aspect enables a link to be
made between mobility and other population and economic processes and to identify
how all an individual’s life events connect with one another.

Daily commuting, the subject of Chapter 64, is a key issue for migration analysts
engaged in the vast field of spatial interactions, studying the spaces in which individ-
uals live. In this chapter, Marco Bottai and Odo Barsotti give a detailed description of
the theoretical and methodologic aspects of the phenomenon and analyze it through
complementary macro and micro approaches.

On a different scale, return migration after a comparatively long stay abroad is a 
relatively unexplored but highly important field of research because of the size of the
populations concerned. In Chapter 65, Jean Louis Rallu explains the instruments and
methods of analysis and applies them to survey data.

1 “L’étude de la mobilité spatiale consiste à mettre en évidence les changements au cours du temps, qui
sont à l’oeuvre dans les rapports entre un individu ou un groupe social et l’espace.”





Although daily travel merits its own category, it is
not fundamentally different from other types of spatial
interaction. We begin by defining what we mean by
daily spatial interactions and describe how this type of
spatial interaction is related to other forms of mobility.
We present a macro-level perspective on daily travel
before turning to a micro-level perspective. We con-
clude with a discussion of the challenges that face a
unified theory.

I. SPATIAL INTERACTIONS AND 
LEVEL OF ANALYSIS

By daily spatial interactions, we mean the travel of
individuals that ends within a single day, excluding all
movements of merchandise, capital, data, and similar
items.

Residential changes or migration are omitted by this
definition. However, all these types of interaction are
inextricably intertwined because daily travel depends
on residential choices, and frequent round trips
between the same destinations influence the decision
to migrate. The link is so close that the approaches and
models for studying daily moves are substantially the
same as for other types of spatial interactions.

In particular, let us consider the spatial mobility of
workers, which can be interpreted as an economic
response (i.e., as a way to describe how workers adapt
in their roles as factors of production and as con-
sumers), and as a spatial equilibrium constraint (i.e.,
as a process constraining the overall localization
pattern).

Because labor is mobile, workers can offer their
labor services anywhere, and these offers can result in
regular (daily) movements from residence to work-
place or in changing the place of residence, or both.

Three processes of spatial adaptation in the indi-
vidual’s role as a factor of production can be identified
(Termote, 1969):

1. Modification of the individual’s spatial behavior
as a result of a change in residence or 
workplace

2. Regular (periodic) movement from one locality to
another

3. A combination of the two

Consider two geographic areas, A and B, with
excess labor demand in A and excess supply in B. This
situation can generate migration from B to A, com-
muting from B to A, or even migration from B to an
alternative intermediate point C with associated com-
muting from C to A. Migratory and daily spatial 
interaction are linked by spatial conjunction.

After a period of commuting from B to A, a change
of residence to A can follow, eliminating the commut-
ing trips. In this case, migratory and daily spatial inter-
actions are linked by temporal conjunction. There is also
a hybrid case when a worker, after having moved to
C, subsequently moves again to A, illustrating a spatial-
temporal conjunction between permanent and daily
moves (Termote, 1969).

Depending on the kinds of responses to spatial 
disequilibria, migrations and daily trips can be 
concurrent, sequential, or both concurrent and 
complementary.
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Spatial adaptation of labor supply and demand can
be formalized by the following matrix model:

Let M be an origin-destination matrix of order k
(i.e., the number of regions in the spatial system) 
of migratory flows between time t and time t + 1 of the
employed labor force, divided by the employed resi-
dent labor force in the region of origin.

Let Lt be the vector of the employed resident labor
force in each locality at time t.

Then, Lt+1 = Lt ¥ M is the vector of the employed res-
ident labor force in each locality at time t + 1.

If, in addition, N is the origin-destination matrix 
of commuters at time t + 1 divided by the emp-
loyed resident labor force in each location of origin,
then

Dt+1 = Lt+1 ¥ N

This is the vector of labor demand (jobs) among
regions at time t + 1.

In essence, by using the two transition matrices M
(for residential changes) and N (for commuting) for the
employed labor force, we can measure over a specified
period of time the combined effects of these two types
of mobility in response to the demand for labor 
(Barsotti et al., 1976).

The model described above is oversimplified and
should be viewed as only a framework because it is
based on the classic view of labor force residential
choice. Modern approaches view residential choices as
a way to minimize work-residence distance and as a
response to other criteria and constraints. An individ-
ual working and residing in location A may decide to
move to B, thereby generating a daily trip from B to A
where none previously existed. The classic model
would not account for this, but current models recog-
nize that the trade-off between work and residence
locations is not entirely determined by the character-
istics of the place of residence and that reducing the
commute to work is not always the primary motiva-
tion for deciding where to live and how one uses the
surrounding space.

An individual’s place of residence is at the center of
a widespread and interlinked network crossed by
numerous pathways. Trips and travel along these
paths are a way to use space to satisfy the diverse daily
demands faced by each individual, and the resulting
network defines a person’s life space.

In analyzing daily travel, we often limit ourselves
to trips such as to work or to school because of the rel-
ative abundance of data for these two types of travel
compared with others. In the literature on gravita-
tional analysis, shopping trips are occasionally taken
into account, but travel based on free-time activities 

for leisure, social contacts, and health are generally
ignored. Although the frequency of this type of travel
may not be daily, it is becoming increasingly important
because the number of such trips can exceed work or
school trips and can be decisive in defining the life
space and determining the quality of life.

A survey we took in Tuscany (Bottai and Barsotti,
1994) found that daily travel for work reasons repre-
sented barely 28% of the total number of trips. Adding
trips to school raised the total proportion to 37%. These
two types of travel formed only a little more than one-
third of the volume of daily mobility. If we had only
examined work and school travel, almost two-thirds of
daily mobility would have been missed. Leisure trips
(17%) and visits with family and friends (14%) form
almost another one-third of the total, with the remain-
der (32%) attributed to shopping trips (15%) and, less
frequently, travel for health, companionship, religion,
volunteerism, and other reasons. If we distinguish
between trips that must occur and those that are 
elective, we find that 40% of trips are for reasons of
personal choice and not out of need. By ignoring 
these types of trips in studies of spatial interaction and
territorial gravitation, we lose quantitative and 
qualitative information. It is as if we were ignoring the
trips that most closely reflect spontaneous choices of
mobility and use of space and tell us the most about
individual attitudes.

The different spatial-interaction approaches can be
split into two large classes at the macro level or micro
level. At the macro level, attention is focused on territo-
rial units (e.g., zones, communities, regions), and at the
micro level, the units of observation are the individuals.
The macro approaches comprise gravitational models;
micro approaches are based on behavioral models.

In macroanalyses, spatial interactions are envi-
sioned as the response to locational disequilibria
between needs (the demand) and opportunities (the
supply) under a cost function (distance), whereas in
microanalyses, it is the individual’s probability of
movement that determines the volume of flows.

The choice of approach is often conditioned on
availability of data. The greatest diffusion of macro
approaches is probably due to the amount of informa-
tion supplied by official sources, notably the censuses.
In contrast, micro approaches most often use ad hoc
surveys.

II. MACRO APPROACHES

1. Social Physics

Macro models are generally referred to as gravi-
tational models. Historically, they antedate micro

362 Bottai and Barsotti



models. When positivism was at its zenith in the 19th
century, social scientists competed to uncover hidden
natural laws that guided human behavior in the field
of mobility, as well as in other areas. They held the leib-
nitzian conviction that a natural law capable of deter-
mining the principles at the foundation of spatial
interaction had to exist, and they believed that the laws
of newtonian mechanics could be applied to human
behavior.

They thought that spatial interactions were the
result of demographic masses exerting gravitational
attraction forces toward each other, as if variability in
individual behavior was not determined by subjective
choice, but rather that individual discretion was tran-
scended by gravitational laws. In general, their
assumption was that interactions (Tij) between two
nodes i and j were directly proportional to their sizes
(Pi and Pj) and inversely related to the distance (dij)
between them:

Tij = Pi Pj f(dij)

In this equation, f(dij) is a friction function of the dis-
tance between i and j.

From Quetelet and Carey to Reilly, proponents of
social physics believed that they could apply the prin-
ciples of newtonian astrophysics to determine the
volumes of interactions between two nodes, as in the
following equation:

Tij = Pi Pj dij
-2

Recognizing that a strict analogy to physical laws
may be too severe, a subsequent modification was
made to allow flexibility by replacing the fixed expo-
nent of 2 by an empirically estimated parameter b:

Tij = Pi Pj dij
-b

Carroll and Bevis (1957) extended this gravitational
model by adding a stochastic component (Isard, 1960,
p. 494–499), but even in this case, important conces-
sions had to be made: structural homogeneity in the
sending and receiving “masses,” friction that was
independent of distance, and the modeling of individ-
uals as particles without will. To each individual is
attributed the same probability function for interac-
tions that includes the probability of moving from
node i (estimated by the ratio of all movements to the
total population) and the probability of moving to
node j (estimated by the ratio of the population at node
j to the total population). Multiplying these two ratios
together produces the expected number of interactions
by any individual in the entire system with node j.
Multiplying again by the population of i produces the
total number of expected interactions from i to j,
neglecting the impedance of distance:

Therefore,

Tij * = pr(tij) Pi

In the previous equation, pr(tij) is the probability
that a resident of i moves to j in the absence of friction
due to distance; T is the number of overall commuting
trips; P is the total “mass” of the system (i.e., the total
population); and Tij* is the number of trips expected
between i and j in the absence of friction due to 
distance.

The ratio between the observed and expected inter-
actions for each pair of nodes in the system is variable.
Classic gravitational theory defines this variability as
being a function solely of distance. By plotting each of
these ij ratios and the distance between them on log-
log axes, it is possible to find the function that best rep-
resents the friction due to distance. Generally, this
function is assumed to be linear.

It can be shown that this approach is equivalent to
the classic gravitational model:

Therefore,

and

Assuming that

produces the following:

This pseudo micro approach leading to a macro
model ignores individual behavior and treats individ-
uals as homogeneous particles without preferences,
undermining the usual point of micro models. A
model cannot be considered as a micro model if it lacks
the essential characteristic of allowing individuals to
behave individually.

Isard, a disciple of the classic gravitational model,
recognized the limitation and rigidity of using a law
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from physics as a model of trips. In reality, the exponent
that modeled the friction of distance on the possible
interactions combines too many different and non-
negligible effects; the result is that the empirical data
and the expectations based on the gravitational
hypothesis are not close. Isard and geographers of the
Chicago school sought a more flexible general law by
introducing additional weights or coefficients to model
mass, and exponents to model location-specific charac-
teristics of accessibility and attraction. This becomes
clearer when examining specific masses (i.e., groups 
of individuals) and their specific interactions; the fric-
tion of distance would be very different, depending on
whether the groups were men or women, young or old,
workers or retirees, and similarly, if work-related
travel, leisure-related travel, shopping, or even week-
ends and weekdays are examined.

Isard’s model presumes that the mass weights or
coefficients and the exponents, estimated from empir-
ical studies and exogenous to the model, vary accord-
ing to the type of mass and the type of interaction; the
distance exponent is estimated from the model:

Bramhall (Isard, 1960, p. 543–544) hoped to sidestep
this expansion of parameters:

We prefer to maintain the point of view that the gravity model
as defined by equation . . . applies to whole, integral masses;
that is, to migration of all income, occupational, and racial
classes and not to migration of Puerto Ricans alone; to pas-
senger trip of all classes by all media over all distances and
not to airline trips between New York and Miami; to all ship-
ment of all commodities over all distances through all types
of media and not to the shipment of Maine potatoes alone. To
reiterate, the incorporation of all cases in the analysis cancels
out the peculiarities, irregularities, and idiosyncrasies of
interaction within a special sector or category of population
or along a selected channel. Just as the brownian movements
of any given microscopic particle are reduced to insignifi-
cance by the process of averaging over a multitude of parti-
cles, so are the capricious movements of any unit or small
subgroup of units of population or other relevant social mass.

Because the masses of interest are population sizes,
the weights should reflect a series of structural vari-
ables that influence the propensity to create or attract
movements. It has not been clearly elucidated whether
the interactive phenomena should be viewed globally
or separately. If all movements, of whatever type, had
to be viewed globally, the mass weights would be
extremely complex because the variables that affect the
different types of movements are multiple and diverse.
Whichever we choose, it can only be arbitrary and
approximate. Suppose in contrast that flows are
decomposed into separate components (at least at the

C
w P w P

d
ij

i i
a

j j
b

ij

= b

level of motivation or means of transport) and take, for
example, work-related commuting. The total popula-
tion is clearly too gross a measure of the actual popu-
lation at risk. A young population with high activity
rates will exhibit more travel than an older one with
lower activity rates; a locality with large mass and a
surplus of demand (i.e., jobs), compared with one with
a surplus of labor, should have a larger weight.

The list of potential variables that characterize how
a mass generates or attracts movements could be very
long. This is why much more attention ought to be
focused on describing a function that combines all of
them into a single weight.

The sign and the magnitude of the mass exponents
are unclear. Should they be parameters that depend
only on specific characteristics of the mass (e.g., its
geographic accessibility) or a simple control parame-
ter permitting flexibility and a good model fit?

The measurement of distance also deserves atten-
tion. Imagine several reasonable measures:

Physical distance: distance as the bird flies, driving
distance, travel time, the frequency of connections

Economic distance: transport cost
Social distance
Psychological distance

The hypothesis of a linear relationship in the loga-
rithms of distance and the ratio of expected to
observed interactions is often empirically unsup-
ported. Other forms of functional relationship better
represent the friction of distance. Several functions
have been proposed for the distance component (Car-
rothers, 1956; Anderson, 1955). In particular, Carroll
and Bevis (1957) found that a quadratic function
seemed to fit well, which is consistent with more recent
findings of our own (Bottai and Barsotti, 1994; Barsotti
et al., 1990). Nonetheless, choosing a form for the dis-
tance function leads us away from the earliest models
of gravitational physics without bringing us any closer
to a theoretical alternative.

Even the most ardent supporters of the gravita-
tional model admit imperfections in the theory and in
its empirical performance, and it is not realistic to
assume social masses behave according to the laws of
physics. Particulate matter is devoid of will, and its
behavior answers to an immutable law; human behav-
ior and interactions answer to mechanisms that are far
more varied, subtle, and complex.

2. Travel and the Structure of
Opportunities

Another approach that models the distance-decay
effect on interactions is Stouffer’s (1940) theory of
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intervening opportunities. Travel from node i to node j is
directly proportional to the volume of potential trav-
elers in i and the opportunities in j that could satisfy
their needs, and it is inversely proportional to 
the number of intervening opportunities available
between i and j. Although distance is not an explicit
variable in this model, it is obvious that as distance
increases, so do intervening opportunities. Stouffer’s
model has rarely been applied because of the practical
difficulties in collecting data on intervening opportu-
nities. However, the model does have the virtue of
moving beyond a strictly mechanistic view of the effect
of distance, and it implicitly introduced the concept
that opportunities to satisfy needs and preferences are
not located at a single location but are geographically
dispersed.

In effect, presuming that frequency of travel
decreases with distance (with a maximum at the short-
est distances) implies that destinations satisfying indi-
vidual needs are uniformly distributed in space. In that
case, the distance one travels depends only on the costs
of travel; the probability of travel necessarily decreases
with increasing distance. Consider a homogeneous
space in which there is a constant distance (k) between
destinations where needed services can be found (i.e.,
the supply), with an equally uniform but denser dis-
tribution of residences (i.e., the demand for those ser-
vices); then trips to these destinations increase in
frequency up to the distance k/2. In like manner,
suppose that the demand is distributed in concentric
rings around each supply point, with larger and larger
radii. In the deterministic framework, this implies that
the frequency of travel varies linearly from 0 to k/2
(with slope p), which determines the point of indiffer-
ence between two points of attraction. The modal dis-
tance k/2 varies with how far apart the points of
attraction are; this measurement depends on whether
they are workplaces, schools, food or shopping oppor-
tunities, and so on.

The assumption of a homogeneous and uniform
distribution of opportunities and residences is not real-
istic. Residences are clustered in some areas and absent
in others, as are job opportunities. For each type of
move, the distance k between pairs of destinations is
variable, and the frequency of moves of a given type
depends on numerous factors such as those described
earlier.

3. Statistical Mechanics

Wilson (1968, 1971) refined the model by applying
the concept borrowed from physics of entropy, which
describes the tendency of a system to enter a more
probable state. Suppose we have a regional system for

which we can write down an origin-destination (O-D)
matrix of flows (e.g., work commutes), for which rows
represent destinations and columns represent origins,
with fixed row and column marginal totals, and the
added constraint of constant transport costs (or equiv-
alently, travel distance). Our goal is to find the trip dis-
tribution that maximizes entropy (Tocalis, 1978, offers
more details).

Wilson showed that the most probable pattern of
trips between nodes i and j is directly proportional to
the trips produced by i, to the trips directed toward j,
to the ability of j to attract trips, to the ability of i to
produce trips, and inversely to transportation costs
(and therefore to distance) between i and j. This may
seem no different from the gravitational model, but it
is based on a model of statistical mechanics that pro-
vides a more solid fundamental theory than that of the
gravity model.

Wilson showed that the trip matrix that maximizes
entropy and produces the least-biased estimate of the
trips between pairs of nodes is given by the following
doubly constrained gravity model:

Cij = AiBjOiDj f(dij)

In this equation,

and, in general,

f(dij) = e-bdij

In addition to its theoretical offering, the value of
Wilson’s model lies in its introduction of constraints
that ensure consistency between expected trips and the
marginal totals of the trip matrix. The introduction of
constraints significantly improves the agreement
between theoretical and observed trip flows compared
with the unconstrained newtonian gravitational
models.

4. Validation of Wilson’s Model

To calibrate and estimate Wilson’s model with
actual data we must have a trip matrix between dif-
ferent nodes (O and D) and the corresponding distance
matrix (Stillwell, 1991).

The main goal is to estimate the parameter b, which
measures the friction of distance in the function f(dij).
Because the parameters Ai and Bj are defined jointly
and simultaneously, there is no closed-form solution,
and we must resort to iterative methods of estimation.
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We start with an initial arbitrary value for b and cal-
culate the vector A after initializing B at unity; subse-
quently, we calculate values of B based on the
estimated A and repeat the process until convergence.
This gives the matrix of expected trip flows. Then we
calculate the mean distances in the matrix of expected
trips and check for convergence to those of the
observed data. If, in absolute value, the difference is
larger than the convergence threshold, we change the
value of b and try again. At the end, we obtain an esti-
mate of b and a trip matrix that maximizes entropy
while maintaining constraints on the marginal totals
and with a mean distance implied by the theoretical
trip matrix not significantly different from that of
observed trips.

We can also construct models constrained only for
marginal row or column totals by replacing the
omitted constraint by a proxy (i.e., population or
workplaces). Relaxing one of the constraints results in
a poorer fit to the data, but it allows the examination
of alternative scenarios on the unconstrained variable.

5. Subsequent Models

The fundamental difference between Isard’s model
and Wilson’s model is that Isard’s poses only an
overall constraint on total number of trips in the
system and exogenously determines (i.e., by empiri-
cally calculated and arbitrarily chosen weights and
coefficients) the pushing and pulling forces of each
node. In contrast, Wilson’s model binds the system to
a fixed total cost (distance) and can include constraints
on the vectors of trip flows and, by tracing these flows,
can endogenously determine the push or pull forces.

Other variations based on the assumption that mar-
ginal row or column totals are allowed to vary within
a given interval (i.e., “relaxed models”) have been pro-
posed as a way to add greater flexibility to the entropy
model (Hallefjord and Jörnsten, 1985). Alonso (1978)
proposed a general model from which it is possible to
derive four typical variants on the Wilson model,
ranging from the total absence of all constraints to the
doubly constrained model. Alonso described his
model as an integration of two submodels: a push-pull
model of spatial interactions and a model of their dis-
tribution. This results from the role that systemic or
relational variables (A and B) play as normalization
factors and as explanatory variables.

Dorigo and Tobler (1983) have proposed a model
similar to Wilson’s, except for the fact that the relation
between the normalization factors A and B is additive
rather than multiplicative.

Ledent (1985) gives a more general formulation of
doubly constrained models, in which an additional

parameter provides the flexibility to allow for all 
variations of both the Wilson and Tobler models as
special cases.

In an article, Tobler (1995) mused whether 
Ravenstein’s migration laws, formulated more than a
century ago, were still valid. He concluded that the
analogy to physical laws remains useful for explaining
spatial interactions. A fundamental continuity exists
between successive macro models for which the grav-
itational principle is the common thread. However,
there have been refinements that improve the predic-
tive value of the models and, from this perspective,
one can distinguish pre-Wilson from post-Wilson
models: The latter models are able to integrate the
internal structure of the trip matrix and to estimate all
of its parameters endogenously. By doing so, those
models are more coherent and consistent.

6. Trends in Social Context and 
Interpretive Paradigms

Gravitational models have played and continue to
play an important role in the migration field. However,
they have not been much used in the study of daily
travel, especially for commuting.

That so little attention has been paid to daily trips
seems less due to theoretical shortcomings or practical
difficulties than as a kind of atonement for the origi-
nal sin that stains the gravitational model. The gravi-
tational model was born in an era (the second half of
the 19th century) characterized by centralization in
activities of production, which stimulated vast migra-
tory flows toward cities, where residences and work-
places were closely situated. Work-to-home travel was
not perceived as a problem. Work hours expanded,
and individual differences and needs contracted.
Freedom of choice was limited by structural con-
straints. The common man could be reduced to a mol-
ecule without will or volition.

With time, the rise of the capitalist system led to a
more complex social structure. Progressive improve-
ment in living standards and the transition to a postin-
dustrial society have resulted in stratification in the
social fabric, variations in consumption patterns, geo-
graphic differentiation, and rise of polycentric urban
patterns.

This differentiation also applied to spatial use. Res-
idential location is no longer dictated by job location.
Other factors, often of a subjective nature, come into
play. Structural constraints still hold sway, and indi-
viduals cannot dispense with them; sometimes, the
constraints dominate, but in the end, it is the individ-
ual who, weighing social context and consequence in
dialectic battle, must make the final decision.
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An individual’s life space expands with diversifica-
tion and the multiplication of spatial interactions.
Daily mobility has become increasingly important as a
way to equilibrate labor supply and demand and as a
way to satisfy personal needs and requirements,
including personal care, developing a network of
friends, leisure time, sport, shopping, studying, and
voluntary activities.

When making the choice about where to live, indi-
viduals no longer view the job market and the place of
work as monolithic constraints, but as part of a rich
web of other constraints and opportunities. The
housing market, the neighborhood environment,
transportation, and communication networks are all
evaluated for their ability to satisfy specific needs that
depend on family composition and the stage of the life
cycle.

7. Huff and Homo economicus

A clear weakness of gravitational models is that
they ignore the effect of freedom of choice on more
than one possible interaction (i.e., they cannot distin-
guish from among different ways to satisfy the same
need). To address this other aggregated models have
been developed to include theories of behavior.

Huff (1960, 1962), building on concepts drawn from
behavioral psychology, developed a theory of individ-
ual choice based on trade-offs between the need to
move (as a function of economic, social, cultural, and
demographic characteristics) and psychological and
physical barriers in the spatial structure of opportuni-
ties. His spatial interaction model was based on a
behavioral approach in which individuals, to satisfy
their needs, choose the location that maximizes
expected utility. For each decision, individuals behave
as if they perform a cost-benefit analysis (Berry, 1978,
pp. 99–108).

This model could have led to a micro approach, but
Huff’s model remains a macro one. Because con-
structing utility matrices for each individual is diffi-
cult, Huff’s approach was to combine individuals into
the most homogeneous (from a socioeconomic per-
spective) groups possible. For example, in looking at
shopping trips, principal factors in the model must
include the type of merchandise offered, travel cost,
income, and the size of the locality.

Each node in the system can be described by a series
of macro variables that reflect an individual’s utility
and requirements, and the probability of spatial inter-
action for a particular node will depend on how this
utility is achieved in comparison to other nodes.

The multinomial logit model followed the path
blazed by Huff. That model rests on the assumptions

that individuals exhibit economically rational behav-
ior and that the utility functions that guide their
rational behavior have random variable components
that are independent and identically distributed.
Refinements of the model have targeted the unreal-
istic assumption of independence; some alter-
ations (Fotheringham, 1983; Gaudry and Degenait,
1979) relate to deterministic behavior, whereas others
(McFadden, 1978) focus on risk.

Based on principles of behavioral science, this
approach to the analysis of social interaction provided
a way to escape the bonds of the gravitational model
that so tightly linked individuals together. Interaction
was no longer a mechanical response to structural dis-
equilibria but rather the result of individual choices
aimed at maximizing utility by avoiding costs and
embracing opportunities afforded by macro-structural
factors.

Although this step represents an important advance
in the understanding of the process and the proba-
bilistic approach adds predictive value, there are still
some limitations. First, the underlying ideas of 
discrete choice and rational expectations, borrowed from
microeconomics, presume abstract rationality of 
Homo economicus. Real-world behavior rarely conforms
to that of Homo economicus. Economic rationality is
only one of the behaviors (and rarely the most 
important) in a decision sequence that must weigh
psychological, emotional, social, and cultural imper-
atives. It is only slight exaggeration to say that we 
have merely traded the bear trap of physical laws for
the iron fist of economic rationality. Second, 
although the theoretical approach seems to fit within
a micro-level model, it employs the macro-level
instruments of ecologic variables and proxies for the
way that individuals evaluate the value of differing
locations.

In a complex society where situations and behaviors
are so varied, we should not force behavior to match
unrealistic and abstract theories. It is better to focus on
less ambitious goals and to ask of our models only that
they provide a true picture of the relationships that
link the variables and a limited and current descrip-
tion of the interaction system, without pretensions to
generality in time or space.

8. Applications of Macro Models

In the latest literature, gravitational models focus on
the different factors that segment trips into different
types of travel. There are two general approaches. The
first applies separate models to homogeneous sub-
groups that share the most important defining charac-
teristics; the other is based on classic linear models
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with additional explanatory factors. These models
generally take a log-linear form.

The segmentation approach is used, for example, in
a study by Cervero and Wu (1997). The authors con-
sidered four different combinations of the gravita-
tional model by combining two worker categories (i.e.,
professional and nonprofessional) with two categories
of work destination (i.e., traditional work destinations
and newer, rapidly expanding employment zones).
Their model included the usual variables: spatial
impedance (i.e., travel time) and mass (i.e., labor
supply at the origin and labor demand at the destina-
tion), and it included other explanatory variables, such
as the destination’s employment rate and the housing
characteristics at both the origin and the destination.

The coefficients on these explanatory variables were
statistically significant and of the expected sign, but
overall goodness-of-fit was meager. This indicates that
their model omitted key variables at the heart of the
mechanism that generates daily trips, that the log-
linear formulation was inappropriate, or that stochas-
ticity dominated the decision-making process. This
last point would mean that even within suppos-
edly homogeneous subgroups, there is no universal
behavioral response with respect to the use of space.
However, we must not overlook the fact that the 
region studied (i.e., San Francisco bay area) has a 
polycentric urban structure that may have affected the
results.

We may be in the middle of a transitional period
between an historical phase of monocentric urban
development in which work mostly determines travel
and a new era characterized by polycentric urban pat-
terns in which diverse demands for the daily usage of
space influence the choice of where to live.

To evaluate the explanatory value of a gravitational
model we must take into account the size of the geo-
graphic units for which data are available, because the
larger the unit, the fewer the number of cross-
boundary trips. This point, although critical, is often
overlooked. In particular, it appears that the distance-
decay parameter in gravitational models is not
uniform with distance. Indirect support for this can be
found in the positive coefficient on the index of urban
contiguity in Baccaini’s gravitational model (1997),
which demonstrates that the friction of distance does
not vary linearly with travel time (Barsotti and Bottai,
1994). More support can be found in a comparison of
the Baccaini study with that of Cervero and Wu. Both
are similar in that they update classic gravitational
models by introducing explanatory variables reflecting
polycentric urban patterns; however, only 33% of vari-
ance is explained by Cervero and Wu’s model,
whereas Baccaini’s accounts for 96%.

Vickerman (1984) focused on the suburbanization
processes in the London metropolitan area and
observed that they led to an increase in the number of
commutes. The direction of travel flows also changes
as productive activities and jobs are dispersed toward
the suburbs. Residential dispersion precedes job dis-
persion—or at least it occurs more quickly. Travel
through the center of the urban system can increase
even as the number of jobs located there decreases.
City center residents are pushed out in a residential
diaspora by rising housing prices, exacerbated by com-
peting nonresidential land use, and by the increasing
role of subjective and noneconomic factors in residen-
tial choice. Because of this, people no longer move 
to reduce home-to-work travel; instead, a residential
move generates new commute trips.

The choice of the place of residence and type of
housing are factors that strongly influence daily travel.
Although this is obvious, the exact mechanism by
which this operates is much less so. Both the housing
market and urbanization policies have shown a weak
ability to adjust to disequilibria between places of
work and residence, which is important quantitatively
and qualitatively. The housing market is increasingly
segmented to the extent that almost everywhere (espe-
cially in Italy), it is dominated by the dream of owning
one’s own house, which tends to favor the migration
of families with specific characteristics (e.g., income) to
specific areas. If, in contrast, home-ownership status
(i.e., renter or owner) and housing characteristics are
satisfactory, migration incentives are greatly weak-
ened, even in the face of job commuting. The housing
market itself can raise barriers, as in the case of rent
control. Such barriers can result in gentrification and
segregation in urban and suburban centers.

It is difficult to imagine how we could disentangle
the interdependencies of daily travel. Migration, resi-
dential location, job location, and travel costs are all
factors jointly influencing daily mobility.

III. MICRO APPROACHES

The growing complexity of daily travel has given
rise to the use of micro models. Even as macro models
became more disaggregated and targeted, interest
began turning to individual behavior as a key to
understanding the travel behavior of groups. The goal
of this approach was to highlight the ways in which
structural factors are perceived and evaluated by indi-
viduals, depending on their demographic, social, occu-
pational, and cultural characteristics. Surveys are the
typical instrument needed to conduct this type of
microanalysis.
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As for all multivariate analyses, the most critical
aspect is the selection of explanatory variables, because
unexplained heterogeneity can bias the estimation 
of model parameters.

Gender is one of the factors most commonly
studied. Gender differences in attitudes toward daily
travel are so strong that it is often better to apply sep-
arate models to each sex than to introduce it as an
explanatory variable in a single model (Baccaïni, 1997;
Tkocz and Kristensen, 1994). It has been observed
(Johnston-Anumonwo, 1992; White, 1977) that women
are less likely to move long distances. This also
appears to apply to daily travel; compared with men,
women prefer shorter commutes.

The difference between single- and dual-worker
families has also been studied. When both spouses
work, family strategies seem to favor the husband’s
career, even if the resulting residential choice makes
him commute longer. The wife then seeks employment
closer to home, even if the resulting career opportuni-
ties are more limited. Even in the most advanced soci-
eties, there is asymmetry between male and female
roles of production and reproduction (Madden, 1981).

The stage in the family life cycle is an intervening
variable that can modify the effects of the two previ-
ous factors. The presence or absence of children in the
household is commonly used as a proxy for the family
life cycle stage. It has been shown that if the wife con-
tinues to work after the birth of children, she will try
to bring workplace and home closer together. More
precisely, she will try to minimize the distances
between home, workplace, and the additional services
(e.g., schools, shopping) needed to support the new
family situation even though overall distance traveled
and time taken may increase with the additional trips
to school or shops (Camstra, 1996; Barsotti and Bottai,
1994; Rosenbloom, 1989).

Marital status seems to have the greatest influence
on men’s daily travel. Bachelors appear to commute
shorter distances because it is easier for them to find
housing in city centers or close to work (Baccaïni, 
1997; Tkocz and Kristensen, 1994; Vickerman, 1984).
However, the effect of marital status is not unambigu-
ous and provides a good example of the way that the
behavior of specific subgroups can differ. Although
bachelors are more likely to live near work because of
greater flexibility in housing size, characteristics, and
cost, they are also less bound by familial or non–work-
related constraints and therefore have the option to
commute farther.

For adults, daily travel, like migration, tends to
decline with age. According to some demographers, it
also tends to be redirected toward urban centers. If one
examines the entire age pattern and includes work and

school travel (as perhaps we should, considering that
they share the characteristics of both being compulsory
and occurring on a daily basis), a graph of the rela-
tionship between age and daily travel resembles an
inverted U (Barsotti and Bottai, 1994).

Taking income into account poses a number of prob-
lems. Should we consider household income or, espe-
cially when focusing on work travel, individual
incomes of each family member? No matter how it is
defined, commute distances and frequencies increase
with income.

Socioeconomic status has considerable effect on
daily travel. Home workers and farmers, for example,
work close to or within their place of residence. The
self-employed typically have low mobility. When con-
trolling for other explanatory variables (e.g., sex, age,
education, and home ownership status), the most
mobile groups are supervisory white-collar workers.
However, as shown by some of the studies we have
discussed, blue-collar and office workers are among
those with the longest commutes. This greater amount
of daily travel (which has been rising in recent years)
has resulted from the dispersion of residences to the
suburbs.

Trends in daily commuting also depend on changes
in home ownership status. Rising rates of home own-
ership reduces the propensity to change residence
when changing the place of employment (Bottai, 1995).

Analysts can continue to add to the list of explana-
tory variables, including education (i.e., daily travel
increases with the level of education) and modes of
transport (e.g., cars, buses, trains, bicycles), which are
determined by individual needs and by the existing
transportation infrastructure and land use policy. All
things considered, careful exploratory analysis is
always well advised.

IV. THE CHALLENGES FACING 
A UNIFIED APPROACH

The need to reconcile the micro and macro
approaches is clear. Two of the studies we have men-
tioned take two alternative paths in that direction.

Baccaïni (1997) supplements a micro model of 
individual-level variables with the addition of two
variables that capture the regional context: one that
takes into account spatial characteristics (geographic
zone) and anotherthat measures the balance between
labor supply and demand (i.e., employment rate) in
the location of residence.

Tkocz and Kristensen (1994) build a polycentric
spatial model in which the relationship between 
work-home distance and home-center distance is 
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represented by a third-degree polynomial. In this
model, the coefficients are replaced, following the
method described by Casetti (1972), by a series of
sociodemographic variables validated in a micro
model.

Baccaïni’s model begins as a micro model to which
macro variables are added, and Tkocz and 
Kristensen’s model begins as a macro model to which
micro variables are added.

Courgeau (1999) carefully analyzes the biases that
aggregated (macro) models can favor because they
ignore how individual characteristics influence the
likelihood of moves. These biases can be categorized
as an ecologic fallacy arising from the reliance on large-
scale empirical data. He also explores how biases arise
in micro models by erroneous specification of 
individual-level variables and especially by discount-
ing the influence macro variables have on the micro
variables themselves. This bias is a type of atomistic
fallacy. The probability of moving from one location to
another for work reasons does not depend only on the
type of job that an individual has (a micro-level char-
acteristic) but also on the occupational structure of 
the area where the individual lives (a macro-level 
characteristic).

It seems more promising to tackle the problems of
spatial interaction, as well as all similar problems of
collective behavior, beginning from a micro perspec-
tive and adding macro variables of different levels of
aggregation as needed. In any event, the macro-micro
dichotomy seems too manichaean. In studying resi-
dential mobility, it may be better to begin at a point in
the middle (i.e., with the household) because the
choice of where to live concerns the household 
standing together rather than each individual 
standing alone. In this case, the problem, which 
several researchers are currently investigating, is how
to handle characteristics of each member of the house-
hold (i.e., variables at a less aggregated level than the
household itself).

The increasing preference for multilevel micro
models implies a rejection of the typical macro
approach of formulating laws that govern spatial inter-
action. The underlying reasons for this epistemologic
evolution are the profound changes that have rendered
modern and postmodern society more complex and
differentiated. These changes have sparked the transi-
tion from monocentric spatial patterns to polycentric
ones; an expansion of life space; a multiplication and
increasing diversification of the reasons for using
space; and the social fragmentation of mobility.

That we take recourse in microanalyses is as much
due to the growing importance of individual choice as
to the need to uncover by survey data the processes

and mechanisms that give us insight into spatial
behavior. We are witnessing a change of logic, and the
transition from the cold deductions of macro models
to the recognition that potential laws of interaction
may only be discoverable by induction.
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Return migration has not been extensively studied,
even though it can affect significant numbers of
people. Although some data are available, there are
difficulties in defining return migrants, and there is
prejudice about most of them being retired and there-
fore of secondary economic interest. The issue of
migrants’ retirement pensions to be paid in their native
countries, if they choose to return, is beginning to
cause some concern. According to the data available,
most return migrants are not retired, and many are
middle-aged adults. As a consequence, return migra-
tion should not be defined as a move for good, but in
a wider circulation perspective. A return migrant is a
person who goes back to his or her starting point (or
even to one of his or her previous residences) and who
may or may not migrate again in the future.

The study of return migration is based on data from
censuses, surveys, and registers. Because simultaneous
censuses and surveys have been conducted in these
places, the examples are taken from migration between
Guadeloupe and Martinique, the French overseas
departments in the West Indies, and mainland France.

I. CENSUS DATA

Using census data, return migration can be defined
from information obtained by the questions on 
previous residence and birthplace. A return migrant is
defined as a native of the country or region where she

or he was interviewed at a census or survey, and has
lived in a different country or region at a previous
time. If the contribution of foreigners (i.e., of people
who were born abroad) to migration is to be measured
based on such information, then it seems necessary to
establish two categories among the migrants who were
spotted by means of the question on their previous res-
idence: those who were born in the country or region
(i.e., return migrants) and those born outside the
country or region.1 This applies particularly to coun-
tries with formerly high out-migration rates and there-
fore potentially high rates of return migration, such as
Spain, Portugal, and Italy.

In the case of censuses, it is of limited interest to cal-
culate the proportion of return migrants in the popu-
lation by simply comparing the number of return
migrants with that of the natives or of the total popu-
lation, because migration can be accounted for only
partly through the question on previous residence. The
return of people who were away at the time of previ-
ous residence and had returned some time in the n
years between that date and the census is measured,
but the people who migrated and then came back in
that period, although they are included in the census,
are ignored. The limitation also applies to the meas-
urement of migration by means of the same question—
those migrants who came and went away again
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between the date of previous residence and the census
are ignored, but in that case, non-enumerated migrants
do not appear in the census.

1. Return Rate

The return rate is the ratio of return migrants to the
emigrant population at the time of previous residence.2

Return rate = Ri
t
j
t-a / Pij

t-a (1)

In Equation 1, Ri
t
j
t-a equals the migrants who were born

in i and appeared in the census in i at time t and resided
in j at the time of previous residence t - a, and Pij

t-a

equals the population who were born in i and were
enumerated in country j at the time of previous resi-
dence. Because new migration between the date of pre-
vious residence and that of the census represents a
bias, a should be quite small (ideally, about 1 year).

Mortality is a disturbing event and should be taken
into account through an estimate of the survival rate
between t - a and t. However, its effect is insignificant
among young and middle-aged adults, although it is
different at later ages, such as when considering
migration about retirement age.

Age was not included in the notations to keep the
formulas as light as possible; however, those rates
should be calculated by birth cohort and consequently
require detailed age data when censuses are not con-
ducted at 5-year intervals. This results in unconven-
tional age groups (Table 65–1).

Using Equation 1, it is possible to calculate the
return rates for different j countries of previous resi-
dence, provided those denominators can be derived
from censuses in the countries of previous residence if
they took place at the date or at a date close to the ref-
erence date for the question of previous residence or,
if that is not the case, from estimates of the native pop-
ulation who have emigrated to the relevant j countries.

2. Periodicity and Simultaneousness 
of Censuses

It appears that simultaneous censuses in the Euro-
pean countries make it possible to measure interna-
tional (and internal European) migrations in much
better circumstances than censuses conducted at dif-
ferent dates. Previous residence had best be measured
at the date of the last census. However, in a closed or
all but closed area, denominators can be calculated
again based on the population enumerated in the
census and on the migration that was observed (from

the census or from a different source) during the same
period. It then seems better to use, as some countries
do already, several questions about previous residence
1 year before the census to calculate rates for 1 year
and 5 years before, to get more significant numbers for
the analysis of the social and demographic character-
istics of the migrants, and if necessary, at the date of
or at a date close to the last census, for an assessment
during the period between the censuses. The further
back in time the previous residence is sampled, the
more unobserved moves there are.

In the frame of simultaneous censuses, it is also pos-
sible to check the results of migration from the ques-
tion on previous residence by using the method of
expected population. The expected population in a
given i country at t + a provides, by difference with the
population counted in the census in t, an estimate of
migration that can be compared with that obtained
from the question on previous residence in the j
country. If the migration estimated through the
expected population method in the i country is higher
than that observed in j, it is (if there are no variations
in the completeness of enumeration of successive cen-
suses) because migrants who left country i did not nec-
essarily go to country j or later remigrated to other
destinations. If the migration observed in j is higher
than the estimate from data in country i, it is a sign that
there were errors in the data; some statements about
previous residence were wrong, or under-enumeration
affects the first census conducted in i. Such errors may
happen in one or the other country, and the results 
of those comparisons should be very carefully 
interpreted. Whenever data are available, the moves
between i and all the other j countries should then be
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TABLE 65–1 Rates of Return Migration from Mainland
France to the West Indian French Overseas Departments

According to Censuses

Age (years) Guadeloupe Martinique
in 1990

Men (%) Women (%) Men (%) Women (%)

18–22 8.0 9.3 6.6 9.3
23–27 8.7 13.4 10.0 13.8
28–32 14.0 15.7 15.2 16.6
33–37 13.2 13.1 12.0 12.7
38–42 12.5 11.4 10.8 10.4
43–47 10.4 8.1 9.3 7.6
48–52 8.8 7.7 8.1 7.0
53–57 8.5 8.9 9.6 8.0
58–62 10.6 12.1 11.6 12.4
63+ 11.1 12.2 9.6 10.3

Calculated from the 1982 census in Mainland France and the 1990
census in the French Overseas Departments.



considered. Where return migration is concerned, an
estimate of the expected number of migrants originat-
ing from i in the j country is made and then compared
with the returns observed in i.

3. Extensions of the Method

What has been studied hitherto is a single question
about previous residence. Several countries have mul-
tiple questions about residence 1 year and 5 years
before the census (e.g., Portugal) and about 10 years
before the census (e.g., Spain). Those questions make
it possible to study, based on the various previous 
residences, such facts as the circulation of migrants
between the various foreign countries and where they
stopped on the way home (including internal migra-
tion after their return), which are an important aspect
of the migrants’ re-localization—the towns where they
choose to settle, depending on the latter’s size, the
region, and other factors. Those data should not be
neglected, mainly because the cost is so low, because
they are products of the census; however, the various
situations are revealed only at various points—as in
some registers, such as the PDS in France,3 not com-
plete biographies; as a result, data from surveys should
be used preferably for this type of studies.

Another extension of the method consists in 
measuring second-generation migration. In that 
case, the parents’ birthplace is enough to spot the chil-
dren born to migrants in a host country—those who
were residing abroad at the time of previous residence
are second-generation return migrants. Then they do
not exactly return, but migrate, individually or with
their parents, to the country where the latter were
born.

Some censuses include a question about the year of
arrival in the country (or of the latest migration). The
question, although more awkward to use in itself (see
Chapters 22 and 23), makes it possible, by simultane-
ously using the flow data from the migration statistics
offices, to calculate the return rates, or rather the rates
of remigration; the census then provides the number
of people who are still present by immigration cohort,
excepting persons who were temporarily away and
were not counted in the census (Péron, 1977). Based on
a series of censuses, the intercensus probabilities of
departure from the country of residence can be calcu-
lated, but the fact that some people return after they
have left the country takes much of the significance
away from those probabilities.

4. Limits and Use of Census Data

The main flaw about census data is that they do 
not take into account the migration that took place
between the date of t - a previous residence and that
of census t. The return migration measured is then
bound to be affected by unknown re-emigration (and
so is the migration measured through the same ques-
tion); besides, the two-way trips made between the
two countries, between t - a and t, are ignored. These
represent visits that are usually shorter than those of
the migrants counted in censuses, but there is a bias if
the reintegration of people who have come back in the
past 5 years, for example, is to be measured.

The theory of return migration has been little devel-
oped, as has the study of the phenomenon itself. Two
main reasons for returning are distinguished in it:
failure or success in migration. Based on that very
rough framework, the characteristics of return
migrants can be studied, using all the information
made available during the censuses (and the surveys),
such as sex, age, educational level, labor force partici-
pation, and occupation. By calculating the rates by sex
and age, it has emerged that the rate of return migra-
tion is high among young adults, then it decreases, and
it goes up again at retirement age (see Table 65–1). In
a study of returns conducted in Portugal and Spain
(Rallu et al., 2000), it was revealed that return rates vary
depending on the level of skills. The educational level
of return migrants is usually higher than that of the
native population as a whole,4 although it appears on
analysis that there are also groups of manual workers
with little education behind them. Return migrants are
usually working people, sometimes employers. This is
a means of providing part of the answers to the fol-
lowing questions. Do return migrants create compa-
nies and jobs, and what part do they play in the
economy and in development?

II. SURVEY DATA

Through surveys, unlike censuses, complete migra-
tory biographies can be recorded. All migratory moves
are then made available. It is possible to calculate the
proportion of people by birth cohort who have been
abroad at least once for a minimum stay of x months
or years for a reason given as an answer to an ad hoc
question (which may reflect the cause of departure, but
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3 Permanent Demographic Survey (INSEE) that includes census
and civil registration data.

4 When using census data, we prefer to compare return migrants
with the total native population rather than with nonmigrants,
because among the latter are included migrants who were not
counted through the question on previous residence.



not the reason for the visit nor for extending it) or
according to their actual occupation over there (e.g.,
studies, employment). Surveys are also useful because
the number of visits abroad can be calculated along
with their total duration and other aspects. In that case,
it is important not to forget that in a survey conducted
in a given country, only return migrants will be cap-
tured, whereas migrants presently abroad are ignored,
although some may well have returned before their
current migration. Likewise, in a survey conducted in
the host country, the migrants who have returned or
remigrated are ignored.

1. Return Rates by Cohort and by 
Rank Order

A survey makes it possible to know the departures
to j per year and calculate the return rates by year
(cohort) of departure:

Tij
t,a = Rij

t,a / Eij
a (2)

In Equation 2, Rij
t,a represents the migrants who have

returned from j to i in the year t and who went from i
to j in the year a, and Eij

a represents the number of
migrants from i to j in year a (i.e., cohort of outgoing
migrants). The intensity of the return migration from j
to i among the cohort of year a of outgoing migrants
is the sum of annual rates.

In a survey, it is possible to choose to calculate rates
or probabilities in building attrition tables with the
usual methods (Fig. 65–1). However, the intensity of
returns by cohorts calculated does not provide the pro-

portion of people who migrated to j in a and came back
to i at the date of the survey for the cohort under study,
because they may have re-emigrated. It is then possi-
ble to calculate the re-emigration and return rates by
rank for every first-migration cohort or by latest pre-
vious migration (the latter may be re-emigration or
return) (Fig. 65–2A), and therefore to get a measure of
the circulation by combining the probabilities (Fig.
65–2B). It appears that although the migrants in the
second half of the 1960s did frequently have a first
return, many went away again later in the great wave
of migration to mainland France in the early 1970s. It
is different with the 1975–1984 cohorts; among them
first returns are highest, and re-emigration is low com-
pared with the previous cohorts. The last cohort
observed is characterized by low circulation between
the overseas departments and mainland France. The
1970–1974 cohort is peculiar in that it shows growing
probabilities at every new migration, an effect of the
selection of the most mobile people, which results in
greater circulation. If the data are to be unbiased,
migrants should be interviewed in their native (return)
country and in the host country, with a view to secur-
ing a total picture of migration per year.

The wide array of opportunities offered by surveys
in providing migratory biographies are revealed in this
manner. However, the surveys must be conducted in
both countries when the migration from a given
country is mainly directed to another or several other
countries. The cost of such surveys is high, but one
large, well-designed survey is better than several
imperfect ones or even a number of small-scale ones.
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Simultaneous or quasi-simultaneous surveys have
been conducted, such as the survey on the migration
of natives of or residents in the overseas departments
conducted by the French Institute of Statistics (INSEE)
in 1991 to 1992 (Aziz and Lavertu, 1993, 1994) or the
Research Network on Urban Migration in Western
Africa (REMUAO) surveys by the ORSTOM (now IRD,
French Research Institute on Development) on migra-
tion in West Africa.

2. Assessing the Productivity 
of the Sample

Though it is possible through surveys to measure
migration over a long period, as with censuses,
surveys may record such past migration as may be of
limited interest for analyzing the present situation,
particularly the social and economic aspects of migra-
tion. For example, a survey may yield information on
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migrants who returned when they were young adults
several years or decades ago, who are presently older
and now consider migration as only remotely linked,
if at all, to the present situation.

The same applies to the study of the determinants
of return migration. To compare the situation of a
person who returned at age a in year t, it is necessary
to know the situation of a person who stayed in the
country of residence at the same age, in the same year,
which implies that work biographies are available.
Knowing the situation of the persons in the country of
residence at the date of the survey makes it possible to
compare the return migrants with the emigrants only
in the year of the survey. It appears that the “produc-
tivity” of the sample may be considerably reduced if
the information gathered is limited only to the current
economic situation. Analyzing migratory biographies
concurrently with work biographies provides all the
resources offered by analyzing that type of data (see
Chapter 23).

III. POPULATION REGISTERS

The study of return migration, as well as of migra-
tion in general, can be done using population registers.
Such studies have been conducted, particularly in the
field of historical demography (Tedebrand, 1976).

A distinction should be drawn between two types of
registers: those that provide continuous observation of
migratory moves—and are very much akin to bio-
graphic data—and those that provide truncated data or
information relating to certain dates (e.g., the French
Permanent Demographic Survey, which is based on
censuses) or at the time of certain events (e.g., the
respondents’ personal address at the time of the vital
events recorded by civil registration). Registers that
provide biographic data can be analyzed by the
methods of biographic data analysis. Registers that
provide truncated data can be analyzed using methods
similar to that presented for the study of censuses or,
more systematically, using the particular methods
appropriate for this type of incomplete data, such as
have been presented in this book. Registers and
surveys are used mainly for a longitudinal study of
phenomena, whereas censuses offer mainly cross-
sectional analyses. However, in the case of migration,
censuses and certain registers provide a longitudinal
fragment only, between the date of previous residence
or arrival and the census, and that fragment is affected
by the cross-sectional enumeration of the population in
the census, in which the persons who were temporar-
ily absent were excluded and the migratory moves
between the dates under study were ignored.

CONCLUSIONS

The study of return migration must be freed from
the idea that it is just a question of aged persons return-
ing for good at retirement. It is part of the study of
migration, defined as the circulation of persons
between various places, in its various possible forms,
including circular migration between two or several
places or with more complex routes. In that sense, it is
also a necessary element in measuring migration using
the question about previous residence. In that circula-
tion and through its age structure, it has significant
effects on employment, skills of the labor force, and the
economy.

For a complete, unbiased study of migration and of
the migrants’ characteristics, it is necessary to have
data about all migratory moves, based on surveys or
censuses simultaneously conducted in the various
countries involved. The question about previous resi-
dence (usually 5 years before the census to limit the
loss of information that may happen if the period is
too long) should be asked, as is the case already in
several countries, along with questions about the
respondents’ residence 1 year before the census and at
the time of the last one. The countries involved 
would then have better data at their disposal to study
migration.
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S E C T I O N  

I

POPULATION IN TIME AND SPACE
History of Population and Population 
Forecasts: Introduction to Volume III

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Volume I, Section I looked at the central study of the discipline–the in-built mecha-
nisms of population dynamics. Volumes I, Section II, and Volume II, respectively,
addressed the determinants of the three big forces of those dynamics (fertility, mortal-
ity and migration). This gives us the essential foundations for a better understanding
of the historical and geographical forces driving population, and for a consideration of
future prospects. It is this complex of issues that are the subject of this section, leaving
the remaining text to examine population and society, population thought and policies,
and methods of observation and corresponding tools for demographic analysis, as orig-
inally planned.

Between the time when the first hominidae appeared on Earth some 2 or 3 million
years ago–or on a smaller timeframe, in the hundred thousand years since the most
recent human species, Homo sapiens, entered the frame–and the mid-18th century, the
history of the population of this planet has been a very long sequence of phases of slow
expansion interspersed with crises and declines. A history in which the balance of births
and deaths has been decisive for the future of each group, but also a history in which,
for the most dynamic and ultimately successful groups at least, migrations have been
a major determinant of human expansion across the continents. In the 18th century,
however, the driving forces of that history changed radically. The industrial revolution
led to unprecedented population growth, while relentless forces made the world 
population a reality as civilizations interacted with one another, and demographic
behaviors in particular grew more uniform. Population growth has thus become a
supremely global issue and its future, a big political issue.

The four chapters of Part I will attempt to give a broad outline of the history of the
human population. Part II will look at the geography of population: the distribution of



humankind across the surface of the Earth and the diversity of current population char-
acteristics, for behind the converging trends, each population and group has its own
history and differing timelines that give rise to a very wide range of point-in-time sit-
uations. Part III concludes the volume with an overview of the methods, and especially
the hypotheses that offer avenues for an exploration of the future of a specific popula-
tion, and ultimately the world population. It readily becomes clear that although 
the short and medium term future may be easily visualized, if not predictable, the 
same cannot be said for the long-term future, where the range of possibilities is very
much wider.
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P A R T

I

THE HISTORY OF THE HUMAN
POPULATION

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

The history of humankind which Jean-Noël Biraben describes as “short,” unfurling
over “the last 3 million years at most” is indeed an eye-blink compared with the time
that distances us from the first appearance of life on Earth, let alone that which elapsed
between the formation of the universe and the emergence of life, which runs into 
billions of years. Even so, very little is known about most of those 3 million years, until
the dawn of history with the invention of writing, probably around 4000 bc. What little
we do know of the history of the human population, however, is enough for special-
ists in prehistoric demography to venture approximations of the possible sizes of the
human groups who began to settle the planet even before we–Homo sapiens–emerged.
It is this long period of prehistory in particular to which Jean-Noël Biraben devotes
much of the opening chapter of this section (Chapter 66), painting a fascinating
panorama which encompasses the human population “from the first beginnings to the
present day.” But although this chapter also deals fairly comprehensively with the his-
torical period, it can clearly only skim the surface of the past 2 or 3 centuries–a time of
unprecedented developments on the population front, which will be dealt with in
greater detail in the following chapters.

Before that, however, David Coleman gives over much of Chapter 67 to a consider-
ation of prehistory and ancient or medieval history in order to clearly delineate “the
major role played by migration in the history of the human population.” The popula-
tion pattern of human groups has in fact long depended on their ability to exploit 
technical advances in order both to achieve natural increases through a surplus of births
over deaths and to cope with the resulting pressure either through further technical
progress or migration.



From the mid-18th century onward, however, humans–who had hitherto sought to
adapt to the natural conditions of their environment and striven to tame nature for their
benefit (such as, in the Neolithic era, turning from hunting and gathering to agricul-
ture and stock rearing) had nevertheless remained wholly subjugated to the harsh 
equation of balance between their natural increase and the increase in available
resources–finally began to liberate themselves from this ancient law and bring both 
the time of their death and the force of their fertility under their own dominion. In the
space of 2 centuries, the demographic system, which had governed humankind for 
millennia, changed completely in Europe. It was what Adolphe Landry was to call the
“demographic revolution,” the transition from an old to a modern demographic regime
(the pretransitional to post-transitional stages), with far-reaching consequences for
European countries themselves in the first instance and for the rest of the world. The
“European Demographic Transition” is considered by Jacques Vallin in Chapter 68.

The same author concludes this section on the history of the human population in
Chapter 69, focusing on the half-century since the European demographic transition.
This was a period of contrasts that saw the “theory of demographic transition,” devised
by writers in the late 1940s to account for the origins and consequences of the system
change, come to fruition with the globalization of the vast historical movement initiated
in Europe and the rise of uncertainties–first for Europe and its North American and
Pacific Rim offshoots and then for the longer-term future of the other continents–so
little does the “completion of transition” resemble the emergence of a stable and 
permanent demographic regime in which uncontrolled growth finally gives way to 
permanent stability.
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INTRODUCTION

This is the most recent in a series of exploratory
estimates begun in 1979 (Biraben 1979). These tentative
studies, as the name suggests, make no pretence to
give the final picture of the demographic history of
humankind. It, as did its predecessors, aims merely to
review current thinking and move a step forward in
the unending quest for more knowledge of our demo-
graphic past. It is also more comprehensive in consid-
ering humankind from the beginnings to the present
day.

Significant advances both in the sciences of prehis-
tory and in historical demography over the past 20
years make the case for these ongoing endeavours.
This exploration, as did those before it, is purely ten-
tative in simply taking stock of the state of early 21st
century knowledge.

I. THE FIRST HUMAN POPULATIONS

The short history of humankind—the past 3 million
years at most in the long life of the planet Earth—is
both very unlike that of other living and extinct species
and very alike in terms of the evolutionary pattern 
of all other species. It is hard to pinpoint when
humankind first appeared and depends on the criteria

used. What most distinguishes its lifestyle from that of
the other great anthropoid apes may be less the fash-
ioning and systematic use of tools (from wood, flint,
bone, etc., which their anthropoid progenitors also
used at times) than the quality of their manufacture,
and even more important is the existence of a suffi-
ciently permanent encampment where the gathered or
hunted food was brought back for consumption by the
group. Three million years would seem the very
outside for the origination of such human beings in
east Africa.

Little skeletal evidence remains of these Homo
habilis, taking them as the earliest human beings, and
is concentrated in regions where fossil remains could
be recovered. The traces of their earliest industries, by
contrast, have been better preserved and afford some
evidence of the oecumene, or scale of distribution of
these assemblages. It extended over nearly 4 million
square kilometers of tree and bush savannah 
between Ethiopia, the Central African Republic, and
Zimbabwe, i.e., approximately the same surface area
as the mainly forest region between Guinea and Congo
occupied by chimpanzees in around 1930 before the
encroachment of agriculture. The number of chim-
panzees around 1930 was estimated at approximately
200,000 individuals divided between five main species.
But this population, unlike that of the other great
anthropoid apes, was also thought to have increased
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significantly since the turn of the century, especially on
the fringes of banana plantations where they lived
commensally with humans by plundering the fruit.

When he addressed this issue in an article, 
Janos Némeskéri (1974) estimated these first humans
as numbering approximately 100,000 individuals.
Assuming the savannah-dwellers to be more carnivo-
rous in their diet than were the chimpanzees of 1930,
their number could be conservatively estimated as
between 100,000 and 200,000 individuals, already
divided into different types of hominid.

At that time, however, the Earth’s prevailing quite
uniformly hot climate (no polar ice-sheets) began to
cool down and entered a major glaciation comprising
at least six main glacial advances and retreats, each
lasting tens of thousands of years, as well as countless
smaller pulses of glacial advance alternating with
periods of retreat of no longer than a few millennia
each. There have only been four of these major glacia-
tions in the 4.5 billion-year-old history of the Earth.
Each has lasted only a few million or tens of millions
of years, but each has been accompanied by an evolu-
tionary spurt, with many species disappearing and
many more appearing during each stage. One such
evolutionary spurt, based on all the evidence, occurred
in the human species, whose brain, in particular,
expanded by a full kilogram in under 3 million years—
one of the most rapid evolutions known for an organ
that initially weighed substantially less than 500g. It is
hard to resist the conclusion that the capacities of this
new organ gave its possessors such a selective advan-
tage as to accelerate their evolution, leading to the
elimination of all their nearest rivals. The result was
the extinction at each stage of the preceding less
sophisticated species of the genus such as H. habilis
and H. rudolfensis, which were supplanted by H.
ergaster in Africa, spreading across Southern Asia and
Europe as its close relative H. erectus, and later in
Europe as H. neanderthalensis and in Indonesia as 
H. javanicus.

Prehistoric demography sets out to study three
aspects of these populations through different inves-
tigative methods of varying accuracy:

Population measurement
Mortality
Causes of death

II. THE PREHISTORIC POPULATION
AND METHODS OF MEASUREMENT

The total prehistoric population has been exten-
sively researched by many interesting methods, none

of them, unfortunately, wholly satisfactory. Research
has followed two lines: (1) that into the total popula-
tion of large unit areas—regions, countries, and even
continents; and (2) that into the size of a localized
group such as an encampment, village, or small 
community.

1. Four Estimation Models

Essentially, four main methods have been used to
estimate total populations. Briefly, they are as follows:

1. For the earliest periods (those of H. habilis), esti-
mation of the population is determined by estimation
of biomass—either the direct biomass of the primates
deduced from their interaction with their environ-
ment, or biomass indirectly determined from the mass
of available and accessible edible big animals and
plants.

Although this method may have some value for
other mammals, it offers no more than a tentative
approximation for even primitive humankind, for
which cultural changes, be it hunting techniques or
social organization, significantly and rapidly affected
the relationship between a population and the accessi-
ble biomass.

2. By measuring the oecumene, that is, the size of the
area inhabited by humans of a particular culture; the
calculated surface area is then multiplied by the density
of historically recorded populations with ostensibly
similar natural and cultural living conditions.

This method cannot be used for any of the very long
Lower Paleolithic Age, for which there is no recorded
evidence of a population living in comparatively
similar conditions.

It also presupposes that populations live in equilib-
rium with their environment, which is only the case
after a protracted period of adaptation, and even
nowadays, countries with comparable climates and
living standards, such as England and New Zealand,
have very different population densities.

Finally, it also predicates long-term stability of the
ecological environment, which has been approxi-
mately the case for the past 10,000 years, but such a
protracted period of comparative climatic stability has
been very uncommon since the appearance of human
beings—that is, the start of the current glacial period
marked by frequent, sudden climatic fluctuations
every 2000 or 3000 years as a rule in the preceding
120,000 years—and probably also during earlier
periods for which less evidence is available.

These shortcomings notwithstanding, this is by far
the most popular method and can, if used with
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caution, give a valid crude approximation of the pre-
historic population of a vast area for a particular
period. However, in more recent terms, it is akin to
back-calculating the population of the 16th century
Iberian peninsula based on a rough idea of that of 19th
century Turkey.

3. Denis Peyrony (1949) devised a completely dif-
ferent method for estimating the total population of a
regional unit area, even for very remote periods of
history. It involves a fairly forensic, uniform explo-
ration of all the archaeological layers for each period
in the area of study before a careful investigation of the
geological conditions of layering and erosion in the
Quaternary Period in that area to assess what propor-
tion of the strata may have vanished through erosion,
agriculture, or earthworks (given that this process
follows an approximately logistic law) to reconstitute
the number of layers for each culture in that area.
Finally, it requires a fairly exact knowledge of the
chronology for calculating the relative number of strat-
ified deposits per millennium for each ancient culture
(or per century for the most recent ones). This per-
millennium stratigraphy, it is argued, then gives a rel-
ative scale of the population in each period.

Although pleasing in theory, this method does not
pass muster in practice. An exhaustive exploration
over a very large area is not possible or desirable, and
estimating vanished layers is always an uncertain
business. The few known cases in which it has been
used are limited in scope, but the method could be sub-
stantially improved by systematic or random sampling
exploration, which would enable the population to be
more forensically tracked than by other methods, even
for cultures with no known contemporary equivalent.

4. For more recent periods (the Mesolithic,
Neolithic, and Chalcolithic eras), the assumption was
that, because the population was divided into small
groups, the total population could be estimated by
counting the number of groups, that is, encampments
for nomadic peoples or villages for sedentary commu-
nities, multiplied by the average estimated size of each
group.

As in the previous method, this is limited by archae-
ological exploration and estimating average group
numbers, which can be very difficult given that the
smallest groups, which far outnumber all others, are
most likely to be missed by exploration.

Its accuracy could now be considerably improved,
however, by using lognormal distribution of groups,
which allows the number and total population of
groups to be fairly accurately approximated from just
the most easily identifiable groups—the largest. Obvi-

ously, that involves using the greater range and variety
of group size measurement methods, which, as will be
seen, yield results equally variable in quality as did the
previous methods.

2. Eight Methods of Measurement

Eight methods for measuring a local prehistoric
population group are reviewed.

1. The idea of estimating the size of a group—say a
clan—by measuring its hunting ground came to Dr.
Louis Pradel (1954) while he was studying the area of
distribution of flint from a very small jaspoid deposit
used only over a relatively short period by a small
group of Neanderthals of the Mousterian plateau
culture a little over 70,000 years ago. This hunting and
fishing ground, not far from the confluence of the
Vienne and Creuse rivers at Fontmaure-en-Vellêche, is
only a hundred square kilometers in size, and seven
approximately similar assemblages along the Vienne
and Clain rivers have been identified for the same
period, spaced approximately 15 to 30km apart. It can
be deduced from this that each group could have con-
sisted of between 10 and approximately 30 individu-
als, but it would certainly be wrong to extrapolate
these results areawide across a region that is far from
being as favorable to hunting and fishing as are these
valleys, and it only offers an approximation based on
an educated guess as to the number of groups or
number of inhabitants.

By using the same method, Henri de Lumley (1976)
demonstrated from the dispersal fan of more than
100,000 objects found around the Caune de l’Arago
cave site that the hunting ground of this H. erectus clan
of the Tayacian culture, which inhabited Roussillon a
little more than 250,000 years ago in the Mindel-Riss
interglacial stage, was approximately 500km2 in area
for a group that, year in, year out, could also have con-
sisted of between 10 and about 30 individuals.

2. Livio Livi (1941) conjectured that genetic sur-
vival required a minimum size for these basic popula-
tion groups and that small islands holding only one
group assumed to be fairly strictly endogamous and
so forming a true isolate in the real sense, would give
the size of these groups. In fact, this population of sea-
farers, which often roamed far and wide in quest of
wives, was very much exogamous, and the lower limit
of these island populations was predominantly dic-
tated by the economy of the time.

3. For more recent epochs, the Mesolithic Period in
particular, attempts have been made to calculate the
size of certain population groups from the size of

Chapter 66/History of the Human Population 7



kitchen-midden accumulations apparently belonging
to the same group over a specific period (Boone 1976).
The volume of refuse divided by a presumed average
individual daily consumption would give the number
of individuals in the group. Such calculations have
been attempted on the shell mounds of the Cali-
fornian and Portuguese coasts, the Azilian on the
Basque and Cantabrian coasts, the kjöken-möding in
Denmark, and the Tunisian snail mounds.

Unfortunately, these calculations are little more than
“best guesstimates.” Assessments of what constitutes
age- and sex-specific average daily consumptions
differ widely, whereas the actual duration of site occu-
pation is still more arbitrarily estimated. It is just about
possible to identify seasonally-returning groups but
not groups returning only occasionally or even spo-
radically, nor is it easy to say whether the spot was a
feeding center for the whole group or reserved for part
of the community, such as women or children.

4. For even more recent periods—such as the
Neolithic Period and Chalcolithic, Copper, Bronze, and
Iron ages—attempts have been made to estimate
village populations by the conjectured yield of sur-
rounding cropped areas in each period. Sherburne
Cook and Woodrow Borah (1963) used this method 
to estimate the pre-Colombian population of certain
Maya cities.

But this method of calculation is very tentative for
production and consumption, as it disregards the con-
tributions of gathering, hunting, and fishing, not to say
that of trade, by presuming villages to be completely
self-sufficient, surely a very uncommon occurrence.

5. In recent sedentary culture periods, extensive
research into the living environment, its sizes, capac-
ity, dispositions, and layout (see Petrequin et al. 1969)
has made it possible to conjecture approximate, but
only likely, population sizes, which certainly vary with
time and within a fairly broad range. Aggregated for
each dwelling in a village, it gives an estimated order
of magnitude of the village population. It is this
method, first propounded by M. Jindrich Matiegka in
1911 (Matiegka 1927), that was the first used in pre-
historic demography.

With the caveat that certain buildings within sites
may be used not for dwelling but other purposes
(places of worship, cattle sheds, barns, storehouses,
etc.), which must be established, this method can yield
fairly good results.

6. The study of some major collective structures has
led to suggestions that the size of the societal group
responsible for them can be inferred from the esti-

mated number of contributors involved in creating
them (Nougier 1959). The huge Locmariaquer menhir,
which when whole weighed 368 tons, or the giant
statues of Easter Island are examples.

However, experiments to validate this in 1979
showed that the number of contributors was much less
important than were the lifting and rolling techniques
used, and that, even with very crude techniques such
as using logs and saplings for leverage, no more than
200 people were needed to erect a monumental 150-
ton standing stone (Rouzé 1982). The same applies to
the largest tumuli that 200 people can build in a few
days, some of which, moreover, were added to by suc-
cessive generations.

7. Mesolithic burials found grouped together in
large burial grounds or cemeteries afford a much more
accurate approximation of populations. Two Hungar-
ian authors, Acsadi and Némeskéri (1970), devised and
implemented a formula for the direct reconstruction of
a village population from burial evidence.

Let t be the duration of the burial ground, D the
number of reference skeletons, e0 the mean estimated
lifespan based on age at death from skeletal evidence,
and K the estimated number of skeletons no longer
extant. If, for example, K = 10%, then

K = 0.1 ¥ D. e0/t,

and the population

P = K + D. e0/t

So, a cemetery containing 500 skeletons, in use for
200 years, would represent a village with an average
population of 69 inhabitants.

Although the theory is scientific enough, especially
compared with preceding ones, the method is never-
theless marred by uncertainties, especially as regards
the completeness of the death totals: some who may
have died in fighting or hunting accidents far from the
village may not have been buried in the communal
burial ground, whereas estimating the number of
nonextant skeletons is particularly hazardous, espe-
cially those of very young infants, who were generally
buried close to the surface and whose remains may
have long been ploughed over. A statistical estimate of
these can be ventured by plotting the age-specific
cumulative distribution curve of deaths and compar-
ing it with that of the closest model life table, but a
degree of uncertainty remains (Biraben 1969).

Claude Masset (1982) devised a statistical method
by which to reconstruct the total number of individu-
als buried in a rock tomb or ossuary where the skele-
tal remains have been secondarily moved and mixed.
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This method, too, although satisfactory on the the-
oretical level, has serious drawbacks in practical ap-
plication, which can only partly be overcome by the
application of significant material means.

8. In the case of an incineration ground, finally,
accurate dating of the ashes in each burial urn could
give a distribution of deaths by broad blocks of years,
that is, a trend pattern of deaths over the period of use
of the entombment ground. The method was devised
by Odette Taffanel (1976) to study the Mailhac burial
ground, for which she estimated the 30-year death
trend over 170 years, from 870 to 700 BCE. Assigning
to this population maximum and minimum life
expectancies enables the trend range of change in the
population of that village to be calculated in 30-year
cycles over the period.

This method, ostensibly quite precise, likewise
unfortunately suffers from uncertainties, because there
can be no certainty that all individuals in the village
were incinerated, and particularly because of the unre-
solved practical issues surrounding accurate dating of
incineration ashes.

After this rapid overview of methods of counting
prehistoric populations, a very tentative outline
account can now be ventured of the key results
achieved or, put differently, the orders of magnitude
within which prehistoric populations may possibly
have fallen.

III. ESTIMATES OF PREHISTORIC
POPULATIONS

When dealing with the world population, only 
the second method is usable, and that is the one that
will be used to postulate some estimates, or rather, 
as stated above, what are still tentative orders of 
magnitude.

1. From the Earliest Hominids to 
Homo Sapiens

The only extant evidence from the very long Pale-
olithic Era about developments in hunting or gather-
ing technologies of the time is what may be deduced
from the flint or wooden artifacts found. It may there-
fore be assumed that they evolved correspondingly
slowly, and that the number of human beings was for
long much more closely linked to the size of the oec-
umene (area of distribution and historical movement)
and to climatic variations, which govern the biomass
(i.e., the annual quantity of plants or animals likely to
form a direct or indirect part of the human food chain),

than to any improvement in hunting or gathering 
techniques.

It is, however, worth noting that changes in the oec-
umene at these remote eras are also arguably connected
with the physical changes in humankind, which may
themselves be related to the sweeping climate changes
of the main glacial advances. So, the appearance of H.
ergaster at least quadrupled the oecumene of its prede-
cessors, H. rudolfensis and H. habilis, stretching across
northern and southern Africa, south and east Asia, the
Middle East, and southern and central Europe, found
in its form of H. erectus.

Technological leaps, although few and far be-
tween, also occur. The taming of fire, almost half a
million years ago, enabled the cooking of some 
foodstuffs that were inedible raw, significantly
reduced the parasites in the food that was cooked, 
and kept predators away from encampments. 
Much later, Levalloisian flaking of flint gave much
improved tool quality and a better output of 
cutting edge per kilogram of raw flint. It also enabled
diversification, so a greater variety of stone tools
developed. On the basis of this, the total number of H.
erectus on the planet can be conjectured at between
500,000 and 700,000.

During the penultimate ice advance, the Riss Glacial
Stage in Europe, at both ends of the oecumene, i.e., in
Indonesia and Europe, different physical types gradu-
ally began to emerge that, long kept apart by the rising
sea levels during the following much warmer Eemian
Interglacial, caused three distinct hominid population
groups to develop at the same time—Java man in
Indonesia, Neanderthal man in Europe, and H. sapiens,
who, probably making his first appearance in Ethiopia
and the surrounding areas, slowly spread first toward
southern Africa, then to the Arabian peninsula, Levant,
Iran, India, Indo-China, and China, where he sup-
planted H. erectus.

Slow progress in hunting and gathering technolo-
gies, improving the productivity of subsistence activi-
ties (the development of the Mousterian culture in
Europe), suggests the possibility of a fresh population
spurt. A midrange assumption for the number of
humans at this period of optimum climatic conditions
may be 800,000 for H. sapiens in the Afro-Asian area,
250,000 for Neanderthal man in Europe, and 100,000
for Java man in Indonesia.

The last ice advance, known as the Würm glacial
stage in Europe, beginning toward 72,000 BCE,
changed the world order. The ice-sheet across the
northern half of Europe and falling sea levels, which
restored communications between Europe and Asia
and between Indonesia and Asia, would enable vast
population migrations to occur.
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Neanderthal man first abandoned the North 
European Plain, and the harsh climate, combined with
the very significant decline in plant and wildlife,
would lead to a drastic fall in their numbers to perhaps
50,000, when analogized from the established numbers
of Eskimo or Chukchi populations living in the same
climatic conditions in the 18th and 19th centuries but
with a markedly more developed cultures. Then, from
70,000 BCE onward, they very rapidly spread east into
as-yet-unpopulated Turkestan and southeast through
Asia Minor, made accessible by the falling sea level, as
far as to Palestine, where they lived alongside H.
sapiens. At the same time, in southeast Asia, H. sapiens
entered Indonesia, then part of the Indo-Chinese
peninsula, squeezing out Java man within some 10
thousand years.

In a second stage, from 50,000 BCE perhaps, H.
sapiens crossed the Timor Strait from Indonesia into
then-uninhabited Australia and New Guinea (reunited
by the falling sea level).

In a third stage, from about 42,000 BCE, the Middle
Eastern branch of H. sapiens in Asia Minor gradually
spread across Europe via the Caucasus and the
Balkans, where a new culture—Proto-Aurignacian—
developed. Despite the attempts of the Mousterian
culture (i.e., Neanderthal man) to emulate it, this was
to give H. sapiens a decisive superiority. Around 30,000
BCE, they spread through the Danube valley, Po River
plain, and Provence to occupy all of Central Europe,
Italy, most of France, and the Cantabrian mountains
area of Spain. The last traces of the Mousterian culture
offer presumptive evidence that the last Neanderthal
men died out in northwestern France and in England
around 29,000 BCE and in Andalusia about 28,000
BCE.

It was also probably somewhat before 40,000 BCE
that humans crossed the Bering Strait and spread
across North American and then South America. These
vast lands, which, similar to Australia, were not every-
where habitable, nevertheless very soon added at least
500,000 individuals to humankind.

Twice—first around 23,000 BCE, then around 18,000
BCE during the last two lowest sea levels, H. sapiens
migrated from Sicily (then attached to Italy, as were
Malta and Pantellaria) to Tunisia via the less than 20-
km-wide strait that separated them, rapidly ousting
the very scattered people of the Aterian culture
descended from H. erectus, who were still living there
and relatively cut off by the desert. Their rapid
advance westward would take them to the Canary
Islands; their eastward move, into Egypt and Arabia.
In the Maghreb, the population may have risen from
10,000 in the Aterian period to 50,000 for the Oranian
culture and 70,000 for the Capsian culture.

In the same era, others left the Ukrainian and
Russian plains, spreading eastward to become the
Palaeosiberian peoples, and on into the Yenisei and
Lena basins, Kamtchatka, Chukotka, and Japan (Ainu).
They were very few in number at first, and even
several millennia afterward, these vast spaces were
probably inhabited by fewer than 50,000 people.

Later, around 12,000 BCE, a population drift from
eastern Asia would again cross the Bering Strait,
swamping the indigenous populations and driving
them to seek refuge in a handful of sites, this becom-
ing the majority population of America south of the
Rio Grande River. The Eskimos would comprise the
third population migration from Asia, where a very
few can still be found. But another final, later-
occurring and more miscegenous Palaeosiberian pop-
ulation movement was to invade the great plains and
Rocky Mountains of North America, driving the occu-
pants south of the Rio Grande River.

The vast forested tracts of sub-Saharan Africa 
and the Congo basin excluding the Sahel, which was
relatively populous between 9000 and 4000 BCE 
(conjecturally, between 200,000 and 400,000 people),
remained very sparsely populated. The earliest popu-
lation of Pygmy inhabitants living in scattered groups
was joined perhaps much later (perhaps 15,000 or
10,000 BCE) by a black population arriving in several
waves, the first of which now remain only in a handful
of refuge-habitats (similar to the Dogons in their rocky
hills), and the last of which seem to be the Fulani (or
Peul) people.

It is worth noting in this broad-brush picture that
even before the development of navigational technol-
ogy, humans seem to have crossed stretches of ocean
that were not too wide—70 or 80km at most—and that
a systematic investigation into the periods at which
channels such as the Bering Strait emerged add little
to population research. Crossing conditions, by con-
trast, are more decisive than is width, and the strong
current of the Strait of Gibraltar explains the late and
still infrequent crossings of the Early Neolithic era.

2. The Prehistoric Population of Europe

In the work Histoire de la population européenne
(Bardet and Dupâquier 1998), the authors described
the method used to estimate the population of the
European continent—the best explored from an
archaeological standpoint—at between 140,000 and
170,000 inhabitants in the earliest period of habitation,
that of H. sapiens, between 32,000 and 16,000 BCE,
rising perhaps to nearly 200,000 at the height of the
Magdalenian and Epigravettien cultures between
10,000 and 8700 BCE. It should also be noted that
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nomadism did not by any means produce a uniform
pattern of human distribution: they wandered in small
groups but almost always in the same regions, which
were presumably most suited to their diet and activi-
ties and where almost all of the archaeological sites
relating to them are now found.

The lognormal distribution of these groups suggests
that both small (2 to 8 people) and large encampments
(50 to 250 people) are uncommon, with most falling
between 10 and 50 people. With some slight adjust-
ment, this distribution is found among all populations
in all parts of the world. Such a structure, even allow-
ing for traditional exogamy (i.e., where marriages are
prescribed with a nearby group), favors genetic drift.
Where, by chance or design, a group is isolated from
the outset, as it is always too small to be representa-
tive of the general population from which it originates,
there is a significant founder effect, and within the
space of a dozen generations, the genetic, cultural, and
linguistic drift is so significant that, coming back into
contact with the general population, it appears alien.
This is the cause of differentiation and diversification
in human types and ethnic groups, some of which are
very old and many others comparatively recent, at
least in prehistorical terms.

The sudden climatic warming which occurred in
Europe between 8700 and 8650 BCE (when the average
temperature of western and central Europe is esti-
mated to have risen by 13°C in 50 years!) cut short the
then pan-European Magdalenian and Epigravettien
cultures. The southern steppes, hitherto teeming with
herds of large animals, became overgrown by dense
forest inhabited now only by packs of smaller animals
and the odd solitary animal (wild boar, deer). Adapta-
tion to the new plant and animal resources was ini-
tially reflected in a significant population decrease. By
contrast, the northern tundra became forested, but less
densely, interspersed with vast clearings where large
herds of aurochs and bison continued to roam, and in
Scandinavia, the reindeer population increased, as did
the human population, under the effect of the climatic
amelioration. Broadly, it may be conjectured that after
a slight drop to perhaps 180,000 inhabitants around
8000 BCE in response to the sudden climate change,
the population learned to adapt, began to rise again,
and doubled around 7000 BCE to something approach-
ing 400,000 inhabitants.

At this time, people from Anatolia established a 
first Neolithic village settlement in Greece, near 
Thessaloniki, growing hand-hoe—cropped cereals and
pulses; rearing dogs, goats, sheep, oxen, and pigs; and
living in stone-built, timber, and cob houses. This
proto-Sesklo culture would rapidly evolve into the
Sesklo civilization around 6800 BCE, making pottery

and living in brick-built houses. Two courses devel-
oped from this.

In the south, along the Mediterranean coast, a
seaborne course—the Cardial culture—characterized
by impressed ware decorated by patterns made with a
cockleshell, usually Cardium edule. Although not a 
colonizing people, they were culturally expansionist
and moved from the seaboards inland to invest 
the Mesolithic (Epipalaeolithic) populations, each of
which evolved in their own way from seminomadic
hunter-gatherers into sedentary pastoralist and
farming peoples. The civilization reached the Strait of
Gibraltar before 6000 BCE and, after a pause, moved
on to the Atlantic seaboard around 5000 BCE, where
from 4 200 BCE the civilization ended up on the south-
ern coasts of England, separated even then from the
continent for 2500 years by the rising sea level (the civ-
ilization also, with difficulty, sporadically crossed the
Strait of Gibraltar and established a few scattered set-
tlements strung out along the coast of the Er-Rif moun-
tain range and the Oranie region).

Somewhat later, around 6000 BCE, a course thrust
northward across land, settling in the central Balkans,
a civilization characterized by fine-painted ceramic
ware, and diversifying into a wide variety of local cul-
tures. About 5500 BCE, in Hungary, the Starcevo
culture underwent a surprising population surge and
moved up the Danube to occupy all the European hin-
terland from the Paris basin to Poland and Moldavia,
driving back or absorbing the nomadic Tardenoisian
hunters and then meeting and merging with the
seaborne course around 4000 BCE in central France or
in the Alps.

When another Neolithic course, which around 5000
BCE spread along the east coast of the Black Sea, the
Kuban river, and the Ukraine, is added, then by
around 4000 BCE almost the whole of Europe had
moved into the Neolithic period with a population that
may have stood at 2 million.

3. The Prehistoric Population of the
Middle East and the Rest of the World

Among extra-European populations, the only one
known with comparative certainty is that of the
Middle East, where the Neolithic stage of development
was attained around 10,000 BCE in the Fertile Crescent
with cereal farming (mainly corn) and animal domes-
tication—goats, sheep, and oxen. It was consolidated
around 8000 BCE, with the appearance of pottery, and
rapidly spread to Egypt, Anatolia, the Iranian plateau,
and thence to the Caucasus, the plains of Punjab,
Nubia, Ethiopia, and Yemen. The population for the
entire Palestine, Lebanon, Syria, and Iraq region may
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have increased from 200,000 around 10,000 BCE to
500,000 in 8000 BCE and 1.5 million by 4000 BCE.

India was to be far and away the most populous
region, but its population size is unfortunately very
difficult to determine, because it seems to have been
ignored by prehistorians and studied only by histori-
ans who have deduced utterly impossible totals for
these ancient times from the purple passages of leg-
endary tales. So, Pran Nath (1929) calculated the size
of the armies engaged in the Mahabharata war—
placed by Chandra (cited in Pran Nath, 1929) as at
around 3100 BCE—at 1.97 million soldiers, which
infers a total population size of between 29.6 and 39.4
million inhabitants! This number seems overstated,
given that only the northwest of the country (present-
day Pakistan) had attained the Neolithic culture, and
the entire east and south of the country remained at
the Mesolithic stages of development. If the popula-
tion of India in these periods absolutely had to be con-
jectured, then reasonable orders of magnitude might
be from 600,000 around 4000 BCE, 2 or 3 million
around 3000 BCE, and an absolute maximum of 20 or
25 million around 2000 BCE, when virtually all the
peninsula—India, Pakistan, Bangladesh, and Sri
Lanka—had attained the Neolithic culture.

Around 8000 BCE, a Neolithic culture also devel-
oped in the plains of the Huang Ho River basin,
rapidly developing to produce the glorious Chinese
civilization. Originally confined to an area of just
600,000km2, it spread rapidly, first eastward to the
China Sea and then southward, where corn gave way
to rice cultivation. The population of China was of the
same order of magnitude as that of India, perhaps a
little faster-growing, with 800,000 inhabitants around
4000 BCE, 3 or 4 million around 3000 BCE, and an
absolute maximum of between 15 and 20 million
around 2000 BCE.

Somewhat later, another Neolithic culture in the
Tehuacan valley in Mexico began to grow maize, toma-
toes, and beans and to domesticate dogs and turkeys;
yet another culture on the high plateaus of Peru grew
potatoes and domesticated llamas and alpacas.

Elsewhere, in Neolithic cultures at various stages 
of completion, pottery appeared from 10,000 BCE in
Japan and from 8000 BCE in a huge swathe of the
African Sahel, followed by the Middle East, India,
China, and Europe, and finally Mexico, Ecuador, and
Peru.

So, by around 4000 BCE, not only in the Middle East
and Europe but also in the African Sahel, Sudan,
Ethiopia and Yemen, northwest India, China, Japan,
and the high plateaus of the two Americas, the popu-
lations had evolved from hunter-gatherers to agro-
pastoralists. With these eight Neolithic population

centers, the world population had risen from just 6 or
7 million at 2000 years before to nearing 30 million and,
2000 years after that, when the hand-hoe was sup-
planted by the swing-plough, which vastly increased
yields, it would be close to 100 million.

In seeking to chart the long rise of the human popula-
tion, authors have long stopped short at estimating popu-
lations at a given date in Prehistory, Antiquity, the Middle
Ages, and, more often still, the Renaissance or modern
times and the contemporary era. This point-in-time
approach has tended to give the impression of more-or-
less uninterrupted exponential growth. Of the many pub-
lished works on this subject, those of John Durand (1974)
seem to have the most cogently argued case.

Prehistory, however, more suggests sharp growth
spurts interspersed with long periods of stagnation or
even decline. Does that paradigm still hold good for
historical periods? The only way we have of knowing
is to calculate the world population at a sufficiently
large number of dates close enough together to plot the
trends. Arguably, this idea is lent credence by the long,
wide fluctuations in the long population curves of
regions as populous as China or Europe, which accord-
ing to the period each account for a fifth or sixth of
humankind.

Until recently, humankind had remained segre-
gated in large, comparatively hermetic cultural spaces,
which Pierre Chaunu (1974) has dubbed “enclaved
universes.” Conceivably, the population within the
same cultural space presents overall changes that
reflect boom-bust cycles, but there is no circumstantial
evidence from which to conclude that the populations
of discrete or even far-apart cultural spaces evolve at
the same pace, except by pure chance.

Similar to any plant or animal population,
humankind is concentrated at points of the oecumene
that are most suited to its subsistence and activities. So,
it is clear that from Antiquity, China, India, and the
European and Mediterranean countries accounted for
between two-thirds and three-quarters of humankind
between the three of them; in other words, the evolu-
tion of people in these areas determined that of all
human populations.

IV. FROM ANTIQUITY TO 
MODERN TIMES

The table compiled (Table 66–1) shows that, signi-
ficant divergences aside, there has been a correspon-
dence of some favorable and unfavorable long periods
in all three regions since Antiquity (although obvi-
ously not just between these three regions, since it 
may obtain generally almost worldwide). To show this
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clearly, however, the points have been increased by
aggregating the population of all countries, first in
blocks of 2 centuries at a time between 400 BCE and
400 CE, then in single-century blocks up to the 17th
century, and in half-century blocks from 1700 to the
present day; finally crucial dates that were watershed
moments for humankind’s population development
are indicated: in 1250 (just after the Mongol invasions)
and in 1340 (just before the Black Death).

None of these numbers lay any claim to accuracy:
even for the year 2000, as for 1950 and 1900, interna-
tional yearbooks (chiefly those of the International 
Statistical Institute, League of Nations, and United
Nations) are uncertain and may vary between editions;
they are probably accurate for total world populations

to within 5%. For periods further back, estimates have
to be even more approximate, say 7% or 8% around
1700 and 10% around 1500. Further back than this, 
the scant, almost always indirect, statistics available
enable one to work only within very uncertain ranges.
The key thing is that the direction of variations and
magnitude of fluctuations tend to more than compen-
sate for the uncertainties.

1. Asia

The data for China are taken from Michel Cartier
(Cartier 1973; Cartier and Will 1971), adjusted for
current borders. The vicissitudes of China’s history
will not be rehearsed again in detail here, apart from

TABLE 66–1 World Population by Broad Regions at Different Dates

Region -400 -200 JC 200 400 500 600 700 800 900 1000 1100 1200

China 19 40 70 60 25 32 49 44 56 48 56 83 124
India, Pakistan, 30 55 46 45 32 33 37 50 43 38 40 48 69

Bangladesh
Southwest Asia 42 52 47 46 45 41 32 25 29 33 33 28 27
Japan 0.1 0.2 0.3 0.5 1.5 2 4 5 6 7 7 7 6
Rest of Asia (excluding 3 4 5 5 7 8 11 12 14 16 19 24 31

the Soviet Union)
Europe excluding the 19 25 31 44 36 30 22 22 25 28 30 35 49

Soviet Union
Soviet Union* 13 14 12 13 12 11 11 10 10 11 13 15 17
North Africa 10 13 13 16 13 12 11 9 10 10 10 8 8
Rest of Africa 7 9 12 14 18 20 17 15 16 20 30 30 40
North America 1 2 2 2 2 2 2 2 2 2 2 2 3
Central and South 7 8 10 9 11 13 14 15 15 13 16 19 23
America
Oceania 1 1 1 1 1 1 1 1 1 1 1 2 2

Total world 152 223 250 255.0 204 205 211 210 227 227 257 301 399

Region 1250 1300 1340 1400 1500 1600 1700 1750 1800 1850 1900 1950 1970 2000

China 112 83 70 70 84 110 150 220 330 435 415 558 774 1273
India, Pakistan, 83 100 107 74 95 145 175 165 190 216 290 431 667 1320

Bangladesh
Southwest Asia 22 21 22 19 23 30 30 28 28 31 38 75 118 259
Japan 6 7 7 8 8 12 28 30 30 31 44 83 104 126
Rest of Asia (excluding 31 29 29 29 33 42 53 61 68 78 115 245 386 653

the Soviet Union)
Europe excluding the 57 70 74 52 67 89 95 111 146 209 295 395 462 492

Soviet Union
Soviet Union* 14 16 16 13 17 22 30 35 49 79 127 180 243 290
North Africa 8 9 9 8 8 10 9 10 9 13 23 44 70 143
Rest of Africa 49 60 71 60 78 104 97 94 92 90 95 167 266 657
North America 3 3 3 3 3 3 2 3 5 25 90 166 228 307
Central and South 26 29 29 36 39 10 10 15 19 34 75 164 283 512
America
Oceania 2 2 2 2 3 3 3 3 2 2 6 13 19 30

Total world 413 429 439 374 458 580 682 775 968 1243 1613 2521 3620 6062

* Community of Independent States (CIS) + Baltic states.
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one arguably key episode in which Chinese censuses
report a loss of nearly one-third of the population in
49 CE. From this date until 73 CE, China called a halt
to the reconquest of its territory, embroiled in battle as
it was with the Yueh-chih from the west. The probable
key to this puzzle is offered in the writings of a Chinese
doctor of the time, Ko-Hong, in the form of the first
description of smallpox, which he reports to be a new
disease brought by the Yueh-chih horsemen in 49
(Ming Wong 1974). The same disease was similarly to
ravage the West, i.e., the Roman Empire in 168 (where
it was known as the Antonine plague) (Bakfalouni
1983, 1984) and the Aztec Empire in 1521 (Biraben
1992).

The data for India are taken from Ajit Das Gupta
(1972), except for the pre-16th century era, where he
merely argues that the population of India could have
reached 100 million at the zenith of the Maurya empire
(between 321 and 185 BCE), during the Gupta empire
(320 to 470 CE), and under the reign of Harsha (612 
to 627 CE). This very round figure of 100 million 
obviously requires qualification. It must be remem-
bered that in all these periods, vast tracts of the inte-
rior were still tribal lands, governed by a very
antiquated economic system (some still a Mesolithic
culture almost until modern times), certainly with very
low population densities. It was therefore thought
preferable to estimate populations of 50 to 60 million
for these periods, which are still within the bracket
accepted by John D. Durand (1974), who argues for 75
million, but they could have been put 10 or 20 million
higher without affecting the results. A later detailed
study by Shireen Moosvi (1984) using two different
methods estimates the population of India at approxi-
mately 145 million in 1595, tallying with Ajit Das
Gupta’s estimate taken for 1600 in preference to the 100
million conjectured by Moreland with little supporting
evidence.

Southwest Asia includes the Arabian peninsula,
Jordan, Palestine, Israel, Syria, Iraq, Turkey, Iran, and
Afghanistan (Bachi 1974). Studies on the population in
Antiquity exist for several of these countries; all of the
countries are covered for the 19th and 20th centuries
(Benham and Amani 1974). However, there are few
(Israel, Syria, Turkey, Iraq) estimates for the Middle
Ages (Bakfalouni 1983) or the Renaissance period
(Barkan 1958, 1969; Erder 1979; Panzac 1981; Karpat
1985; Lacquerer 1987). The trend has therefore been
plotted by reference to the flourishing and turbulent
periods of their history, which, although of doubtful
validity, broadly lines up with trends in which igno-
rance less outweighs knowledge. Additionally, it was
only in Antiquity that the population of the Middle

East influenced that of the world to any significant
extent.

The figures for Japan follow the revised estimates of
Akira Hayami (1987), reported in an article in Popula-
tion (Biraben 1993).

Pre-19th century data for the rest of Asia is scant,
except for Korea, Vietnam (Cartier 1973), Kampuchea
(Meng-Try 1980), and Thailand in 1700 (Vallin 1976).
Although several other countries in the region—Sri-
Lanka, Burma, Champa, and Indonesia—reached
apogees of civilization in the Middle Ages, their
demography remains almost an unknown quantity
and all that can be offered is pure conjecture. But the
small population sizes of these countries made little
contribution to the world total.

2. Europe

The data for Europe are drawn partly from volume
1 of the Histoire des populations de l’Europe (Bardet 
and Dupâquier 1998; although this arguably relies too
heavily on McEvedy 1978, which is not the best
authority) and partly from unpublished personal
records. Broadly, rapid population growth in Antiquity
was interrupted by smallpox (Antonine plague in 168)
and then measles epidemics, giving way to a popula-
tion decline. This decline gathered pace after the
appearance of St. Cyprian’s plague (a severe epidemic
of an unknown type) and deepened with the succes-
sive waves of Germanic invasions in 251, 276, 375, and
especially 407–412, when the economy was crippled by
a general decline in trade. Although the late 5th and
early 6th centuries seem to show an upturn, the 
Justinian plague of 542–543 and the reappearance of
smallpox 10 years later completed the population loss.
This was followed by stagnation and a very slow
return to growth owing to the insecurity created by the
Slavic, Avar, and Bulgarian invasions in the east and
the Saracen, Norman, and Hungarian raids in the west.
With these tribulations at an end, a strong population
surge occurred in the 10th century, continuing through
until the early 14th century, with only a slight blip
caused by the Mongol expansion in 1242–1243. The
Black Death, which appeared in 1347–1352 and turned
into a new epidemic, caused a population loss of at
least 20% in the space of a century. With the plague
vanquished, another population surge occurred
between 1450 and 1550. The late 16th, mid-17th, and
early 18th centuries were also periods of stagnation 
or loss owing to wars, religious strife, and climatic
deterioration, but most striking of all is the spiraling
population growth from the mid-18th to early 20th
century, which abated under the sharp check delivered
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by two world wars and slowed even further by 
fertility decline accentuated by the economic recession
from 1973. In 2000, almost all of Europe was in a phase
of population stagnation or even decline, despite 
continuing life expectancy gains, except in Eastern
Europe, where life expectancy has even shortened
slightly.

For the countries of the former Soviet Union, there
is sparse evidence from the 13th century and relatively
copious data from the 17th century to the modern day.

3. Africa

North Africa from Egypt in the east to the Maghreb
in the west experienced Middle East—like periods of
great prosperity in Antiquity, but the large body of
research has produced no overall data or data too dis-
crete to carry conviction owing to the continuing great
uncertainties even about the best-researched periods.
This chapter produces a tentative synthesis, which
arguably best summarizes the achievements of the
past 20 years.

The rest of Africa poses major problems, because
only point data exist for most countries before the 20th
century. An attempt has been made to estimate the
population based on what is known of its economic
and political history, outlined in the author’s first 
publication in 1979.

4. America and Oceania

Although there are no statistical data for America
predating the 16th century, archaeological research is
beginning to yield a large body of much older local evi-
dence. Also, close examination of the Spanish census
documents from Peru and Bolivia showed that the
population recorded by the quipu-camayoc in the Inca
period and kept on the quipus (accounting apparatus)
had often been recorded by the Spanish agents. The
population decline seems not to have been as sharp as
has been claimed on the basis of work skewed by a
faulty methodology. I concur with John Durand (1974)
that the population is likely to be somewhere between
the two extremes argued for, at around 40-odd million
in 1500.

It should also be noted that, after a slight retreat, the
population grew rapidly from the mid-14th century, in
stark contrast to the population of the Old World, on
which the Black Death had inflicted serious losses at
the same time.

For Oceania—excluding Australia, which has been
populated since prehistory—population growth has
only been hypothesized from the 10th century onward,

when the Polynesians began to occupy the Pacific
islands and, much later, New Zealand.

5. World Total

Turning now to the world population as a whole, it
is clear that, notwithstanding the sometimes crude
approximations used, the human population has 
not experienced the uninterrupted exponential growth
that some studies affirm as an accepted truth. The
more probable explanation is successive phases of
growth or decline varying in length and rate. Before
the recent rapid growth phase from the 16th to 20th
century, it had been in decline for a good 100 years
after the sudden emergence of the plague in the mid-
14th century and a series of economic tribulations and
wars. This peak around 1340 had followed a trough in
the 5th and 7th centuries, itself preceded by a peak in
the 2th century. There is a suspected trough around the
9th century BCE, preceded by a peak in the 11th
century and so on.

The falls are approximately 10% to 20% of the pre-
ceding peak and, apart from the last which was only a
century in length, may last up to three, four, or five
centuries. The peak/trough cycle is very irregular,
varying between 8 and 12 centuries, so an extrapola-
tion, even based on a multicentury trend, would give
no pointer as to the future world population. Calcu-
lated on the 4th and 3rd centuries BCE, it would have
given over 20 billion inhabitants in 2000, but projected
from the 3rd and 4th centuries CE would have given
a 35 million decrease!

Variations of this magnitude seem to have occurred
in all periods of history and prehistory, but, as was
seen, some have been of such extraordinary magnitude
as to suggest sudden, sharp, stepwise population
growth. These step increases were first natural,
through the evolution from one species of humankind
into another, from H. habilis to H. erectus and then H.
sapiens, but also occurred to an increasingly cultural
extent (e.g., the taming of fire), becoming almost
entirely cultural, that is, much more rapid and closer
together than in all other species. Upper Palaeolithic
technologies—clothing, bow and arrows, spear throw-
ers, etc.—are one sharp step-change; the Neolithic era,
with farming and sedentarism, another.

We are living through the industrialization step, the
hesitant, localized beginnings of which are to be found
in the Renaissance (see Chapters 68, 69) and will prob-
ably come to an end in the 21st century, as will be seen
in Chapter 77.

Figure 66–1 summarizes the long history of
humankind’s population of the Earth.
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INTRODUCTION

This chapter will review selected migration
processes in the longer term. It will seek to place
modern migration patterns into a wider range of the
migration behavior that human populations have
experienced in their history and prehistory. It will
emphasize that the forms of migration that we see
today, and on which we judge the demographic effects
of migration, are only a subset of possible migratory
behavior. Other forms of migration, some now extinct,
have had much more substantial effects upon the
numbers, distribution, and characteristics of human
populations than do most current forms of migration,
even the recent substantial international movements to
Western Europe and the United States.

Migration is defined here by a change of dwelling-
place by individuals or peoples usually (but not
always) at a distance greater than that of day-to-day
mobility and for a substantial period of time, usually
at least a year. In modern terminology, the chapter will
concentrate on international more than on internal
migration within countries. However, during much of
the period considered, national boundaries for coun-
tries did not exist and the concept of regulated migra-
tion across them was far in the future. Indeed, during
most of human prehistory, human populations had no
permanent location but moved continually as hunters

and gatherers or as pastoral nomads between sites
within a roughly defined larger territory. In the
absence of a permanent settlement, everyone may be
regarded as a permanent migrant, and the distinction
between migration among sites or to new territories,
as well as daily mobility around a (temporarily) fixed
site, becomes blurred but does not disappear. Such
continual movement dominated the demographic
environment, and the risk environment, in which 
the human species has developed. These issues will
become apparent in this chapter, in which the term
“migration” will have to encompass a wider variety of
human behavior than it is usually called upon to do.

I. THE STATUS OF MIGRATION IN
DEMOGRAPHY

1. Migration as a “Weak Sister”

Until recently, migration has typically been
regarded as the “weak sister” of modern demography.
Although its effects have always been preeminent on
local populations, at the larger level of aggregation
that demographers traditionally study, especially the
national level, its statistical effects in peacetime upon
size, growth rates, and age-structure have usually been
small until recently (Voets et al. 1995). In recent histor-
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ical times, immigrant populations have usually com-
prised a relatively small component of established
populations and have not tended to displace them.
Postwar immigration has not much retarded the
process of ageing in mature societies (Kuijsten 1995).
That which is caused primarily by trends in fertility
cannot be put right by trends in migration. This mar-
ginal demographic status may be changing, however.
In recent years new migratory flows, especially from
the Third World, have been making increasingly large
demographic contributions to Western European 
populations and to those of North America and the
Antipodes. By the beginning of the 21st century, net
immigration had become the major component of
remaining population growth in most Western 
European countries. Where the death rate exceeds the
birth rate (e.g., Sweden, Germany, Italy), net immigra-
tion has prevented population decline (see Council of
Europe 2003). Major ethnic consequences in the host
population can follow from immigration if permanent
migration chains develop among immigrant popula-
tions with extended family and kinship obligations
and high fertility. Based on current and projected
trends, population projections suggest that between
20% and 30% of the population of a number of Western
European countries, and of the United States, are likely
to be of first- or second-generation foreign descent by
midcentury (Coleman 2004). This pattern is reestab-
lishing migration as a primary demographic factor in
demographic processes, after a long period of relative
unimportance. This chapter, however, is not concerned
in detail with this recent renaissance of international
migration, which is reviewed elsewhere, but with its
varying significance in past times and long-term influ-
ence on human population characteristics.

2. Why Most Demographers 
Do Not Like Migration

The process of migration itself is fundamentally dif-
ferent from the vital processes with which demogra-
phers have traditionally concerned themselves. That is
one of several reasons why migration is often thought
to be a subject more fit for geographers than for
demographers. Births and deaths are well defined as
irreversible beginnings and ends, but migration is con-
tinually repeatable. International movement varies in
its intensity, duration, and frequency from permanent
exile to border commuting and, in the latter case, can
hardly be considered to be “migration” at all. Migra-
tion has no firm statistical definition shared by the dif-
ferent countries that exchange migrants (see United
Nations 1998). Even an apparently clear category such
as “labor migration” is shown to be ill-defined when
scrutinized (Salt et al. 2004). Migration generates sta-

tistics only insofar as it is controlled. So in the modern
world, there are as many migration definitions as there
are systems of migration control. These laws define
migration for different purposes, durations of stay, and
so on (Salt et al. 1993). However, labor migration under
work permit, asylum seeking, and family re-union
migration—some of most significant components of
modern migration flows into the industrial coun-
tries—are potentially more comparable. Migration can
be estimated indirectly by population statistics on
birthplace or nationality from censuses or, more use-
fully, from registration systems. Indeed most of the
“migration” statistics presented in the annual SOPEMI
report (OECD 2003) are derived indirectly from the
latter sources, not the least because emigration data are
absent or defective. “Internal” migration may share
many of the processes and patterns of international
migration, but the relation between the two is little
studied. Migration and mobility in historical and pre-
historic times gives us further problems of measure-
ment but also presents us with forms of migration that,
once dominant, are now extinct or nearly so and that
are not included in modern typologies.

3. Migration Paramount

The relative unimportance of migration except at
the small scale was a relatively recent phenomenon,
which now, as we saw above, is proving to have been
a transient episode. The particular range of the forms
of migration that we nowadays take for granted as
being the norm is also a recent phenomenon. We
should abandon any notion of a “principle of unifor-
mity” in the study of migration. By no means can all
forms of human migration be observed in contempo-
rary populations. Some aspects of migration are new,
and many others that have radically shaped human
settlement are now extinct. In the past, migration dom-
inated human populations. It often involved the move-
ment of whole peoples, whose cultural entity was
much more permanent than their shifting homeland,
which indeed often had recently belonged to someone
else. For example, it was not until the late 10th century
that the “Kings of the English” began to describe them-
selves as the “Kings of England” (Wormald 1994). The
ancient impermanence of human attachment to a
homeland in many populations is too easily forgotten.

In the beginning, and for all but the last 10,000 of
the 5 million years or so of human prehistory and
history, all human groups have been in a state of con-
tinual migration at the local level, moving around their
home range to hunt and gather food. That mobility, at
a small scale and on a daily basis, determined the mor-
tality and fertility risk regimes to which all human
populations had to accommodate in prehistory, and 
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to which a few still adhered until recently (see, e.g.,
Blurton-Jones 1986). Human species—specific patterns
of natural fertility and of age-related senescence
evolved under such conditions of mobility. At the
other end of the scale is the long-range migration by
which the world was initially populated and by which
peoples subsequently moved, displaced others, and
were displaced in their turn. Such past movements
have powerfully influenced human distribution and
fertility and mortality patterns and created, as well 
as moderated, the genetic and linguistic diversity of
human populations (Cavalli-Sforza 2000). The impact
of current migration patterns, which attract so much
interest and concern at present, appear trivial by com-
parison. However, it is important, before we examine
the events of the remote past, not to forget that time
becomes compressed at long range. Changes that
appear sudden, even brutal, to us are likely in reality
to have taken place over a long period of time, so that
their unfolding could have been perceived by a con-
temporary observer to have been very gradual. The
development of the structure of the population conse-
quent upon the direct and indirect effects of the current
migration toward Western Europe and to North
America is of this kind.

II. TYPES OF MIGRATION ANCIENT
AND MODERN

It might be helpful to illustrate the complexity of the
process by briefly reviewing the diverse array of the
forms of human mobility. A simple list is presented
below of various forms of migration grouped accord-
ing to chronology, transience or permanence, and
motivation. It includes old and extinct forms of migra-
tion as well as persistent and new ones. Most con-
temporary attention is devoted, not surprisingly, to
contemporary migration, which is complex and
diverse enough. Much more detailed typologies and
analyses of the processes behind contemporary migra-
tion will be found in Salt (1989), Massey et al. (1993),
and elsewhere, but such treatments rarely attempt to
incorporate ancient or historical forms of migration
into their schemata. Some of these will be considered
in more detail in the sections that follow. The more
modern forms of migration will not be discussed
further; they are dealt with in other chapters of this 
section.

1. Local Mobility and 
Short-Range Migration

1. Local migration and mobility—The list is long and
varied: daily food foraging and hunting by individu-

als and by small groups in their home range or terri-
tory; raiding neighbors; traveling for the exchange of
goods, gifts, and trade; commuting for work, local
house-moves for work; traveling for education. These
are the essential movements of everyday life, prereq-
uisites for survival, subsistence, advancement, and
reproduction and their essential concomitants. The
earlier forms will be as old as the human species. Some
are almost extinct. Few constitute “migration” in the
sense discussed here. Their motivation requires no
new or special explanation.

2. Migration associated with particular stages of the life
cycle—This includes marriage migration and retire-
ment migration; the former is probably almost as old
as humanity, fundamental to the kinship relationships
and intergroup contact and cohesion of traditional
societies. The latter, however, dates only from the
invention of retirement and in the ancient world was
a privilege solely of the elite.

These forms of mobility will not be considered
further. Instead, attention will be concentrated on
movement at longer range and in the longer term, and
with various of its consequences.

2. Movement at Longer Range 
and in the Longer Term

1. Initial world colonizing migration—This probably
arose in two stages, the first around 1.5 million years
BC, the second around 100,000 years BC. By about 8000
BC, the process was mostly complete, with the excep-
tions noted below. Both episodes involved movement
out of Africa to most parts of the globe; probably not
by “purposeful” migration but by the spread of settle-
ment by population growth at the margins, as dis-
cussed below under the concept of the “wave of
advance.”

2. Regular longer-term movement associated with
nomadism, pastoralism, and early forms of “unsettled” agri-
culture—These include regular movement of whole
groups to different parts of their home range to exploit
new resources; nomadic pastoralism; transhumance;
and swidden, or slash-and-burn agriculture, rotating
around the same very large territory in cycles of 25
years or more (Allan 1967).

3. Völkerwanderung—This term is given to the
movement of whole peoples, or large parts of them,
with (some) means of subsistence and with all their
impedimenta, over large geographical areas as a direc-
tional, opportunity, or plunder-seeking migration or 
as a refugee movement after displacement by other
stronger peoples. This form of migration had over-
whelming consequences for neighboring settled pop-
ulations if the wandering people proved to be
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militarily superior, as they often did, especially if they
were mounted pastoral nomads. Such movements are
recorded from the earliest times but peaked in Eurasia
between the end of the first millennium BC to the
beginning of the second millennium, a time often
denoted as the Völkerwanderungszeit (Diesner 1978).

McNeill has proposed a fourfold classification to
include the migratory movements of the ancient world
once initial colonization was completed, some of
which include elements of this phenomenon (McNeill
1984:4). These are presented in modified form below:

Displacement of one population by another by force
(invasion/extermination).

Conquest of one population by an invader, leading to
coexistence of two previously separate populations
(creation of new ruling class and/or incorporation
into a larger empire).

Infiltration by outsiders with some degree of
acquiescence from existing populations, without
displacing rulers (trade, special skills, mercenaries,
missionaries, refugees).

Movement by force of individuals or whole
communities from their initial homeland by slave
raiders or traders (forced labor migration,
especially for domestic and sexual services; North
Africa and Arabia) and also for agriculture or
manufacture (Rome, West Indies, Southern United
States, and South America) or administration and
military service (such as the devshirme of the
Ottoman empire, a tribute of Christian children
taken to form the armies of the Janissaries). Also
forced movements within empires for labor or
security reasons (the corvée in China, slave labor in
Nazi Germany, Ottoman rearrangements,
deportations and the Gulag in the Soviet Union)

Further forms of migration are more characteristic
of money-based market economies and more
advanced forms of division of labor:

4. Importation by invitation—Individuals or groups
keen to increase permanent population, diversify their
economy, or expand their labor force. In earlier cen-
turies these were typically minorities with “private”
special skills who might often require state protection
and privileges specific to their communities. Examples
include the encouragement by Peter the Great and his
successors of German settlers in Russia, whose descen-
dants became the aussiedler of modern times, as well 
as the attraction of Flemish weavers to England by
Edward III. Mercenaries might become permanent set-
tlers through the same process or even displace their
employers as did, according to tradition, Hengist and
Horsa in the Kingdom of Kent (449).

5. Conventional voluntary international labor migra-
tion—With the growth of markets and the convenience
of modern transport, the previous category matures
into something more general. Modern labor migration
occurs between economies of equal rank, as within the
first 15 countries of the European Union (EU15) coun-
tries, but large-scale movement is typically driven by
wage differentials between economies and by eco-
nomic growth that is rapid by historical standards. At
the present time, differentials in living standards, of
the order of 10-fold between the modern economies
and the Third World, are the widest ever. In monetized
and internationalized economies of the 20th and 21st
centuries, labor migration has often been promoted 
by recruitment policies and has been managed and
limited by work-permit arrangements. Such relatively
formal movements began before the 20th century but
reached a new high from the 1960s to the mid 1970s
during the postwar “guest worker” migration, mostly
from southern Europe and the Third World into
Western Europe. That movement was expected to be
temporary, and indeed some workers did return, but
for the most part that movement has perpetuated itself
on a large scale through the chain migration of
spouses, dependants, and relatives.

Labor migration is a global phenomenon (Stalker
1994), in Europe (Salt et al. 2004), in North America, in
the growing economies of the Pacific Rim (e.g., Taiwan,
Korea, Malaysia, even Japan) (see Salt 1989), and, often
less formally, in the Southern Cone of Latin America
and throughout Africa. Over historical time, its formal-
ization was developed following the consolidation of
nation-states and the control and counting of move-
ment across their borders. Modern labor migration into
rich countries is focused particularly upon the active
recruitment of persons with specific modern techno-
logical skills, often from specific countries. Much
highly skilled movement is managed through “intra-
company transfers,” though which multinational com-
panies shuffle their own employees between countries.

6. Migration for settlement (peaceful variants of dis-
placement, conquest, and movement by force)—There
is a substantial division today between the major
“countries of immigration” outside Europe (the United
States, Australia, Canada, and New Zealand), which
welcome population for settlement, and others that
wish to recruit temporary labor but not necessarily a
permanent population. Although the countries of
immigration justify their positive migration policies on
economic grounds, only a small proportion of their
immigrants—under one-fifth in the United States—
enter under workforce preferences; the rest enter
under various family preference schemes. These coun-
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tries of immigration usually recognize a formal cate-
gory of “permanent settler migration” unknown 
elsewhere, although in fact many such “permanent”
immigrants return to their origins as do participants in
all other migration streams.

7. Entitlement migration—These streams are forms
of chain migration, in particular as a consequence of
postwar labor migration to the developed world, in a
moral and legal climate that has recognized, unlike in
previous times, entitlements to family unification in
the receiving country and an increasing equality of
rights of immigrants with those of citizens. After the
1970s, postwar migration involving the developed
countries has been dominated by the continuation of
migration from poorer countries into the richer ones.
These flows consist primarily of the dependents and
relatives of those labor migrants and their new spouses
and, increasingly, the spouses of their children in 
the growing populations of immigrant origin. These
persons, not workers, comprise the majority of regular
immigrants to Europe in recent decades.

8. New irregular avenues of migration—A substantial
flow of asylum-claiming immigration and of illegal
immigration, sometimes from the same poor countries
as those that provided early labor migration, has arisen
since the early 1980s. Asylum claiming, as a large-scale
migration stream, depends specifically on rights to
asylum formally specified only in the 1951 Geneva
Convention and to other benefits of welfare
economies. Information on these entitlements is now
globalized, together with familiarity about the welfare
and other provisions that accompany them. In the
majority of countries that receive asylum seekers, only
a minority are accepted as qualifying as “refugees”
(although most remain anyway). The process is as
much one of settlement as of protection and appears
to overlap substantially with a more general “better-
ment” migration, much of it irregular or clandestine.
There have been over 6 million claims of asylum in
Europe since 1980.

In the discussion that follows, particular attention is
given to the earlier forms of migration that are less
familiar today and that stand in the greatest contrast
to those with which we are most familiar. The charac-
teristics of contemporary migration streams at the end
of the 20th and the beginning of the 21st centuries,
labor migration toward Europe and North America,
family reunion and formation, asylum claiming, and
illegal immigration are considered in other chapters,
particularly in Volume II, but also in the chapters of
Volume III devoted to the demographic transition
(Chapters 68, 69) and to the projection of population
(Chapters 76, 77).

III. THE INITIAL COLONIZATIONS OF
THE WORLD: OUT OF AFRICA

The further back into prehistory we look, the more
different—and the more demographically and evolu-
tionarily salient—are the migration processes of the
human species. Much controversy about migration in
prehistory exists, both about facts and about processes.
But it is clear that something quite new migrated out
of Africa about 1.5 million years ago and then again
about 100,000 years ago—us or, at least, our ancestors.
The colonization of the world by the human species
began by migration—probably twice—out of Africa. It
seems established that hominids first evolved there.
No remains of the earliest kinds of hominid—the
genus or group of genera Australopithecus dating from
about 5 million years to about 2 million years ago—are
to be found anywhere outside that continent. What
first came out of Africa was something more advanced
than were the Australopithecines but not yet like
modern man. About 1.5 million years ago, Homo erectus
(now often called H. ergaster) had the unique opportu-
nity of colonizing the 75% of the world’s remaining
land surface that had absolutely no other human
beings on it at all. In the end—through processes still
unclear in detail—no part of the world came to be free
of the human species. We are thus faced with at least
three migration questions: Why did H. erectus and,
later on, early H. sapiens escape from Africa when 
Australopithecus did not; what kind of migration
should we consider this to be; and why are human
beings now found more or less everywhere?

An enhanced capacity for adapting to new envi-
ronments might have been a first essential. H. erectus/
H. ergaster had better tools and weapons than those
that were available to his predecessors. But even more
important, it is claimed, were fundamental human
properties, such as the ability to act socially, to collab-
orate in groups, and to gossip (Dunbar 1996). The
demands on intelligence and memory arising from
complex human social life are now thought to be 
a more potent source of evolutionary pressure for
enhanced brain development than are the simpler
demands of tool-making, which are by no means con-
fined to the human species. According to Gamble
(1995), human migration beyond the local area had to
await human social organization and possibly speech.
It is also noteworthy that the time of the first migra-
tion out of Africa coincided with the rise of a type of
human whose sexual dimorphism in stature and esti-
mated weight was much less prominent than it had
been in previous hominids (McHenry 1994). That
argues for a more complex, co-operative attitude
between the sexes, away from the dominance of a sub-
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stantially polygamous harem social structure, which 
is inferred to have been characteristic of earlier
hominids.

Debate continues between two rival explanations of
the peopling of the world. Fossil remains of H. erectus
are found outside Africa, from Java to Wales, but not
in the Americas or Australasia. Somehow H. erectus
were replaced by populations of anatomically modern
man. Did Homo evolve from the erectus level to the
sapiens level in situ in several places throughout 
the Old World (the “polygenic” or “multiregional”
hypothesis) (Wolpoff 1989)? Or were earlier forms,
including the Neandertals, who are believed to be
descended from earlier H. erectus, replaced by a new
migratory stream of anatomically modern man out of
Africa in much more recent times, beginning about
100,000 years ago? According to the latter “mono-
genic,” “recent African origin,” or “out of Africa”
hypothesis, the colonization of Europe by anatomi-
cally modern man was only complete in Europe by
about 35,000 years ago. Anatomically modern man
may have colonized Australia and New Guinea as
early as 60,000 years ago (Stringer 1989), although evi-
dence in China is lacking before 30,000 years ago, and
the characteristic anatomical features of modern
Chinese populations are only clearly evident in speci-
mens dated to about 10,000 years ago (Stringer 2001).
In this later migration, the human species reached the
Americas (via northeast Asia) and Australasia for 
the first time. This proposed migration coincides with
the significant improvement in tools between about
100,000 and 50,000 years ago. Suggestions that the
major colonization was also associated with signifi-
cant improvements in language remain conjectural.
However, it seems certain that migration into the dry
cold of northeast Asia, and thence to the Americas,
would require clothing and other cultural adaptations
to climate that were not available to the earlier
migrants. And even though the sea voyages would
have been much shorter in the lower sea levels at the
end of the ice age, man could not have reached 
Australia without navigation.

The polygenic or multiregional hypothesis would
bestow a much greater antiquity upon the genetic and
racial differences observed between modern human
populations. Accordingly, it requires some migratory
contact between separated groups over long periods of
time, otherwise the hypothesis would not be compat-
ible with the relatively modest genetic differentiation
observed between contemporary human populations.
The monogenic or out of Africa hypothesis implies 
that contemporary human racial differences all arose
within the past 100,000 years, without denying the
possibility of gene flow with the previous populations

whom they replaced or displaced. The low density of
fossil remains and the problems of dating them main-
tains this controversy. But biochemical evidence favors
the latter view, suggesting that modern human diver-
gence is more likely to be the result of a migratory radi-
ation in the past 100,000 to 200,000 years, with (until
recent times) only restricted subsequent gene flow (by
migration) between the separated human groups 
and between earlier groups and their successors. For
example, a DNA comparison of contemporary 
European populations with fossil Neanderthal mate-
rial revealed no significant genetic admixture that
could be attributed to the earlier Neanderthal popula-
tions (Krings et al. 1999).

Estimates of genetic distance based on numerous
genetic loci, most of which are not thought to be
affected by adaptive processes relating to climate (and
therefore to geographical location), usually place
African populations at a considerably greater distance
from European, Asian, or native American populations
than the latter are from each other. An African cluster
is almost always identified by statistical processes as
being primarily distinct from all the others (Cavalli-
Sforza et al. 1988). Methods based on the analysis of
genetic polymorphisms are superior to measures
based on biometrical characteristics (body and skull
size, shape, and color). Some of the latter are thought
to be adaptive with respect to climate and therefore
convergent between tropical populations (e.g., skin
color in Africans and Melanesians). The trees of genetic
distance created from analysis of these populations
cannot of itself produce a migratory path with an
origin. But connections between the populations by
minimum migratory paths fit the supposed migration
from Africa to Europe and separately to Asia, and from
Asia separately to the Pacific and the Americas.

More detailed patterns will emerge from the analy-
sis of the DNA of the complete human genome. In the
meantime, further information bearing on early migra-
tion comes from the complete sequencing of another
type of DNA, that found in the mitochondria of the cell
cytoplasm (mtDNA). Mitochondria are transmitted
entirely through the female line. This mtDNA is much
shorter than is the nuclear DNA (about 1/200,000 of
the size) and is therefore much easier to sequence,
although by no means necessarily representative of the
whole genome. Results support the theory of recent
African origin, suggesting that about 200,000 years has
elapsed since the time of the oldest African mtDNA
ancestor whose mitochondrial descendants have sur-
vived to the present time. This is based on assumptions
about the constancy of mitochondrial mutation rates
and the nonselective nature of the variations observed
(Stoneking and Cann 1989), which does not prevent
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the actual fission of populations taking place much
later. Unless the assumed mutation rate is wrong by an
order of magnitude, this evidence is generally held to
rule out a multiregional model of human origins and
migration, and to favor a later migration and radiation
throughout the world for the immediate ancestors of
modern man.

Recent studies of genetic distance based on 100
DNA polymorphisms (but based on a restricted group
of populations) have suggested that the genetic dis-
tance of European origin populations is anomalous 
in that it is closer to African origins than expected
(Bowcock et al. 1991). Another, somewhat contradic-
tory study, based on 186 genetic loci, suggests that
European populations are closer to Asian than to
African populations (Nei and Livshits 1989). Admix-
ture (arising from migration) between African and
Asian populations in west Asia about 30,000 years ago,
after the initial dispersal from Africa, may have led the
ancestors of European populations to become inter-
mediate between the two before their expansion from
their west Asian homeland into Europe. Later rein-
forcements of genes from west Asia would be expected
from the much later movements noted below.

IV. POPULATION GROWTH 
RATES, COLONIZATION, AND 

THE “WAVE OF ADVANCE”

After the second of the two expansions described
above, two new continents were colonized for the first
time. Only modern man has been able to migrate to
and through the dry cold areas of northeast Asia and
thence across the Baring Strait to colonize the New
World, acquiring marked racial features in doing so.
The orthodox view is that no human remains from the
New World are older than about 30,000 years or pos-
sibly 20,000 years. However, the colonization of Aus-
tralasia—by very different kinds of people—occurred
somewhat earlier, possibly helped by changes in sea
level. In both areas, however, the precise dating of the
first human settlement is continually being revised by
new archaeological discoveries.

What kind of migratory process produced this
global distribution? Textbooks commonly depict these
migrations with arrows, as if they were military
advances, purposeful and rapid. But there is no need
to assume that the migrations were directed, conscious
or fast. The slowly moving diffuse fronts of the weath-
erman might be a better model. Simple population
growth, rather than migratory waves, would be
enough to push a human frontier of first settlement at
a respectable pace across previously untenanted areas.

This is the “wave of advance” model. Thus, if annual
population growth rates of up to 1% can be allowed at
the margins of an area of human colonization, then the
initial peopling of the Americas and of Australasia
could have been accomplished by that process alone
(maintaining population density by settling into mar-
ginal new land) within between 1000 and 3000 years
(Carneiro and Hilse 1966). That is nothing in the light
of the long time-span involved. In the Palaeolithic, in
the very long term, average rates of population growth
must have been very slow indeed. Only an order of
magnitude can be specified, inferred from the obvi-
ously small increase of population over a very long
period of time. A long-term rate of about 0.001% per
year is much more likely than a rate of about 0.01% per
year. However, in the short run in individual popula-
tions, vital rates would probably have been quite
erratic, both for stochastic reasons and in response to
changing local encouragements to population growth
or decline. At the rate of 0.001% per year, it would take
2 centuries, on average, to add an average of one
imperceptible extra person to a band of 500 people.

During parts of the Neolithic, however, when
human carrying capacity was raised by an order of
magnitude by the development of agriculture, average
growth rates may have risen to 0.1% per year (Birdsell
1957; Hassan 1973; Martin 1973) and locally and occa-
sionally to 1% or more. In the short run, population
and vital rates are likely to have fluctuated 
considerably. Population losses from high death rates
arising from epidemics, adverse weather, and raids
would have to be repaired by a robust capacity for
growth, at least in the short term, otherwise popula-
tions would simply have become extinct. Some no
doubt did become extinct. Such episodes are recorded
in the early ethnographic literature and even in his-
torical time, and such was the fate of many early Euro-
pean colonies in the New World. Some populations are
too small to be viable, depending on the type of
economy being practiced and the standards of living
deemed acceptable (Sutter 1951). In recent years some
small settlements in inhospitable environments have
been abandoned as unsustainable. For example the
entire population (diminished to 35) of the remote
Scottish island of St. Kilda was evacuated to the main-
land in 1930, at the islanders’ request.

Among animal species, temporary migration is a
key response to adverse conditions of every sort and
is also a crucial way in which local population loss or
extinction can be repaired from neighboring popula-
tions. No doubt the same was true of early man. Most
models of early human population envisage local pop-
ulation exchange with neighboring groups, particu-
larly through marriage (Wobst 1974, 1976). That would
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have had a homeostatic effect upon local populations
by increasing effective size.

By about 8000 years ago, this colonizing phase of
migration was complete in respect of the larger land-
masses of the globe, although lesser colonization of
unpeopled land has continued to the present day. The
latter includes agriculturally marginal land colonized
only during periods of population pressure, for
example, uplands and hill slopes in mediaeval Europe.
The expansion of the human settled area by agricul-
turalists continues in parts of the Third World today,
for example, on the slopes of the Himalayas and on the
thin soils of tropical rain forests. In some of those cases,
the agriculturalists displace pastoralists or the few
remaining hunters. Other examples are oceanic islands
and zones of extreme climate that require modern sur-
vival equipment for year-round residence, as in the
Antarctic. Many of the Pacific islands near Indonesia
and the Philippines were first colonized by about 1500
BC; others, such as Hawaii, New Zealand, and Easter
Island, were not colonized until historical times (in the
case of New Zealand, 800 to 1100 AD) (Bellwood 1989).
This second expansion required developments in nav-
igation, especially the outrigger canoe. Later expan-
sion, mostly European, brought humans to the most
remote islands for the first time: Pitcairn was not occu-
pied until 1790, and in the south Atlantic, the Falkland
Islands had no recorded landing before 1690 and no
permanent population before 1833. Really hostile envi-
ronments such as the seabed, space, and the other
planets in our system still lack permanent residents,
although they are likely to gain them in the coming
century. But for most practical purposes, the process of
new colonizing migration is long over. Migratory new-
comers everywhere now have to deal with established
residents.

In the Palaeolithic, human populations once estab-
lished in a new area were invariably locally nomadic;
with rare exceptions nomadism was an essential 
prerequisite for a hunting and gathering existence. 
Even after the development of agriculture, populations
shifted their fields or gardens on a regular basis 
to maintain soil fertility as swidden agriculturalists.
What was once universal in the human species is 
still practiced by a few remaining hunters and gather-
ers, swidden agriculturalists in arid areas, and a larger
number of pastoral nomads and transhumants. On a
local level, even daily life was continuously or episod-
ically migratory. But such populations also began to
interact with their neighbors and others further afield
through various media: the routine connections of
trade and exchange and marriage (which are familiar
in modern guise today) and, more radically, those of
directed migration, conquest, and replacement.

V. PREHISTORIC MIGRATION OF
PEOPLE OR MIGRATION 

OF CULTURES?

Constant small-scale local migratory exchanges
between neighboring human groups can be taken for
granted. What is so surprising about early migratory
behavior on the larger scale, insofar as we can recon-
struct it, is that it tends to develop in particular direc-
tions. Judging from artifacts, living floors and
settlements, remains of cultivated plants, and so on,
successive “waves” of migrants appear to manifest
themselves repeatedly, displacing previous peoples
and cultures over large areas and long periods of time.
Generally, the movements in Eurasia west of the Urals
have proceeded from east to west, movements within
the Americas and in south and east Asia and in Africa,
from north to south. Such a succession of waves of
migrants, so easily caricatured and apparently implau-
sible, seems to be the incontrovertible conclusion 
from abundant archaeological and linguistic evidence,
although a different story may be told by the genes.
These processes were very different from the migra-
tory processes with which we are familiar today,
although they continued in sub-Saharan Africa up to
the 19th century.

Peoples are named primarily from the artifacts
found at type sites, which are much more distinctive
and numerous than are the small number of poorly
preserved human remains, which may not be so
readily distinguished from each other. However, we do
not make such inferences about the migration of
peoples from the presence of Japanese televisions in
Paris, for example. It may be that cultures, as identi-
fied by artifacts, cereal grains, and other evidence of
the cultural traditions of the past, may also have trav-
eled quite independently of their original begetters,
and their spread could have proceeded without popu-
lation replacement. That is so for individual objects of
value, such as jewels and coins used as grave goods in
cultures that clearly did not produce them, with no
other evidence of general cultural change. Thus the
spread of agriculture, dated at successively more
recent places from the Fertile Crescent to its eventual
arrival in the British Isles and Scandinavia, has been
interpreted by some as evidence of the spread of tech-
niques and artifacts rather than of people. However,
others (e.g., Ammerman and Cavalli-Sforza 1985)
claim that evidence from gene frequencies in European
populations point to a process of demographic diffu-
sion and (partial) replacement of population through
a demographic wave of advance, proceeding at about
1km/year on average. According to this view, barley
and wheat traveled across Eurasia in 5000 years pri-
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marily because the people who grew them spread from
east to west in that time.

Other, more recent work (e.g., Sykes et al. 1999),
however, suggests that genetic contributions of Middle
Eastern origin (and therefore net demographic contri-
butions) to modern European populations comprise
between 10% and 15% of the total, and that overall,
most current European ancestry derives from earlier
populations. Further analysis of mtDNA from 
European and Middle Eastern samples, which
attempts to take reverse migration into account, has
suggested that less than 10% of mtDNA lineages in
contemporary European populations date from the
first colonization by anatomically modern humans;
about 20% is derived from Neolithic colonizers, and
the rest is from several waves of migrants in the Upper
Palaeolithic (Richards et al. 2000). The populations
known to archaeologists from the Cro-Magnon period,
from about 35,000 years ago, were initially hunters and
gatherers, and in this view, their descendants learned
agricultural techniques and were not mostly displaced
during the Neolithic. If that is so, then the wave of
advance was more cultural than demographic. The
much later spread of the use of the stirrup, however,
appears by contrast to have been more or less instan-
taneous by the standards of prehistory. This debate
remains lively and unsettled, although more recent
investigations that use detailed biochemical analysis of
human remains suggest that considerable population
replacement did take place at least in some areas, for
example, in England between the sixth and the eight
centuries (Weale et al. 2002), reinforcing older views
based on language change.

The biochemical genetics of modern human popu-
lations permits some reconstruction of human migra-
tory patterns and even some dating of the divisions
between major human groups. Much prehistoric 
“diffusion” of techniques and/or of peoples would
have taken place before the organization of states and
involved small populations combined, if at all, 
only relatively loosely. The problems of defining
migratory populations on a cultural basis with imper-
fect knowledge of their human biology is exemplified
by the difficulties involved in defining the Celts.
Everyone knows what is meant by the word “Celts,”
who as Gauls gave the name to Gaul, to Gallipoli in
Turkey, to Galicia in Poland, and to Galicia in Spain.
Native speakers of Celtic languages, however, are
nowadays only found in the western fringes of Europe.
But everyone appears to know a different Celt, at once
described as tall and blond, short and dark, and every
other combination; even the Celtic artifacts have little
coherence of style over their whole range (Chapman
1992).

When most of the habitable world was already
occupied, early movements of whole known popula-
tions often seem to have been set in motion by pres-
sure from others. According to this Dark Age domino
theory, such pressure inevitably created a cascade of
repercussions as the migrants then collided with other
migrant and settled peoples. Thus, the arrival of 
the Sarmatians is “explained” by pressure from the
Scythians, that of Goths and of Alans by Huns, and so
on. These movements dominate the history of Eurasia
for several centuries, and their origins require a special
explanation, one that is so far lacking.

VI. THE EFFECT OF MIGRATION ON
DEMOGRAPHIC REGIMES

In the past the process of migration has dominated
the magnitude of human population levels and the
patterns of fertility and mortality, which have to adapt
to the conditions of mobile and migratory regimes
over the greater part of human existence. Nomads 
may need long birth intervals, especially those among
whom the women, as well as the men, travel fre-
quently on foot both to gather food and to change
campsites. !Kung Bushman women would have to
carry impossible loads for much of their lives if they
could not space their children such that two would
never need to be carried at once (Lee 1972). A subtle
environment/nutrition interaction with characteristic
“shallow and frequent” breast feeding patterns may be
the possible mechanism whereby their unusual birth
intervals are achieved (Howell 1986). Whatever the
process, birth intervals in the Bushmen are known to
have been very long, and completed family size are
correspondingly modest (Blurton-Jones 1986). Perhaps
surprisingly, abortion and infanticide are believed to
be rare (about 5%) in that population. But they are
strikingly prevalent among many other nomadic and
shifting populations—aboriginal Australian hunters
and gatherers, the Yanomamö Indians of Brazil
(Chagnon 1974; Chagnon and Irons 1979), the garden
cultivators of Papua New Guinea (Schiefenhovel
1984), and others—to the extent that up to 30% of
births, especially female births, are thereby eliminated
(Hausfater and Blaffer Hrdy 1984; Harris and Ross
1987). Other studies, however, do not show a clear rela-
tionship between economic type and demographic
regime (Campbell and Wood 1988).

The influence of migration or its absence on mor-
tality has been even more potent. When human popu-
lations migrated for the first time out of Africa and
more generally out of the tropics, they probably gained
in survival terms because they may have left behind
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many of the dangerous parasitic organisms, especially
those with insect vectors, that depend on a tropical
African habitat. Furthermore, nomadic human popu-
lations, necessarily relatively small scale, cannot
harbor some major causes of death that can become
prominent in settled populations; for examples,
nomads are typically free of diseases of contaminated
water supplies as typhoid and cholera, of the parasites
of contaminated soil such as hookworm, or of nest-
pests such as fleas. They do not usually stay in one
place long enough to complete the life cycle of para-
sites carried in local populations of insect vectors of
human diseases such as malaria. They are unlikely 
to be able to harbor tuberculosis; without domestic
animals, ancient populations would develop neither
tuberculosis nor influenza. Small population size
would protect them from smallpox and measles. Such
diseases could not evolve in humans until populations
had settled and grown in size (Fiennes 1978; McKeown
1988); many require a large minimum population size
(about 500,000 in the case of measles) for their exis-
tence. Contact with settled people who had developed
such diseases, however, would be all the more disas-
trous as nomadic populations would typically lack 
any acquired or genetic immunity to crowd diseases
(Cockburn 1963).

On the other hand, the migration of small-scale soci-
eties would take them into areas—especially new and
hitherto unpopulated areas—where contact with wild
animals and their insect parasites would expose them
to serious zoonoses such as bubonic plague, scrub
typhus, and other rickettsias; leishmaniasis; and other
serious acute or chronic diseases (Pavlovsky 1966).

The most dramatic example of the new burden of
disease brought by migration is the destruction of pop-
ulation in North America, in especially Central and
South America, on numerous Pacific Islands, and else-
where following the arrival of Europeans. The aborig-
inal populations of those hitherto isolated areas, never
having experienced the extensive armory of Old-
World diseases brought to them for the first time by
transoceanic migrants, conquistadores, settlers, and
traders succumbed to them with extraordinarily high
mortality rates. That was perhaps the biggest propor-
tional depopulation ever arising (indirectly) from
migratory processes, although there are many other
examples arising from the “globalization” of diseases
after human migration (McNeill 1977). Exactly how
big the decline was is almost impossible to state. Esti-
mates of the precontact population sizes of North and
South America are highly contentious and vary by an
order of magnitude (Thornton 1980; Henige 1992;
Zambardino 1997). Conservative numbers are given in
Table 67–2 below.

Early agriculturalists from about 6000 BC started to
contract diseases from their domestic animals, which 
in many cases then evolved into specifically human
parasites (Stanley and Joske 1980). The same problem
would have affected pastoral nomads, although the
nomads rise is thought to have been later than that of
agriculturalists (about 3000 BC) and depended on the
spread of genetic polymorphisms for lactose tolerance,
which enabled adults to digest substantial quantities of
milk. Subsequent migratory exchanges between settled
populations—for trade, slavery, conquest, exploration,
or whatever—would tend to increase the sum total 
of human disease mortality. Through migration at all
levels of magnitude, all settled populations eventually
acquired the diseases of all other populations without
being able to lose any of their own. The historical
timetable whereby populations acquired for the first
time new diseases that had evolved in other areas of the
world is reasonably well known for the last two mil-
lennia (McNeill 1977). The process of circulation of
disease has, if anything speeded up and intensified in
the age of universal mobility with new diseases such as
AIDS, new variants of cholera, or antibiotic-resistant
strains of other bacteria.

The transition from more mobile nomadic human
populations to less mobile and larger settled popula-
tions of swidden farmers and intensive cultivators is
believed to have reduced average human life expecta-
tion by several years (Cohen and Armelagos 1984)
through the heavier burdens of infectious disease
noted above. In the recent past at least, hunting and
gathering societies in Africa seem to have enjoyed
lighter mortality than did simple cultivators. For
example, the nomadic !Kung of the Kalahari and the
Hadza of Tanzania were estimated to have had life
expectations of 32 years and 31 years, respectively
(Dyson 1977; Howell 1986), compared with about 24
years for simple cultivators in a village in the Gambia
in the 1950s (Billewicz and McGregor 1981). Earlier
Palaeolithic populations, however, may have suffered
higher mortality, according to some skeletal evidence
(Acsádi and Nemeskëri 1970). Some hunting and gath-
ering environments were intrinsically very dangerous.

VII. MIGRATION, WARFARE, AND
ORGANIZED STATES

In prehistory patterns of migration must be inferred
from the relics of genes, bones, artifacts, and contempo-
rary language and place names. These leave much room
for argument. History starts with and comes from
organized states with writing. At long range at least, its
account is dominated by expansion, trade, control,
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warfare, and destruction. Much of this is connected with
migration. From the beginning of written records,
usually first attributed to the Sumerians of Uruk from
about 3000 BC, high levels of migration and population
displacement are at once apparent and almost invari-
ably associated with warfare and conquest and with the
extinction of some political entities and the coalescence
of others. Some of these shifts of population occur
between organized states, usually centered on defensi-
ble cities. Sometimes conquest leads to the destruction of
those cities and, it may be assumed, of their populations.
Most of the first Sumerian cities of Mesopotamia were
eventually burned, as were the cities and palaces of
Crete. The warlike cities of Assyria expanded their harsh
control over the area of modern Iraq and beyond in to
Asia Minor and Lower Egypt until they ceased winning
in about 703 BC. Conquered populations paid tribute if
they submitted, under centrally appointed officials, and
were destroyed or transported if they rebelled, as were
the northern Hebrews under Sargon II (reign, 721–705
BC). In an Empire without natural defenses, constant
victory is the price of survival. In 612 the capital
Nineveh, the population of which may have been the
first to exceed 100,000, was itself destroyed by its former
subjects in Babylon and their Scythian nomad allies,
never again to be inhabited and leaving neither cultural
vestiges nor mourners. Babylon in turn was to be cap-
tured 75 years later by Cyrus the Achaemenid. A later
Achaemenid, Xerxes (reign, 486–465 BC), set new stan-
dards for the size of mobile armies, possibly taking half
the Empire’s total levy of 360,000 men for his successful
invasion of Greece.

Quite often, however, in the relations between
settled populations, the permanent migration of
peoples was not an important component of political
change. Conquered populations were not necessarily
displaced or destroyed, although this may have been
more usual after conquest by nomads. Often political
control and the recipients of taxes changed, rather than
the people who generated the taxes, as befits the spirit
of mercantilism. The Achaemenid Persians, their suc-
cessors the Parthians and Sassanids, and the later
neighboring Roman empires behaved in this way:
aggressive and absorptive (especially the Roman) and
explicitly multicultural and multifaith. As equipotent
neighbors they remained incapable for centuries of
making serious permanent inroads into each others’
territory until the final reduction of the Sassanids by
the emperor Heraclius in 628.

1. Migrant Peoples

The expansion or migration of population of
warlike nomads or transhumants into territory occu-

pied by other people is a distinctive ancient historical
phenomenon, which is unknown to modern Europe
although it still occured in parts of sub-Saharan Africa
into the 19th century. Nomads moved into lands occu-
pied by other nomads, but the nomads more signi-
ficantly (and more often recorded) moved from
marginal areas into more central areas occupied by
denser, settled agricultural populations who could
write. As a result of expanding their area or in moving
en masse, they frequently caused the previous resident
population to disappear as a recognizable culture,
although the genetic inheritance might continue. On
other occasions, as with the Mongol and Manchu inva-
sions of China, the nomads replaced only the ruling
class, albeit destroying much of the population in the
process. These movements constitute one of the most
potent forces affecting the population density and the
vital rates of neighboring populations in the past,
nomadic and settled, helping to damp world popula-
tion growth for a millennium. The picture that we can
present of them undoubtedly foreshortens events and
combines diverse peoples into rather oversimplified
groupings, but some major events do seem to be estab-
lished beyond much controversy.

One of the world’s first empires, that of Sargon of
Akkad (Mesopotamia), was put to an end by invasion
of Indo-European tribes (“Guti”) from the Zagros
Mountains in modern Iran around 2200 BC. Another
example are the Indo-European Hittites, who ex-
panded southward out of Anatolia around the same
time (late third millennium BC). They appear to have
arrived at the edge of Mesopotamia by moving around
the north of the Black Sea and through the Balkans. In
the second millennium BC (and later), one of the chief
foci of the emigration of mostly pastoral people was
the area east of the Black and Caspian seas. Indo-
European speaking pastoral nomads, popularly
“Aryans” or “Iranians” generated a number of popu-
lation movements. Aryans moved east into modern
Pakistan and then India, permanently destroying en
route the early isolated centers of literacy at Harappa
and Mohenjo-daro around 1600 BC. Others, in the
form of the Mitanni, moved into northern
Mesopotamia; yet others moved into central Asia. The
Dorian Greeks and Phrygians moving south out of the
Balkans around 1200 BC overthrew the Achaean 
Greek and Hittite kingdoms of Southern Greece, Crete,
and Asia Minor. Other marginal areas also provided
notable examples of expansion and conquest. For
example, the Semitic Amorites moved north from
Arabia and, with others, overthrew the Sumerian
empire of Ur at the end of the 21st century BC. Semitic
Hyksos “shepherd kings” (possible also Amorites)
moving from the east across Palestine established by
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force their own dynasty in Egypt in the early second
millennium BC (around 1700 BC), possibly at the time
of Joseph. A continual series of such incursions is
recorded in early history (see, e.g., McEvedy 1967), as
well as more “conventional” rivalries and warfare
between settled states (often themselves the descen-
dants of previous invaders or ruled by their dynasties.)

A formidable impression is given of an alarming
transience of political systems, life, and property in
these areas, arising partly out of migratory processes,
although the effect is exaggerated by the foreshorten-
ing effect of the remoteness of time. Naturally some
areas on migratory crossroads were more prone to
invasion than were others. Recovery when it occurred
could be very fast. For short periods, human popula-
tions might have grown at up to 1% per year in recov-
ering from previous even sharper declines, rather than
at the tiny average growth rates typical of longer
periods. Mesopotamia, Central Asia, and to a lesser
extent the borders of India are littered with the
mounds of abandoned cities (some destroyed and ren-
dered uninhabitable by local climatic change or by
deforestation, overgrazing, soil exhaustion, or salina-
tion after intensive cultivation). Part of the key to the
success of the later nomads is their use of the horse,
first to draw chariots and then, later and more impor-
tant, for riding, which appears to have been first devel-
oped by the Scythians around the seventh century BC
(Ferrill 1985).

2. Völkerwanderung—The Coming of 
the Barbarians

The most dramatic manifestation of these migratory
pressures are those in the so-called “migration
period,” or “völkerwanderungszeit,” which occurred
from perhaps the 2nd century BC to the 16th and
which had its European peak in the 4th to the 11th
century. This was a period in which migratory activ-
ity, despite all the uncertainties and distortions of
history, was clearly of a different kind to anything
experienced since. Over that long period, the history
of the Later Roman and Byzantine Empires, China, and
India, as well as other areas of settled population in
between, are to a depressing extent the stories of their
attempts to defend themselves against such incur-
sions. Accounts of this “great migration of peoples”
read as something not short of fantasy or of a carica-
ture of history memorably satirized by Sellar and
Yeatman (1931). We are invited to believe that succes-
sive “waves” of people emerged from a few focal
points in marginal areas—the Baltic shores, the steppes
of Central Asia, the Arabian peninsula, Mongolia, and

Manchuria—and were able to extend their control over
huge areas of western Eurasia, central and western
Asia, China, and India. In the course of this migration,
much of the settled populations and settlements in
their path were allegedly destroyed, the rest overruled
or enslaved, and previous migrant settlers or con-
querors replaced. But, however implausible, much of
it appears to be true.

The migrations appears to have involved demo-
graphic processes of a kind whose free operation and
consequences are today unknown. Unfortunately, their
origins are to be found in remote continental areas,
which are devoid of historians and offer few archaeo-
logical relics and from which no data will ever come.
Writings and linguistic evidence are likewise sparse.
All we usually know are the consequences and records
of their outward expansion, when they touch on the
civilized world. At serious risk of oversimplification;
two basic groups of migratory invaders can be recog-
nized. The first are groups of cultivators primarily
from Scandinavia, Germany, and other parts of Europe
west of the steppes (Teutons, Vikings, and others),
whose migratory routes were varied—sometimes
taking them with wagons or boats further east to the
Black Sea before colliding with the western and eastern
parts of the Roman Empire. For example, Scythians
and Sarmatians, associated with an Eastern origin,
nonetheless appear to have spoken Indo-European
languages. Further east, pastoral steppe nomads from
central Asia and further east of very different lan-
guages and culture (Huns, Mongols, Turks, Manchus)
pressed more on north China and the northern fringes
of India, although extended their power west to
Eastern Europe, the plains of Hungary, and the Middle
East. Only the Arabs had a southern origin. It is widely
supposed that population pressure is more likely to be
episodically generated from the most remote and mar-
ginal areas of simple cultivation or pastoral nomad
subsistence: the unproductive agriculture of northern
Europe; the Arabian deserts and its fringes to the
south, the steppes to the north of the Caspian, and
further eastward to the East. From such places, all
roads led to more prosperous areas and eventually to
settled areas of cultivators, as one set of migrants or
nomads displaced another. The Asian populations
mostly spoke a variety of Ural-Altaic languages: Altaic
includes Mongol (a language family including Kirghiz,
Tatar, and Turkish); Ural includes Magyar, Finnish,
Estonian, and Lapp. In many cases (Huns, Avars,
Hsiung-nu) we do not know what languages were
spoken. In this area many assertions rest on thin foun-
dations: central Eurasia has been described as the “last
of the happy hunting-groups of the dilettante histori-
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ans,” where the “first quality needed by the historian
is distrust” (Sinor 1977:113–114).

These nurseries of nomads were the areas least
equipped to sustain any population growth, and from
which any outward migration would by definition
encounter more attractive and easier southern and
western environments. By the fourth century, the
growing weakness of the Roman Empire, especially 
its western part, was sufficiently well known to be a
further attraction. Precarious and marginal lands can
most readily be exploited by mounted nomads, who
may require the habit of raiding as a necessary insur-
ance against risk and disaster to herds, as well as a
potent contributor to them. Neighboring agricultural
populations (e.g., the Persian and Tadjik neighbors of
the Turkomans and Kirghiz) typically suffer continu-
ous slave raiding and servitude. Outward expansion
from these centeres would exert pressure of neighbor-
ing peoples, who would themselves migrate. Thus,
pressure from the Huns mobilized Iranians, Goths,
and many others; the Avars appear to have been
driven into Europe by pressure from the Turks, and the
Turks in turn were driven out from 1225 by 
the Mongols to Armenia and Asia Minor, as were the
Cumans to Hungary. Some of these movements were
promoted by coalitions with a proper leadership struc-
ture, such as the early Turkish Khanate. The Mongols
of the 13th century, unified politically in 1206 AD, had
become a mobile organized state, with a well-
developed and highly successful exploitative military
strategy (Sinor 1977:XVI).

Satisfactory explanations are lacking to show why
large sections of the usually fissiparous peoples from
these areas should be able from time to time to unite
themselves in large numbers and depart bent on con-
quest (or at least more than usually extended and sys-
tematic plunder) as well as raiding. Some population
was usually left behind in the steppes, unless the
whole tribe was being driven out by others. It also
remains to be explained why nomads in harsher envi-
ronments, characterized by unpredictable extremes of
heat and cold, were able to generate natural increase.
It may be that intrinsic mortality rates in such envi-
ronments were lower than were rates among densely
settled populations, for reasons outlined earlier. On
some occasions unusual climatic change, or reverses
by settled populations at the other edge of their range,
may have mobilized them. It may be recalled that pas-
toral nomads have three elements of potential insta-
bility in their ecology—that of people, herds, and the
plants that they eat—not just the two (people, plants)
that characterize agricultural populations. Herds may
become too numerous to be sustained, plant produc-

tivity may fall, or human numbers increase; all requir-
ing new grazing grounds (J. Landers, personal 
communication).

The consequences on settled populations at the end
of this chain of dominos was severe. For a long time,
the nomads gained considerable advantage from their
mastery of the horse (most others fought on foot),
mobility (all they needed was readily portable), and
their hardiness from familiarity with severe conditions
and long migrations (the Kirghiz annual transhu-
mance was about 1000 miles), to which might be
added the unique long-distance strategy, strict military
timetabling, and fierce discipline of the Mongols. Rel-
atively small numbers of migrants appeared able to
overcome more numerous settled people or to live on
tribute from them over long periods. For example, the
population of Han China, about 54 million, was for
long periods of time unable to defend itself effectively
from the Hsiung-nu, who numbered perhaps 1 million
at most. It was difficult for settled populations to
acquire the lifelong skills of lightly armed nomad
horse archers or to concentrate or maneuver fast, as
mobile people could. On the other hand, the nomad
mode of fighting was an “ethnic technology” limited
geographically by its need for substantial supplies of
grazing and remounts. That helped to explain why the
Hunnish center remained on the Hungarian plain.
Their possible relatives, the Hsiung-nu, appear to have
exploited their mobility with great subtlety in order to
maintain a long-term policy of economic extortion and
predation upon the settled Chinese. Deep mobile
strikes would retreat before Chinese retaliation could
be arranged. This violent raiding had the twin aims of
loot and terrorism, the latter to persuade Chinese
rulers to accept temporary, more favorable peace
treaties through which more tribute could be exacted
by what was in essence a huge protection racket. The
Hsiung-nu usually declined to occupy Chinese terri-
tory even after victories, relying upon the Chinese to
build them up again so that they could be looted once
more in due course. The Mongol empire, too, appears
to have depended primarily on tribute rather than on
natural resources (Barfield 1989:49–50).

Sometimes, however, even without gunpowder, the
empires could strike back. For example, the Chinese
responded to the northern nomads (known to them as
the “five barbarian tribes”: Hsiung Nu, Chieh, Hsien
Pei, Ti, and Chiang) not only with extraordinary defen-
sive measures such as the Great Wall begun by Ch’in
Shi Huang (reign, 221–206 BC) but also with active
campaigns, such as the unusually successful ones
undertaken by the Early Han emperor Wu Ti (reign,
140–87 BC) to knock out the western Hsiung-nu in 44
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and 36 BC. Later Chinese resistance is believed to have
diverted some Hunnish interest further West, to the
discomfiture of Europe. It was not really until the age
of gunpowder that settled populations could become
more secure from the depredations of nomads on the
fringe of settlement (Landers 2003) and could start to
push them back to their heartlands.

One of the most consequential of the ripples of pres-
sure arose from the destruction by the Huns of the
Ostrogothic empire on the Dniester in 375. After this
disaster the Goths obtained the permission of the
Roman Emperor to settle within the Roman Empire in
Thrace—a kind of mass asylum claim from which a
certain element of threat was not absent. Through
developments too complex to relate here (see Heather
1991), the Goths eventually inflicted one of the most
decisive victories ever over Roman arms at Adrianople
(Edirne) in 378. That victory established them perma-
nently within the empire. That migration was eventu-
ally to contribute to the end of the western Roman
Empire in 475 and the establishment of the Goths in
many parts of the Western Europe (Ferrill 1983)—the
Ostrogoths primarily in Italy and the Visigoths in
France and Spain—albeit in part through negotiations
with their nominal Roman overlords, which estab-
lished them and other invaders as “allies” (foederati).

The Huns, who originally set in motion this
sequence of migration, themselves invaded Western
Europe later on. By the fifth century, they were no
longer mere pastoral nomads. United under Attila
from his “palace” in the Hungarian plain (more a
shanty town of wooden buildings, tents, and wagons),
where Latin and German were allegedly spoken more
than was Hunnish, they ruled large numbers of 
both Slavic and Germanic peoples and bordered both
halves of the Roman Empire. As with all the barbarian
tribes, relations with the Romans were complex and
included periodical alliances, including the use of
Hunnish mercenaries by Rome and ruinous tribute
extracted from the eastern Empire. Unlike many of 
the other barbarians who entered Europe (e.g.,
Magyars, Bulgars, Burgundians, Lombards), the Huns
under Attila did not become a settled people, to be
attacked in turn by new invaders. They remained on
horseback; their subsistence was derived almost
entirely from Roman tribute as the subsistence of
others derived substantially from plunder. Active con-
flict with Rome began on the pretext of the Roman
acceptance of what we would now term asylum-
seekers, who would undoubtedly, under those cir-
cumstances, have entertained a well-founded fear of
persecution. Checked by almost the last gasp of
western Roman arms in alliance with Burgundian and
other (barbarian) allies at Châlons-sur-Marne (451), the

Hunnish Empire fell apart on the death of Attila (453,
following his stag-night binge) and, unlike most of 
the other invaders, featured no further in Western
European history.

Perhaps the most remarkable of these mass migra-
tions of whole peoples is that of the Vandals. They,
along with many other Teutonic tribes, breached the
Roman defenses on the Rhine (406) and established
themselves in France and Spain, partly through force
and partly through Roman appeasement, treaty, and
partition of the land with local landowners. When
established in Spain under their king Gaisarix, the
Vandals looked, as the Goths under Alaric had also
done, to the richest province of the Roman Empire in
North Africa, the key to the food supply for Italy. In
429 they crossed to North Africa. Initially established
as foederati after early military successes, they soon
(442) became de jure as well as de facto rulers of the
western part of North Africa, around Carthage, and no
longer regarded themselves as part of the Roman
Empire. Previous inhabitants, although dispossessed
and regarded as a subject people, do not appear to
have been generally slaughtered. In 455 the Vandals
invaded Italy and sacked Rome, removing most the
objects left behind by the Visigoths in 410 but did not
settle. By 476 the empire of Gaisarix (died, 477)
included all the Roman province of Africa, Corsica,
Sardinia, and Sicily and was raiding the coasts of
Greece. But even this established state could not
defend itself against the reprisals of the eastern
Empire, and its culture was eventually swept away
entirely by the Arab Muslim invasions of the seventh
century. The Arab invastions eliminated a “European”
cultural and political presence in former Roman North
Africa and, shortly after, took over most of the
Vandal’s former territory in Spain itself, for the next six
centuries.

The litany of such migrant peoples is perhaps use-
fully, if inevitably very partially, recalled in a table
(Table 67–1). Their (very approximate) dates are those
when they first come to the notice of people with
writing. The numbers claimed are sometimes sur-
prisingly high. Contingents of 30,000 are regularly
mentioned. Confederations of barbarians could raise
armies estimated by contemporary sources to be up to
300,000 men (e.g., a union of Ostrogoths and Visigoths
defeated by the Emperor Claudius II on the Danube in
269 AD). Even if this represents all the men of military
age, it still seems to be a very large figure, about the
maximum size of the Roman army at its height, and
not then surpassed until mass armies were raised for
the first time in modern Europe from the time of Louis
XIV (Landers 2003; Tables 13–1, 13–2). How such a
large force could have been sustained at that time,
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even by plundering all the countryside through which
it moved, is not clear; such estimates are unlikely to
have been based on any kind of actual counting. The
contemporary (professional) Roman army on all fronts
of the empire about that time is known to have been
about 250,000 strong (Ferrill 1994). A more modern
estimate of the numbers of all the warriors in all the
Gothic hosts in the late 4th century (which were never
unified) suggests about 60,000 men and therefore a
total population of perhaps 300,000 in all the Gothic
groups together. Estimates of the Thracian Ostrogoths
alone in the late 5th century suggest a population total
of between 30,000 and 50,000 (Burns 1978, Heather
1991).

VIII. THE DEMOGRAPHIC
CONSEQUENCES OF THE

“MIGRATION PERIOD”

The consequences of this form of migration on most
of the peoples visited by it appears to have been almost
entirely negative in demographic terms and probably
in almost all other terms as well. The visiting peoples
added little in terms of population and typically
nothing in terms of cultural and technical advance
(except possibly in warfare). Through destruction of
people, habitations, and the infrastructure of cultiva-
tion (especially in the dry East), they caused a per-
ceptible and often long-term diminution of human
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TABLE 67–1 Some Migrant Peoples of Eurasia, 400 BCE–1600 CE

Peoples Time Origin Settlement

Teutons
(Suevi, Marcomanni, Cimbri, Ambrones etc.) 4th BC West Baltic Germany, France
Other members of Teutonic confederacy

Alemans 3rd AD Elbe France
Franks 3rd AD Weser-Rhine France
Vandals 3rd AD Jutland, Norway France, Spain, north Africa, Italy
Ostrogoths (East Goths, east of Dniester) 3rd AD Scandinavia/Black Sea, Italy Germany
Visigoths (West Goths, west of Dniester) 3rd AD Scandinavia/Black Sea, Italy France, Spain
Angles 3rd AD Schleswig-Holstein England, lowland Scotland
Saxons 3rd AD lower Elbe region England, lowland Scotland
Jutes 3rd AD north of Rhine England, lowland Scotland
Burgundians 3rd AD Oder/Vistula France
Lombards 6th AD south Scandinavia Italy

Huns 4th AD Steppes central/east Europe, north India
(Hsiung-nu / Xiongnu) 3rd BC Steppes North China
Bulgarians 7th AD Steppes Balkans, Italy

Magyars (Hungarians) 8th AD Steppes Hungary
Mongols (Tatars) 12th AD Manchuria Middle East, Russia 13th–16th century,

Yüan dynasty (China) 1276–1368
Moguls 16th AD central Asia Indian dynasty 1527–1857

Manchus (Ch’ing) 17th AD Manchuria Ch’ing dynasty 1644–1908
Scythians 7rd BC central Asia Balkans, Caucasus, northwest India
Sarmatians 3rd BC central Asia Transcaucasia, south Russia

Alans 1st AD central Asia Caucasus

Turks
Seljuk 11th AD central Asia north India

Western 6th AD Mongolia central Asia
Eastern (Uighurs) central Asia

Ottoman 13th AD central Asia Balkans, north Africa, Arabia,

Asia Asia Minor, Egypt

Arabs 7th AD south Arabia Spain, north Africa, Persia, central Asia

Vikings 8th AD Scandinavia Normandy, east England, Iceland

This list is far from complete; no list can hope to do justice to a complex process covering two continents and a millennium. Migration
histories were usually much more complex than given here; for example, the Germanic Goths began, or were first recognized, in the area of
the Vistula and moved south to the area of the Dniestr before moving west.

Some supposedly related peoples are grouped by indentation, but many relationships or origins are unknown or vague at best. The dates
and locations can only be approximate.



numbers. Estimates of the numbers of the migrants are
obviously difficult and are likely to have been exag-
gerated by contemporaries. On the other hand, from
the first century AD onward, we do at least have some-
what firmer bases for estimating regional populations,
from remnants of Han and Augustan censuses and a
much more intensive archaeological knowledge of the
number and extent of settlements.

According to the estimates of Jean-Noël Biraben,
discussed in the previous chapter (Table 67–2), the
world population is thought to have diminished from
about 250 million in 1 AD to 205 million by 500 AD,
not recovering to its previous level until about 1000
AD. (It can only be repeated that all such estimates are
tentative and uncertain; figures for 1 AD vary from 169
to 297 million) (Caldwell and Schindlmayr 2002: Table
4). Much of such loss can be attributed to the disrup-
tion of settled populations. The recovery to 1000 AD
did not include Europe, whose population fell from 35
million in 1 AD to about 30 million in 500 AD and in
1000 AD, nor did the recovery include the population
of North Africa, which fell from 14 million to 9 million
over the same millennium. European population by
1500 was little larger than it had been in 1250. China
and south Asia suffered worse from the invasions of
Huns and their relatives and from Aryans and
Muslims from the north and west. China’s population
fell from 70 million in 1 AD to 32 million in 500 AD,
recovering to only 56 million by the end of that mil-
lennium. The period between the capture of the Tsin
dynasty capital (then at Loyang on the Yellow River)
in 316 AD by the Hsiung-nu until the reestablishment
of complete Chinese control over the North by the Sui
dynasty in 589 AD is regarded as China’s Dark Age.
The capital had to be removed to Nanking on the Yang-
tse over 300 miles further south, with the consequent
migration of many of the survivors from the Yellow
River valley, which was effectively abandoned, to that
of the Yang-tse. Exact numbers are unknown, but the

losses and migrations together must have involved
millions of people. India’s population is estimated to
have fallen from 46 million to 33 million to 500 AD,
then only recovering to 40 millon by 1000 AD (Biraben
1979). A basically similar picture is given by other esti-
mates (e.g., those summarized by Durand 1974;
McEvedy and Jones 1978), all of which must be
regarded as being rather precarious.

Most parts of Eurasia also had to endure the impact
of the bubonic plagues, which reached Europe in 1347
from the Crimea and had afflicted China earlier. China
in particular, however, from the mid 13th century, also
suffered from immense destruction inflicted by the
Mongols, who also enslaved Kiev (1210), much of
Russia, and parts of eastern Europe but who failed to
reach Western Europe. The expeditions and depopula-
tions through slavery instituted by Tamurlane
(1336–1405) are claimed to have caused the deaths of
up to 17 million people; an opinion impossible to
verify, of course. The Mongols may have reduced the
population of China by up to 35 million people during
their protracted conquest in the 13th century, in an
invasion reminiscent of that of the Hsiung-nu (some-
times identified, on thin evidence, with the Huns) in
the 4th century. However the Hsiung-nu remained
essentially raiders, whereas the Mongols, having even-
tually abandoned their preference for depopulating
China in favor of exploiting its riches, founded a new
(Yüan) dynasty in 1271. North China (then the most
populous part) is thought to have lost about three-
quarters of its population (McEvedy and Jones 1978):
the Chin census of 1195 enumerated 50 million in
North China; that of the Mongols in 1235–6, admit-
tedly in a time of turmoil, counted just 8.5 million. As
a result of massacre and forced migration, the demo-
graphic center of gravity in China seems to have
shifted to the south, as maps based on contemporary
censuses appear to show (Population Census Office
1987:70–71). By 1500 the population of China was still
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TABLE 67–2 Some Estimates of Regional Population 1 BC–1500 AD (millions)

Population 1 BC 500 AD 1000 AD 1250 AD 1500 AD

China 70 32 56 112 84
South Asia 46 33 40 83 95
Russia 12 11 13 14 17
Europe 35 29 30 57 67
North Africa 14 11 9 8 8
North America 2 2 2 3 3
Central/South 8 11 14 23 34
America
World 250 205 257 413 458

Note: South Asia comprises India, Pakistan, and Bangladesh. (From Biraben 1979)



less than it had been in 1250: 84 million compared with
112 million. These figures cannot be exact, but simi-
larly large estimates of population loss appear in all
estimates that have been made. They are at least based
on some of the few (albeit discontinuous) registration
systems of the time, and the losses are in accord with
the contemporary reports of the ferocious genocide
practiced by the Mongols in the process of their con-
quest of north China.

As an earlier commentator noted

This is the role of nomadism in the history of the world: coun-
tries too distant from its base it could only ravage transitorily,
with robbery, murder, fire and slavery. But the stamp it left
upon the peoples which it directly dominated or adjoined
remains uneffacable. The Orient, the cradle and chief nursery
of civilization, it delivered over to barbarism; it completely
paralyzed the greater part of Europe . . . had Germany or
France possessed steppes like Hungary, where the nomads
could also have maintained themselves and thence completed
their work of destruction, in all probability the light of West
European civilization would long ago have been extin-
guished, the entire Old World would have been barbarized
and at the head of civilization today would be China (Peisker
1911:359).

As a slight counterpoint, it should be noted, fol-
lowing earlier allusions, that settled and migratory
peoples also engaged in trade and military alliances
with each other. Thus Pope Innocent IV opened 
correspondence with the Mongols (some of whom
later became Christian for a while) in 1245 in the hope
of deflecting their attacks on Europe, securing their 
aid to restore the Holy Land, and converting them 
to Christianity. Although ultimately fruitless, this 
enterprise continued when, for example, Philip the
Fair, King of France, corresponded with his ally the
Mongol Ilkhan Arghun in 1289 on a joint project to
capture Damascus from the Moslem Mamelukes, 
and Prince Edward of England (later Edward I,
1274–1307) successfully sought an alliance with the
Ilkhan Abaga when on crusade at Acre in 1271 (Sinor
1977: IX) although it eventually came to nothing.

It is these processes, the weakness and instability of
settled populations in the face of new populations of
migrants, that perhaps marks the greatest contrast
between the world of the prehistoric and remote his-
toric past and the present day. In the past, settled pop-
ulations or their elites often could not withstand the
migrants. As time as gone on, the settle populations
have been more successful, and it is the less settled
populations who have been marginalized. In the
course of that process, migratory forces, at least of that
kind, have ceased to exercise their once dominant role
on human population. Instead, variation in vital rates
arising from other more endogenous causes, notably
the onset of the “demographic transition,” has exer-

cised the predominant effect on human population
trends. That in turn has affected migration rates.

IX. EUROPEAN EXPANSION AND 
ITS CONSEQUENCES

The more recent European expansion is much better
documented and needs little further description here.
Much of it has been summarized in Cohen’s magiste-
rial encyclopedia (Cohen 1995) as well as in earlier
works (e.g., Segal 1993; Chaliand et al. 1994). Although
essentially another once-off process that has run its
course, in small ways it grades into the present day. In
some areas it is now reversed, with the return to
Europe of settler populations ousted, often by violence
or its threat, from Angola and Mozambique 
(Portuguese), North Africa (French, Italians, and
Spanish), Central Asia, and the Baltic (Russians); a
question mark hangs over the white populations of
southern Africa. Other changes in population distri-
bution and density arising from the European expan-
sion are irreversible, notably the 300 million people
mostly of European origin now settled in North
America, Australia, and New Zealand, as well as many
of the ancestors of a further 300 million people in
Central and South America. Some of its earliest mani-
festations of European expansion, of Teutonic Knights
into the region of the Baltic and Eastern Europe and of
the return of Europeans to the shores of the Middle
East and of North Africa in the 12th, 15th, and 19th
centuries—with success that endured for a similar
length of time—were the familiar form of armed 
invasion of relatively populous but (in the latter case)
less-developed regions. This expansion coincided
with, and was in some respects a component of, the
rolling back of the nomadic conquests of previous cen-
turies. In Spain it culminated in the final reduction of
Granada, the last Moorish stronghold in Spain, in 1491.
At the other end of Europe, in Russia, the removal of
Tatar (Mongol) rule was confirmed by the capture of
Kazan and Astrakhan from the Mongol Khans by Ivan
the Terrible in 1552 and 1556. That was just the begin-
ning of an arduous process of conquest and coloniza-
tion that reached the shores of the North Pacific by the
end of the 17th century but that did not finally occupy
the central Asian homelands of the (former) nomads
until 1873 (Linedy 1994).

Other aspects of European expansion, however,
were of a quite different kind with little previous par-
allel (Scammell 1989; Pohl 1990), such as the transport
over hitherto impossible sea distances, thanks to
advances in navigation, of small but technically profi-
cient populations, at times explorers, soldiers, adven-
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turers, pirates, traders, settlers, refugees, and mission-
aries (Crosby 1986). The only partial comparison was
with the Vikings of the 7th to 11th centuries and some
earlier Mediterranean seafarers. But the latter, mainly
interested in plunder and trade, respectively, did not
enjoy overwhelming technical superiority against the
peoples they encountered. Neither could they depend
on reliable navigation. Their transatlantic adventure to
Greenland and to “Vinland” failed. In Greenland, a
long-term deterioration of climate during the Middle
Ages may have been partially responsible for their
eventual extinction. However, their transatlantic and
global successors were able to overcome and displace
simple societies living at a low population density and
others of a more advanced and densely populated
culture. In the earlier ventures to the New World from
the 15th century, culture shock and above all the
impact of the new diseases that came with the immi-
grants enabled them to displace aboriginal popula-
tions in part or whole, as well as to establish 
new populations of their own. In some cases (e.g.,
Tasmania, Argentina) a deliberate policy of extermina-
tion was initiated.

Once colonial or independent states were estab-
lished in the Americas and the Antipodes, peaceful
and regular migration out of Europe to these colonial
New Worlds became the most salient global migration
stream from the late 18th to the early 20th centuries.
About 54 million people are believed to have migrated
from Europe to the Americas from 1815–1930 alone
(Baines 1991), although it must also be recalled that
about one-third probably returned to Europe. This
strand of migration continues, although at a much
reduced level, and is overshadowed by the migration
of populations from the Third World into North
America and Western Europe. Meanwhile, in the
“Wild East,” substantial European population move-
ments continued in an opposite direction. Migration to
the “empty lands” of Siberia had only been encour-
aged from 1889, and freedom of “internal coloniza-
tion” was granted only in 1906. Between 1906 and
1915, about 3.5 million Russians emigrated to Siberia.
Elsewhere, the processes of voluntary and of forced
migration within the Tsarist and then the Soviet
Empires had created, by 1989, a position whereby 25
million people of Russian “nationality” lived in those
parts of the former Soviet Union outside the Russian
Federation; that is, not counting the migrants to
Siberia, which is within that Federation. The return of
some of these migrants or their descendants, some of
it forced, had turned Russia in Europe’s biggest net
receiver of migrants by 1994.

In India, China, and other parts of the Orient, settled
populations were already dense, and the main motive

of initial European contact was trade (Emmer and
Mörner 1992). By the 18th century, military superior-
ity in weapons, discipline, and tactics enabled small
European forces to overcome oriental dynasties that
could field huge but ineffectual feudal armies. But
despite conquest, no settlement was usually attempted
in Asia or Africa except in Indonesia, central Asia and
Siberia, southern Africa, and a few other places where
climatic or demographic circumstances seemed propi-
tious. In the tropical Old World, disease organisms
generally favored the native, not the invading, popu-
lations (Curtin 1989, 1990). New navigation combined
the ancient habit of forced labor migration through
slavery brought a new component of population in the
New World and an additional element of population
destruction for Africa, in addition to the slave trade
already organized for centuries to other parts of Africa
and the Middle East.

Estimates of the number of slaves transported
across the Atlantic vary from 3.5 to 25 million. A
careful analysis suggests that 9.6 million were landed
in the Americas between 1451 and 1870 (Curtin 1969),
although the population loss to Africa must be inflated
by the mortality at sea (variously estimated at 13% to
33%) and the direct and indirect mortality involved in
the slave-taking process itself. This is only part of the
damage to Africa as a whole, although the magnitude
of the effects of slavery on African economy and
society, previously taken for granted as highly dam-
aging, has been questioned (Eltis 1991).

Slavery to other parts of Africa and the Middle East
had continued from the earliest times and was for-
mally suppressed progressively up the early 20th
century. In the late 20th century, slavery was reported
to be reviving in the Sudan and elsewhere. In the case
of the transatlantic trade, for the first time since Roman
times, slavery was primarily devoted to agriculture
and manufacture. For the first time, it formed the basis
of major intercontinental flows of money and goods
(Lovejoy 1986; Solow 1991).

X. THE RISE OF “MODERN” FORMS
OF MIGRATION

In the beginning, there was no labor migration. The
nonmarket subsistence agriculture of traditional
peasant economies did not need it. Specialist skills
would later increasingly be concentrated in villages
and towns, which implies migration. And once agrar-
ian economies developed sufficiently to produce a
division of labor greater than that between priests,
rulers, warriors, and peasants, groups of people with
special but often alien skills, in metalwork, textiles,
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and later finance were encouraged to enter the
domain, often giving an ethnic component to the divi-
sion of labor. In early economies, merchants too often
had to be migrants, at least in the short term, but over
long distances. Mercenaries, often migrants, are a
special case, sometimes accepted into the society (as in
the later western Roman Empire) in order to avoid
having to fight them and at the risk of their over-
throwing the regime they were paid to support (as in
fifth century Rome and in seventh century Britain).
Slaves might occasionally do the same, for example,
the Mamelukes in Egypt (1250–1517) and the blacks in
Haiti (1790–1804).

Most states in the past, and some to the present 
day, have been pronatalist and mercantilist in their
approach to population. Explicit responses to that
included encouragement of the birth rate, the inhibi-
tion of emigration, and the selective encouragement of
immigration, including permanent immigration for
settlement. This was above all the response of many of
the European settlements in sparsely populated areas
of the world overseas in the latter part of the second
millennium, especially by countries in South America,
North America, and Australasia. Only the latter three,
and Israel for special reasons, continue such a policy
today, although France has in the past had a more
favorable attitude to the demographic consequences of
immigration than has its European neighbors.

Agricultural labor migration remains undeveloped
in an early subsistence economy, with its locally pro-
duced and sustained labor force, especially if the
economy is not yet monetized. Voluntary labor migra-
tion becomes common as markets in labor develop 
on a seasonal and longer term basis within market-
based agricultural economies (Coleman 1984). Mobil-
ity became the norm in the early modern period in
Europe through such pervasive Western European
practices as husbandry service (local not international)
(Kussmaul 1981), through the hiring of adult labor
among an increasingly landless population (Moch
1992), and as “internal” rural-urban migration
(Wrigley 1967; Clark 1979) promoted by a more spe-
cialized and differentiated society. Elsewhere, espe-
cially where forms of serfdom were practiced that tied
peasants to the land, the mobility revolution (Zelinsky
1971) comes much later. Labor movement does not
become generally international until a much later date,
particularly during the Industrial Revolution, although
large populations left Europe in increasing numbers
from the 18th century in pursuit of more general aspi-
rations for a better life in a less rigid world—about 54
million crossed the Atlantic between 1830 and 1914.
The growth and survival of cities, especially the larger
cities and those in more recent periods, depended on

constant positive in-migration streams to make good
the natural loss of population arising from the usual
excess of urban deaths over births (Landers 1987).

CONCLUSIONS

Human (international) migration has generally
been conceptualized in modern demographic studies
as being of relatively small numbers of people moving
for reasons of labor and personal improvement of
prospects, family connection, or asylum-seeking
between or, at least into, established states. It has gen-
erally been considered to be a minor force in demo-
graphic change compared with vital processes.
Although generally true at the present time, except for
its increasing scale, that picture gives a partial and
restricted view of the full range of human migratory
possibilities. A much wider variety of forms of migra-
tion has existed over time, some of which are now
extinct. A few were once-off and unrepeatable events.
Although at the present time migration is usually
regarded in the demography of large-scale popula-
tions as being a second-order and separate process
compared with the prime demographic engines of fer-
tility and mortality, this has not always been so. And
it may not be so in the future in view of the potential
transformation of low-fertility developed populations
by immigration from third-world countries.

At various times in the past, particularly in the
remote past and during the “migration period,” migra-
tion has been primary in determining human popula-
tion size and composition over large areas of the
world’s surface. The demands and conditions of a
migratory life determined the disease and risk envi-
ronment of human populations—for all of prehistory,
of all human populations—and therefore the level and
pattern of mortality and fertility of populations over
than immense period of time. This is the risk environ-
ment to which the human species has adapted in the
course of its evolution. The effects of the interaction
between settled and nomadic populations for the past
4000 years has had substantial and usually with nega-
tive effects on the populations of the latter, particularly
at the beginning of the period of urban settlement and
later between the 3rd and the 14th centuries. Fre-
quently during that time, the depredations of mobile
populations on settled peoples put human population
growth substantially into reverse over large areas of
the world’s surface. And although expansion of 
European populations out of the Old World eventually
led to much larger populations in the areas in which
they settled, the effects of the transported new diseases
on the aboriginal populations were initially disastrous
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and the political, cultural, and social consequences
endure to the present. Although migration again
engages the attention of the industrial world’s politi-
cal systems, and for good reason, modern concerns are
of a different, and in many respects of a lesser kind,
than are those of the past.
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INTRODUCTION

The Industrial Revolution had many antecedents,
whose analysis lies outside the scope of this chapter:
they include cultural emancipation and scientific
revival in the Renaissance, the formation of powerful
centralized states, the saga of great discoveries (the
compass, printing, gunpowder, America, etc.), the
accumulation of merchant wealth, and 18th century
progress in agriculture. These economic and social
changes in Western Europe also triggered another rev-
olution: the demographic transition.1

For several hundred thousand years—as Jean-Noël
Biraben shows in Chapter 66—mortality and fertility
had been governed largely by natural factors. In the
late 18th century, they came within the sphere of
human control. Medical progress, as well as changes
in attitudes and behaviors, radically transformed the
old demographic regime. These new factors made it
possible to combat disease and death efficiently and to
control fertility. At the same time, they stimulated a
massive demographic expansion. But, as they first
occurred in Europe,2 the Industrial Revolution and the

demographic transition also caused a radical shift 
in the planet’s geopolitical balance. They gave the
European continent both the technological means and
the demographic impetus that would enable it to dom-
inate the world (Vallin 1986).

One of the last witnesses to the old demographic
regime, as well as one of the first inventors of a general
theory of population, was Thomas Malthus. Struck by
the harshness of natural constraints on mankind, he
believed that humans, as all living beings, tended to
increase the population of their species beyond the
level sustainable by the quantity of food that they were
able to procure or produce (Malthus 1798). Thomas
Malthus believed that economic development stimu-
lated fertility, leading to excess population growth and
inevitably a food crisis, hence excess mortality. To
prevent such drastic adjustments, he proposed con-
trolling the number of births by means of continence.
To say the least, his suggestion has been overtaken by
events, although the neo-Malthusian school admit-
tedly gave new luster to his arguments later on. In the
2 centuries from 1750–1950, the population of Europe
(with first the Russian Empire and then the Soviet
Union included) rose from 146 million to 573 million;
moreover, it contributed massively to demographic
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1 The first author to have described the process in depth named
it the “demographic revolution” (Landry, 1934). However, it is now
universally referred to as the “demographic transition,” a term bor-
rowed from postwar U.S. authors (Davis 1945; Notestein 1945).

2 Albeit not throughout the continent or in a consistent pattern
in all European countries. As discussed below, this major historical
process actually began in northwest Europe (England, France, Scan-

dinavian countries, Netherlands) before spreading to central Europe
(Germany, Austria, Northern Italy) and then finally to Mediter-
ranean Europe (Spain, Portugal, Italy, Greece) and eastern Europe
(Poland, Romania, Russia, etc.).



growth in North America and Australia–New Zealand,
whose combined population went from 6 million to
185 million in the same interval (Table 68–1). Nor
should we forget Europe’s more modest but not neg-
ligible contribution to the settlement of many other
regions of the world, most notably Latin America.

True, the first shock that followed the conquest of
America was, if anything, negative. Latin America, in
particular, had suffered devastating population losses
owing not only to the massacres but also to the micro-
bial shock3 and the collapse of pre-Columbian civi-
lizations. Authors differ,4 but, according to the estimate
given by Jean-Noël Biraben in Chapter 66 and repro-
duced here, the population of Latin America was
divided by 4 between 1500 and 1600, decreasing by
almost 40 million to 10 million. Although far more
sparsely inhabited, North America underwent a
roughly similar fate in the 17th century. America did
not regain its 15th century population size until the
second half of the 19th century. Yet, thanks to 
European emigration (see Chapter 58, Volume II), it
has since registered an extraordinary boom.

In Africa, population decline owing to the European
shock and, in particular, to the slave trade persisted

until the 19th century. From 1600–1800, the population
fell an estimated 10%, from 113 million to 102 million.
The numbers started rising again slowly until the mid-
20th century.

In contrast, Asia (in fact, mostly China) experienced
robust population growth between the 16th and 18th
centuries. Its share of world population expanded
from 53% to 64%. Since then—with European domi-
nation a later and more incomplete phenomenon than
in Africa and America—the Asian population has
grown steadily but at a slower pace. From 1750–1950,
it rose from 500 million to 1.377 billion.

In the same period, the demographic equilibrium
between continents shifted unquestionably to the
benefit of Europe. In 1750, Asia held two-thirds of the
world population (65%) and Europe less than one-fifth
(19%). Africa had most of the rest (13%), because
America and Oceania were very sparsely inhabited at
the time, with less than 3% of the total.

By 1900, a century and half later, Asia’s share had
dropped to 55% and Europe’s share had climbed to
26%. North America, a true outgrowth of Europe, now
represented 5.6%, and Latin America, also heavily
dependent on European emigration, accounted for
4.6%. In contrast, Africa’s share had fallen to 7.3%.

What had happened? First, Europe had experienced
an unprecedented long-term mortality decline, which
paved the way for steady, accelerating population
growth. True, the mortality downturn had been fol-
lowed by a restriction of fertility that eventually
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TABLE 68–1 Growth of World Population by Major Region, 1500–1950

Region 1500 1600 1700 1750 1800 1850 1900 1950

Population size (million)
Europe and ex-USSR 84 111 125 146 195 288 422 573
North America 3 3 2 3 5 25 90 172
Latin America 39 10 10 15 19 34 75 167
Oceania 3 3 3 3 2 2 6 13
Africa 86 114 106 104 101 103 118 221
Asia (not including 243 339 436 504 646 791 902 1377

Soviet Union)

Total 458 580 682 775 968 1243 1613 2522

Proportional distribution (%)
Europe and ex-USSR 18.3 19.1 18.3 18.8 20.1 23.2 26.2 22.7
North America 0.7 0.5 0.3 0.4 0.5 2.0 5.6 6.8
Latin America 8.5 1.7 1.5 1.9 2.0 2.7 4.6 6.6
Oceania 0.7 0.5 0.4 0.4 0.2 0.2 0.4 0.5
Africa 18.8 19.7 15.5 13.4 10.4 8.3 7.3 8.8
Asia (not including 53.1 58.4 63.9 65.0 66.7 63.6 55.9 54.6

Soviet Union)

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Sources: Biraben [see Chapter 66]; United Nations 2001.

3 The importation of new germs by the Spanish conquistadors
devastated the American Indian population, cut off from the rest of
the world for millennia.

4 Colin McEvedy and Richard Jones (1978), for example, esti-
mated that the American Indian population fell by only 25% and not
by almost 75%, the figure chosen by Jean-Noël Biraben.



slowed population growth and led to the emergence
of a new demographic regime with low mortality and
low fertility. In most cases, however, the timing differ-
ence between the mortality and fertility downswings
has generated unprecedented excesses of population
over a variable but usually rather long period. This
large-scale historical trend radically altered Europe’s
position vis-à-vis the rest of the world. Initially named
the “demographic revolution” by Adolphe Landry
(1934), it spawned an abundant literature that ulti-
mately gave birth, after World War II, to the theory of
“demographic transition”—a major explanatory
framework for the macro-demographic phenomena of
the second half of the 20th century.5

Although this momentous historical trend clearly
originated in Europe in the mid-18th century, its point
of arrival is harder to identify (assuming it even exists,
as we shall see in the chapters that follow). However,
the present chapter discusses only the European tran-
sition. Its spread to the rest of the world is examined
in the next chapter, and, for clarity’s sake, I prefer to
give precedence to the historical division and conclude
this chapter where the following one begins, using
World War II as the cutoff point. Indeed, it was largely
after World War II that the transition phenomenon
spread to the rest of the world; it is also fairly clear that
the postwar baby boom marked a turning-point in the
process in Europe. Consequently, although all the
changes described were far from complete by 1940, all
the charts illustrating the phenomenon here will stop
(provisionally) in that year.

I. AN UNPRECEDENTED 
MORTALITY DECLINE

Humans have always sought to avoid disease and
death, but for millennia, their struggle for survival was
relatively inefficient and their life expectancy at birth
very short. As far back as evidence exists for their
behavior, humans seem to have consistently made a
rather conscious effort to vanquish disease and delay
death. Initially, of course, they did so by trying to make
arrangements with the gods or the forces of evil; with
the accumulation of knowledge, however, they gradu-
ally turned to seeking medications that would
improve the efficiency of prayers and spells—and
eventually replace them. Did this millennial quest
have any effect on the mortality level before the 18th
century? Presumably not, as Jean-Noël Biraben notes
in Chapter 66. In contrast, the second half of the 18th

century saw the start of an unprecedented rise in life
expectancy in northwest Europe.

1. Two Centuries of Spectacular Progress

Figure 68–1 plots life expectancy at birth over 2 cen-
turies, from 1740–1940, in Sweden, England-Wales,
and France, countries for which we have the longest
complete statistical series on the subject.6 Life
expectancy at birth nearly doubled from 25 to 35 years
in 1740 to 55 to 65 years in 1940.

The starting point of this momentous change is
partly in dispute. It is much lower for France than for
the two other countries in Fig. 68–1. In fact, the
Swedish data are based solely on recorded deaths:
however high the quality of the Swedish registers even
at the start of the period, we can assume that a per-
centage of deaths—particularly of infants—went
unrecorded. For England-Wales and France, on the
contrary, we have time-series reconstructions by his-
torical demographers. The English estimates also
incorporate a backward projection from later data by
Edward Wrigley and Roger Schofield (1981), whereas
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5 It cannot, however, claim to explain everything. In particular,
the baby boom of the 1940s to 1960s was no doubt largely driven by
other factors.
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FIGURE 68–1 Change in life expectancy at birth in Sweden,
England-Wales, and France from the mid-18th century to the eve of
World War II (by 5-year period). (From: England-Wales, Wrigley and
Schofield 1981; Sweden, Holmberg 1970; France, Vallin and Meslé
2001.)

6 Thanks to early recording of current statistics in Sweden and
historical reconstructions in France (Henry and Blayo 1967; Blayo
1975) and England (Wrigley and Schofield 1981).



the French estimates are based on the late-1950s study
by Louis Henry of a national sample of parish regis-
ters (Blayo 1975). It is surprising to find so wide a
divergence in the results of these studies for two coun-
tries that shared so many common economic, social,
and political features at the time. The studies suggest
a life expectancy of only 24.8 years in France in
1740–1749, versus 35.3 years in England-Wales in
1746—a gap of more than 10 years. France did 
experience several years of food shortages in the
1740s.7 Indeed, in the far more clement 1750s, French
life expectancy rose to 27.9 years, but this figure
remained well below that of England-Wales, which
also increased to 37.3 years in 1756, preserving a dif-
ferential of nearly 10 years. There are two conflicting
explanations of this (Vallin 1989c, 1992). Some
authors—most notably those of the English recon-
struction—argue that health conditions genuinely dif-
fered between the two countries. True, the climate may
have played a role. England’s prevailing oceanic
climate may have given it an advantage not extended
to France, whose climate is more continental and
Mediterranean. Jean-Noël Biraben and Louis Henry
(1957) have shown, for example, that infant mortality
was higher in the Mediterranean countries than in the
Scandinavian countries because of the risk of infection
owing to the hotter summers, which promoted the
development of germs in children’s food. One can also
argue that France was more densely inhabited than
was England-Wales in the 18th century and thus closer
to the maximum population compatible with its car-
rying capacity. Although this situation may have
prompted couples to limit their births, it initially, no
doubt, contributed to worsening the population’s
health conditions.8 But some of the difference is also
likely owing to conflicting estimation biases. The
English estimate probably underestimates mortality.9

Louis Henry adjusted France infant and child mortal-
ity heavily to allow for underrecording of infant
deaths, whereas British authors seem to have paid less
attention to this issue (Henry and Blanchet 1983); they
may also have overlooked the size of the migration-
induced bias in the backward projection.10 Conversely,

the adjustment of French data for underrecording of
infant deaths may have been exaggerated. It is thus
highly probable that life expectancy has been under-
estimated in France and overestimated in England-
Wales. This does not in itself, of course, invalidate the
thesis of a real gap. Other examples of pretransition
differences have been observed between European
countries and, most importantly, between regions. In
the early 19th century, even before the start of the
large-scale mortality decline, life expectancy in Italy
(Breschi and Livi Bacci 1986; Breschi et al. 1994; Del
Pant 1998) and Spain (Dopico and Reher 1998) exhib-
ited sizable regional differences of about 10 years. It is
usually argued that the lesser demographic pressure in
some regions enabled them to enjoy higher life
expectancy. One of the likely effects of this lesser pres-
sure was that mortality crises were less frequent and
less severe there, as shown by the comparison between
France and England in Fig. 68–2. Yet life expectancy at
birth was no doubt of about 30 years in the 1740s, prob-
ably somewhat less in France and somewhat more in
England-Wales.

A few decades later, the three countries (Sweden,
England-Wales, and France) actually had far closer 
life expectancy values of 41.7, 39.5 and 40.7 years,
respectively. Sweden and England-Wales subsequently
outpaced France. By 1935–1939, French life expectancy,
at 58.9 years, lagged almost 8 years behind Sweden’s
65.6 years, with England-Wales in an intermediate
position at 62.3 years. However, as we shall see, 
the explanation lies in the countries’ different 
histories.11 Yet, despite these notable distinctions, 
the three countries—and probably also a few others
whose past is less precisely documented, such as
Denmark, Norway, and the Netherlands—spear-
headed the major advances in health conditions that
began in the mid-18th century and gradually spread to
all of Europe.

2. Attenuation of Fluctuations

This historical progress involved several phenom-
ena. At the outset, the most salient was certainly the
attenuation of wide fluctuations. We lack sufficiently
precise data to track earlier annual variations in mor-
tality through the life-expectancy indicator. However,
the crude death rate makes a perfectly adequate proxy,
given the minimal change in the age distribution from
year to year (see Chapters 3, 15 of Volume I). Figure
68–2 shows just how abrupt those swings still were. In
France mid-18th century, for example, the annual
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7 In this context, a life expectancy of 25 years is hardly implau-
sible. Compare this with the average 20 years estimated by Kings-
ley Davis (1951) for 19th century India.

8 “France was as full as an egg and its inhabitants poorly nour-
ished” (Chesnais, Chapter 119 of Volume IV).

9 See, in particular, Ronald Lee’s critical analysis (1993) of the
backward extrapolation method used for England.

10 “From the early 16th to late 18th centuries, English trans-
Atlantic emigration totaled about 7000 a year, out of an average pop-
ulation of 4 million” (Livi Bacci 1997)—an outflow that, over the long
run, can have sizable effects on population and mortality estimates.

11 Special emphasis should be placed here on the rise of alco-
holism in France and the spread of tuberculosis.



death rate varied between 30 and 50 per 1000. The fluc-
tuations were smaller in England-Wales. Should this
be seen as a corroboration of the effects of a milder and
more regular climate or as the sign that England-Wales
managed to control its major crises even earlier than
did France? Or—a third alternative—is the difference
an artificial consequence of the reconstruction
method? The issue cannot be settled conclusively. In
contrast, it is clear that, whatever the initial size of the
fluctuations, they had been substantially dampened in
less than a century. By the mid-19th century, they were
very modest in both countries; had France not experi-
enced the Franco-Prussian War of 1870 (aggravated by
the Paris Commune and the siege of the capital), World
War I, and the 1918 Spanish flu to revive their memory,
the fluctuations would have almost entirely disap-
peared after the mid-19th century. In less populous
Sweden and Norway, the fluctuations were even
sharper in the 18th century. In the worst years, the
crude death rate could rise to 60 to 70 per 1000. In both
countries, the easing of the crises in the 19th century
was all the more spectacular as a result. The attenua-
tion was all the more pronounced as neither country
took part in the Franco-Prussian War of 1870 or World

War I, and both were far less severely hit by the
Spanish flu than was France.

The case of Finland is slightly different, offering
partial evidence of the size of the timing lags between
European countries in their march toward better
health. Finland long remained a poor agrarian country,
supplying labor to the Swedish economy. Its mortality
was very high until the end of the 19th century. As late
as 1868, it suffered a major famine (Pitkänen 1993) that
drove up the crude death rate to 80 per 1000—a fairly
late reminder of the severity of earlier large-scale
crises. The four other countries experienced food
shortages rather than famines in the 18th century and
after: the severe famines of the past were not repeated,
but it has never been possible to measure the exact
impact on mortality. At a time when its national death
register was already almost comprehensive, Finland
shows us the potential consequences of such crises: the
loss of nearly one-tenth of the population in a year!
However, in Finland as elsewhere, albeit with a lag of
at least half a century, the fluctuations ceased after this
last major crisis; by comparison, the 1918 influenza 50
years later seemed just a pale replica (although Finland
was harder hit than were Sweden and Norway).
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Thus, between the mid-18th and mid-19th cen-
turies, northwest Europe rid itself almost entirely of
two leading causes of short-term mortality crises: epi-
demics and famine. As we saw, full-scale famine had
nearly vanished (Finland, on this criterion, clearly fit
the eastern European pattern) and the most recent food
shortages were less damaging. These had been con-
clusively eliminated thanks to progress in agriculture,
better transportation and communication, and the abo-
lition of internal borders (most notably, a freer circula-
tion of grain). As regards epidemics, although the
plague had been almost totally contained by the early
18th century, it was soon replaced by cholera, particu-
larly in the 19th century, which in turn was superseded
by influenza in the 20th. But, whatever their infectious
agents, the severity of health crises steadily dimin-
ished. Step by step, before even identifying the true
causes and action mechanisms of the crises, the health
authorities learned to take increasingly effective pro-
tection measures (such as quarantine) and to stop epi-
demics ever more swiftly. Influenza, the last great
epidemic disease (before AIDS), never killed as many
people—even in 1918—as did the plague and cholera
in earlier times.

3. Progress Phases and Stagnation Phases

Despite its sizable contribution to reducing the
average death rate, the smoothing of fluctuations
would not have sufficed to generate the spectacular
uptrend in life expectancy discussed at the start of this
section. There were virtually no further occurrences of
excess-mortality peaks in crisis periods. But mortality
in prosperous years declined substantially as well. In
France, for example, in the best years of the 18th
century, the crude rate exceeded 30 per 1000. In 1769,
the best year of the Ancien Régime, it was 29.5 per
1000; it did not dip slightly under 28 per 1000 until
1798. By the 1930s, it had fallen to 15 to 16 per 1000.
But it should be recalled that the French population
had aged sharply in the meantime, and this powerfully
inhibited the fall in the crude rate (see Chapter 4 of
Volume I). Annual estimates of life expectancy for
France are available only from 1806 on (Vallin and
Meslé 2001). Nevertheless, whereas life expectancy
(for both sexes) was still only 37.4 years in 1810—the
best of the earliest documented years of the 19th
century—it had reached 59.5 years by 1939. This rep-
resents a gain of over 22 years in 130 years, not includ-
ing the already considerable progress achieved before
1810 (Fig. 68–3). The magnitude of the gains in non-
crisis periods is even more visible if we look at infant
mortality rates, available on an annual basis since the
mid-18th century. Although these rates reflect only one

aspect of total mortality, they are independent of age
distribution. In 1769, the best year of the Ancien
Régime, infant mortality was still at 232 per 1000 (Fig.
68–3). By the late 1930s, it had fallen more than three-
fold to under 70 per 1000. Because of population aging,
the crude death rate had been only halved.12

However, the drop in mortality was not achieved in
a single step. In France, over the 2 centuries that have
seen demographic transition in the classic sense, two
stages of major progress were separated by a phase of
stagnation, if not regression (Fig. 68–3). This phenom-
enon, already perceptible in the curve of the crude
death rate, is very clear from the data on life
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12 However, aging does not explain the entire difference, which
is also owing to the change in the age distribution of mortality itself.



expectancy at birth and infant mortality (Fig. 68–3).
The first phase of decisive progress runs from the 1780s
to the 1840s: life expectancy rose from under 29 years
to more than 40 (disregarding the gain recorded
between the 1740s and 1750s, attributable mainly to
the fact that the first decade saw more food shortages
than did the second, rather than to a genuine mortal-
ity decline outside of crisis periods).

Taking a closer look, we see that this gain, in turn,
was achieved in two stages. First, excluding the
darkest years of the Napoleonic wars (1812, 1813, and
1814), the French Revolution and the First Empire
brought dramatic life-expectancy gains.13 By 1816, life
expectancy stood at almost 40 years. History textbooks
generally emphasize the heroic or deadly aspects of
the period. They are less likely to discuss the huge eco-
nomic, social, and cultural progress accomplished in
the same years, which largely contributed to the
improvement in health conditions for the French. This
was followed by a brief interlude of stagnation, or
even mild decline, during the Restoration, before life-
expectancy gains resumed under the July Monarchy.
By 1845, the mean length of life peaked at over 43
years.

More than 40 years would then be needed before the
start of a second major phase of progress in the late
1880s. Meanwhile, life expectancy had lastingly stalled
or even declined, in particular during the Second
Empire. France underwent a series of changes that
anchored the country to the industrial era but had a
broadly negative impact on health conditions. The
1850s, 1860s, and 1870s saw new crises, particularly
outbreaks of cholera and, of course, the Franco-
Prussian War of 1870 (above all, the siege of Paris and
the repression that followed the Commune). But, even
in the good years, life expectancy declined slightly. In
1867, for example, a rather positive year for the decade,
life expectancy was under 42 years, almost a year and
a half less than in 1845. Despite a mild increase at the
fall of the Second Empire, life expectancy in 1887, at
43.5 years, had just barely caught up with its 1845
level.

As discussed earlier, the fall in infant mortality
played a major role in improving life expectancy in
these various stages (see Chapter 57, Volume II). The
second chart in Fig. 68–3 effectively shows the close 
fit between the successive periods of rising life
expectancy at birth and the declines in infant mortal-
ity. However, some variations in infant mortality were
more pronounced than were those in life expectancy.
In particular, the long break in life-expectancy gains 
in the period around the Second Empire was clearly 
a regression as regards child survival. Setting aside 
the terrible year 1871, the infant mortality rate 
climbed steadily between the 1840s and 1870s—from
144 per 1000 in 1845 to 190 per 1000 in 1867 and almost
180 per 1000 in 1880. Despite undeniable economic
progress, child-raising conditions worsened for many
French families in the second half of the 19th century
(Rollet 1990, 1997). With industrialization, a growing
share of the population left the countryside to swell the
ranks of the urban proletariat, whose working,
housing, and living conditions undermined their life
expectancy. This period saw urban mortality overtake
rural mortality more than ever before. In addition, lack
of time to raise their own children forced many
working-class mothers to place them with nurses,
which correspondingly diminished their chances of
survival. This phenomenon is the main cause of the
resurgence of infant mortality during the Second
Empire.

Decisive progress did not resume until Pasteur’s
discoveries on the microbial origin of infectious dis-
eases and the mechanisms for inhibiting their effects.
From the late 1880s to the eve of World War II, life
expectancy rose from 43 years to almost 60. These brisk
gains were halted only by World War I, whose impact
was heavily compounded by the Spanish flu in 1918.
But Pasteur’s discoveries alone would not have suf-
ficed; they occurred in an economic and social context
that promoted their dissemination and application.
During the Third Republic, the social struggles against
the perverse effects of industrialization began to bear
fruit. Work laws were introduced, and the Villermé
Report (1840) fostered greater concern for public
health. In particular, this was the period in which
large-scale sanitation infrastructure projects were real-
ized in the major cities—from the improvement of
sewer systems to the construction of drinking-water
distribution networks. The late 19th century also saw
the introduction of compulsory, secular, and free
public schooling with the Jules Ferry education laws.
Schoolteachers—the “hussars of the Republic,” in the
phrase of writer Charles Péguy (1913)—played a key
role in furthering not only formal instruction and
human and civic training but also hygiene and health
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13 One of the major drivers of this improvement came, in fact,
from England: “vaccination,” i.e., immunization against smallpox
through the inoculation of exudate of vaccine (a cow disease similar
to smallpox), invented by Edward Jenner in 1796. Inoculation—
borrowed from the Chinese—was a slightly older method but rather
dangerous as administered with smallpox itself. Vaccination spread
fairly quickly in France and explains some of the rise in life
expectancy in the early 19th century, but the method was not
extended to other diseases until the late 19th century, after the work
of Louis Pasteur. This role of medicine in the initial fall in mortality
has been vigorously challenged by Thomas McKeown (1976). But
McKeown’s arguments have, in turn, sparked extensive controversy
(Vallin 1989c; see Chapter 57).



education. This widespread diffusion of basic knowl-
edge (from medical congresses to compulsory school-
ing and information conveyed in the media) was one
of the main reasons why the Pasteurian revolution was
so easily incorporated into personal habits and stimu-
lated the life-expectancy gains observed between the
1890s and the eve of World War II.

The rise in life expectancy did not cease in 1940. On
the contrary, it resumed vigorously just after World
War II. After the first vaccines and the sulfonamide
vogue of the 1930s, France was able to take Pasteur’s
ideas to their logical conclusion thanks to the discov-
ery of antibiotics and the establishment of general
social-insurance systems. Indeed, on the mortality
side, there was no intrinsic change in the drivers of life-
expectancy gains until the late 1960s (see Chapter 57
of Volume II). It is the developments on the fertility
side that offer a more decisive explanation of why the
profile of European demographic transition given here
stops in 1940. Suffice it to say that in France, as in the
other Western countries, life expectancy is still a long
way from peaking (see Chapters 48, 57 of Volume II),
although its recent trends are now shaped by factors
that lie outside the scope of the most classic model of
demographic transition, to which the present chapter
is deliberately restricted.

4. Timing Differences

The above reminder of the main stages in the
improvement of French public health is just one of
several examples. Each country has had its own
history, with accelerations and slowdowns linked to
economic and social developments. But even more
striking than the distinctive features of each national
profile is the steady spread of this health revolution
throughout Europe, which resulted in major timing
differences between countries.

As noted earlier, the three pioneering countries—
Sweden, England, and France—did not make gains at
the same pace. France began by closing what was its
partly genuine gap with the first two countries. It was
then overtaken again, most vigorously by Sweden but
also by England-Wales. More generally, it took at least
a century for the progress initially achieved in north-
west Europe to spread to the central, southern, and
eastern parts of the continent. Figure 68–4 charts life
expectancy at birth and infant mortality in selected
countries. Owing to the lack of data, not all the curves
go back to the 18th century—far from it—but the leads
and lags are obvious.

In four of the countries shown—Netherlands, Italy,
Spain, and Russia—the known life-expectancy path
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FIGURE 68–4 Changes in life expectancy at birth, 1740–1939, and in infant mortality rate, 1840–1939, in
selected European countries. (From Vallin 1989b, 1991; Mitchell 1975.)



starts at about 30 years, which is comparable to the
level prevailing in the three pioneering countries in the
mid-18th century. If we consider the beginning of these
paths as the starting points of the health revolution, the
latter appears to have begun at about 1840 in the
Netherlands, about 1880 in Italy, and about 1900 in
Spain and Russia. From the more partial curves for
Germany, Austria, and Greece, we can easily surmise
that their starting points must have been interspersed
with those of the previous four. This is confirmed,
incidentally, by the section of Fig. 68–4 on infant mor-
tality, for which we have a greater number of complete
series since the mid-19th century.

We also note that, in many cases, gains were
achieved faster in the countries where they began later.
The most obvious case is the Netherlands, whose life
expectancy exceeded Sweden’s on the eve of World
War II. Likewise, Germany caught up with England.
More modestly, Italy, for example, closed the life-
expectancy gap with Sweden from 15 years in about
1880 to 11 years in the late 1930s. Russia did not fit this
pattern in the period charted in Fig. 68–4, but it did so
after World War II. In fact, as described in Chapter 55
of Volume II, all European countries converged to very
similar levels by the mid-1960.

5. Conjunction of Positive Factors

This convergence of European countries toward
new health conditions characterized by a massive
decline in infant mortality and infectious mortality
(see Chapter 57 of Volume II) results from a conjunc-
tion of several positive factors. As we have seen in the
case of France, these were linked to the dramatic
changes brought by the Industrial Revolution in 
European countries. Although medical advances were
critical, they were far from being the only driver.
Despite the controversies over the issue, medical
progress before Pasteur’s discoveries, although signif-
icant, does not appear to given much momentum to
the improvement of survival rates. Initially, it was by
improving their political and administrative organiza-
tions that European countries were able to contain
major epidemics and—if not to cure the victims—at
least to protect the uncontaminated and prevent the
spread of diseases. Famine and food shortages were
eliminated thanks to progress in agriculture and to
more efficient commercial distribution of foodstuffs
through better transportation and storage and the abo-
lition of obstacles to free circulation. Lastly, the initial
decline in ordinary infectious mortality, i.e., in noncri-
sis years—was mainly owing to the construction of
urban sanitation infrastructure (sewers and drinking-
water networks).

That is no reason to deny the decisive role of the
Pasteurian revolution, which, in turn, enabled many
earlier medical advances to achieve their full effects.
For example, surgery, which had taken huge technical
strides forward since the age of Ambroise Paré (about
1509–90), often remained powerless for lack of
resources to prevent postoperative infection. The dis-
covery of the principles of asepsis dramatically broad-
ened surgery’s scope of action and its chances of
success. More generally, vaccines, sulfonamides, and
antibiotics paved the way for a near-eradication of
infectious mortality. But here again, as we saw with
France, medicine alone would probably have had
scant impact if social change had not provided the
momentum needed to disseminate its benefits: the
growth of education systems, the implementation of
social-insurance systems, better living standards and
housing conditions, environmental control, and so on.

II. A STEEP FALL IN FERTILITY

The modernization of European societies not only
revolutionized health conditions and caused a massive
drop in mortality but also led to a near-total control of
fertility. The decrease in mortality, most notably infant
mortality, allowed more children to survive until the
reproductive ages and eliminated the need to maintain
high fertility for generational replacement. This
created an opportunity for a parallel decline in fertil-
ity wholly consistent with macrodemographic logic.
However, the decision to have children is not directly
determined by official authorities. It is taken by indi-
vidual couples, who act in accordance with their
outlook and views about the family and procreation,
even if these are inspired by collective norms and are
informed by environmental constraints. It is therefore
equally possible to imagine situations in which
couples continue to have as many children despite
lower mortality or, on the contrary, restrict their fertil-
ity for reasons other than the mortality decline. These
behavioral differences have momentous consequences
on populations, as we shall see later. Let us simply note
here, at the outset, that most European countries expe-
rienced a fertility decline after a mortality decline.

1. Decline in Total Fertility Rate and
Completed Fertility

Figure 68–5 plots the total fertility rate (TFR)14

observed since the mid-18th century in the three coun-
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14 The TFR, the sum of the age-specific fertility rates, is an indi-
cator of the period level of fertility (see Chapter 14 of Volume I).



tries mentioned earlier that first registered a mortality
decline: England-Wales, France, and Sweden.

In France, Louis Henry’s survey results suggest a
fertility of about 5.5 children per woman in the first
half of the 18th century.15 The rate seems to have been
significantly lower in Sweden (about 5 in 1750–55) and
England-Wales (4.3 in about 1746). Again, one can
debate whether these measures are fully comparable,
but England does appear to have registered a genuine
increase in fertility in the second half of the 18th
century, as agricultural progress and the new jobs
created by the early Industrial Revolution enabled
young people to marry sooner and thus to have more
children (see Chapter 119 in Volume IV) (Deane and
Cole 1964; Kindleberger 1964). In any event, from this
relatively high level, France also experienced the ear-
liest and most sustained fertility decline. Its TFR had
dropped to 4 children per woman in the early 19th
century (3.96 in 1805–10) and had fallen below 2.5 on
the eve of World War I (2.23 in 1910–15). In Sweden as
well, fertility apparently started to fall by the second
half of the 18th century, incidentally matching French
fertility in the early 19th century; however, it then
rebounded almost to its initial level in 1820–25 (4.82
children per woman) and stayed fairly high until the
late 19th century (4.51 in 1875–80). By then, the gap
with France stood at more than one child per woman.
In fact, it was only in the late 19th century and even
more so in the early 20th century that Swedish fertil-
ity dropped sharply; by the eve of World War II, it had

fallen below that of France, at 1.79 versus 2.09 for the
period 1935–40.

Almost the same pattern was repeated in England-
Wales, where, as in Sweden, fertility fell much later but
also much faster than in France. In the 1870s, it was
still nearly 5 children per woman (4.88 in 1875–80), but
then it plunged to exactly the same level as Sweden’s
on the eve of World War II (1.79 in 1935–40).

In fact, France is a fairly exceptional case. It is the
only major country where the long-term fertility
decline began in the 18th century and persisted
without a break. Everywhere else, this trend never
truly started until after 1870, as in Sweden and
England, or, even more often, in the early 20th century
(Fig. 68–6a). The probable starting points are the 1890s
in Denmark, the 1900s in Norway and the Nether-
lands, and the 1910s in Finland.

However, it is hard to give a full picture of these
trends, as the distribution of births by mother’s age—
an element needed to compute TFRs—has not been
available for a sufficiently long period. In the 1870s,
births by mother’s age were compiled only in Scandi-
navian countries (for France and England, they have
been reconstructed); in many European countries, they
did not begin until the 1920s or 1930s (Festy 1979). We
have fuller information on completed fertility, thanks
to census questions on women’s past fertility. By using
the data developed by Patrick Festy (1979), we obtain
Fig. 68–6b for completed fertility, which is fuller than
is Fig. 68–6a.

Belgium and Switzerland rank between Sweden
and England-Wales, but in almost all the other coun-
tries the fertility downtrend began later. This is 
especially true of the two Mediterranean countries rep-
resented: Italy and Spain. The decline was delayed
even further in the central/east European countries
(data not shown). In these agrarian countries on the
Mediterranean and eastern rim of the Industrial Rev-
olution heartland, fertility did not start to decrease
until later.

In sum, although the fertility decline (as the mor-
tality decline) was common to all European countries,
it did not occur everywhere simultaneously. Even if we
overlook France’s exceptionally early start, the down-
trend began at dates ranging from the 1870s to the
1920s. On this criterion as well, the demographic tran-
sition was slow in spreading to all European countries.

2. Immediate Determinants of the 
Fertility Decline

Demographers conventionally distinguish between
two fertility regimes: natural fertility and controlled fer-
tility, the latter being defined by the use of methods
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15 No reconstruction for all of France has yet been published, but
Henri Leridon (personal communication) estimates the TFR at 5.56
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explicitly aimed at restricting births. It is the shift from
the first to the second that is largely responsible for the
long-term decline in European fertility. However, the
determinants of natural fertility, which are not exclu-
sively biological, are themselves susceptible to change
and contribute to the trend shifts. The extraordinary
paradox of the fertility decline is precisely its occur-
rence at a time when the evolution of these natural-
regime determinants should have triggered a steep
rise.16

a. Increase in Reproductive Capacity

But that should not come as a surprise. A funda-
mental determinant of the fertility downtrend—albeit
not the only one—was the decline in infant and youth
mortality. This was achieved thanks to the improve-
ment in children’s living and survival conditions, i.e.,
progress in nutrition and health. Unsurprisingly, these
same advances had a positive impact on the decline in
causes of sterility and in fetal mortality. But beyond
these effects of medical progress itself, other factors—
including behavioral patterns—are also responsible
for the rise in reproductive capacity.

Assuming a woman were to live in a union from
puberty to menopause and refrain from all contracep-
tion, five biological factors would determine the
number of her children: the duration of the childbear-

ing period between puberty and menopause, the
couple’s fecundity (reproductive capacity), fecundability
(probability for a woman living in a union of conceiv-
ing during each menstrual cycle), intrauterine mortality
(miscarriages and stillbirths), and nonsusceptible periods
(pregnancy and time before resumption of ovulation)
(see Chapters 30, 31 of Volume I). At least four of these
factors have moved in a direction that promotes an
increase in reproductive capacity.

First, apparently because of gains in nutrition, the
mean age at puberty has fallen from about 16 years in
around 1750 to approximately 13 years today in
Western societies (Chapters 30, 31 of Volume I). In the
same interval, the mean age at menopause has risen
significantly, from about 40 to 47 to 48 years. The the-
oretic childbearing period has thus presumably
lengthened from 25 to 35 years, a 40% increase! At the
same time, thanks to better healthcare and hygiene, as
well as a reduction in the frequency and seriousness of
spousal diseases, both sterility (primary or acquired)
and intrauterine mortality have fallen. Lastly, and
perhaps most important, although the length of preg-
nancy has not changed, the mean period of postpar-
tum temporary infertility has dropped sharply. The
two basic reasons for this are very different but are
both related to changing behavior. The growing use of
bottle-feeding has reduced the influence of temporary
sterility owing to breast-feeding, whereas the weaken-
ing of sexual taboos has allowed an ever-earlier
resumption of sexual intercourse after a birth. The
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duration of the postpregnancy nonsusceptible period
has shorted considerably—from 1 to 2 years in pre-
modern Europe to 1 or 2 months in the industrialized
countries. We know less about the fifth factor, fecund-
ability, which depends on the frequency of sexual
intercourse, its closeness to ovulation, and the quality
of the ovum–sperm encounter. It may have changed
hardly at all from its earlier value of about one chance
in four in each cycle.

On balance, the theoretical reproductive capacity
has increased significantly. Putting together the avail-
able estimates for the five parameters, the imaginary
woman living in a union from puberty to menopause
would have had roughly 10 children in around 1750.
Today, she would have had 15—but, in Europe, the
gain was nearly achieved by the eve of World War II.
However, there is more to the story.

b. Lengthening of Childbearing Period

In premodern Europe, fertility outside marriage17 was
statistically negligible owing to social conventions and
strict social control of female sexuality. As a result, this
theoretical reproductive capacity effectively depended
on the actual duration of marriage. Its complete real-
ization required very early marriage (before puberty)
and its nontermination by divorce or widowhood
before menopause. The fulfillment of either condition
was exceptionally uncommon.

In mid-18th century France, for example, age at first
marriage for women was relatively late, at about 26
years, and a significant proportion of women—about
10%—never married. Although divorce was forbid-
den, de facto separation was not; most important, wid-
owhood was very frequent, and remarriage was
neither the rule nor very rapid. As John Hajnal has
shown (1965, 1982), this model of late marriage with a
high proportion of never-marrieds was typical of pre-
modern Western Europe. In some population groups,
the rate of exclusion from sexuality was as high as 50%
of women of reproductive age. The period in which
fertility could express itself was, on balance, rather
short. However “natural” it may have been—in the
sense of being uninhibited by effective contraception—
fertility was rather limited. A woman surviving to at
least age 50 had only 5.5 children on average, com-
pared with the 9.8 she would have had if married from
ages 15 to 50. In other words, the mere fact that women
in that period spent a significant part of their repro-
ductive years outside marriage nearly halved the
number of children they could bear. This vividly illus-

trates the extent to which marriage and widowhood,
combined with strict control of female sexuality, could
regulate the number of births in a natural-fertility
regime.

By way of comparison, in otherwise fairly similar
conditions (no contraception, no fertility outside mar-
riage), the fertility of marriages in Algeria in about
1970 (9.5 children per married woman between ages
15 and 50) was more or less the same as in France in
1750, but overall fertility was sharply higher at 7.5
versus 5.5 children per woman. The reason is that
women in Algeria first married at a much younger age
(18 years, on average) and the proportion of never-
marrieds was far lower (1%); at the same time, despite
many terminations through repudiation, the time lost
outside marriage was much shorter thanks to the
lesser frequency of widowhood (lower mortality) and
the speed of remarriages. In consequence, the natural
potential was reduced by only one-quarter rather than
one-half.

On the eve of World War II, if they had not volun-
tarily limited their births, French women would have
had an even higher overall fertility. Although not as
precocious as their Algerian counterparts of the 1970s,
they did marry much sooner18 than their 18th century
ancestors, and their risk of widowhood before age 50
was almost negligible. Although fertility outside mar-
riage was still socially condemned and uncommon, the
average number of children would have been close to
9—almost as much as an 18th century woman could
have expected had she lived in an uninterrupted mar-
riage between the ages of 15 and 50.

c. The Start of Transition: Control through Marriage

In reality, the restrictive marriage regime prevailing
in 18th century France—characterized by a late mean
age at marriage and a high proportion of never-mar-
rieds—was a recent innovation. At the start of transi-
tion, it replaced the previous traditional pattern of
early and near-universal marriage in France sooner
than elsewhere, but it eventually spread throughout
Europe. As a result, fertility control was initially
achieved through marriage control. One could call this
the Malthusian phase of transition, for although
Thomas Malthus (1798) had forcefully advocated birth
control, he never recommended contraception.

This first stage of the fertility regime, intuited by
Adolphe Landry (1934) in the interwar period, was
confirmed by the large-scale study by the Office of
Population Research at Princeton, under the leader-
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17 We use this term in the manual in preference to the classic term
illegitimate fertility (see Chapter 29 of Volume I).

18 For example, the French female cohort born in 1931 married
at an average age of 23.1 years (see Chapter 25 of Volume I), com-
pared with 26 for women born in the mid-18th century.



ship of Ansley Coale (Coale and Watkins 1986). To
analyze the change in fertility in 700 European regions
and provinces, the authors developed three now
famous indicators: If, Ig, and Im.

The method is benchmarked to the fertility of the
Hutterites, a Central European Protestant sect that had
taken refuge in North Dakota and still refrained from
contraception in the 1950s. The following indicators
were developed:

If—Index of overall fertility, the ratio of total
observed births N to the number that would be
observed by applying to women Fx of age x the age-
specific rates of Hutterite marital fertility19 fx:

Ig—Index of marital fertility, the ratio of observed
births in marriage Nl to the number that 
would be observed by applying to women Mx of age x
the age-specific rates of Hutterite marital fertility fx:

Im—Index of proportion married, the ratio of (1)
births that would be observed by applying Hutterite
marital fertility to married women only to (2) births
that would be observed by applying Hutterite marital
fertility to all women:

If there are no births outside marriage, N = Nl and
so, by definition, If = Ig·Im. If fertility outside marriage
was not negligible, one could introduce an adjustment
to allow for the variable.

The values of the three indices obtained for Russia,
France, and Ireland in the early 20th century are sum-
marized in Table 68–2.

At the time, Russia was still in a typical pretransi-
tion stage in which high marital fertility and high nup-
tiality combined to produce an even higher overall
fertility. In France, in contrast, the age at marriage had
fallen substantially—albeit not to Russian levels—and

Im = Â
Â

f M

f F
x x

x x

Ig
Nl
f Mx x

= Â

If
N
f Fx x

= Â

therefore had a less restraining effect on overall fertil-
ity. However, the latter was twice as low as in Russia,
for contraception was already widespread, sharply
reducing marital fertility. In Ireland, instead, overall
fertility nearly matched France’s by then, whereas the
very low nuptiality rate kept marital fertility almost as
high as Russia’s. Ireland found itself in very special cir-
cumstances, because it had shifted to a new fertility
regime after the Great Famine of 1845–48; in the early
20th century, it adopted an extreme version of the prin-
ciple of fertility control through marriage that had pre-
vailed throughout most of Europe at the start of the
fertility transition but had later been abandoned rather
quickly. France, in contrast, had by then fully con-
verted to the controlled fertility regime—even in mar-
riage—thanks to contraception.

d. Controlled Fertility: Abortion and Contraception

By the second half of the 18th century in France,
later in the Scandinavian and Anglo-Saxon countries,
toward the end of the 19th century in the other Euro-
pean countries, and even more recently in the
central/east European countries and especially in
Russia, fertility control through marriage gave way to
control through contraception and abortion: Malthu-
sianism20 was followed by neo-Malthusianism. This new
school of thought, founded by Francis Place, drove the
19th century rehabilitation of practices hitherto
reserved for prostitutes, as well as the development
and dissemination of new methods such as the
condom and the diaphragm—most notably in the
Scandinavian and Anglo-Saxon countries. In France,
however, where these developments occurred far
earlier, the spread of contraception relied exclusively
on the method least dependent on technological
progress: coitus interruptus (withdrawal). This
remained the only method effectively in use until the
advent of the pill and the loop in the 1960s.
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TABLE 68–2 Indices of Overall Fertility, Marital 
Fertility, and Nuptiality in Russia, France, and 

Ireland in the Early 20th Century

Country If Ig Im

Russia, 1897 0.546 0.773 0.687
France, 1901 0.238 0.383 0.543
Ireland, 1901 0.235 0.706 0.325

Source: Coale and Watkins 1986.

19 Although the authors use the terms legitimate fertility or legit-
imate births—in keeping with the universal practice of the time—to
denote fertility and births in marriage, we prefer in this manual to
speak of fertility and births in marriage (as indicated in footnote 17,
and as in Chapter 29 of Volume I). Although arguably less concise,
the term is more respectful of the rights now granted to unwed
mothers and their children.

20 Apart from late marriage, the only birth-control method con-
templated by Thomas Malthus (a Protestant minister) was sexual
continence, also accepted by the Catholic Church. But it was never
actually practiced.



Abortion, an age-old technique, was the focus of
moral reprobation and religious prohibition for even
longer than was contraceptives. Indeed, until very
recently, it was a penal offense in almost all countries.
Although this never prevented clandestine abortions,
they were severely restricted by the difficulties and
risks involved, not only in the legal sphere but also in
medical terms: illegality sometimes encouraged quack
doctors and often meant appalling medical conditions.
The first country to legalize abortion was the Soviet
Union in 1920.21 It was followed after World War II 
by the now Communist countries of central/eastern
Europe and, in 1948, by Japan, which was struggling
with the economic problems created by its 
defeat. Hardly surprisingly, these are the countries in
which abortion—even today—is the most common
birth-control method. Elsewhere, even after legaliza-
tion, abortion is only a last resort to remedy the 

failures of other, increasingly effective contraception
techniques.

Each country thus shifted to the new controlled-
fertility regimes at its own pace and following a 
distinctive path (Fig. 68–7 illustrates this diversity by
showing the values of the Ig index in the early 20th
century in Europe’s different regions). The new
regimes drastically reduced the number of children
per woman. Control via marriage had enabled French
women to cut their biological potential from about 10
to 5.5. In the 20th century, birth control allowed them
to reduce a realistic potential of about 9 to 2, based in
turn on a biological potential of nearly 15.

3. Key Factors in the Fertility Decline

Although birth control has followed different
courses according to time and place, its dissemination
has never been primarily determined by the develop-
ment of reasonably efficient techniques. The best proof
of this, no doubt, is provided by French couples. They
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21 At least until 1936, when Stalin abruptly back-tracked on this
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were the first to embark on this adventure, with coitus
interruptus as their only resource. The key factor is
couples’ intentions, as effectively demonstrated by the
pioneering Indianapolis survey22 (Kiser and Whelpton
1953). Identifying how these intentions were expressed
does not suffice to understand why they have
changed.

The basic idea in the transition theory formulated
by Adolphe Landry (on which more is below) is that
the decision to limit the number of births is a response
to the decrease in infant mortality, which enables a
growing proportion of newborns to survive and thus
to form the family. This reaction is lagged for two
reasons. First, the individual awareness of the lasting
decline of a phenomenon as random as infant mortal-
ity is not immediate. Second, and more important, the
adoption of the new reproductive behavior runs
counter to an age-old prejudice in favor of high fertil-
ity—a prejudice so strongly anchored in people’s
minds as to be the object of a cult in nearly all tradi-
tional societies. Taking this postulate as the starting
point, the transition process can apparently move
ahead unimpeded.

As always, reality is more complex. To begin with,
the precedence of the decline in infant mortality is not
an absolute rule. In France, in particular, the fertility
decline was more or less concomitant23 with the mor-
tality decline. But the Princeton study cited earlier
(Coale and Watkins 1986) also showed that a more
detailed breakdown by region identifies cases in which
fertility fell before mortality. In contrast, the economist
Sydney Coontz (1957) suggests an additional cause for
the lag. He argues that industrialization, by triggering
greater labor demand, kept fertility high in areas
where the drop in infant mortality should have made
fertility decline sooner.

But, more generally, the downtrends in mortality
and fertility take hold amid a modernization of society
with many elements that are liable to influence both
trends. The economic factors were emphasized in par-
ticular by Ansley Coale and Edgar Hoover (1958), who
took up the arguments of Frank Notestein and other
authors: the change in production structures leads to
(1) the decline of the family as unit of production, (2)

the emergence of impersonal systems of job allocation,
and (3) the participation of women in economic activ-
ity outside the home. These phenomena tend to reduce
the economic advantages of large families and to
increase the need for mobility, which is easier to satisfy
with a small family. The child, ever less capable of
being incorporated into a productive family activity,
becomes an ever greater burden.

At the frontier between the economic and social
spheres, John Caldwell (1982), after other authors (see,
in particular, Bertillon 1911), would generalize the
latter notion by identifying the changes in parent–chil-
dren transfers as a key factor in the fertility decline in
Third World countries.

But cultural transformations, largely induced by
economic change, probably had a more decisive effect.
The diffusionist model (see Chapter 39 of Volume I)
was described by Dudley Kirk (1946, 1996), who illus-
trated his theory with detailed maps of Europe and
explained its mechanisms; it has since been the topic of
many research studies. There is an abundant literature
on the influence of education and women’s emancipa-
tion—whether to explain the differences currently
observed in the developing countries or the trend in
European fertility in the 19th and in early 20th cen-
turies. For ultimately this is a sector in which the diffu-
sion of ideas played a central role. And it is certainly no
coincidence that the new reproductive behaviors
appeared in France in the century of the Enlighten-
ment, the philosophes, and the Revolution. Some
researchers have, in fact, attempted to measure the
extent to which the diffusion of contraception was
informed by the secularization of society, in other words,
the emancipation of individuals from religious author-
ities and the moral imperatives imposed by the latter.
In France, for example, the most Catholic regions con-
tinued for decades to practice the old regime of late
marriage combined with near-natural fertility (as did
Ireland), whereas birth control and earlier marriage
were quickly adopted by the de-Christianized regions
(Bardet 1988). Elsewhere in Western Europe, other
authors have sought to relate the fertility decline in the
late 19th century to a second wave of secularization, in
which the social programs of new political groups
faced a late offensive from traditional religion
(Lesthaeghe and Wilson 1986). On this point, the reader
will find it useful to refer to Chapter 38 of Volume I.

Not only is the fertility decline shaped by multiple
factors but, as Étienne van de Walle writes (1998):

The analysis of the Princeton project monographs
enables us . . . to glimpse, in each country’s
“provinces,” one or more specific factors
apparently linked to the emergence of birth
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22 Survey conducted in Indianapolis in 1941 on the psychologi-
cal and social determinants of fertility. Analyzed in 33 reports, of
which the final one, published in Population Studies in 1953, sum-
marizes the findings of the entire series.

23 The concomitance was not absolute, because mortality 
gains had been achieved by the early 18th century. Jean-Claude
Chesnais (1986), for example, dates the start of the mortality decline
to 1715 and that of the fertility decline to 1780. In France, however,
the gap between mortality and fertility rates has never been very 
significant.



control: the pattern of employment and female
economic activity (Germany, Switzerland,
Belgium), urban residence (Italy), education
(England), real-estate ownership (France), etc.
There is no unique combination of characteristics
for modernization, but sets of factors that are
different and sometimes contradictory from
country to country, reflecting their particular
circumstances. However, while socio-economic
factors and fertility do not always interact in the
same way, the fertility decline is a general
phenomenon.

I would add that one always finds couples’ inten-
tions, not technology, at the center of the process—an
observation that was not negated in the posttransition
era with the advent of modern contraceptives.

4. A Phase of Exceptional Growth

As mortality and fertility declined between the 18th
and 20th centuries, European populations shifted to a
new demographic regime. The old combination of
high mortality (life expectancy of about 30 years) and
high fertility (TFR of about five children per woman)
gave way to a new regime with low mortality (life
expectancy of over 60 years) and low fertility (TFR of
about two children per woman). This large-scale his-
torical movement was first called demographic revolu-
tion by Adolphe Landry, then demographic transition
after World War II. Its first consequence, as noted in
the “Introduction,” was a massive increase in the Euro-
pean population owing to the time lag between the
mortality and fertility declines. This lag and its effect
have been modeled, and the resulting diagram serves
as the initial basis for the expression “demographic
transition.” The theory that bears the same name seeks
to rationalize the terms of the model. But, before the
theory is even applied, the model itself comprises vari-
ants. Not only does the timing differ from one popu-
lation to another, but so do the scale of the gap
(between the declines in mortality and fertility) and
the length of the transition. This naturally entails dif-
ferent consequences on population dynamics.

5. Birth Rate, Death Rate, and Rate of
Population Increase

To grasp this, we need to move away from specific
measures of mortality and fertility such as life
expectancy and the TFR. We must return to the effec-
tive incidence of these phenomena on population
growth via the crude death and birth rates. Although
it represents in many ways a borderline case in Europe,
we can take the example of England, where the

changes in these parameters between 1760 and 194024

illustrate the demographic-transition diagram per-
fectly (Fig. 68–8).

Toward 1760, ignoring small fluctuations, the birth
rates and death rates converged closely at a high level
of about 30–35 per 1000. This resulted in a weak annual
natural increase of around 5 per 1000. Throughout the
1760–1940 period, the death rate fell almost continu-
ously (disregarding short-term fluctuations). In con-
trast, the birth rate rose from 1760 to 1820 for various
reasons—most notably the decline in the age at mar-
riage25—after which it plunged to its 1760 level;
however, it stayed there for half a century (1830–80)
before the start of its lasting decrease, driven by 
the historic decline in fertility. By 1934, the birth rate
had sunk below 15 per 1000, a level at which—in those
days—it seemed bound to remain.26 The figure 
was barely higher than the level reached contempora-
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FIGURE 68–8 A typical example of demographic transition:
crude birth rate, death rate, and natural increase in England-Wales,
1760–1940. (From: to 1860, Wrigley and Schofield 1981; since 1860,
Mitchell 1975.)

24 However, in England-Wales before 1760, the changes in birth
and death rates were anything but monotonous.

25 Anthony Wrigley and Roger Schofield (1981) estimate the
mean age at first marriage for women at 26.5 years in 1650–99, 26.2
years in 1700–49, 24.9 years in 1750–99, and 23.4 years in 1800–40.
The turning point of the 1800s was therefore still characterized by a
long-term downtrend in the age at marriage.

26 We know today that events turned out quite differently, but
this is, of course, what an observer in the early 1940s would have
projected.



neously by the crude death rate (slightly above 
12 per 1000). Consequently, by the late 1930s, the
natural increase had slipped again to a mere 3 per 1000
or so.

Meanwhile, however, England-Wales had enjoyed
nearly a century and a half of outstanding demo-
graphic growth. The rate of natural increase acceler-
ated swiftly in the late 18th century, first from 5 to 10
per 1000 in the 1780s, then to 15 in the 1800s, and even
approaching 20 per 1000 in the early 1820s. More gen-
erally, it remained almost consistently above 10 per
1000 from 1775–1914 (barring a few exceptional years)
before retreating rapidly in the interwar years. For
over a century (1790–1900), it even exceeded 13 per
1000 almost without a break—no doubt for the first
time in history. It is this long period of vibrant growth
that enabled the population of England-Wales not only
to rise from 6.1 million in around 1750 (Wrigley and
Schofield 1981) to almost 42 million on the eve of
World War II27 but also to export large contingents of
emigrants overseas, particularly to North America.
Indeed, if we applied the annual natural increases for
the total 1760–1939 period to an initial population of
6.1 million, we would obtain 45.8 million for 1940
rather than 41.5 million. Admittedly, this is just a rough
approximation, given the complex effects of migra-
tions on long-term demographic trends. First, a large
majority of emigrants are often working-age males.
This can cause a reduction in female nuptiality,
which—in 19th century England—significantly inhib-
ited fertility. Second, emigration is selective and may
have comprised the healthier and more fertile indi-
viduals. This would influence not only fertility but also
mortality. In other words, emigration is very likely to
reduce the birth rate and raise the death rate of the
population remaining in the home country. Neverthe-
less, this approximation indicates that in less than 2
centuries, without migrations, the population of
England-Wales would have grown by a factor of at
least 7.5 as a result of the demographic transition. 
Historians agree that England’s extraordinary demo-
graphic dynamism stems from the speed of its indus-
trial takeoff, characterized by a plentiful supply of jobs
and a massive influx of young people into payroll
employment, which facilitated family formation.

6. Length of Transition and Growth
Intensity: the Transition Multiplier

In sum, the effect of transition on demographic
growth depends on two factors: (1) the size of gap
between the crude birth rate and the crude death rate,
which yields an exceptional rate of natural increase;

and (2) the length of the period in which this excep-
tional gap prevails. Jean-Claude Chesnais (1986) sug-
gests a description of the phenomenon by means of
what he calls the transition multiplier. In theory, the
indicator is obtained as above for England-Wales, but
Chesnais simplifies the computation by taking only the
average annual natural increases over fairly long
periods and combining the potential increases for each
period. He performs the calculation for only five Euro-
pean countries: Sweden, Germany, Italy, the Soviet
Union, and France (Table 68–3).

Chesnais’ proposed simplification of the computa-
tion is entirely acceptable. For Sweden, for example,
the complete annual computation on the lines of the
one performed earlier for England-Wales would yield
almost exactly the same result (3.84). In contrast, the
dating of the transition period is a far more debatable
choice and weighs heavily on the result. In particular,
it is rather questionable to set the end of the transition
at 1960 for Sweden, 1965 for Germany, and even 1970
for France. We know that fertility after World War II
registered a broad uptrend followed by a downtrend:
this pattern is almost entirely unrelated to the large-
scale historical movement that gave birth to transition
theory. For those three countries, I prefer—as in this
chapter—to regard the transition as ending on the eve
of World War II. Italy and the Soviet Union are differ-
ent. It seems to me that the transition should be seen
as complete when the TFR approaches two children
per woman after a roughly constant decline over a
long period. Sweden, Germany, and France had met
this condition by the eve of World War II; Italy and the
Soviet Union had not. The Soviet Union is such a
patchwork in demographic terms that its profile is not
very meaningful in itself: the central Asian republics
experienced a transition far closer in time to that of the
developing countries discussed in the next chapter
than to the transition in European countries. Italy is a
more interesting case. Admittedly, the fertility
decline—as defined here—did not end before the 1970s
since Italy’s TFR did not reach 2.1 for the first time in
history until 1976.

One can also debate the validity of Chesnais’ choice
of transition start dates. The transition obviously
began with the start of the long-term downtrend in
mortality, but how do we identify that starting point?
As we saw in the opening pages of this chapter, our
information on the subject is often fragmentary or
imprecise. To go back to the example of Sweden, I
believe the transition began some time between 1760
and 1800, but that 1810 is certainly too late (Fig. 68–1).
Table 68–4 gives the values obtained for the transition
multiplier by choice of transition start and end dates.
The multiplier varies from 3.4 to 4.4 depending on
whether we use Jean-Claude Chesnais’ hypotheses or

Chapter 68/Europe’s Demographic Transition, 1740–1940 57

27 That is, 41.5 in 1939 (CSO 1952).



other plausible ones. In particular, if we take 1940
rather than 1960 as the end date, the multiplier is
reduced from 3.8 to 3.4, but if we also take 1780 instead
of 1810 as the start date, the multiplier rises back to 3.9.
Admittedly, this value is not all that different from
Chesnais’ choice, but it is, no doubt, obtained with
assumptions more consistent with the conventional
transition model. In contrast, if we took the entire
1780–1960 period into account, we would obtain a
much bigger multiplier (4.4); again, however, I do not
find it very relevant to include the fertility increase of
the 1940s and 1950s in the transition period.

For Germany, Jean-Claude Chesnais’ choice of start
date is certainly too late. By 1876, the crude death rate
had already fallen to 26.4 per 1000 for a crude birth rate
of 40.9 per 1000. The peak mortality of 31 per 1000
observed in 1866 is probably not the best starting
point. However, the earlier data—all of which indicate
lower values—are very likely biased by an under-
recording of deaths that increases as one moves back

in time. In 1817, the first year available, the crude death
rate was only 26.7 for a birth rate of 39.5 per 1000. In
these conditions, it is very difficult to estimate the tran-
sition multiplier. If we took 1866 as the start date and
1940 as the end date, we would, however, already
obtain a multiplier of 4.4—well above the 2.1 chosen
by Jean-Claude Chesnais, but almost certainly below
the real value. If, instead, we took 1817 as the start
date, we would obtain 15.8, a result certainly highly
exaggerated by the underrecording of deaths.

For Italy, the estimate is even more difficult as the
earliest data available are from 1862. They do indicate,
however, that 1876 is surely too late, because the crude
death rate (29 per 1000) was already more than 10
points below the birth rate (40) and, most important,
it was already declining in 1862–1876. Assuming an
effective transition start date of around 1845 and an
average annual natural increase of 9 per 1000 between
1845 and 1862, we obtain a transition multiplier of 2.9
(instead of Chesnais’ 2.3) or even 3.2 if we take 1976
(not 1965) as the transition end date, as suggested
earlier.

For France, Chesnais finds a multiplier of only 1.6:
this value is overstated as it includes the postwar fer-
tility upswing, which was particularly robust in
France. Taking 1940 as the end date, we obtain less
than 1.4. Admittedly, if we assume the transition began
in 1750 (rather than 1785, Chesnais’ choice), the value
rises to 1.5.

Despite these uncertainties, we can clearly see the
wide differences between European countries with
regard to the outstanding growth they were able to
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TABLE 68–3 Measure of Transition Multiplier for Five European Countries
after Method of Jean-Claude Chesnais (1986)

Country Demographic Main phases Average annual Index (start of Transition
transition natural increase phase = 100) multiplier*

period

Sweden 1810–1960 1810–1910 1.05 284.2 3.83
1911–40 0.61 119.9
1941–65 0.59 112.5

Germany† 1876–1965 1876–1910 1.32 157.2 2.11
1911–40 0.60 119.8
1941–65 0.45 111.9

Italy 1876–1965 1876–1910 1.03 143.1 2.26
1911–40 0.88 130.0
1941–65 0.78 121.6

Soviet Union 1896–1965 1895–1910 1.73 129.3 2.05
1911–50 0.55 124.5
1951–65 1.62 127.3

France 1785–1970 Not relevant 0.26 Not relevant 1.62

* Product of indices (divided by 100) in previous column.
† West Germany only after 1946.

TABLE 68–4 Sensitivity of Transition Multiplier at
Selected Transition Start and End Dates: The 

Case of Sweden

End of demographic transition Start of demographic transition

1780 1790 1800 1810*

1940 3.90 3.75 3.46 3.37
1960* 4.44 4.27 3.94 3.84

* Jean-Claude Chesnais’s assumption.



achieve thanks to the demographic transition. Had
there been no migrations, the French population
would have enjoyed extra growth of about 40%, the
Italian population could have increased more than
threefold, the population of Sweden could have mul-
tiplied by 3.8, that of Germany, no doubt, by nearly 5
or even more, and that of England-Wales by 7.5! Actu-
ally, England-Wales and France seem to have been
fairly exceptional borderline cases. Although it is hard
to estimate all the transition multipliers with precision,
we can reasonably assume a value of about four in
most of Europe. Indeed, that is very roughly the order
of magnitude suggested by the comparison between
the population estimates given for Europe and its
North American extension around 1750 (150 million)
and on the eve of World War II (720 million).28

III. STRUCTURAL CONSEQUENCES:
POPULATION AGING 

AND MIGRATIONS

This phase of exceptional growth is one of the most
striking effects of the demographic transition, but it is
not the only one. Naturally we cannot discuss all the
direct and indirect consequences here, but we must at
least mention two crucial corollaries: population aging
and the build-up of exceptional migration flows.

1. Population Aging

One of the main effects of the demographic transi-
tion is a radical change in the age distribution. We
already saw in Chapter 4 of Volume I how the dynam-
ics of a population are driven by the interaction
between movement factors (fertility, mortality, and
migration) and age distribution. A variation in any
single factor entails a change in the age distribution;
reciprocally, any change in the age distribution influ-
ences the rate of population growth, because—
assuming stable fertility, mortality, and migration—it
modifies the crude birth, death, and migration rates.
Let us concentrate in this section on the first aspect of
this interaction—the impact of the transition on age
distribution—by taking up the comparison between
France and England begun in Chapter 4. The two
countries were not picked at random. France had a

transitional multiplier of 1.4, and England-Wales had
a value of 7.5. By choosing two extremes, we cover the
entire field of possible paths for the European demo-
graphic transition. In essence, we are comparing a sit-
uation of aging and little or no growth with a situation
of aging after steep growth (Fig. 68–9).

The age distributions of Fig. 68–9 are plotted as
absolute values in order to display both the population
growth and the shift in the population pyramid. The
French case is actually rather untypical of the demo-
graphic transition, because the latter generated only a
minimal population growth, little different from what
could occur in the boom years of the pretransition
regime. The total surface occupied by the age groups
in the pyramid barely changed between 1750 and 1936
(the last census before World War II). In contrast, the
profile of the French pyramid indicates population
aging by the early 19th century. From 1750 to 1800, the
decrease in infant and youth mortality, which tends to
rejuvenate the distribution from the bottom up, was
almost completely offset by the fertility decline already
under way. The pyramid was practically unchanged
(apart from the impact of the Revolutionary and
Napoleonic wars, which impacted on young working
males). But the pyramid base was visibly narrowing as
early as 1800–51; the phenomenon gained momentum
up to the 1936 pyramid, narrower at the base than in
the adult age groups. England-Wales registered brisk
population growth because fertility declined well after
mortality. As a result, the decline in infant and youth
mortality displayed its rejuvenating effects very
clearly: between 1751 and 1801, and even more so
between 1801 and 1851, the pyramid base widened.

Only in the second half of the 19th century did this
phenomenon begin to be offset by the fertility decline,
but this occurred at a far quicker pace than in France
and, from that time on, the English population aged
more quickly as well. By 1931 (last census before World
War II), the shape of the English pyramid almost
matched that of its French counterpart. But there was
one difference: the French pyramid displayed a deep
“gash” caused by the huge birth deficit in the cohorts
depleted by World War I, a phenomenon almost
imperceptible in England-Wales.

As a result, in the French transition, the proportion
of young people aged under 15 stagnated from
1750–1800 and then diminished steadily from
1800–1950. In England-Wales, it rose sharply 
from 1750–1820 and later declined, fairly slowly until
1900 then more quickly (Fig. 68–10). Conversely, the
proportion of persons aged 60 or older rose continu-
ously during both centuries in France, whereas it
declined slightly in England-Wales until 1900 and
surged abruptly thereafter.
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28 In 1940, Europe without the Soviet Union had 375 million
inhabitants (Livi Bacci and Tapinos 1999); the Soviet Union, 193
million (Blum and Darskij 1999); and the United States and Canada,
slightly over 150 million (Biraben 1979). At the time, however, a
sizable part of the North American population came from Africa,
Asia, and Latin America.
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2. A Dual Migration Flow

Migration is certainly not an original feature of the
European transition period. Since time immemorial,
humans have migrated across territories and frontiers,
chiefly in search of better resources for their livelihood
and survival (see, in particular, Chapter 67). In Europe,
however, external and internal migrations climaxed
during the “extended” 19th century that stretched
from the second half of the 18th century to the first half
of the 20th—a period in which Europe witnessed the
steady build-up of industrialization. In addition to
seasonal, temporary migrations, often on a large scale
(Poussou 1998), two types of flows dominated Europe
in that period (Zelinsky 1971): urbanization and emi-
gration to the rest of the world. It is worth recalling the
key features of both.

a. Overseas Emigration

Fueled by sharp natural demographic growth,
European emigration to other continents took on
exceptional proportions. From 1850–1930, “51.7
million departures were recorded . . . in other words,
in 80 years, ten times as many as before” (Poussou
1998)—not counting Russian emigration to Asia,
within the frontiers of the Empire, then the Soviet
Union. Four European countries topped the list of this
tremendous massive emigration overseas: Great
Britain, with 11.4 million departures (22% of the total),
Italy with 9.9 million (19.1%), Germany with 9.8

million (18.9%), and Ireland with 7.3 million (14.1%).
Ireland is a very special case, on account of the Great
Potato Famine of 1845–48. In contrast, in strictly pro-
portional terms, France was a modest exporter of
migrants (2.4 million) because of its weak transition
multiplier, and would probably have been far less so
without the need to maintain its rank as colonial
power. Unlike its neighbors, France was also a net
importer of migrants throughout the period. Mean-
while, migrations from Spain and Portugal resumed
vigorously. On balance, the flow of emigrants from all
over Europe swelled continuously until World War I,
particularly in the last decade of 19th century and the
first decade of the 20th.

The emigrants’ main destination was the Americas,
particularly North America. The United States 
obviously attracted the greatest number, with 28
million European immigrants between 1850 and 1930
(Poussou 1998)—an overwhelming 63%. Argentina
came a distant second with 6 million (12.3%). It was
followed by Canada with 5.2 million (but the country
was often just a stepping-stone to the United States),
Brazil (4.6 million), and Australia (3.5 million), with
Algeria and South Africa lagging far behind. The rest
of the colonial empires ultimately played a very minor
role in Europe’s global demographic expansion, except
as witness to the geographic diversity of the destina-
tions. No barrier truly stood up against this tidal wave.
However, the predominantly English-speaking first
waves focused on North America, whose vast
expanses were weakly populated and already very
heavily Anglicized. Apart from the Spanish and Por-
tuguese—historically tied to Latin America—most of
the rest of Europe followed the same trail, which
sounded so promising. Admittedly, with rare excep-
tions, the other regions already under European 
domination were subjected to a colonial system more
concerned with exploiting resources (and the local
population) than with developing “settlement
colonies” there.

As an entire chapter is devoted to the topic in the
previous section, there is hardly any need to say more
here about European emigration overseas. However,
for the sake of completeness, we should add that the
phenomenon was not the only migratory outlet for the
European countries with the largest transition multi-
pliers. By way of confirming its distinctive historical
position, France, too, was a major destination for
almost all its neighbors and even beyond: first 
Belgians, Germans, Swiss, and Austro-Hungarians,
then Poles and Russians, Italians, and Spaniards.
France experienced labor shortages in several indus-
tries by the mid-19th century. Its foreign population
surged from 400,000 in 1851 to 3 million in 1931—not
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counting, of course, all those who had been natural-
ized in the meantime. In the same period, many
Germans went east, gradually Germanizing the
eastern fringes of the Empire and beyond, as far as the
Volga regions (in so doing, they amplified a flow that
began in the Middle Ages—most notably toward Tran-
sylvania—and revived in the 18th century, particularly
toward Catherine the Great’s Russia). Lastly, under the
fierce pressure of the famine, many Irish began by
trying to seek refuge and sustenance in Britain itself,
even as the country was exporting its population
surplus.

These population transfers naturally had sizable
effects on the demographic trends at the main points of
arrival. They affected not only the total population size
there, which literally exploded, but also the mortality
and fertility patterns, which closely mirrored Europe’s
transition stages. In terms of mortality, some overseas
countries even outperformed their home countries.
New Zealand, in particular, quickly achieved a record
life expectancy that long remained the world’s highest
by a wide margin (Oeppen and Vaupel 2002). The 
European pattern was also copied for fertility. As in the
Old World, of course, the timing and intensity varied,
but there was ultimately a close convergence, at least in
the English-speaking overseas countries.

b. Internal Migrations: Rural-Urban Migration 
and Urbanization

Interacting with the Industrial Revolution, the
demographic transition also spawned a massive trans-
fer of rural dwellers to towns and cities. Changes in
farming methods from the 18th century onward, com-
bined with the modernization of production tech-
niques, reduced farm-labor demand. At the same time,
the rise of manufacturing and, shortly after, of the
service industries created new types of employment.
This inevitably spurred urban growth, but the phe-
nomenon was intensified by the fact that the demo-
graphic transition created overpopulation in rural
areas, where most people initially lived. The only
choice was to leave, mainly for cities. To oversimplify,
we could say that international emigration actually
consisted of the residual flows that cities were inca-
pable of absorbing. At all events, in quantitative terms,
it was dwarfed by the masses displaced from the coun-
tryside to the towns.

Of Europe’s 146 million inhabitants29 in 1750, only
23 million were urban dwellers and 132 million lived

in rural areas (Bairoch 1998).30 By 1950, of a total 573
million, 300 million were urban dwellers versus 272
million rural dwellers. If the rural population had
grown at the same pace as the total population (a 370%
increase between 1750 and 1950), it should have
reached 486 million in 1950 instead of 272 million. In
other words, the rural-urban migration can be esti-
mated very roughly at over 200 million (486 - 272 =
214).

True, cities were not born with the Industrial Revo-
lution. They date from the Neolithic and the discovery
of agriculture, which promoted the growing settle-
ment of the human population. This also generated
surpluses that allowed economic specialization and
the emergence of urban centers, which gave rise to the
great civilizations of Antiquity. But the Industrial 
Revolution and the demographic transition radically
altered the nature of cities and completely reversed the
demographic equilibrium between urban centers and
rural areas.

Table 68–5 draws on Paul Bairoch’s estimates (1998)
to plot urbanization rates in the main European coun-
tries from 1750–1913. The last column, for 1950, is
based on United Nations estimates (2001).

Once again, we can only underscore the diversity of
timing and paces of change. Although there is no
doubt as to the overall trend, each country participated
in it consistently with its specific history, sometimes
with huge lags but also with distinctive variations. For
example, let us take Spain, Italy, and, generally speak-
ing, the Mediterranean countries, which have had a
strong urban tradition since Antiquity. Their demo-
graphic transition came later; urbanization rates were
already rather high in 1700 but rose rather slowly
thereafter in comparison with the United Kingdom or
Germany. In Italy, for instance, the urbanization rate
rose from 23% in 1700 to 54% in 1950, whereas in the
United Kingdom it grew from 12% to 84%. Once again,
England’s singularity deserved to be emphasized: the
establishment of enclosures—which ended free access
to commons—triggered a massive rural-urban migra-
tion, and the proliferation of manufactures offered
attractive wages in town. Both developments quick-
ened the pace of urbanization.

In almost all countries, the urbanization trend accel-
erated sharply at a time when transition was trigger-
ing a demographic boom, that is, at fairly different
dates but seldom before 1850, with the sole exception
of the United Kingdom (Fig. 68–11). Interestingly, the
same happened in France: although the demographic
transition generated only very modest overpopula-
tion, the change in the urbanization rate diverged very
little from the average. This was largely thanks to
immigration, even though its first destination was not
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29 Including the Asian part of Russia.
30 Urban environment is not easy to define (see Chapter 61 of

Volume II). Paul Bairoch (1998) has estimated the probable real level
of urbanization in 18th century Europe.
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TABLE 68–5 Urbanization Rate (%)*in Europe, 1700–1950

Country 1700 1750 1800 1830 1850 1870 1890 1900 1913 1950

Austria-Hungary 4.8 7.1 7.8 8.0 9.7 12.1 19.7 25.6 29.4 36.5
Germany 7.7 8.6 9.3 10.0 15.0 24.5 34.5 42.0 51.0 71.9
Balkans† 9.7 8.8 6.8 7.6 10.5 11.8 12.5 19.8 22.6 26.1
Belgium 30.6 22.2 21.7 25.0 33.5 38.8 48.0 52.3 58.0 91.5
Spain 20.4 21.4 19.5 17.5 18.0 22.5 30.5 34.0 39.3 51.9
France 12.3 12.7 12.9 15.7 19.5 24.3 30.7 35.4 39.5 56.2
Italy 22.6 22.5 21.9 19.0 23.0 25.0 31.0 35.5 41.5 54.3
Netherlands 39.0 36.3 34.1 35.7 35.6 38.5 46.3 47.8 51.3 82.7
Portugal 18.5 17.5 15.2 15.0 15.0 15.0 15.3 15.7 15.6 19.2
United Kingdom 11.8 17.3 20.8 27.5 39.6 53.3 64.0 67.4 69.7 84.2
Russia 4.6 4.6 4.8 6.0 7.2 9.2 11.6 13.2 14.6 44.7
Scandinavia‡ 4.8 6.2 7.6 7.5 7.9 11.2 17.3 21.1 24.3 56.2
Switzerland 5.9 7.7 6.9 7.5 11.9 17.5 24.5 30.6 39.3 44.3
Europe 11.0 11.6 11.5 12.8 16.3 20.6 26.4 33.2 33.6 52.4

* 1700–1913, share of population of cities of more than 5000 inhabitants; 1950, share of urban population as defined by United Nations.
† Bulgaria, Greece, Romania, and Serbia.
‡ Denmark, Finland, Iceland, Norway, and Sweden.
Sources: 1700–1913, Bairoch 1998; 1950, United Nations 2001

0

10

20

30

40

50

60

70

80

90

100
Rate (%)

1700 1725 1750 1775 1800 1825 1850 1875 1900 1925 1950

INED
33403

Germany

England-Wales

Russia

Switzerland

Portugal

Austria-
Hungary

Balkans

Europe

Scandinavia

Netherlands

Belgium

Italy

Spain

France

FIGURE 68–11 Urbanization rate in Europe, 1700–1950. (Data from Table 68–5.)



always the city. But another reason was the preserva-
tion of a rather archaic form of subsistence farming
and heavy pressure on land. This stimulated rural-
urban migration such as the Breton emigration to
Paris.

An interesting indicator of the diversity of urban-
ization timing can be obtained by identifying the date
at which the urban population exceeded 50% of the
total population. The switchover occurred by the mid-
1860s in the United Kingdom but in the early 1890s in
Belgium. It should be noted that Belgium (particularly
Wallonia) was the first country to industrialize after
England. The Netherlands had long been heavily
urbanized, but the rate leveled off to nearly 40%
between 1700 and 1850. It crossed the 50% threshold,
as did Germany, shortly before World War I. France
and Italy did so in the mid-1930s; Switzerland and
Spain, on the eve of World War I. Russia and Austria-
Hungary did not catch up until the late 1940s; Portu-
gal and the Balkan countries, much later still. In fact,
the process was far from over by 1950: at that date, the
urbanization rates varied from less than 20% in Portu-
gal to over 90% in Belgium.

IV. BIRTH OF A THEORY

Adolphe Landry (1934) gave the name demographic
revolution to the shift observed in Europe from an old
demographic regime with high mortality and fertility
to a new regime in which healthcare resources and
new behaviors drove both variables to very low long-
term levels. Although Landry confined the term to the
description of observed facts, he nevertheless sought
to provide a general explanation for it in the shape of
a contemporary theory. This would replace the two pop-
ulation theories that, according to Landry, had con-
tended for the explanation of past demographic
regimes: Joseph Townsend’s theory and Richard Can-
tillon’s theory31 (Landry 1909, 1934). As did all their
contemporary peers, Townsend and Cantillon agreed
that the population is determined by food resources
and that a given quantity of food corresponds to a sus-
tainable maximum population. However, Townsend
(1786) noted, people “multiply like mice in a barn” when-
ever their means of subsistence enable them to do so;

as a result, that maximum depends directly on the
quantity of food, and all populations would aim for
the maximum. Richard Cantillon (1755), instead,
argued that the maximum only partly depended on
the quantity of food; it was determined by people’s
way of life—which varied considerably from one place
and period to another—and in particular by whether
they were willing to live in poverty or sought to
improve their living conditions. If a group wants to eat
meat, it cannot afford to be as large as if it is content
with grain. The two theories differ not only over the
role of the population/food ratio but also over the way
in which the ratio is established. In Townsend’s theory,
the adjustment is performed only through mortality;
in Cantillon’s theory, fertility also plays a part, most
notably through control of sexual activity via 
marriage.

For Adolphe Landry, Townsend’s theory “applies
only to the most backward societies,” whereas Cantillon’s
was valid for “most of the societies that history tells us
about” and even still at the beginning of the transition
to the new regime. Yet, Landry continued, Cantillon’s
theory ceases to apply to the contemporary demo-
graphic regime. That is why he offered to replace it
with a contemporary theory that diverged from the pre-
vious two over one key aspect: the available quantity
of food ceased to have any effect whatsoever on the
population size. Owing to economic, social, and
medical progress, mortality has fallen more sharply
than ever, but population sizes have not necessarily
grown as a result (even less so in France than else-
where). This is because fertility has diminished well
beyond the level that would have been dictated by the
subsistence law—even in Cantillon’s theory. Landry
believed that the spectacular increase in life
expectancy would soon encounter the insurmountable
biological barrier.32 Interestingly, however, he set no
minimum level for fertility, merely arguing that it
would be very unlikely to drop to zero. Landry’s
theory therefore does not incorporate the notion that
modern populations would converge toward the sta-
tionary state. On the contrary, he argued, the near-
equilibrium observed between fertility and mortality
in the 1930s could well be short-lived, and he feared
depopulation. The earlier theories viewed populationist
models as fallacious. Landry, instead, stressed that the
new demographic regime paved a wide path for 
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31 It is worth noting that Adolphe Landry accused Thomas
Malthus of sowing confusion between the two theories: “We may
legitimately regret . . . that these theories have been confused as
often as they have. The author who displays this confusion most
vividly is at the same time the one who has focused his attention
most powerfully on the issue of population and who owes his rep-
utation to the book he wrote on the subject: I am referring to
Malthus.” (Landry 1934:176).

32 “Will one want to set at an average of 85 years the end-point
at which human life, in the best conditions, should cease? The actual
mean length of life will never reach that point.” It is rather striking
to note that this endpoint of 85 is identical to the one recently 
put forward by the believers in a biological limit to human 
longevity, such as James Fries and Jay Olshanski (see Chapter 48 of
Volume II).



population policies capable of stabilizing population
size at an optimum level by promoting behavior that
could at least maintain fertility at the generational-
replacement level. In fact, all the ingredients of the
transition theory that came on the scene after World
War II—most notably in the work of Kingsley Davis
(1945) and Frank Notestein (1945)—were already in
place. This is all the more remarkable as the main focus
of Adolphe Landry’s research was France, a country
that never experienced strong population growth in
the transition period. In other words, the French situ-
ation was the opposite of the one that prevailed after
World War II in the Third World, whose demographic
explosion would become the key issue in transition
theory.
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INTRODUCTION

Industrialization, expansion, European imperial-
ism, and colonization: for 2 centuries Europe led the
way. But in so doing, it also started a process leading
once more to unprecedented growth rates in the rest
of the world. After the devastating era of colonization,
the effects of which were particularly severe for pre-
Columbian America but also were of sad memory 
for Africa bled by the slave trade, European domina-
tion was accompanied by medical progress that was
extremely rapid because techniques that were already
tried and tested could be exported. Between the two
world wars, some countries in Latin America and Asia
had already experienced a significant decline in 
mortality. But particularly after World War II, this pro-
gress was accelerated with the development of simple
methods to combat infectious and parasitic diseases
and the development of concerted programs notably
through the World Health Organization (WHO). For
example, Sri Lanka and Mexico gained as many years
of life expectancy in a decade or two as Sweden did 
in a century. As in Europe, however, the response 
to medical progress was slower for fertility, the gap
between birth rates and fertility rates increased
rapidly, and demographic growth accelerated up to
rates significantly higher than those seen in Europe
during the 14th century. This was the population

explosion of the Third World (Sauvy, 1952; Balandier,
1956).1

Very rapidly after World War II, the international
political community was concerned by the question of
how far this growth would go, as well as what eco-
nomic, social, political, and ecological consequences it
would have. Was it necessary to develop global poli-
cies capable of controlling it? Obviously this question
also mobilized the scientific community and notably
encouraged the development of data collection and
demographic research at all levels. From the end of the
1940s, the need to understand the acceleration in
growth occurring in all the countries of the south
incited a certain number of researchers to base their
studies on Adolphe Landry’s work (1934) on demo-
graphic revolution (Révolution démographique; see
Chapter 68) and to propose a new theory, that of the
“demographic transition” (Davis, 1945; Notestein,
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1 The expression Third World (Tiers-Monde) was created by
Alfred Sauvy to signify the emergence of a third world between the
West and the East. He used this term for the first time in an article
that appeared in the French weekly L’Observateur, on August 14,
1952, which he concluded, “as finally, this Third World which is
ignored, exploited, and despised like the Third State also wants to
be something.” He thus transposed Sieyès’ famous phrase about the
Third State during the French Revolution. He sometimes jokingly
added that the capitalist world could be assimilated with the Nobil-
ity and the communist world with the Clergy.



1945; Chesnais, 1986). Under demographic transition,
with the help of economic and social development, all
societies and notably those of the Third World would
eventually go from a primitive demographic system to
a new system, already established in Europe, in which
fertility and mortality would become more or less bal-
anced but at very low levels.

Simply stating such a theory was obviously not suf-
ficient to end the debate between the neo-Malthusians,
according to whom only a strong birth-control
program could re-establish the balance, and Third-
World activists, for whom the best contraceptive was
development. In their initial world population projec-
tions, United Nations experts avoided exploring the
future beyond the year 2000, for fear of not being able
to correctly translate the theory into a concrete forecast
(see Chapter 77). The main uncertainty concerned the
schedule that future fertility trends might follow:
when and at what rate fertility would begin to decline.
However, at the end of the 1970s the facts were there.
The second phase of the transition (fertility decline)
had started in nearly all the southern countries, and
the growth rate of the world population was already
calming down. It was therefore possible to envisage
and then ascertain the generalization of the demo-
graphic transition.

Could the forecast of a general stabilization of the
world population be trusted nevertheless (Poursin,
1989)? Although growth rates have certainly been
decreasing continually for 30 years, the general stabi-
lization (still present even today in the United Nations’
forecasts) in the strictest sense suggests growth rates
are moving toward a convergence towards zero, com-
bining a peak in life expectancy imposed by biology
with the stabilization of fertility at 2.1 children per
woman. This would result in the convergence of col-
lective policies and individual decisions based on the
simple idea of only ensuring the replacement of gen-
erations. The world population would then become
permanently stationary, in the strict sense of the word
(see Chapter 20 of Volume I). It is indeed probable that
all populations will approach this balance. But will
they remain there? Already Europe has largely com-
mitted itself to trends that infallibly lead to negative
growth, toward population decline. What reasons
could be proposey to certify that this is only an acci-
dent and that the rest of the planet will not follow the
same example? The transition theory gives no clues on
this point. Better still, the paradigm disappears at the
same time as it occurs, for it does not tell us anything
about what comes next.

Consequently, announcing a general stabilization of
the world population as a result of reaching a point of
permanent balance is not to trust in the outcome of a

theory but in an act of faith that is no doubt impru-
dent. Without a new theory capable of completely
understanding the new trends, we are indeed in the
long-term future faced with an uncertainty that at least
equals the one that prevailed after the World War II
(see Chapter 78). In other words, although the fear of
the Third World explosion is dissolving in the gener-
alization of the demographic transition, the very real-
ization of the latter ruins the theory and increases
uncertainties.

I. THE THIRD WORLD POPULATION
EXPLOSION AND THE

GENERALIZATION OF THE
DEMOGRAPHIC TRANSITION

I have already mentioned the first negative conse-
quences of colonization for the populations of Africa
and America (see Chapter 68). In its final phase, colo-
nization produced the opposite effect. With the 20th
century, the population of Africa again experienced
positive growth, comparable to that of the Asian pop-
ulation, which had not experienced a decline, whereas
the populations of the two Americas and Oceania
increased more than ever with the mass immigration
of prolific Europeans (see Chapter 58 of Volume II). In
1900, 37% of the world population was either in
Europe2 (26.2%), North America (5.6%), Latin America
(4.6%), or Oceania (0.4%). In 1950, this proportion
remained largely unchanged, but Europe’s proportion3

had diminished by 3 points, falling to 22.7%, whereas
America’s increased from 10.2% to 13.4%. Further-
more, since the beginning of the 20th century, the
American expansion has been occurring differently in
the north and south. The United States and Canada,
totally committed to the industrial revolution of which
they would soon take the leadership, also advanced in
their demographic transition and followed quite
closely the European model of a natural growth of 1%
to 1.5% per year, although doubled by very high immi-
gration. Latin America, on the contrary, only took one
shaky step toward industrialization and only started a
mortality decline, with fertility remaining high and
even increasing in some countries. Natural increase
rapidly rose more than in North America and was rein-
forced by a significant migratory contribution. From
1900–1950 North America’s proportion of the world
population increased from 5.5% to 6.6%, whereas that
of Latin America increased from 4.6% to 6.6%. The first
closely followed Europe, with the second falling into
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what will henceforth be known as the Third World. In
the opposite direction during the same period, Japan
caught up with the Western countries, the industrial
model of which it copied brilliantly, on the path to
demographic transition. The first half of the 20th
century thus marked the division between the devel-
oped countries and the developing countries, which
was to dominate the second half of the century.

Thus on the eve of the World War II, the premise of
the population explosion in the Third World that
would rock the demographic-political balance of the
planet was already set: a decline in mortality without
an immediate response in fertility. The same scenario
that characterized the European expansion during the
preceding century was to be reproduced in the rest of
the world with increased rapidity, opening the way to
unprecedented growth rates.

1. Mortality Decline in the 
Southern Countries

In the wake of World War II, the decline in mortal-
ity, which had already started in several southern
countries in the 1920s and 1930s, experienced signifi-
cant acceleration. In the course of a few decades, the
mass use of cheap but efficient methods developed in
the industrial countries to fight infectious and parasitic
diseases quickly increased the chance of survival in
most Third World countries. At the beginning of the
1960s, the United Nations (1962) published an elo-
quent graph comparing the rapid increases in several
Third World countries during the 1940s and 1950s
compared with the secular evolution of Swedish life
expectancy (Fig. 69–1). One of the most striking exam-
ples was that of Ceylon (since renamed Sri Lanka). In
8 years, from 1945–1947 to 1954, owing to a campaign
to eradicate malaria through mass spraying of
dichloro-diphenyl-trichloroethane (DDT) organized
under the auspices of WHO, life expectancy at birth
increased from 46 to 60 years!4 In Sweden, 60 years of
progress in health had been necessary from 1865–1925
to obtain the same increase of 14 years of the expecta-
tion of life. The case of Sri Lanka is not an isolated one,
or the most spectacular; according to the above-
mentioned graph, Mauritius during the same period
gained 18 years of life expectancy in 8 years. Trinidad
and Tobago gained nearly 25 years of life expectancy

in 34 years (between the 1920s and the 1950s). But
these increases are not limited to small insular coun-
tries. In 20 years (1930–1950), Mexico gained 17 years
in life expectancy, as much as Sweden did in 150 years
(between comparable levels).

Generally, especially during the first decades 
after World War II, a significant convergence in life
expectancies was observed, as large regions of the
Third World reduced the gap between them and the
developed countries (Fig. 69–2).

From 1950–1955 to 1995–2000, the average life
expectancy for the developing countries as a whole
increased from 41 to 62.5 years, an increase of nearly
22 years, and at the same time, that of the developed
countries increased by less than 9 years, rising from
66.1 to 74.8 years (Table 69–1). Thus, the overall gap
between the two, which was 25 years at the beginning
of the 1950s, was only 12 years on the eve of the 21st
century. If we put aside sub-Saharan Africa, where
progress is slower than in other regions of the south
and where the AIDS epidemic is a threat, then the con-
vergence is even more remarkable. The average life
expectancy of all the developing countries, without
including sub-Saharan Africa, reached nearly 65 years
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4 The role of this eradication campaign in the decline of mortal-
ity was the subject of great controversy (Molineaux, 1985). In 1961
Harald Frederiksen even went as far as to state that this increase in
life expectancy obtained in Sri Lanka could be explained only by the
improvement in the standard of living, but this hypothesis was
easily contradicted by Paul Newman (1965).



to the average level in the developed countries; 20
others are between 70 and 74 years (Mauritius, China,
Malaysia, Sri Lanka, Azerbaijan, Armenia, Georgia,
Syria, Kuwait, Jordan, Lebanon, Palestine, Saudi
Arabia, Oman, Libya, Tunisia, Trinidad and 
Tobago, Mexico, Venezuela, Colombia); and 5 are just
over 76 years (Hong Kong, Singapore, Israel, Cuba,
Costa Rica).

The determinants of this mortality decline have
already been discussed abundantly in Volume II. In
Europe’s case, medical progress depended generally
on economic and social progress, but in the develop-
ing countries they are not so closely linked. The
progress already made in the developed countries
meant the means of fighting most infectious diseases
already existed, and health policies created at national
and international levels have made the decline in mor-
tality possible in even the poorest countries. Figure
69–3 from Samuel Preston (1975) combines life
expectancy at birth and income per head in 10 coun-
tries in 1900–1910, 38 countries in 1930–1940, and 57
countries in 1960–1970. These groups of countries were
selected according to the quality of data available and
are obviously of unequal value. The first, in particular,
is not very representative of the world situation, as it
only consists of countries that are today considered
developed. The significant deformation of the 
adjustment curve between the 1930s and the 1960s
nevertheless clearly illustrates the evolution in the
association between mortality and standard of living
from the 1930s to the 1960s. By comparing the average
global life span that would have resulted in the 1960s
if the structure of this association observed in the 
1930s had been maintained and, reciprocally, the life
expectancy that would have been produced in the
1930s with the application of the structure of the 1960s,
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in 1995–2000, the gap with the developed countries
being less than 10 years (Table 69–1).

East Asia’s recovery is particularly spectacular5 and
is dominated by China with a current life expectancy
of nearly 70 years, equal to that of Latin America and
separated by less than 5 years from that of the devel-
oped countries (against over 26 years at the beginning
of the 1950s). The recovery is also very distinct for
southeast Asia and north Africa and the entire Middle
East, which have a gap of 8 to 9 years with the devel-
oped countries. Considered individually, many coun-
tries that previously belonged to the Third World now
have life expectancy levels close to those of the devel-
oped countries. Even if we put aside the microstates of
the Caribbean and the Pacific and only consider coun-
tries with more than 1 million inhabitants, 8 develop-
ing countries (South Korea, United Arab Emirates,
Panama, Jamaica, Puerto Rico, Argentina, Chile, and
Uruguay) have a life expectancy of 74 to 76 years, close

5 Not including Japan.
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Samuel Preston (1975) estimated the proportion of the
increase in life expectancy that was owing to the
increase in income per head and the proportion owing
to the modification in the association between mortal-
ity and standard of living. He concluded that, “Factors
exogenous to a country’s current level of income prob-
ably account for 75% to 90% of the growth of life
expectancy for the world as a whole between the 1930s
and the 1960s. Income growth per se accounts for only
10% to 25%.” Preston continued by stating that the
same type of results appear when income per head is
replaced by a population’s literacy level or by the
average number of calories consumed per person.
Although these three factors make a real contribution,
they alone do not explain the rapid decline in mortal-
ity observed after World War II.

This relative independence of medical progress to
economic development results from the fact that after
World War II, numerous Third World countries bene-
fited from the technical progress already achieved in
the most developed countries. The association never-
theless exists and varies with the level of development
of each country. Jean Bourgeois-Pichat (1966) noted
during the 1960s that in the most advanced Third

World countries where the evolution of mortality was
known with enough precision, this evolution occurred
in three stages. First of all, there was a slow increase
in life expectancy followed by a sudden jump before it
finally returned to a slower growth rate. This evolu-
tion was very distinct in the case of Mexico, studied by
Jean Bourgeois-Pichat, and was also observed in many
Third World countries (Vallin, 1968). This hypothesis
corresponds to the health transition as Abdel Omran
(1971) conceived it (see Chapter 57 of Volume II), in
which economic and social progress and an interme-
diate-phase reduction of infectious diseases help pop-
ulations move from an age of plague and famine when
progress is very slow to an age of degenerative and social
diseases when, with a higher level of life expectancy,
progress is again very slow. We know that this theory
can no longer explain recent development, taking par-
ticularly into consideration the progress made since
then in the successful treatment of cardiovascular dis-
eases (Olshansky, 1986; Vallin, 1993; Meslé and Vallin,
2003; Vallin and Meslé, 2004), but it corresponds well
enough to the phase of medical progress in the eradi-
cation of infectious diseases. Figure 69–4 gives an illus-
tration of it by comparing the progress in life
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TABLE 69–1 Evolution of Life Expectancy at Birth from 1950–1955 to 1995–2000

Regions Life expectancy (in years) Increase (in years)

1950–1955 1975–1980 1995–2000 1950–1955/ 1975–1980/ 1950–1955/
1975–1980 1995–2000 1995–2000

Sub-Saharan Africaa 36.7 46.8 47.1 10.1 0.3 10.4
North Africa and the Middle East 43.5 57.2 66.3 13.7 9.0 22.8

North Africa 41.8 53.9 64.6 12.0 10.7 22.7
Middle Eastb 45.2 60.5 67.9 15.3 7.4 22.7

South central Asia 39.3 52.5 61.5 13.1 9.0 22.1
India 38.7 52.9 62.1 14.2 9.2 23.4

Western Asia (excluding Japan) 39.9 65.1 69.6 25.2 4.5 29.6
China 40.8 65.3 69.7 24.6 4.4 29.0

Southeast Asia 41.0 54.6 65.3 13.7 10.7 24.4
Latin America 51.4 63.0 69.3 11.6 6.3 17.9
Oceania, excluding Australia and New Zealand 39.4 52.2 60.1 12.8 7.9 20.8
Developing countries total 41.0 56.8 62.5 15.7 5.8 21.5

Total excluding sub-Saharan Africa 41.5 58.0 64.9 16.5 6.9 23.3
Australia and New Zealand 69.6 73.3 78.4 3.7 5.1 8.9
North America 68.9 73.4 76.7 4.5 3.3 7.8
Western Europec 66.5 73.0 77.3 6.5 4.3 10.7
Eastern Europed 64.3 69.4 68.2 5.1 -1.2 4.0
Japan 63.9 75.5 80.5 11.5 5.1 16.6
Developed countries total 66.1 72.3 74.8 6.2 2.5 8.7
World total 46.5 59.8 64.6 13.2 4.9 18.1

a Consisting of four regions in the United Nations’ sense: west Africa, central Africa, east Africa, and southern Africa.
b The United Nations western Asia region (including the countries of the Caucasus).
c Consisting of three regions in the United Nations’ sense: northern Europe, western Europe, and southern Europe.
d Including Russian Asia.
Data from estimates adopted by the United Nations for their 2002 population projections (United Nations, 2003). 



expectancy observed from the beginning of the 1950s
up to the beginning of the 1980s, with the initial level
already reached in 1950–1955. Where the level of life
expectancy is low at the beginning, progress has been
modest, and it has also been modest in the countries
that were initially the most advanced. On the other
hand, in the countries that have just started progress,
the increase is very rapid. At the lowest levels, the start
of medical progress necessitates a relatively expensive
global development effort; when it has already begun,
the effectiveness of health policies is far greater and far
cheaper as the medical tools have already been devel-

oped in the advanced countries. Finally, in the more
advanced countries, progress is again more difficult as
efficient methods of fighting on new fronts must now
be invented.

This is how, during this period, a number of devel-
oping countries bridged a significant part of the gap
with the developed countries (Fig. 69–5a,b). Although
at the beginning of the 1950s life expectancies of the
Third World were homogenous and low, with a mode
of around 40 to 45 years, this changed at the beginning
of the 1980s, with two distinct modes appearing, one
at 65 to 70 years and near to that of the developed
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countries and the other 10 years lower, at 55 to 60
years. All the southern countries had made progress,
but some much more rapidly than others, leaving sub-
Saharan Africa in particular resolutely lagging behind.

2. The Evolution of Fertility

Faced with mortality decline, fertility (as was previ-
ously the case in Europe) remained high for a certain

period of time. It did not decline before the 1970s in
hardly any of the large Third World regions (Fig. 69–6).
In some countries it even increased quite significantly
as a result of social and cultural changes associated
with the modernization of society. In some cases it was
as a result of current events. For example, in Tunisia,
fertility increased rapidly in 1964 owing to a peak in
marriages, which itself was provoked by an increase in
the legal age at marriage: the new law having been
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announced beforehand, families rushed to conclude
the marriages of very young girls that would have been
prevented by it (Vallin and Lapham, 1969), and the total
fertility rate (TFR) increased from 7 in previous years to
7.9 children per woman during that year (Waltisperger
et al., 2001). In the same way, in Algeria the period after
independence provoked a return to traditional values,
which resulted notably in a lowering of the age of mar-
riage for girls and consequently in a sharp rise in fertil-
ity. Although the TFR had an average of 7.2 between
1960 and 1967, it increased rapidly in 1968–1969 to
reach 8.1 in 1970 (Ouadah and Vallin, 2000).

But more fundamentally than these increases 
associated with very specific events, fertility has 
often tended to increase in developing countries with
the premise of the modernization of society. Several
factors worked in this direction, whether it was the
progressive abandoning of practices that favored long
birth intervals in traditional societies or progress made
in the treatment or prevention of sterility and infertil-
ity. In numerous traditional societies, and notably in
Africa, the duration of breast-feeding could on average

be very long, from 18 months to over 2 years, and 
the fertility reduction resulting from this could be
increased by a quite strict observance of postpartum
abstinence. With the transformation of social relations
and notably the evolution in women’s education and
employment, breast-feeding has tended to decline and
sexual taboos to weaken, thus provoking significant
increases in fertility in many countries, particularly 
in urban areas. In addition, medical progress has in
general been accompanied by a reduction in infertility,
especially in societies in which childlessness means a
serious loss of status for a woman. In some countries
particularly affected by sterilizing venereal diseases,
such as Central Africa, which was for a long time a
subfecund region compared with the rest of the conti-
nent (Retel-Laurentin, 1974, 1979; Larsen, 1996), this
phenomenon was particularly important: fertility
experienced significant growth with the arrival of
antibiotics, information campaigns, and the preven-
tion of sexually transmitted diseases.

Before the above-mentioned specific events, the
countries of the Maghreb experienced a certain
increase in fertility until the 1960s (for Algeria, see Breil
and Biraben, 1969; Negadi et al., 1974). But this phe-
nomenon mainly affected the Middle East and sub-
Saharan Africa, as well as some Latin American
countries to a lesser extent. Figure 69–7 traces the evo-
lution of the TFR since 1950 in four other countries that
were particularly affected by an increase in fertility
that preceded the beginning of a decline. In Egypt, as
well as in Kenya, this was caused by a reduction in the

74 Vallin

1

2

3

4

5

6

7

TFR

1950 1960 1970 1980 1990 2000

INED
34103

Developed countries

Western Asia

Latin America

North Africa  
and the Middle East

South Asia

SE Asia

Sub-Saharan Africa

FIGURE 69–6 Evolution since 1950 of the total fertility rate by
large Third World regions compared with that of the developed
countries. (Data from United Nations, 2003.)

3

4

5

6

7

8

9

1940 1960 1980 2000

TFR

Kenya

Egypt

Cameroon

Gabon

INED
34203

FIGURE 69–7 Evolution since 1950 of the total fertility rate in
four countries that had experienced a significant increase in fertility
at the beginning of the transition. (Data from United Nations, 2003.)



period of breast-feeding. In Cameroon and Gabon, the
main factor was the reduction of infertility that
resulted from venereal diseases. In all these cases as in
many other Third World countries, fertility decline
was preceded by this increase: it could even be said
that the decline was announced by the increase, as the
increase was itself associated with social and cultural
changes that would thereafter result in fertility decline.
Thus, at the first phase of the demographic transition
of Third World countries, not only did mortality
decline significantly more rapidly than was the case in
the European countries, but also fertility was generally
higher, often with more than seven children per
woman, whereas in the old Europe the figure was five
to six (see Chapter 68).

But as in Europe previously, once this first phase
was over, with the transformation of societies, eco-
nomic and cultural evolution, urbanization, increase in
education, and improvement in women’s status, these
populations responded to the decline in mortality with
increasingly improved fertility control. And just as
with mortality, the decline in fertility was and will be
far more rapid than it was during the European demo-
graphic transition (Fig. 69–6).

From the second half of the 1970s, all of the Third
World regions, except for sub-Saharan Africa, experi-
enced significant fertility decline, which accelerated
during the last quarter of the 20th century (Table 69–2).
Some investigators for a long time believed that sub-
Saharan Africa would continue to be an exception
(Locoh and Makdessi, 1995), but it finally fell in with
the rest of the Third World at the end of the 1980s, as
has been clearly confirmed by the results of each new
demographic survey (Locoh and Vallin, 1998).

The factors of the fertility decline have already been
discussed in Volume I. Let us therefore simply sum-
marize the essentials here. As in the European coun-
tries in the past, the recent drop in fertility in the
developing countries is affected by two key elements,
the increase in age at marriage and the diffusion of
contraception, which have diverse effects in different
countries and cultures.

a. The Increase in Age at Marriage

The increase in age at marriage has, initially at least,
had a decisive role in societies in which marriage was
and still largely remains a requisite condition to any
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TABLE 69–2 Evolution in Total Fertility Rates from 1950–1955 to 1995–2000

Region Total fertility rates (children per woman) Reduction 

1950–1955 1975–1980 1995–2000 1950–1955/ 1975–1980/ 1950–1955/
1975–1980 1995–2000 1995–2000

Sub-Saharan Africaa 6.72 6.77 5.80 0.05 -0.97 -0.92
North Africa and the Middle East 6.64 5.66 3.63 -0.98 -2.03 -3.01

North Africa 6.82 6.03 3.52 -0.79 -2.51 -3.30
Middle Eastb 6.46 5.30 3.73 -1.16 -1.57 -2.73

South central Asia 6.08 5.09 3.65 -0.99 -1.44 -2.43
India 5.97 4.83 3.45 -1.14 -1.38 -2.52

Western Asia (excluding Japan) 6.09 3.27 1.79 -2.82 -1.47 -4.29
China 6.22 3.32 1.80 -2.90 -1.52 -4.42

South East Asia 5.95 4.91 2.81 -1.04 -2.10 -3.14
Latin America 5.89 4.48 2.72 -1.41 -1.76 -3.17
Oceania, excluding Australia and New Zealand 6.35 5.43 4.27 -0.92 -1.16 -2.08
Developing countries total 6.16 4.63 3.11 -1.53 -1.52 -3.05

Total excluding sub-Saharan Africa 6.07 4.33 2.67 -1.74 -1.66 -3.40
Australia and New Zealand 3.27 2.11 1.81 -1.17 -0.30 -1.47
North America 3.47 1.78 2.01 -1.69 0.22 -1.46
Western Europec 2.46 1.89 1.48 -0.57 -0.41 -0.98
Eastern Europed 2.91 2.08 1.29 -0.84 -0.78 -1.62
Japan 2.75 1.81 1.39 -0.94 -0.42 -1.36
Developed countries total 2.84 1.91 1.58 -0.93 -0.34 -1.26
WORLD TOTAL 5.02 3.90 2.83 -1.11 -1.07 -2.19

a Consisting of four regions in the United Nations’ sense: West Africa, Central Africa, East Africa, and Southern Africa.
b The United Nations western Asia region (including the countries of the Caucasus).
c Consisting of three regions in the United Nations’ sense: northern Europe, western Europe, and southern Europe.
d Including Russian Asia.
Data from estimates adopted by the United Nations for their 2002 population projections (United Nations, 2003).



sexual relation and to procreation and in which spin-
sterhood was extremely rare. In Tunisia, for example,
despite a very active family planning policy that has
been in existence since the mid-1960s, it has been
established that the decline in fertility not only was ini-
tially largely caused by the increase in women’s age at
marriage (Vallin and Lapham, 1969; Vallin, 1971; Jemai
and Jemai, 1979) but also explained a little over half 
of the fertility decline observed between 1978 and 
1995 (Ayad and Jemai, 2001), with contraception only
becoming an essential factor at the end of the 1980s. It
must be said that the increase in women’s age at mar-
riage was particularly spectacular in this country,
increasing from 19.5 years in 1956 to 26.6 in 1994 (Ben
Salem and Locoh, 2001). The situation is more or less
the same in the majority of the Maghreb and Middle-
Eastern countries such as Algeria, where the average
age of women at their first marriage increased sud-
denly from 18.3 years in 1966 to 27.6 in 1998 (Kouaouci,
1992; Ouadah and Vallin, 2000, 2003). In other coun-
tries the evolution is less striking, for example, in Iran
the average age of women at their first marriage
increased from 19.7 years in 1976 to 22.0 in 1996, but
this evolution nevertheless constitutes “a factor of the
first order for fertility where it is nearly nonexistent
outside marriage”6 (Ladier-Fouladi, 2003). In all these
countries, nuptiality has played an important role in
the beginning of fertility decline, whereas contracep-
tion only complimented it. It was only at a second
phase of varying duration that contraception took
over.

b. The Spread of Contraception 

In other contexts the evolution in age at marriage
made a lesser contribution and contraception was from
the start the main factor. This is obviously the case of
populations in which prenuptial sexual relations and
fertility outside marriage have an important place, for
example, in the Caribbean and recently in sub-Saharan
populations, where fertility has only very recently
started to decline. In such a context, fertility decline
owes little to the increase in age at marriage. But even
in cultures in which marriage is traditionally a pre-
liminary condition for reproduction, fertility decline
has not necessarily been owing to the delay in nup-
tiality. In general, the evolution of nuptiality has only
played a minor role in Latin American countries where
contraception has from the beginning been in the fore-
front. As Lorenzo Moreno and Susheela Singh (1996)
show, from the 1970s to the 1980s, women’s age at first

marriage increased little in this region when measured
by using Bongaarts’ model (1978) (see Chapter 34 of
Volume I), its effect on fertility decline appears inferior
to that of the development of contraception. The situ-
ation is more varied in Asia (Leete and Alam, 1993),
where the increase in age at marriage has not been neg-
ligible and has at times contributed to the start of fer-
tility decline. Nevertheless, fertility decline has often
occurred without a significant increase in age at mar-
riage (Rele and Alam, 1993). In Thailand, for example,
from 1960 to 1980 women’s age at their first marriage
barely increased by a year (from 22.0 to 23.4), whereas
fertility declined by nearly half (from 6.4 to 3.5 chil-
dren per woman). On the contrary, the average age at
the first marriage of Pakistani women increased by
over 3 years during the same period (from 16.7 
to 19.8 years), whereas fertility remained constant at 7
children per woman. It is true that marriages of 
very young adolescents are not always consummated
immediately. The case of China (Attané, 2002; 
Peng, 2002), is characterized by an extremely severe
policy of birth limitation associated from the start 
with the effects of the evolution in nuptiality (delay 
in marrying, separation of couples) and fertility
control within marriage (contraception, induced 
abortion).

Whatever the role played by age at marriage in the
fertility transition, the latter can only be complete with
fertility control within marriage owing to contracep-
tion and induced abortion. Here again, as in Europe in
the past, the paths taken vary according to country and
culture. Henri Leridon and Laurent Toulemon (2003)
recently drew a world panorama of the levels of 
contraception and the methods used. Figure 69–8 
summarizes the results.

In terms of the intensity of contraceptive use, the
diversity remains large. Although in East Asia and
Latin America in 1997 nearly 70% of women in conju-
gal unions used one form of contraception or another,
nearly as much as in Europe and North America, the
equivalent in the rest of Asia was only 50% and a mere
20% in Africa. But there is also diversity in the contra-
ceptive methods. Sterilization is much more wide-
spread in Western Asia than in Europe and North
America, and it is even more common in Latin
America, where nearly 30% of women in conjugal
union are sterilized (less than 10% in Europe and
North America). This practice is marginal in Africa.
The pill is used nearly as much in Latin America as in
Europe or North America, and far less in western Asia,
where women use the intrauterine device (IUD) much
more than elsewhere. Condoms and other methods
(including traditional methods) are used far less in the
southern countries than in the northern countries.
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6 “Un facteur de premier ordre pour la fécondité lorque celle-ci
est quasi inexistante hors marriage.”



c. Recourse to Induced Abortion

Recourse to induced abortion also varies signifi-
cantly from one country to another, and from one
region to another. According to Henri Leridon and
Laurent Toulemon, the rate of legal induced abortion
per 1000 women aged 15 to 49 varied in 1995–2000,
from 0 per 1000 in Africa to 79 per 1000 in eastern
Europe and the rate of illegal induced abortion from 0
in East Asia to 33 in Latin America. In fact, if both legal
and illegal induced abortions are cumulated, then the
rate varies little between the large southern regions (36
per 1000 in east Asia, 35 in Latin America, 31 in Africa,
and 30 in the rest of Asia), which all find themselves
between the two extremes observed in the developed

countries (25 per 1000 in Western Europe and North
America, 91 in eastern Europe).

d. The Determinants of Fertility Decline

But whatever the context, age at marriage, contra-
ception, and induced abortion are only intermediate
variables. What fundamentally causes fertility decline
is the evolution in couples’ attitudes regarding pro-
creation. It has certainly been affected by more or less
active fertility policies carried out by various govern-
ments (see the chapters of Volume IV on this subject).
However, these birth control policies, however firm
and intelligent they may be, are only one element
among others, and their success depends on the evo-
lution of the society as a whole, whether it be the gen-
eralization of education, the diversification and the
complexification of economic activities, the develop-
ment of urban life, the evolution in women’s status
and their place in society and in the economy, or that
of gender relationships. These questions have already
been addressed in Volume I, and it is not necessary to
discuss them in detail here. Let us only say that it is
the diversity of experiences in all these areas that has
led to the differences in timing and rates observed in
the Third World countries, and it is this that explains
the diversity of fertility levels observed in the world
today. Fertility has declined everywhere, but the diver-
sity of current levels remains large, as is illustrated 
by the two maps produced by Jean-Claude Chesnais
(Fig. 69–9a,b).

We can nevertheless begin to talk about conver-
gence. The diversity doubtless reached its peak at the
end of the 1960s, when the TFR culminated at 8 chil-
dren per woman in some Third World countries such
as Kenya, whereas it was already below 1.5 in some
European countries. By today fertility rates of over
seven children per woman have become exceptional,
and rates of six are already rare.

3. Half a Century of Exceptional Growth:
The Third World Explosion

The expression “Third World explosion” is most
often used when the speaker is referring to the excep-
tional phase of world population growth that resulted
from its demographic transition. Nevertheless, it could
also be used in a completely different sense as we have
just seen that the Third World, relatively homogenous
in its demographic characteristics, literally exploded
over the course of a few decades as much in the context
of mortality as in that of fertility. Whereas around 1950
Third World countries were all grouped together with
high levels of mortality and fertility that were very far
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from those of the developed countries, they are now
dispersed, with some of them reaching or close to
reaching European and North American standards,
whereas others are still far behind on the transition
path.

It is therefore in a dispersed order, with different
schedules and rates, that these countries contributed
to the exceptional population growth of the second
half of the 20th century, generally referred to as the
“population explosion.”

As in Europe, this phase of exceptional growth
results from the time lag between mortality decline
and fertility decline. Figure 69–10, which shows the
United Nations’ most recent data (2003), only partially
takes this phenomenon into account as it had begun
before 1950 and was obviously not yet completed in
2000. In 1950, the crude death rate of the developing
countries7 had already significantly lessened. There is
no reliable overall estimate available for this group of
countries before World War II, but it is likely that it was
more than 30 or even 35 per 1000. Similarly, the birth
rate had also doubtless increased slightly and was
probably closer to 40 per 1000 than to 45. It is quite
likely that globally at the beginning of the 1950s the
fertility of the Third World countries was already at its
peak, even though it was not reached in a good
number of the countries until later.

Thus from 1950–2000, the crude birth rate of the
developing countries declined regularly, falling from
around 45 per 1000 to 25, whereas the crude death rate
fell from 20 to less than 10. Meanwhile the decline in
mortality was faster than that of birth rates during the
1950s and 1960s before becoming the opposite in the
following decades. As a result the rate of natural
increase of the developing countries continued to rise
for another 20 years after World War II. At the 
beginning of the 1950s, it was around 2% per year, and
it increased to 2.5% at the end of the 1960s. But at the
beginning of the 1970s, the trend was reversed as the
decline in birth rates was becoming greater (in
absolute variation) than that of death rates. The drop
in the rate of natural increase has continued to the
present day. At the beginning of the 2000s, the rate was
only 1.3%.

Therefore, for nearly 40 years the rate of natural
increase of all the developing countries combined
remained over 2% per year. This may appear modest
considering what was stated about Europe in the pre-
vious chapter and all the alarmist talk concerning the
Third World population explosion. However, natural
growth of 2% per year results in a doubling of the pop-
ulation in 35 years, whereas a rate of 1% would require
70 years in order to obtain the same outcome. But
above all we must not lose sight that the global evolu-
tion of the developing countries thus described is only
the result of trajectories that are extremely variable in
intensity and have a significant time lag.

The United Nations’ current nomenclature distin-
guishes a subgroup of developing countries called the
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7 This expression will be used constantly here according to the
United Nations’ definition: the countries of Africa, Latin America,
and Asia (not including Japan, but including the Caucasian and
Central Asian republics of the former Soviet Union).



“least developed,”8 which as we can see (Fig. 69–10) have
followed a very different path to that of other devel-
oping countries. At the beginning of the 1950s, the
crude death rate was still close to 30 per 1000 and the
birth rate was nearly 50 per 1000. In other words, these
countries only benefited from medical progress much
later, and fertility significantly increased during the
first phase of the demographic transition. Fertility then
reached a peak and remained there for over a decade
before beginning a slight decline, which only really
asserted itself at the end of the century. The birth rate
only dropped under the 45 per 1000 level, a culminat-
ing point for all the developing countries, at the end of
the 1980s. Consequently and taking into account the
significant and regular decline of the crude death rate
(until the 1990s at least), the rate of natural increase,
which remained the same as in the other developing
countries combined until the trend reversed at the end
of the 1960s, continued to increase during nearly a
further 20 years until the end of the 1980s. It is only
since the 1990s that this growth has started to deceler-
ate. It thus culminated at 2.7% per year and was there-
fore over 2.5% per year for 35 years, from the
mid-1960s until the end of the 1990s. With a growth
rate of 2.5% per year, the population doubles in 28
years.

But this group of least developed countries also
includes countries with different trajectories. To under-
stand the demographic growth rates that the develop-
ing countries have experienced and are still
experiencing, the level in each country must be studied
individually. At the height of their growth, most of the
developing countries reached growth rates of 3%, and
those that exceeded 3.5% were not exceptional; some
countries even exceeded 4%.

It is, however, difficult to reduce all the trajectories
to Jean-Claude Chesnais’ transitional multiplier (1986).
On the one hand, as we saw in the preceding chapter
for the European countries, it is necessary to decide on
the initial point, which is often unclear because of the
low quality of the data, and on the other hand, the
demographic transition has not yet been completed in
the majority of the southern countries. However, as a

basis for the growth observed since 1950, it is also pos-
sible to use the United Nations’ projections (see
Chapter 77) to take into account the end of the transi-
tion as they re-estimate the trends that have occurred
in each revision of their projections. By using different
sources, it is possible to decide on a initial point and
to include growth before 1950. The results are shown
in Table 69–3 for the 25 developing countries in which
the population was estimated at more than 30 million
in 2000.

The first two columns of this table show the total
population of each country in 1950 and 2000. The next
column shows the cumulated rate of natural increase
for 1950–2000. This half century is the period in which
all these countries reached the peak of their growth,
and this cumulated growth is obviously an important
part of the transitional multiplier. Through natural
growth, only the population of five of these countries
more than quadrupled in 50 years: Kenya (4.7), Tan-
zania (4.2), and Algeria, Mexico, and the Philippines
(4). For 13 other countries, the population multiplied
by three to four. In only six cases was the multiplier
below three (India, Indonesia, Myanmar, China, South
Korea, and Argentina).

But in most cases, these coefficients are far from
accounting for the totality of the transitional multi-
plier. The two last columns of Table 69–3 give an
approximate idea by supplying the values obtained for
two periods of longer duration: the first, from the pre-
sumed starting date of the transition up to 2000; the
second, from the same starting date up to 2050, which
includes the whole period covered by the United
Nations’ projections. Not only must the first be used
with caution as the initial point is very arbitrary and
often depends on the data available, but the second is
sometimes too long or too short. Cases in which the
period is too long are of little importance because
beyond the date when the transition should have been
completed, the countries in question are supposed to
arrive at a near zero growth; however, in the cases in
which the period is too short, the uncertainty of future
evolution is too great for it to be useful to take it into
account.

For the whole of the period up to 2050, the transi-
tional multiplier of these 25 countries varies from 3
(China, 3.3) to nearly 15 (Ethiopia, 14.7; Pakistan, 14.2).
Indeed, for China, which had more or less completed
its transition by 2000, the multiplier is barely different
in 2050 to what it was already in 2000 (3.0). On the
other hand, adding the projection period for Ethiopia
and Pakistan considerably increases the multiplier,
which was only 5.7 and 5.6, respectively, when
stopped at 2000. The contribution of the 2000–2050
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8 This group consists of 34 African countries (Angola, Benin,
Burkina Faso, Burundi, Cape Verde, Central Africa, Comores, Congo
(DR), Djibouti, Eritrea, Ethiopia, Gambia, Guinea, Guinea-Bissau,
Equatorial Guinea, Lesotho, Liberia, Madagascar, Malawi, Mali,
Mauritania, Mozambique, Niger, Uganda, Rwanda, Sao Tome,
Senegal, Sierra Leone, Somalia, Sudan, Tanzania, Chad, Togo,
Zambia), 9 Asian countries (Afghanistan, Bangladesh, Bhutan, Cam-
bodia, Laos, Maldives, Myanmar, Nepal, Yemen), 1 Latin American
country (Haiti), and 5 countries in Oceania (Kiribati, Solomon Iles,
Samoa, Tuvalu, Vanuatu).



period is obviously significant in the countries in
which fertility decline was late in starting, on the con-
dition that they had not been ravaged by the AIDS epi-
demic in the meantime. Therefore, although fertility
decline has only recently started in Kenya, which for
this reason has the highest multiplying coefficient in
Table 69–3 for the 1950–2000 period (4.7) and one of
the highest for the period since the start of the transi-
tion up to 2000 (6.7), its coefficient only increases mod-
erately when the projection up to 2050 is included (9.5),
far below the multiplication by 14.7 of Ethiopia. Yet at
the beginning of the 1980s, Kenya seemed to be des-
tined for one of the greatest population explosions of
the planet before the arrival of the AIDS epidemic. The
effect of AIDS on the potential growth in south Africa
is even more spectacular because its more modest mul-
tiplier coefficient before 2000 (3.0 for 1950–2000 and 4.7
for 1920–2000) decreases when the 2050 projection is
included (2.7 since 1950, 4.3 since 1920).

Table 69–3 exposes the diversity of the situations in
the Southern countries beyond the effect of the AIDS
epidemic, which severely curtailed population growth
in the African countries in which the most spectacular

explosions were expected. Despite the AIDS epidemic,
the populations of some African countries have
increased by more than 13-fold (Tanzania, Nigeria) or
14 (Ethiopia) during their transition, as did the more
dynamic Asian countries (Philippines, Pakistan)
earlier and Latin American countries (Mexico). Such
high transitional multipliers are a long way from the
7.5 of England and Wales, considered in the previous
chapter as exceptional in the European demographic
transition. The natural increase of countries such as
China, South Korea, and Argentina is comparable to
what was observed in Western Europe during its 
transition. The 600 million (and soon to be 1 billion)
Chinese have been the cause of much discussion since
the 1950s even though the population of China has
increased far less during its transition than the popu-
lation of Europe did a century earlier. The population
of India will soon exceed that of China, although its
transitional multiplier is lower than that of England.

In concrete terms, Table 69–4 shows the evolution 
of the population observed between 1950 and 2000 in
the countries that today have more than 30 million
inhabitants.
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TABLE 69–3 Population Growth in the 25 Developing Countries with an Estimated Population of over 30 Million
Inhabitants in 2000

Country Population Transitional multiplier

in 1950 in 2000 1950–2000 1950–2050 Start Start–2000 Start–2050

Kenya 6,265 30,549 4.7 6.9 1940 6.5 9.5
Tanzania 7,886 34,837 4.2 8.4 1940 6.7 13.4
Algeria 8,753 30,245 4.0 6.6 1922 5.6 9.2
Mexico 27,737 98,933 4.0 6.2 1920 7.5 11.9
Philippines 19,996 75,711 4.0 7.3 1920 7.6 13.8
Congo DR 12,184 48,571 3.8 11.9 1940 4.1 12.7
Iran 16,913 66,443 3.8 6.2 1920 5.5 8.9
Nigeria 29,790 114,746 3.8 8.5 1931 6.0 13.6
Colombia 12,568 42,120 3.6 6.0 1920 7.3 12
Ethiopia 18,434 65,590 3.5 9.2 1935 5.7 14.7
Pakistan 39,659 142,654 3.5 8.9 1920 5.6 14.2
Sudan 9,190 31,437 3.3 6.4 1931 5.4 10.4
Egypt 21,834 67,784 3.3 6.2 1920 4.8 9.2
Bangladesh 41,783 137,952 3.3 6.1
Turkey 21,484 68,281 3.3 4.8 1920 5.2 7.7
Brazil 53,975 171,796 3.1 4.2 1920 5.9 8
Thailand 19,626 60,925 3.1 3.9 1920 6.1 7.7
South Africa 13,683 44,000 3.0 2.7 1930 4.7 4.3
Vietnam 27,367 78,137 2.9 4.4 1920 4.6 6.9
India 357,561 1,016,938 2.8 4.3 1921 4.1 6.2
Indonesia 79,538 211,559 2.7 3.8 1920 3.9 5.7
Myanmar 17,832 47,544 2.7 3.6 1921 3.8 5.1
China 554,760 1,275,215 2.6 2.8 1920 3.0 3.3
South Korea 18,859 46,835 2.5 2.4 1920 4.2 4.2
Argentina 17,150 37,074 2.0 2.9
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TABLE 69–4 1950–2000 Evolution of World Population by Large Regions and by Countries with More Than 
30 Million Inhabitants in 2000

Region or country 1950 1960 1970 1980 1990 2000

Sub-Saharan Africaa 167,911 210,108 271,284 358,540 479,448 622,056
Nigeria 29,790 37,446 47,980 64,325 86,018 114,746
Ethiopia 18,434 22,723 29,035 35,688 48,856 65,590
Congo DR 12,184 15,438 20,603 27,909 37,370 48,571
South Africa 13,683 17,396 22,657 29,140 36,848 44,000
Tanzania 7,886 10,205 13,756 18,838 26,068 34,837
Kenya 6,265 8,285 11,370 16,368 23,585 30,549

North Africa and the Middle-East 104,225 133,873 173,138 226,104 295,635 365,837
North Africa 53,302 67,291 85,999 111,078 142,995 173,615

Egypt 21,834 27,840 35,285 43,915 55,768 67,784
Sudan 9,190 11,422 14,469 19,387 24,927 31,437
Algeria 8,753 10,800 13,746 18,740 25,017 30,245

Middle-Eastb 50,922 66,583 87,139 115,026 152,640 192,222
Turkey 21,484 28,233 36,207 46,132 57,593 68,281

South central Asia 498,508 619,722 783,331 981,313 1,225,280 1,486,049
India 357,561 442,344 554,911 688,856 846,418 1,016,938

Pakistan 39,659 48,767 61,840 80,781 110,901 142,654
Bangladesh 41,783 51,785 66,292 85,004 109,402 137,952
Iran 16,913 21,704 28,809 39,343 56,703 66,443

East Asia (except Japan) 587,360 698,132 882,446 1,061,151 1,226,424 1,354,076
China 554,760 657,492 830,675 998,877 1,155,305 1,275,215
South Korea 18,859 25,003 31,923 38,124 42,869 46,835

Southeast Asia 178,073 222,804 285,871 358,038 439,926 520,355
Indonesia 79,538 95,931 119,998 150,128 182,117 211,559

Vietnam 27,367 33,648 42,898 53,005 66,074 78,137
Philippines 19,996 27,054 36,551 48,088 61,104 75,711
Thailand 19,626 26,603 36,260 46,342 54,389 60,925
Myanmar 17,832 21,600 26,851 33,705 40,506 47,544

Latin America 167,097 218,300 284,856 361,401 441,525 520,229
Brazil 53,975 72,742 95,988 121,614 148,809 171,796
Mexico 27,737 36,945 50,596 67,569 83,225 98,933
Colombia 12,568 16,857 22,561 28,447 34,970 42,120
Argentina 17,150 20,616 23,962 28,094 32,527 37,074

Oceania, except Australia and New Zealand 2,685 3,239 4,088 5,146 6,438 8,107
Developing countries total 1,705,858 2,106,177 2,685,013 3,351,693 4,114,676 4,876,709

Least developed countries 200,380 246,145 312,714 400,164 516,907 667,757
Other developing countries 1,505,478 1,860,033 2,372,300 2,951,529 3,597,769 4,208,952

Australia and New Zealand 10,127 12,648 15,355 17,682 20,248 22,937
North America 171,616 204,152 231,937 256,068 283,549 315,915

United States 157,813 186,158 210,111 231,428 255,712 285,003
Canada 13,737 17,909 21,717 24,516 27,701 30,769

Western Europec 327,204 350,926 379,436 397,455 410,806 423,448
Germany 68,376 72,815 78,169 78,289 79,433 82,282
France 41,829 45,684 50,772 53,880 56,735 59,296
United Kingdom 49,816 51,572 54,832 55,530 56,761 58,689
Italy 47,104 50,200 53,822 56,434 56,719 57,536
Spain 28,009 30,455 33,779 37,542 39,303 40,752

Eastern Europed 220,199 253,475 276,419 294,976 310,776 304,538
Russia 102,702 119,906 130,392 138,660 148,292 145,612
Ukraine 37,298 42,783 47,317 50,044 51,891 49,688
Poland 24,824 29,638 32,664 35,574 38,111 38,671
Japan 83,625 94,096 104,331 116,807 123,537 127,034

Developed countries total 812,771 915,298 1,007,479 1,082,989 1,148,917 1,193,872
World total 2,518,629 3,021,475 3,692,492 4,434,682 5,263,593 6,070,581

a Consisting of four regions in the United Nations’ sense: west Africa, central Africa, east Africa, and southern Africa.
b The United Nations western Asia region (including the countries of the Caucasus). 
c Consisting of three regions in the United Nations’ sense: northern Europe, western Europe, and southern Europe.
d Including Russian Asia.
Data from estimates adopted by the United Nations for their 2002 population projections (United Nations, 2003).
(Source: United Nations, 2003)



4. The Consequences

a. Population Growth and Economic and 
Social Development

Thus, at varying degrees Southern countries were
or are faced with the difficulties of reconciling popu-
lation growth with development. Two chapters of
Volume III9 will be dedicated to this very controversial
question, and the discussion will not be anticipated
here. But it can be understood that the beneficial or
inhibiting effects of population growth on economic
and social development are likely to be very variable.
This is not only because of the diversity of the dynam-
ics but also because of their timing. In particular, the
Third World countries that entered first into transition
peaked in the 1950s and 1960s, during the “trente glo-
rieuses” (“the glorious 30 years”) (Fourastié, 1979) of
world economic prosperity before the recession caused
by the oil crisis in the mid-1970s. Similar to Japan at
the beginning of the 20th century, several of these
countries—notably in East Asia—managed well and
followed in the wake of the developed countries, such
as the four “dragons” of the Far East (Singapore, Hong
Kong, Taiwan, and South Korea) that were in the news
during the 1980s. China itself (although the population
growth of this country has never been extravagant)
accomplished so many feats that the phrase “Chinese
miracle” (Yifu Lin et al., 2000) was born as a result.
Thailand, Indonesia, and the Philippines also crossed
the milestone of their peak population growth with
some economic success. In Latin America the most
dangerous period in population growth was also over-
come. Countries such as Chile and Mexico had excep-
tional economic growth rates, which resulted in their
rejection of the “developing country” title (which the
United Nations’ continues to attribute to them) and
their creating a free trade zone with the United States
(North American Free Trade Agreement10).

In contrast, the countries that entered into the
demographic transition process later, notably the 
sub-Saharan African countries, had peak population
growth in the 1980s or the 1990s, when the world eco-
nomic situation had become unfavorable and, in the
absence of sufficient financial flow, the International
Monetary Fund and the World Bank subjected them to
structural adjustment. Public budgets shrunk, the

countries disengaged themselves from economic and
social action, thus ruining social programs, educa-
tional systems, and health policies. And to cap it all,
the AIDS epidemic arrived. The last quarter of the 20th
century will no doubt be considered for a long time 
in the history of human population as the period of 
the highest economic and social disparity, not only
between the richest and the poorest countries but also
within what was previously called the Third World,
between southern countries experiencing real devel-
opment and those countries with fragile economies
that were regressing in relative and sometimes
absolute terms.

But beyond this global relation between population
growth and economic and social development, two
more specifically demographic consequences of the
transition should be stressed here that have repercus-
sions just as specific in the economic, social, and polit-
ical fields: the evolution in age structure and migration
(international and internal).

b. The Evolution in Age Structure 

Progressively with its generalization in the devel-
oping countries, the demographic transition trans-
forms the population pyramid of these countries 
(Fig. 69–11, upper part).

As was previously the case in Europe (Chapter 68),
it is this transformation that will lead to the popula-
tion aging that is characteristic of post-transitional
populations. This change does not, however, lead
directly to aging. More so than in Europe, it first of all
produced a rejuvenation in the developing countries
because of the high population growth caused by the
reduction in infant mortality. Therefore, between 1950
and 1975 the population pyramid of the developing
countries as a whole started by widening at the base.
It was only during a second phase that the population
of these countries began to age because of fertility
decline: from 1975–2000, the base of the pyramid
shrank and the central part widened.

However, in 2000 the process was far from over as
can be judged by comparing the upper part of 
Fig. 69–11 to the central part that illustrates the evolu-
tion of the population pyramid of the developed coun-
tries over the same three periods: in 2000, the
developing countries’ population pyramid had not yet
achieved the much older shape that has characterized
the developed countries since 1950.

All in all, taking into consideration the dominating
weight of the developing countries in world popula-
tion, the same phenomenon of rejuvenation between
1950 and 1975 and the start of aging in the last quarter
of the century is seen at the level of the population of
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9 In Chapter 85, Arnaud Dellis and Pierre Pestieau discuss the
theories on the association between economic and population
growth, and in Chapter 86 Jean Coussy looks more specifically at the
links between population and development.

10 The North American Free Trade Agreement (NAFTA) was
signed in January 1994 between Mexico, the United States, and
Canada. Shortly afterward, Chile began negotiations to join the free
trade zone.



the whole world (Fig. 69–11, lower part). The 
world population was barely younger in 1950 than that
of the developing countries, and was a little older in
2000.

But once more, the global trajectory of the develop-
ing countries combined is only the result of the consid-
erably different trajectories of the individual countries.
Figure 69–12, which illustrates the transformation of
the population pyramid for the least developing coun-
tries, exposes this clearly: already younger than that of
the developing countries combined in 1950, this popu-
lation continued to become even younger until 1975,
and the reflux has started so slowly that the population
in 2000 was as young as it was in 1950.

This transformation of the population pyramid is
synthesized in Table 69–5 and Figure 69–13, which
summarize the compared evolution of the three large
age groups, the young (0 to 14 years), working age
adults (15 to 59 years), and the elderly (60 years and
over). In 1950, 38% of the population of developing

countries was under the age of 15. This proportion first
increased to 41% in 1975 before beginning its decline
and falling to 33% in 2000. But 33% is still higher than
the 27% that already prevailed in the developed coun-
tries in 1950. In addition, the singularity of the least
developed countries is very clear, as 43% for the pro-
portion of the young was still greater in 2000 than was
the maximum reached in the developed countries as a
whole in 1975 (Table 69–5).

At the other end of the pyramid, the proportion of
those more than 60 has only just started to increase:
following a slight decrease from 6.6% in 1950 to 6.2%
in 1975, in 2000 it was only higher by one point than
it was in 1950 (7.7%). During the whole of the second
half of the 20th century, it is almost exclusively on the
adult proportion that the movement of the young has
been added.

This is exposed very clearly in the first graph of Fig.
69–13. Although the proportion of the elderly appears
to stagnate at a level that is itself very marginal, a sig-
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FIGURE 69–11 Evolution of the population pyramid since 1950 in the developing countries compared
with that of the developed countries and the world as a whole. (Data from United Nations, 2003.)



nificant shift has occurred between the young and the
adults. The proportion of adults declined initially with
the increase in the young, but since the mid-1970s, it
has increased significantly as a result of the narrowing
of the population pyramid’s base. And although the
level reached in 2000 was still considerably lower than

was the level reached by the developed countries in
1950, this increase in adults will continue to grow over
the next decades beyond the current level reached in
the developed countries (see Chapter 77).

Thus, although during a first phase problems asso-
ciated with rapid population growth in the developing
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FIGURE 69–12 Evolution of the population pyramid since 1950 in the least developed countries. (Data
from United Nations, 2003.)

0

10

20

30

40

50

60

70
Proportion (%)

1950 1970 19901960 1980 2000

0-14 years

15-59 years

60 years and over

0

10

20

30

40

50

60

70
Proportion (%)

1950 1970 19901960 1980 2000

0-14 years

15-59 years

60 years and over

0

10

20

30

40

50

60

70
Proportion (%)

1950 1970 19901960 1980 2000

0-14 years

15-59 years

60 years and over

Developing countries Developed countries World

INED
34903

FIGURE 69–13 Evolution since 1950 in the proportions of the three large age groups in the developing
countries compared with that of the developed countries and the world as a whole. (Data from United
Nations, 2003.)

TABLE 69–5 Distribution of the Population in Three Large Age Groups in 1950, 1975, and 2000 in the Developing
Countries Compared with the Developed Countries and the World as a Whole

Age group (years) Developing countries Developed countries World Least developed 
countries

1950 1975 2000 1950 1975 2000 1950 1975 2000
1950 1975 2000

0–14 37.6 41.1 33.0 27.4 24.2 18.3 34.3 36.8 30.1 41.1 44.7 43.2
15–59 55.9 52.7 59.3 60.9 60.4 62.3 57.5 54.7 59.9 53.5 50.3 52.0
60 and over 6.4 6.2 7.7 11.7 15.4 19.4 8.2 8.6 10.0 5.4 5.0 4.8



countries were combined with a specific problem of
aggravation of the dependency ratio,11 during the
second phase (beginning in the mid-1970s) growth was
accompanied by a distinct improvement in this ratio,
which was favorable to an economic takeoff. However,
the optimism of such an assessment must be moder-
ated. On the one hand, it is once more based on a very
general view that includes numerous exceptions: the
least developed countries as a whole have not bene-
fited from any advantage of this kind. But, on the other
hand, even in the more numerous cases in which the
dependence ratio has become favorable, this is not
enough to ensure economic takeoff; it is only one factor
among others as it is of little use to have a large
working age population if a considerable proportion is
unemployed. It is important that the developing coun-
tries take advantage of this demographic window, as it is
open only for quite a short period of time and will be
quickly followed by more rapid population aging than
occurred in the developed countries.

c. Migration and Urbanization

As in Europe, the exceptional population surplus
caused by the demographic transition provoked a
double migratory pressure in the developing coun-

tries, with a growing proportion of the rural popula-
tion migrating to the cities and causing a mass increase
in candidates for expatriation.

The Urban Explosion

According to the United Nations (2002), of the 1.7
billion people living in developing countries in 1950,
1.4 lived in rural areas and only 0.3 in urban areas; by
2000 from a total of 4.9 billion, 1.9 lived in urban areas
and 2.9 in rural zones (Table 69–6).12 The urban 
population of developing countries has thus multi-
plied by six, whereas the rural population has only just
doubled. The urbanization rate of developing coun-
tries has considerably increased from less than 18% in
1950 to more than 40% in 2000. This level is certainly
far from the urbanization level of the developed coun-
tries as that was already 55% in 1950 and reached 75%
in 2000, but there is a clear narrowing of the gap.

However, the level of urbanization varies signifi-
cantly even within the group of developing countries,
and this diversity can not be clearly associated with the
timing of the demographic transition. Although it is
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TABLE 69–6 1950–2000 Evolution of Urban and Rural Populations in the Developing Countries Compared with the
Developed Countries and the World as a Whole

Regions 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995 2000

Urban population
World 751 873 1017 1184 1357 1543 1756 2001 2286 2565 2862
Developed countries 447 501 563 625 682 734 774 810 846 876 898
Developing countries 304 371 454 559 674 809 982 1191 1439 1690 1964
Least developed countries 15 18 23 31 40 52 69 86 107 136 171

Rural population
World 1768 1882 2003 2150 2334 2543 2674 2824 2969 3097 3195
Developed countries 367 363 353 342 326 314 309 304 302 298 293
Developing countries 1402 1520 1650 1807 1009 2208 2365 2519 2667 2808 2901
Least developed countries 185 202 222 245 272 301 329 366 408 453 497

Total
World 2519 2755 3020 3334 3691 4086 4430 4825 5255 5662 6057
Developed countries 814 864 916 967 1008 1048 1083 1114 1148 1174 1191
Developing countries 1706 1891 2104 2366 1683 3017 3347 3710 4106 4498 4865
Least developed countries 200 220 245 276 312 353 398 452 515 589 668

Proportion of urban population
World 29.8 31.7 33.7 35.5 36.8 37.8 39.6 41.5 43.5 45.3 47.3
Developed countries 54.9 58.0 61.5 64.6 67.7 70.0 71.5 72.7 73.7 74.6 75.4
Developing countries 17.8 19.6 21.6 23.6 40.0 26.8 29.3 32.1 35.0 37.6 40.4
Least developed countries 7.5 8.2 9.4 11.2 12.8 14.7 17.3 19.0 20.8 23.1 25.6

Data from United Nations, 2003.

11 Ratio of the combination of young and elderly (inactive ages)
to adults (active age).

12 These results, like all the results in this section, should be taken
with precaution, insofar as the definition of urban population varies
from one country to another (see Chapter 61 of Volume II). The
United Nations has endeavoured to harmonize the national data as
much as possible, but the data still remain influenced by the initial
definitions on which they were based.



easy to understand that Africa, which entered later
into the transition, is also less urbanized (the urban-
ization rate increased from 14.7% in 1950 to 37.2% in
2000), the same is not true of Asia and Latin America.
Indeed although the urbanization rate of Latin
America was already high in 1950 (41.9%) and had by
2000 caught up to the level of the developed countries
(75.4%), Asia seems to have experienced a totally dif-
ferent process, with a very low level in 1950 (17.4%)
and an identical level to Africa in 2000 (37.2%).

In any case, the second half of the 20th century saw
the proliferation of the large cities of the south. In 1950,
of 9 agglomerations with more than 5 million inhabi-
tants, only 2 were located in the developing countries:
Shanghai and Buenos Aires, each with barely more

than 5 million inhabitants. In contrast, New York was
on top of the list with over 12 million (Table 69–7), and
with London, Paris, Moscow, and Tokyo, was one of
the 5 most populated cities of the world. A quarter of
a century later, of 22 agglomerations with more than 5
million inhabitants, 12 of them (more than half) were
cities in the Third World. Although it is true that the
majority of them were still far behind the leader Tokyo
(19.8 million inhabitants) and New York (15.6); of the
5 cities with more than 10 million inhabitants, three
were located in the Third World: Shanghai (11.4),
Mexico City (10.7), and Sao Paulo (10.3). In 2000, more
than three-quarters of the agglomerations with more
than 5 million inhabitants were in developing coun-
tries: 29 out of 37! And although Tokyo remained in
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TABLE 69–7 Agglomerations with over Five Million Inhabitants in 1950, 1975, and 2000

1950 1975 2000

1 New York 12.3 1 Tokyo 19.8 1 Tokyo 26.4
2 London 8.7 2 New York 15.9 2 Mexico 18.1
3 Tokyo 6.9 3 Shanghai 11.4 3 Sao Paulo 18.0
4 Paris 5.4 4 Mexico 10.7 4 New York 16.7
5 Moscow 5.4 5 Sao Paulo 10.3 5 Bombay 16.1
6 Shanghai 5.3 6 Osaka 9.8 6 Los Angeles 13.2
7 Rhin-Ruhr Nord 5.3 7 Buenos Aires 9.1 7 Calcutta 13.1
8 Buenos Aires 5.0 8 Los Angeles 8.9 8 Shanghai 12.9
9 Chicago 5.0 9 Paris 8.9 9 Dhaka 12.5

10 Beijing 8.5 10 Delhi 12.4
11 London 8.2 11 Buenos Aires 12.0
12 Rio de Janeiro 8.0 12 Djakarta 11.0
13 Calcutta 7.9 13 Osaka 11.0
14 Moscow 7.6 14 Beijing 10.8
15 Bombay 7.3 15 Rio de Janeiro 10.7
16 Seoul 6.8 16 Karachi 10.0
17 Chicago 6.7 17 Manila (Metro) 10.0
18 Rhin-Ruhr Nord 6.4 18 Seoul 9.9
19 Tianjin 6.1 19 Paris 9.6
20 Cairo 6.1 20 Cairo 9.5
21 Milan 5.5 21 Tianjin 9.2
22 Manila (Metro) 5.0 22 Istanbul 9.0

23 Lagos 8.7
24 Moscow 8.4
25 London 7.8
26 Bangkok 7.4
27 Chicago 7.4
28 Tehran 7.0
29 Hong Kong 7.0
30 Bogota 6.8
31 Rhin-Ruhr Nord 6.5
32 Madras 6.4
33 Bangalore 5.6
34 Lahore 5.5
35 Hyderabad 5.4
36 Wuhan 5.2
37 Kinshasa 5.1

Values are in millions. Cities in developing countries are in bold.
Data from United Nations, 2003.



the lead with 26.4 million, 14 of the 17 cities of over 10
million were in developing countries. Two cities in
Latin America, Mexico City and Sao Paulo, have over-
taken New York.

In theory, the city is the best outlet for the popula-
tion surplus of the transition as it is mainly in cities
that nonagricultural employment resulting from eco-
nomic development is created. Nevertheless, taking
into account that rural zones are incapable of absorb-
ing the entire surplus workforce from the transition,
the city has often attracted more people than it can
employ. Urban growth has therefore largely consisted
of extremely poor populations squeezed into
unhealthy accommodation in slums and other favelas.
The situation is more difficult to control when the
growth is so fast. Certain authoritarian countries such
as China have taken draconian measures in an attempt
to stem back the flow (see Chapter 112 of Volume IV),
but the suffering caused by these restrictions is hardly
less.

The Barricades of the North

International migratory flows have already been
discussed at length in Chapter 58 of Volume II. It is
therefore not useful to go into it in detail here. Let us
say that, despite the very strong demographic pressure
exerted on the southern countries by a transition defi-
nitely faster and more explosive than the one Europe
experienced in the 19th century, the migratory flows
from the Third World countries toward the developed
countries during the second half of the 20th century
are, all things considered, without comparison with
the European flows toward the rest of the world in the

previous century. The International Organization for
Migration estimates that immigrants made up only
2.9% of the world population in 2000 and that this pro-
portion was only slightly higher than it was in 1965
(Table 69–8).

The proportion of immigrants in the total popula-
tion certainly varies considerably from one continent
to another. Although it is only 1.1% in Latin America,
1.4% in Asia, and 2.1% in Africa, it is 7.7% in Europe,
13% in North America, and as high as 19.1% in
Oceania. Nevertheless, this proportion of the southern
countries in the current population of the northern
countries is far from that constituted in the past by the
proportion of the European population in the popula-
tions of large previously poorly inhabited areas such
as North America, Australia, New Zealand, and north-
ern Asia. Migration resulting from the European tran-
sition submerged local populations and caused some
of them to disappear totally, to the extent of trans-
forming these territories into European subsidiaries.
But even in Central and South America, historically
more populated, the European contribution, with time,
more often than not exceeded the population of the
now so-called Latin America.

When Europe was exporting its population surplus
overseas, no barriers could prevent the arrival of the
conquering invaders endowed with military, eco-
nomic, and financial means superior to those of the
locals. On the contrary, when the demographic transi-
tion arrived in the southern countries, Europe with its
offshoots in North America, North Asia, and Oceania,
and stronger than ever before compared to the rest of
the world, ensured that it could use at will the popu-
lation surplus of the Third World. When after 
World War II there was much reconstruction to do and
few hands available, the importation of labor was a
widespread practice, continuing as long as economic
growth made it necessary. But when the oil crisis of the
1970s and the new direction of the world economy that
followed made the importation less profitable and the
often inadequate treatment of immigration resulted in
serious integration problems, the borders were closed.
Certainly there has never been a total closure of
borders and it is often bypassed by illegal immigra-
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TABLE 69–8 Proportion of Immigrants in 
World Population

Population 1965 1975 1985 2000

Total population 3333 4066 4825 5882
Immigrants 75 84 105 175
Proportion (%) of immigrants 2.3 2.1 2.2 2.9

Data from IOM, 2003.

TABLE 69–9 Proportion of Immigrants in Total Population by Continent

Population Asia Africa Europe Latin America North America Oceania World

Total population 3672 794 727 519 313 31 6057
Immigrants 50 16 56 6 41 6 175
Proportion (%) of immigrants 1.4 2.1 7.7 1.1 13 19.1 2.9

Data from IOM, 2003.



tion, but it was effective enough for this immigration
to absorb only a tiny proportion of the potential emi-
gration from developing countries toward developed
countries.

II. INCREASING UNCERTAINTY 
AND THE DEATH OF THE
TRANSITION PARADIGM

The evolution of the population of developing
countries observed since World War II is assuredly a
triumph for the demographic transition theory, but it
is a limited triumph that has finally been of short dura-
tion. That which has just been described in this chapter
is a generalization of the process observed in Europe
a century previously. Possibly is could be called a
transposition with a general difference (the accelera-
tion of the process) and a wide diversity in application
of the founding principle: demographic behavior has
evolved owing to the modernization of societies,
resulting in mortality decline and in fertility decline.
The resulting phase of exceptional growth has only
been transitory, and in this sense, the transition theory
has had a major role in the explanation of a phenom-
enon that caused such concern during the 1960s and
1970s. It enabled scientists to propose rational forecasts
and the governing powers to establish policies to com-
plement or control the process.

However, the triumph of the theory disguised its
limits. The reassuring idea of a convergence of the
world population toward a modern demographic
system in which low fertility would be sufficient to
balance low mortality, thus leading to the absorption
of the exceptional population surplus, has helped us
forget that rapid population growth was not necessar-
ily the only important issue for the future. The fact that
some recent developments such as the fluctuation of
fertility in Europe and the eruption of AIDS in Africa
raised doubts concerning the convergence principle is
not the worst. The main error is to have believed that
convergence leads to stabilization. This idea of stabi-
lization did not appear in the work of Adolphe Landry
(1934), who was concerned with the risk of depopula-
tion in Europe. It only appeared later in the work of
Kingsley Davis (1945) and Frank Notestein (1945) and
even later in the work of Thomas Frejka’s on long-term
population forecasts (1973), as a natural consequence
of the fact that the Southern populations would in their
turn experience a decline in fertility that would soon
result in a near zero growth. It was reinforced by the
success of the United Nations’ population projections,
which were until recently based on this convergence-
stabilization principle. From the idea, soon to become

reality, that all populations would approach the 
zero growth level, we progressed to the hypothesis
that once this level was attained we would remain
there.

The stabilization principle presumes that in a per-
manent system, fertility and mortality would become
stable at a point of balance at which growth is zero and
the population is stationary in the technical meaning of
the term (see Chapter 20 of Volume I). In fact, as soon
as mortality before the age of 50 becomes so low as to
be nearly negligible, this balance requires a fertility
rate of just below 2.1 children per woman.13 At the
highest life expectancy levels, whatever they may be,
the first condition is therefore that fertility stabilizes 
at 2.1 children per woman; the second, that life
expectancy itself stabilizes at a high level, whatever
that may be. Regarding both of these aspects, the evo-
lution observed in the most advanced countries moves
increasingly further away from the demographic tran-
sition model, and if convergence is still possible, it is
unlikely that it will lead to stabilization.

1. Fertility Crisis or a New Fertility 
System for Europe?

Although the secular fertility decline resulted in
near replacement levels just before World War II 
in most European countries, nearly all the industrial
countries later experienced an increase in fertility, the
volume of which surpassed the ordinary effects of
recuperation of the birth deficit of the war years. Fer-
tility increased to levels over 2.1 children per woman
everywhere, and this occurred over periods of varying
duration, not only from the end of the 1940s and
during the 1950s but also often in the 1960s and up to
the beginning of the 1970s.

Figure 69–14 shows the United Nations’ 5-year esti-
mates (2003), which systematically retrace the trends
during 1950–2000 of each country in Europe, North
America plus Australia, New Zealand, and Japan. Cer-
tainly some countries such as Albania, Macedonia,
Bosnia, and Malta had not as yet completed their
demographic transition with fertility levels between 4
and 6 children per woman in 1950–1955. A few others
are different for having not experienced the postwar
baby boom and retaining (or reaching) a fertility level
very near to 2.1 children per woman at the beginning
of the 1950s. This is the case for Sweden and Greece
and also countries of the former Soviet Union such as
Latvia and Estonia. All the other countries experienced
a period of relatively high fertility during the 1950s or
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13 Exactly 2.05 if mortality is zero before the age of 50 and if the
sex ratio at birth is 105 boys to 100 girls.



1960s, with over 2.5 children per woman or, in some
cases, over 4. However, this phenomenon did not
occur in the same way or have the same signifiance
everywhere.

In the countries of eastern Europe (Fig. 69–14, first
two graphs) and in Japan (Fig. 69–14, seventh graph)
the secular decline in fertility was only interrupted by
a short baby boom or not interrupted at all, as in
Russia, and the decline observed at the beginning 
of the 1950s is well in line with this secular decline
(Chesnais, 1999).

On the contrary, in all the other countries fertility
increased well over a mere recuperation of the deficit
during the war. Indeed, a significant fluctuation in fer-
tility was observed, which led to its culminating to
quite high levels at the beginning of the 1960s and even
later in some cases. Although this culminating level
was altogether quite modest at around 2.5 children per

woman in countries such as Germany, Switzerland,
and Belgium, it was close to 3 in France, Austria,
Norway, Italy, Spain, and Portugal; it exceeded 3.5 in
Australia and the United States and reached as high as
4 in Ireland, Iceland, Canada, and New Zealand. But
in an almost perfectly synchronized movement, all
these countries then converged in a very pronounced
decline in fertility, which resulted in levels below 2.1
children per woman from the mid-1970s.

This large fluctuation of fertility in the Western
countries caused much debate. Was it the first fluctu-
ation of the wave toward the fateful replacement level
to which the demographic transition was supposed to
lead all populations? Or was it an exceptional inter-
lude in the secular fertility decline, which could then
continue durably below replacement level? Different
interpretations of the decline started to be made in
1965. Roland Pressat (1969a,b), for example, showed
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that in the case of France, it could only be owing to the
direct consequences of an evolution in age at first mar-
riage: it was the reduction of age at first marriage that
largely explained the increase in fertility, and the
increase naturally caused the reverse to occur. Gérard
Calot (1969), however, considered that it was owing
more fundamentally to a reversal in fertility trends.

A little later, a demographic-economic explanation
based on the ratios between generations was sug-
gested by Richard Easterlin (1976). When the genera-
tion of reproductive age arrives on the employment
market in greater numbers than did its predecessors,
members of the generation experience a problems in
the course of their careers that could dissuade them
from having as many children as did the previous gen-
eration. If on the other hand, the new generation is less
numerous, then its members integrate more easily into
society and are therefore more likely to trust in the
future and have more children. Thus by comparing
over a period of half a century the evolution in the
ratio of 35- to 64-year-olds to 15- to 34-year-olds to that
of the average number of children per woman, Richard
Easterlin constructed a model with results that match
the reality observed in the United States. In turn, the
movement of fertility affects the population pyramid,
and it is then possible to imagine a series of self-
sustained fluctuations associated with the interaction
between age structure and fertility. Of course, this
explanation could not be verified simply by observing
or matching the fluctuations in a country, and the
events that followed did not confirm Easterlin’s theory.

More than a quarter of a century has gone by since
fertility dropped below 2 children per woman in the
majority of European countries without a revival pre-
ceding a new fluctuation of the same nature appearing
anywhere. Some increase in fertility was observed in
the 1990s, notably in the United States, but this 
phenomenon is rare and nowhere has fertility risen
well above the 2.1 children per woman level anywhere.
On the contrary, fertility has fallen below this 
level nearly everywhere, even in countries where it
was least expected, such as Canada, Ireland, and Por-
tugal, and even in Eastern European countries, which
until the fall of communism had succeeded in main-
taining quite constant levels of nearly 2 children per
woman.

In 2000 no European country exceeded 1.9 children
per woman except Iceland, which has fewer than
300,000 inhabitants. The TFR was between 1.8 and 1.9
only in France, Ireland, Norway, and Macedonia. It
was below 1.5 in more than half of the countries and
below 1.3 in nearly 20 of them (Spain, Greece, Italy,
Bosnia, Slovenia, Bulgaria, Hungary, Poland,
Rumania, Czech Republic, Slovakia, Russia, Estonia,

Latvia, Lithuania, Byelorussia, Moldavia, Ukraine).
Japan was at 1.4. Apart from the notable exception of
the United States, developed countries increasingly
appear to be established in a long phase of low fertil-
ity that is significantly below replacement level.

In a specific analysis of France, Henri Leridon (1987)
showed that although a second contraceptive revolution
did occur (in France from the 18th century to the 1960s,
the most frequently used method was coitus interrup-
tus), neither the wide diffusion of modern contracep-
tion (pill, IUD, sterilization) nor the liberalization 
of induced abortion explained the fertility decline
observed since the mid-1960s. This revolution cer-
tainly resulted in a reduction in the proportion of
unwanted children, but it was in no way at the root of
the decline in the desire to have a child.

Beyond the benefits of technological developments
that make fertility control more comfortable but do not
determine its objectives, is there a second demographic
transition (Lesthaeghe and van de Kaa, 1986; van de
Kaa, 1987, 1988, 1994)? Ron Lesthaeghe and Dirk van
de Kaa created this term to signify that the fertility
decline observed in Europe since the 1960s did not
result from the same factors as did the secular decline
observed up to the World War II. On the contrary, it is
caused by new changes in society that lead to new
demographic behavior that could be called postmodern.
During the past 3 or 4 decades, the family and its place
in society have evolved with the reduction in official
marriages, the development of cohabitation, the
increase in divorces, the appearance of recomposed
families, acknowledgement of homosexual couples,
and the multiple facets of cohabitation outside mar-
riage, from couples living apart together (Villeneuve-
Gokalp, 1997) to the PACS.14 At the same time, fertility
outside marriage has itself changed completely both in
volume and in meaning to the extent that in numerous
European countries more than half of births occur
outside marriage, and the evolution of these births
contribute more to the TFR than does fertility within
marriage. However, this does not necessarily mean
that fertility decline is motivated by factors other than
those that prevailed until the 1960s. Although these
factors have certainly evolved since the 18th century,
in particular, the evolution in women’s role in society
has had a growing effect, this phenomenon did not
begin in the 1960s or even after the World War II.
Rather than a drastic change in the determinants of the
decline, one should speak of further developments in
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old factors. The necessity for women to have profes-
sional careers equal to that of men, one of the key
factors in the most recent fertility decline, is only the
outcome of feminist campaigns that began during the
19th century.

Whatever the case, whether the demographic tran-
sition theory is being replaced by a second transition
theory or whether the failure of the paradigm of the
stabilization of population numbers should simply be
acknowledged, the general convergence toward fertil-
ity rates corresponding to replacement levels is as inef-
fective in explaining current trends in the developed
countries as it is in making long-term forecasts for the
developing countries.

2. Life Expectancy: Unexpected
Divergence, Unknown Limits

If the recent history of European countries has sig-
nificantly distanced us from a general system of fertil-
ity convergence toward near replacement level, the
situation is hardly better from the point of view of
mortality. Indeed, the unexpected evolution in mortal-
ity in several regions has distanced us from the idea of
the convergence of life expectancies, but the level at
which this convergence was expected has been repeat-
edly surpassed by reality.

a. Africa’s Lateness

Although sub-Saharan Africa has just recently pro-
gressed firmly on the path of fertility decline after a
long delay, the reverse has occurred in the context of

health and mortality. As was the case for fertility, not
only has progress been delayed but also, in many cases
and notably where it was most rapid, the increase in
life expectancy has been seriously affected by the AIDS
epidemic.

Figure 69–15 (left) summarizes the evolution in 
life expectancy since 1950 in the sub-Saharan African
countries least affected by the AIDS epidemic and
compares these trajectories to Indonesia and Yemen,
two developing countries that have followed a path
more characteristic of Third World countries during
the same period. This figure taken from a recent study
(Vallin and Meslé, 2004) also shows, in dotted lines, the
extreme values of the evolution previously observed
in the developed countries. The rate of progress that
all of the African countries have experienced has not
been any faster than that previously experienced by
the developed countries, despite the time difference. In
other words, these countries have in no way benefited
from the acquired knowledge that enabled most of 
the other countries to catch up significantly with the
developed countries.

But this is not the only source of African disap-
pointment because, as is shown in Fig. 69–15 (right),
the other sub-Saharan African countries, some of
which benefited during the 1950s, 1960s, and 1970s
from progress nearly as rapid as in Yemen and Indone-
sia, have been so violently affected by the AIDS epi-
demic that life expectancy has abruptly dropped. In
some cases the decline is such that at the end of the
1990s, life expectancy fell to the levels of the early
1950s and even lower. After gaining 20 years of life
expectancy (from 44 to 64 years) between 1950–1955
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and 1980–1985, Botswana lost nearly as many years in
1995–2000, decreasing to under 45 years. The increase
was less in Zimbabwe (13 years, from 49 to 62), but in
1995–2000 the decline resulted in a life expectancy of
only 43 years, 6 years below its level in 1950–1955.

However, this double distortion does not funda-
mentally call into question the principle of epidemio-
logical transition proposed by Abdel Omran (1971) 
to explain the mortality decline that is the basis of 
the demographic transition: if the modernization of
society leads to the near eradication of infectious dis-
eases, a contrario, some countries can, for reasons per-
taining to their history, economy, or culture, be faced
with serious obstacles in the attaining of this transition
(Caselli et al., 2001, 2002). Sub-Saharan African coun-
tries, more permeable than many others to a general-
ized spread of AIDS as a result of multiple partners
and the considerable variability in age differences
between partners (Brouard, 1994), were struck in full
force by the epidemic at a stage when their still fragile
economy was faced with the world economic crisis
that had already depleted the meager health services
of these countries. Prevention methods and, more
recently, treatment methods can be effective, as has
been seen in the northern countries, but these remain
beyond the financial means of Africa.

b. Crisis in Eastern Europe

The second considerable distortion of the principle
of the epidemiological transition according to Omran
is that far from ceasing to progress after the victory
over infectious diseases, life expectancy has been
increasing since the 1970s because of successes on new
fronts, such as treatment of cardiovascular diseases.
However, it has been possible to reconsider the
concept of epidemiological transition to the benefit of
the larger concept of health transition (Frenk et al.,
1991), taking into consideration health effects of the
modernization of society other than the control of
infectious diseases in order to better understand the
evolution in mortality observed during the demo-
graphic transition (Chapter 57 of Volume II). In the
light of this, it is that the eastern European countries
have been unable to enter into the second phase of the
transition that is striking (Vallin and Meslé, 2001). In
the mid-1960s, the life expectancy of the countries of
central Europe, and even more so of the former Soviet
Union, ceased to increase and entered into a long
period of stagnation and even a decline of varying
severity, notably among Russian men (Shkolnikov 
et al., 1995a,b) and in the Ukraine (Meslé et al., 2003),
leading to a wide divergence between these countries
and the other industrialized countries (Fig. 69–16).

Communist regimes relied too exclusively on admin-
istration from the top of modern medical methods to
ensure progress in public health, whereas the second
phase of the health transition requires significant
changes in individual behavior and thus the active
participation of citizens in taking responsibility for
their health. On the other hand, the economies of these
countries were engaged in a ruinous competition with
the West in arms and space programs and were unable
to provide the necessary means for a reorientation
toward an effective health policy in the area of chronic
diseases (Caselli et al., 2001, 2002; Vallin and Meslé,
2004).

c. The New Stages of the Health Transition

In reality, this divergence does not call into question
the principle of the health transition itself as much as
that of its continuity and uniformity. Like all progress,
medical progress associated with economic and social
modernization relies on successive inventions, the
sequence and the effects of which depend considerably
on the history and context of each country and each
population. As a result, all major progress—in the past
against infectious diseases, today against cardiovascu-
lar diseases and cancer, and tomorrow against senes-
cence—is likely to cause an initial divergence to the
benefit of the populations best prepared to benefit
from it. Then a convergence occurs when the other
populations finally succeed in finding ways to enable
them to catch up (Vallin and Meslé, 2004). Moreover,
Fig. 69–16 shows that some countries of the former
communist bloc, such as the Czech Republic, Poland,
and Hungary, have experienced an increase in life
expectancy during the last decade of the 20th century.

In the same way, some already very advanced coun-
tries such as Japan and France continue to make rapid
progress and are reaching life expectancy levels (at
least its women) that were previously thought impos-
sible, whereas others such as The Netherlands are
running out of steam. This is possibly a sign of the
beginning of a new phase in progress in the combat
against senescence and, with it, a new divergence
between pioneering countries and others (Vallin and
Meslé, 2004).

In this historic succession of divergence followed by
convergence, the pioneering countries are not always
the same ones. Retaining for each period the life
expectancies of the best-placed countries only, Jim
Oeppen and James Vaupel (2002) showed that over 2
centuries the maximum human lifespan is progressing
arithmetically. Not only has this progression never
stopped, but it has not even decelerated. Without going
so far as to follow the investigators in their hypothesis
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that this could continue for a long time again, the timid-
ity of the forecasts made in the past by the investigators
of population projections inspired by the demographic
transition theory should be stressed. The United
Nations, for example, was in the 1970s still using a life
expectancy limit of 75 years as that to which each pop-
ulation should converge. During the 1980s this limit
was increased to 85 years. It was only in 1998 that 
the United Nations ceased to impose an a priori life
expectancy limit on its projections, although it never-
theless used mortality tables that did not go beyond a
life expectancy of 92.5 years for any sex, even though
we know that in a country such as France, a simple
extrapolation of recent mortality trends will result in a
female life expectancy of 95 years by the end of the
century (Vallin and Meslé, 2001). If a limit does exist to
the increase in life expectancy, no one knows its level,
and the theory of a forthcoming stabilization cannot be
retained for mortality any more than for fertility.

CONCLUSION

In reality, as we will see in Chapter 77, if the demo-
graphic transition theory has enabled solid world pop-

ulation projections to be made as long as the southern
countries (which by their numbers constitute the main
concern) were in mid-transition, the fact that the
majority of these countries have completed most of the
process and therefore have characteristics that more
closely resemble those of the Northern countries gives
an increasingly global scale to the considerable uncer-
tainties that weigh on the European populations
whose demographic behavior contradicts the para-
digm of a general stabilization of the world popula-
tion. As paradoxical as it may seem, at the beginning
of the 21st century when population issues seem to be
a less major concern for world leaders, the concerns
that they raise in the scientific world are much greater
now than when the southern countries were at the
peak of their growth.

Not only are we realizing that a general and regular
convergence of all these parameters is further from the
reality of the 20th century than we believed (Coleman,
2002), but more so, we are discovering that the stabi-
lization of population numbers, the stationary popula-
tion, is far from being the most probable model for the
21st century, thereby justifying the most extravagant
hypotheses for the long-term future, as we will see in
Chapter 78.
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II

THE GEOGRAPHY OF POPULATION
AND DIVERSITY OF

DEMOGRAPHIC DYNAMICS

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

1 “se manifeste par de spectaculaires contrastes entre zones densément occupées et zones où les hommes
sont absents ou presque.”

2 “bouleversements démographiques qu’en cette deuxième moitié de XXe siècle.”

From history, we move on to geography. Although short, this is a cardinally impor-
tant section. The cusp of the 20th and 21st centuries is surely the one moment in human
history at which demographic situations are most diverse across the world and also at
which the distribution of populations across the surface of the Earth is most fluid, less
because of international migration, largely halted by restrictive policies in wealthy
countries, than because of the diversity of natural demographic dynamics themselves.

Whatever scale and interpretation are used, the world distribution of the population
“demonstrates spectacular contrasts between densely populated and totally or nearly-
unpopulated areas”1 observes Jean-Michel Decroly in Chapter 70. After a review of the
tools usable to measure this phenomenon, he seeks to explain the reasons for this and
demonstrate their nature as broadly historical constants.

In Chapter 71, Bruno Schoumaker, Dominique Tabutin, and Michel Willems, stress
that humankind has probably never experienced so many “demographic upheavals as in
this latter half of the 20th century”2 unprecedented growth, a break with the old numeri-
cal relationships among people, continents, high-density regions, etc., not to mention the
evident radical changes in relationships between age groups and generations. The demo-
graphic transition has assumed many different forms and evolved to very different time-
frames in different countries and regions of the world. The general dynamic of this has
already been referred to in Chapters 68 and 69, but is reconsidered here in a structured
way across its very diverse outcomes, observed mainly at the turn of the 21st century. The
authors also lay some pointers for the future, and hence for Part III.





INTRODUCTION

Whatever the scale and analytical framework used,
the geographic distribution of the Earth’s population
displays spectacular contrasts between densely inhab-
ited regions and areas with little or no human pres-
ence. Many images immediately come to mind to
illustrate this phenomenon, such as the map of world
population distribution showing the “full” worlds of
Europe, India, and east Asia against the vast empty
expanses in the high latitudes and the belt of arid
deserts; the satellite image of Europe at night, in which
the tight-knit pattern of villages and towns of inner
Flanders, the Dutch Randstadt, and the Ruhr basin
contrast with the more sparsely populated regions of
Limbourg, the Ardennes plateau, and the Eifel; and 
the map of a city in an arid region showing the 
stark boundary between the urbanized area and the
desert.

Beyond their surprising appearance, these contrasts
raise several basic questions: Why are some regions 
of the Earth so populous? Why are there so few 
people elsewhere? What role have environmental and
social factors played in determining these variations?
All these issues are central to the analysis of the re-
lationships between the human population and its
habitat.

Addressed by scholars and philosophers since
antiquity, these questions became a favorite research
topic for the developing academic discipline of geog-
raphy in the 19th century, at a time when it was
seeking recognition. Friedrich Ratzel’s Anthropogeogra-
phy (1881–1891) and, above all, Pierre Vidal de la

Blache Les principes de géographie humaine (1922) show-
cased the study of the spatial distribution of the pop-
ulation. They saw it as an invitation to examine the
respective influence of the natural and human envi-
ronments on territorial organization. This intellectual
fashion would endure, as attested—in the French lit-
erature—by the lengthy discussions of settlement 
patterns by Max Sorre in his treatise on human geog-
raphy (1948) and by Pierre George (1951), Jacqueline
Beaujeu-Garnier (1956, 1958), and Wilbur Zelinsky
(1966) in their volumes on population geography. Even
today, the analysis of world population distribution
remains a prime concern of human geography—more
specifically, of population geography. The compilation
of a new map of world population distribution by the
International Geographic Union (IGU) Commission on
Population Geography and Environmental Geography
is forceful evidence of this (Fig. 70–1) (Vandermotten
and Marissal, 2003). As the interest persists, the ana-
lytical approaches are evolving. The study of the
impact of unequal spatial distribution is gradually
replacing that of its causes (Pumain, 1992).

Rather than attempt a deceptive synthesis of the
abundant literature on the topic examined, this chapter
has three aims: (1) to highlight the main features 
of world population distribution, (2) to discuss the
origins of the distribution, and (3) to supply a qualita-
tive and historical explanatory framework. Before-
hand, we discuss the concepts and tools needed for the
descriptive analysis of the spatial distribution of the
population. These specifications are useful because 
the controversies over settlement are partly generated
by the ambiguity of the terms used.
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I. DIFFERENT ASPECTS 
OF SETTLEMENT

In the social sciences, the term “settlement” has two
different meanings. First, it describes the process by
which societies establish their presence in a new terri-
tory. Examples include the conquest of the West in the
United States, Russian settlements along the trans-
Siberian railroad, and, more recently, the transmigra-
tion that took place in Indonesia from the island of Java
to those of Sumatra, Sulawesi, and Kalimatan. Second,
the term denotes the forms of land occupation by a
population in a given period: presence or absence,
occupation intensity, and dispersion or concentration
in aggregates of varying size.

The analysis of the spatial distribution of the pop-
ulation specifically addresses this second aspect of 
settlement, as it seeks to (1) determine the Earth’s
inhabited area, (2) measure the variations in the inten-
sity of human presence in that area, and (3) describe
the geographic pattern of populated localities. This
chapter will be restricted to the first two points, the
third having been discussed, at least from a demo-

graphic standpoint, by Denise Pumain in her chapter
on urbanization (Chapter 61 of Volume II).

To meet the objectives of the analysis of the spatial
distribution of the population, it is important to estab-
lish the location of inhabitants. This self-evident truth
conceals two questions. Who should be counted, and
where?

The measurement of human presence in a given
area relies on the enumeration of the population irre-
spective of its characteristics, be they demographic
(e.g., age, sex, civil status), socioeconomic (economic
activity, occupational status), or cultural (e.g., religion,
language). This enumeration is usually carried out in
the individuals’ main place of residence. It is therefore
exclusively dwelling related. People are counted in the
localities where they live, hence in the structures
designed to shelter them and ensure the daily repro-
duction of their workforce.

The analysis of population distribution at the place
of residence does not provide an accurate count of
populations that are continuously on the move with
their dwellings (e.g., hunter-gatherers, nomadic shep-
herds, boatmen, gypsies) or groups engaged in sea-
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sonal or temporary migrations between several
dwellings (seasonal migrants).1 As a result, it neglects
the fact that many acts of everyday life occur outside
the home (Hägerstrand, 1973).

As long as transportation was slow, expensive, and
difficult, people’s workplaces and, more generally,
their living spaces were identical to their dwellings:
the vast majority of persons spent their lives within a
radius of a few kilometers around the family residence.
The spatial distribution of the population varied rela-
tively little in the course of the day, the week, and the
seasons. The increasing spatial division of work, the
specialization of geographic areas, and the acceleration
of travel have powerfully undermined the traditio-
nal pattern. Today, places of work and exchange are
largely separate from places of residence. Daily or
weekly commuting, as well as the temporary migra-
tion of tourists, characterizes the lives of a sizable per-
centage of the population, at least in the developed
countries.

In consequence, there is often a wide gap between
the number of persons who effectively reside in a local-
ity and the number of persons who use that locality for
their education, work, shopping, or leisure activities.
For example, the resident population of the central
business districts of European and North American
metropolises does not exceed a few hundred people—
but their daytime weekday population runs into the
10s of thousands. Likewise, in some tourist resorts, the
peak-season population can be 10 times the number of
all-year residents. In terms of local development and
environmental impact, the significance of the two
figures is, of course, totally different.

Despite its valuable lessons, the spatial distribution
of the population by place of education, work, shop-
ping, or leisure is very seldom studied. The task is
admittedly complicated by the difficulty of measuring
daily travel and, even more so, seasonal travel such as
tourist flows (Vandermotten and Decroly, 1990). Nev-
ertheless, further research on the subject would be
useful to obtain a fuller picture of world population
distribution.

Once the location of inhabitants has been estab-
lished, we need to answer a third question: At what
scale should we analyze their spatial distribution? This
is a critical issue in the study of human settlement. The
patterns of land occupation by human societies are

intrinsically discontinuous: habitats are clustered into
aggregates of variable size, located at different inter-
vals from one another. Similar to a galaxy or ant
colony, inhabited space therefore exhibits a granular
structure, thus generating three major problems. First,
such a structure does not have a single envelope but a
multitude of potential ones, depending on the preci-
sion of the analytical grid adopted. Second, the con-
trasts inside the structure itself vary sharply with the
observation scale. As Hervé Le Bras aptly notes (1993:
115): “to speak of the concentration or dispersion of the
population makes sense only at a given observation
scale: to say that 50% of the population is concentrated
on 5% of the surface area is true only for a given seg-
mentation. . . . The impossibility of determining the
concentration of the population is the same as that of
solving the famous problem of measuring the length
of a country’s coastline.”

Third, the interpretation of the spatial distribution
of the population also depends on the observation
level. The processes that explain human settlement
vary considerably with the scale of analysis. For
example, the contrasts in population density in
Belgium between urban agglomerations and their
environment, on the one hand, and within the agglom-
erations, on the other hand, do not have the same
causes. The first are largely due to the conditions of
urban growth in the 19th century (economies of aggre-
gation for industrial firms, closeness between home
and work made necessary by slow transportation). The
second are mainly due to the changes in urban space
after World War II (shift toward service industries in
urban areas, diffusion of the automobile, and promo-
tion of the single-family home as the ideal dwelling).

II. ANALYTICAL TOOLS

The analysis of the spatial distribution of the popu-
lation has long relied on three well-tested tools: the
census as a source, population density as an indicator,
and choropleth mapping as a method of representa-
tion. Although these tools remain very useful, they
have weaknesses, and other less common tools should
be mentioned.

1. Sources

A prime source for analyzing human settlement is
the population census. In most countries of the world,
it provides a comprehensive or nearly comprehensive
enumeration of the population within the framework
of often detailed administrative divisions. Analyzing
the data extracted from this valuable source does,
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15 million km2, or nearly twice the world’s total surface area under
cultivation (Debié, 1995).



however, pose two problems. The first is due to the
coexistence of two different definitions of the popula-
tion: (1) the de facto population, that is, the persons
present at the census date in the geographic unit exam-
ined;2 and (2) the de jure population, that is, the persons
habitually residing in the geographic unit, regardless
of whether they were present or not at the reference
date. Despite international recommendations to har-
monize the two concepts, countries continue to use
either definition, undermining the comparison of the
characteristics of their settlement patterns. In fact, the
numerical difference between the de facto and de jure
populations, which is already significant at the na-
tional level, can become substantial at the regional or
local level (Decroly and Vanlaer, 1991). For example, in
the Greek census of April 5, 1981, greater Athens was
found to have a de facto population of 3,025,000 but a
de jure population of 2,275,000. Barely 55% of the de
facto population resided in the capital. Conversely,
more than a quarter of Athens residents were enu-
merated in the de facto population of other geographic
units.

The second problem entailed by the census data is
the use of the existing administrative divisions as a
basis for information collection. The divisions, which
express the central government’s appropriation of
national territory, do not exhibit the same organiza-
tional logic or the same degree of refinement from one
country to another. The contrasts are sometimes stark,
even in Europe, where we find the highly disaggre-
gated division of France (36,433 communes, or munici-
palities, with an average surface area of 15km2 and an
average population of 1500) and the far cruder divi-
sion of Belgium (589 municipalities averaging 50km2

and 17,000 inhabitants) and of Sweden (282 munici-
palities averaging 1500km2 and 30,000 inhabitants).
This heterogeneity is a major obstacle to international
comparisons, as the contrasting settlement patterns
observed in the finer divisions (e.g., between rural
towns and outlying villages) are wiped out in the
broader divisions. Spatial smoothing methods (Le
Bras, 1993; Tobler et al., 1997; Grasland, 1998) provide
a way to overcome the obstacle but at the price of
sometimes questionable assumptions.

Differences in the size of administrative units also
modify the analysis of the spatial distribution of the
population in very large countries with sharply con-
trasting settlement patterns—most notably Canada,
Russia, and China. In this case, the size of the admin-

istrative units is inversely proportional to the number
of persons per surface-area unit. As a result, the spatial
distribution of the population is all the harder to deter-
mine accurately as the area is sparsely inhabited.

Without a census or population register, the classic
way of enumerating the population is through a direct
field survey. This information-collection method,
however, has the disadvantage of requiring sizable
human and financial resources, or it may cover only
small areas. When population distribution is the focus
of the analysis, the use of alternative sources—in par-
ticular, aerial photographs and satellite images—has
become increasingly common. Once the dwelling loca-
tions have been enumerated and plausible occupancy
ratios for the localities have been computed, both of
these sources provide a good approximation of spatial
distribution of the population at a moderate cost. They
also offer the advantage of being suitable for counting
populations that make temporary use of an area—for
example, a tourist region—or that cannot be captured
by standard enumerations, such as refugee camps.

2. Indicators and the Methods for
Representing Them

The analysis of the spatial distribution of the popu-
lation relies on two basic indicators with values that
are computed in an administrative or geometrical seg-
mentation: the absolute number of inhabitants and the
population density per unit of surface area (Noin and
Thumerelle, 1993). In the 19th century, the first carto-
graphic studies of settlement used the abstract concept
of density3—definitely an expression of that century’s
naturalistic approach to academic geography. In fact,
the notion of density is akin to that of agricultural
yields: it measures the number of persons that a given
climate or soil is capable of producing. As Denise
Pumain rightly notes (1992: 442), today “the indicator
that possesses a social value would be the measure of
the space available to each individual . . . in the same
way as one calculates an income per capita.” By this
yardstick, Belgium would have 0.3ha per inhabitant;
France, 1ha per inhabitant; and Greenland, 50,000ha
per inhabitant.

Population density should be seen as a descriptor of
human presence. We must therefore refrain from
giving it an explanatory value. Olivier Dollfus (1990)
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2 As a rule, the de facto population consists of people who have
spent the night before the enumerator’s visit in a dwelling located
in the reference territory. It does not include some categories of
persons despite their presence in the area, most notably visitors
staying in tourist accommodation.

3 Respectively, a map of the spatial distribution of the world pop-
ulation published in 1833 by the Englishman George Poulett Scrope
in his Principles of Political Economy and a series of maps on the set-
tlement of Ireland compiled in 1837 by Henry Drury Harness in
preparation for the construction of the island’s first railroads (Noin,
1979).



shows the absurdity of equating population density
with a measure of the geographic efficiency of societies,
that is, their capacity to generate yields from their land.
Both the denominator (surface area) and the numera-
tor (population) are, intrinsically, heterogeneous vari-
ables. The surface of the Earth is anything but uniform,
and populations are not equal, if only because their
living standards vary substantially from one place to
another on the planet. Two identical densities can
therefore indicate two very different realities. A com-
parison of Bangladesh and the Noord- and Zuid-
Holland provinces (The Netherlands) is instructive in
this respect (Dollfus, 1990). In terms of population
density, both entities, located in flood plains and delta
plains, would have roughly the same geographic effi-
ciency, with 700 and 900 persons per square kilometer,
respectively. Yet, on closer inspection, they differ in
every way—not only in their living standards, of
course, but also in their economic structure, urbaniza-
tion levels, etc.

Population density is also often used as a measure
of overpopulation—another serious error. Overpopu-
lation means that the resources available in a given
area are insufficient to meet the basic needs of the local
population. In this sense, it is independent of popula-
tion densities: overpopulated zones may have small
populations, just as underpopulated ones may have
many inhabitants. Whichever way one looks at it, the
region of Brussels, a capital city, is not overpopulated
at 5700 persons per square kilometer, despite having
to cope with saturated communication infrastructure.
By contrast, Mali, whose density barely exceeds six
persons per square kilometer, may be described as
overpopulated in that its available resources are inad-
equate for its resident population and its own-account
production is preferred to massive imports of subsis-
tence goods.

Even as a descriptor of human settlement, density
is somewhat problematic. Its computation rests on the
implicit assumption that the population is evenly dis-
tributed within each administrative subdivision 
considered. In other words, it assumes a consistent,
homogeneous settlement pattern, which is contra-
dicted by the facts. The discrepancy between repre-
sentation and reality is not only a theoretical problem.
What is the significance of the mean density of Egypt
(53 persons per square kilometer) when more than 90%
of the country’s population is concentrated in the
narrow valley of the Nile and its delta? For these dif-
ferent reasons, some investigators prefer to use 
dot maps, which locate population aggregates with
precision.

Despite their being more concrete, population dot
maps were not invented until the early 20th century

and did not come into widespread use until after
World War II. As Daniel Noin notes (1979: 38): “the
principle is simple: the population is represented by
dots, each of which symbolizes a given number of
persons and is positioned as accurately as possible on
the corresponding locality. The dots may all have the
same value—and so the same surface—or different
values.” This system of representation offers several
advantages. It gives a precise picture of population
distribution while displaying certain explanatory
factors such as physical features (relief, waterways,
etc.) and allowing a reading on multiple levels.
However, it does not permit rigorous comparisons 
in time and space or, more importantly, an effective
display of high concentrations of population.

In the second half of the 20th century, many inno-
vative mapping processes were developed to depict
population distribution, in particular statistical relief
maps, which show densities by means of reliefs of dif-
ferent heights, seen in perspective, and anamorphic
maps, which display the populations of the geographic
units studied by means of surfaces proportional to the
number of inhabitants. In most cases, these maps 
are more valuable as teaching aids than as heuristic
devices: they strike the imagination. An anamorphosis
of the world population distribution by country shows
that Russia weighs little by comparison with China,
whereas Australia, which seems so large on a world
map, weighs less than Taiwan (Fig. 70–2).

III. THE SETTLEMENT ENVELOPE

The first stage in the analysis of the spatial distri-
bution of the population consists in defining the area
occupied by humans. This is a crucial step, for, as
Pierre Vidal de la Blache observed (1917: 81): “the area
of distribution of a species, whether man or any other
living species, is no less instructive for the gaps and
discontinuities it reveals than for the tracts it covers.”
To tackle the issue, we must begin by examining the
concept of oikoumene.

1. Oikoumene: An Ambiguous Term

The ancient Greeks coined the term oikoumene (from
oikos, “household”) to describe the world inhabited by
the agrarian civilizations of antiquity. Today, oikoumene
is one of the most ambiguous terms in the geographic
vocabulary: its meaning varies as much as its spelling.4

Chapter 70/Distribution of the World Population 105

4 Jean-Pierre Allix (1996) notes no fewer than five different
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and œ cumène.
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It is sometimes used to refer to the total landmass or,
far more restrictively, to designate a market area, 
that is, a portion of territory in which economic 
consistency is provided by a network of trade routes
(Wilkinson, 1993). As a rule, however, and consistently
with its original meaning, oikoumene denotes the 
inhabited world. Following the method of Max Sorre
(1948), Jean-Pierre Allix (1996) uses the term to
describe the Earth’s total inhabited landmass. Franck
Debié (1995) broadens the concept somewhat by
speaking of territoire de l’humanité (territory of
humankind). But the basic idea is identical: the oik-
oumene is a concrete reality observable at a given
moment. Conversely, Daniel Noin (1979) uses the term
to describe the space suitable for long-term habitation
by human communities or the total inhabitable areas
of the planet.

Inhabited space or inhabitable space? The two
notions are fundamentally different. The first is a fact
observed at a given moment and on a given scale. The
second is both a virtual limit—which complicates
matters considerably. Inhabitability is always deter-
mined by social factors: it depends on the means of
production, development approaches, and social rela-
tionships concerning production, as well as a group’s
representation of its environment. The limits of inhab-
itable space vary from one society to another, some-
times even radically. Unless we are to fall into the
Eurocentric trap, it is vain to seek to define those limits
for all of humanity. Consequently, in keeping with ety-
mology, we shall regard oikoumene here as referring to
the inhabited world as a whole.

2. The Earth as Envelope

Many investigators now regard the inhabited world
as coextensive with our planet, and they reject the
notion of human deserts in the narrow sense of the term
(see Dollfus, 1990). Admittedly, the entire Earth has
been mapped, explored, and appropriated. First, the
successive improvements in surveying methods have
made possible an exhaustive cartographic coverage of
the planet. Second, the advances in methods for pro-
tecting against atmospheric and climatic constraints,
combined with the development of transportation,
have substantially broadened the area explored by
humans. Since the 16th century, for reasons relating 
to strategy (marking the boundaries of a colony or
country), science, or sports, innumerable expeditions
have crossed the hot deserts of the old world, the
dense equatorial forests, the tundra of northern
Canada and northern Russia, the polar ice caps, the
major mountain ranges, etc. Third, with a speed of
propagation that was fitful but accelerated in the 20th

century, all parts of the planet’s land mass—including
airspace and subsoil—were assigned to the different
countries. Today, some 180 nations and 70 not-yet-
independent territorial entities share the continental
surfaces, forming a complex puzzle.

Although, in practice, the mapping coverage of the
world is highly uneven, some areas of Antarctica and
the Arctic remain untouched by human exploration,
and many territories are still disputed, we have to
admit that—at least at a small scale—humanity has
taken possession of the entire Earth by use of its eyes,
feet, and rules. Does this mean that humanity has
extended the inhabited world to the whole planet?
Without lapsing into the reductionist vision of 19th-
century geography, which restricted the oikoumene to
the sphere of European civilization and to population
groups recognized as sedentary, a large part of the
world is empty. In the oceans, in the cold deserts of the
upper latitudes, the arid deserts of the tropics, 
the largest mountain massifs, and the equatorial rain-
forest, the rare human settlements—permanent or
temporary—are separated from one another by vast
uninhabited tracts, sometimes up to several 10s of
thousands of square kilometers. The inescapable con-
clusion is that the oikoumene is far from covering the
entire Earth.

3. The Difficulty of Drawing Boundaries

Because of the discontinuity of human settlement,
the oikoumene does not have a single envelope, but a
multitude of possible limits. On a very large scale, and
without resorting to cartographic generalization, it
will comprise a very large number of isolated settle-
ments. On a very small scale, and after generalization,
it will consist essentially of a few continent-sized pop-
ulated tracts separated by the large expanses of human
deserts. Greenland offers a good example of this. With
barely 60,000 inhabitants for more than 2,150,000km2,
the island, stretching between 59°N and 83°N, has a
population density of less than 3 persons per 100km2.
The human presence is fragmented into 19 isolated
coastal settlements, including the U.S. military base of
Thule at 76°N. In real life, each of these small agglom-
erations (the largest has 20,000 inhabitants) may be
regarded as a fragment of the populated space—a
crumb of the oikoumene. By contrast, on a planisphere,
we can easily concede that Greenland as a whole is
located outside the populated world, its inhabited
areas being reduced to a bare minimum. Neither solu-
tion is more correct or more wrong than the other; each
is correct at a given level of analysis.

The example of Greenland shows that defining the
boundaries of the oikoumene is not self-evident to the
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observer but requires a set of prior choices, most
notably that of the scale of analysis and the degree of
generalization of reality. On a very small scale—the
one being addressed here—the first approximation to
be adopted may be the proposition that the oikoumene
broadly comprises the spaces located inside an enve-
lope curve plotted on a dot map of population distri-
bution (Fig. 70–1). The regions outside the envelope
curve form the outer limits of the oikoumene. They are
not totally empty, but their densities rarely exceed one
person per square kilometer and are very often zero
over large expanses. These limits stretch over a surface
area equal to 30% to 40% of the Earth’s landmass
(including the continent of Antarctica) and comprise
less than two-hundredths of the world population.

IV. THE FRONTIERS OF 
THE OIKOUMENE

A wise observer of terrestrial space, Antoine de
Saint-Exupéry, noted in one of his novels (Vol de nuit,
1931) that “the universe of fountains and houses is but
a narrow ribbon on the surface of the globe; a first
error—my plane went astray in the middle of the
Paraguayan bush; a second error—it landed in the
Saharan sands.” Despite massive population growth in
the past 2 centuries, the Earth still has wide expanses
that are very sparsely inhabited, if at all.

1. Frontiers Shaped by 
Physical Constraints

The frontiers of the oikoumene are divided into four
broad subsets shaped by the constraints on agriculture
owing to certain characteristics of climate, vegetation,
and altitude. To take up Guy Baudelle’s (2000) classi-
fication, these consist respectively of “white deserts,
dry deserts, green deserts, and altitude deserts.”

a. White Deserts

White deserts combine nearly permanent cold5 and
meager precipitation. They are mostly situated in a
wide band in the northern part of the Eurasian and
American continents. They also comprise the Arctic
islands and the Antarctic continent. In the northern
hemisphere, their southern boundary varies from one
continent to another. In North America, it lies consis-
tently between 45°N and 50°N. But on the Eurasian
continent, owing to the strong effects of continentality,

the boundary shifts southward from west to east—
from about 60°N in Scandinavia to 45°N in Siberia and
the Far East. These huge territories stretch over more
than 20 million km2 (not counting Antarctica) and
account for 10% to 15% of the landmass, but they are
inhabited by fewer than 10 million people, or barely
two-thousandths of the world population. Except for
some large mining towns that are mainly a legacy of
the Soviet era (e.g., Murmansk [580,000 people] at 68°
N, Arkhangelsk [470,000 people] at 64°N, Norilsk
[230,000 people] at 70°N, Yakutsk [190,000 people] at
62°N, Vorkuta [160,000 people] at 67°N), the human
communities represent crumbs of the oikoumene (Racine
and Villeneuve, 1992: 422)—tiny clusters of 100 to 1000
inhabitants separated by wide empty tracts.

The white deserts’ low population density owes far
less to the physiological effects of cold—against which
humans can protect themselves—than to the minimal
prospects for agriculture. The main continental gla-
ciers and the permafrost6 areas are totally sterile, as
plants cannot find the water they need for growth.
Farther south, periodic topsoil thaw promotes a
meager vegetation of lichen and short grass, which can
sustain large mammals such as reindeer and caribou,
as well as allows hunting and fishing and even exten-
sive livestock breeding. Cereal crops, however, are
practically impossible. The mechanisms for producing
organic matter are inefficient when the frost-free
period does not exceed 150 to 175 days a year,7 as is the
case in white deserts. The importation of foodstuffs
grown elsewhere now provides a remedy for this 
situation and makes it possible to sustain human 
communities—sometimes large—north of the 
cereal-growing boundary. But the cost is very high 
and warranted only by major economic or strategic
interests.

b. Dry Deserts

Dry deserts, characterized by a precipitation below
the potential evapotranspiration,8 are dominated by
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5 One or two months with a mean monthly temperature exceed-
ing 10°C in a temperate continental climate; none in a polar climate.

6 Permanently frozen stratum of the soil or subsoil.
7 Research by Canadian and Russian geographers has shown a

close correlation, in their respective countries, between this climate
boundary, the agriculture limit, and the main break in the settlement
pattern. In Quebec, for example, the population density falls
abruptly north of a line running through Lake Saint-Jean, the Abitibi,
and the Témiscamingue: the line marks the boundary of 160 frost-
free days.

8 Evapotranspiration is the quantity of water absorbed by the air
either through evaporation (running or stagnant surface water, soil
water, and water-tables) or through transpiration by plants and
other living organisms. Potential evapotranspiration measures evap-
otranspiration under the theoretical assumption of a consistently
adequate water supply.



the great arid diagonal of Eurasia wrapping the side
of the old world from the western Sahara to the Gobi
Desert. Among other features, it comprises the Ténéré,
the Tibesti, the Sinai, the Rubl’al-Khali, and Nefud in
Saudi Arabia; the Lut Desert and Great Salt Desert of
northeast Iran; the Kazakh steppe; the Karakum;9 and
the Takla-Makan.10 In addition, there are the deserts in
Latin America (Atacama, Chaco), sub-Saharan Africa
(Kalahari, Namib), and Australia (Victoria, Great
Sandy Desert, etc.). These arid regions are more pop-
ulous than are the cold regions of the upper latitudes:
covering more than 10% of the world’s landmass, they
are home to about 1.5% of the planet’s inhabitants,
with a mean density of about 5 persons per square
kilometer versus the 0.5 persons per square kilometer
of the white deserts. The gap narrows sharply,
however, when one excludes the great irrigated valleys
of the Nile, Tigris, and Euphrates, which hold approx-
imately 70 million people. Moreover, similar to the
white deserts, most dry deserts have less than one
inhabitant per square kilometer.

The main reason for the sparse population of arid
regions is inadequate rainfall: similar to the cold in
upper latitudes, the lack of rainfall drastically curtails
the production of food resources. It is now recognized
that rainfall-dependent agriculture has become highly
precarious (and subject to large annual variations)
when rainfall is under 300mm/year and is impossible
below 150mm. In these conditions, the formation of
sedentary cores is inconceivable without supplemen-
tary water inputs—in particular, artesian water-tables
and allochthonous rivers—that allow irrigated (often
intensively) crops. Settlements accordingly develop as
oases with distribution that matches the location of
water sources: scattered concentrations around wells
tapping into superficial or deep water-tables combined
with linear concentrations in valleys of allochthonous
rivers (Nile, Tigris, Euphrates, Amu Daria, Syr Daria,
etc.) or along the source lines situated in the foothills
of mountain ranges.

c. Green Deserts

The third type of oikoumene frontier consists of trop-
ical and equatorial rainforests. Their population is
often insignificant: 1 to 2 persons per square kilometer
in the Amazon and 1 to 10 in the patches of equatorial
forest in Africa (eastern Cameroon, Gabon, western
Congo Brazzaville, northern Congo Kinshasa), as well
as Borneo and New Guinea. Two factors play a key role
here: poor sanitary conditions and the difficulty of
managing the territory.

The moist heat generated by the climate and main-
tained by the forest cover provides a highly favorable
breeding ground for pathogen complexes11 responsible
for specifically tropical diseases (e.g., malaria, leprosy,
yellow fever, filariases, bilharziosis, sleeping sickness).
This unhealthy environment is as much the cause as
the consequence of a low settlement rate. On the one
hand, it promotes high mortality and discourages the
arrival of new inhabitants; on the other hand, as Pierre
Gourou (1982) has clearly shown by using the example
of sleeping sickness, it persists all the more easily given
the lack of manpower to perform the improvements
that would eliminate the vectors’ places of reproduc-
tion and pathogen reservoirs. Moreover, evidence sug-
gests that when technical resources are primitive,
territorial control (e.g. penetration, clearing, extraction
of natural resources) is far more difficult in closed
forests than in woodlands or wooded savannas
(Raison, 1988).

d. Altitude Deserts

The final category of oikoumene frontiers consists 
of the highest portions of large, steep-sloped moun-
tain massifs. Entire sections of the Himalayas, Altai,
Karakoram, Qilian, Kunlun mountains, Alps, Rockies,
and southern Andes are not permanently inhabited.
The same is true of some medium-altitude mountain
ranges such as the Pamir,12 Tian Shan,13 and Japanese
mountains. The upper limit of high-altitude settle-
ments is consistently below the limit of endurance of
the human body to the effects of oxygen rarefaction
and the decrease in temperature. This boundary is dic-
tated, as in the upper latitudes, by the restrictions on
agriculture imposed by cold, in particular the shorten-
ing of the vegetative season. The limit therefore varies
sharply with latitude: while reaching 4000 to 5000m in
the Himalayas and central Andes, it does not exceed
2000m in the Alps and 300m in the mountains of
Iceland.

2. A Diversity of Groups 
Cohabiting on the Frontiers

The frontiers of the oikoumene are inhabited by two
types of population that are very different both in the
size of their settlements and in their degree of mastery
and utilization of the environment—as well as the
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9 Desert covering almost 80% of Turkmenistan, in central Asia.
10 Desert covering a large portion of Xinjiang Uygur in China.

11 Each complex combines a micro-organism (parasite or proto-
zoon) responsible for the disease, reservoirs in which it develops,
and a vector that transmits it to humans and/or domestic animals.

12 High mountain range between Tajikistan and Kirghizstan, in
central Asia.

13 High mountain range in Kirghizstan.



resources available to them for the purpose. The first
category consists of scattered, often mobile groups that
have long occupied these vast tracts; the second com-
prises groups that have established residence in mili-
tary bases, industrial towns, or pilot farms built at
great expense in recent decades.

Because of their modest resources, the first cate-
gory is divided into small groups occupying extended
tracts, without true territorial control. They include
hunter-fishers (Inuit), hunter-gatherers (Pygmies),
livestock breeders (Sames and Lapps of the European
and Russian Far North), and even (but more seldom)
farmers. Some are nomadic (Inuit), others are seden-
tary, and others combine both modes of spatial occu-
pation (Lapps). To survive in often extreme conditions
without sophisticated technologies, all have had to
draw on whatever meager resources are available.

The presence of these groups in a particularly
hostile environment was often owing to their exclusion
(voluntary or forced) from their initial area of resi-
dence. The frontiers of the oikoumene have thus pro-
vided shelter for some endangered minorities (such as
Druze and Christians in the Lebanese mountains). In
other cases, they have served as “holding pens,” where
the colonizers confined the inhabitants of the region
they had just conquered. In Morocco, for example,
during the Arab-Muslim invasion of the eighth
century, the Arab nomadic tribes drove back the
Berberophones toward the Atlas. Likewise, in the
United States, the European settlers steadily drove 
the Indian tribes out of their traditional hunting or
livestock-breeding regions toward the Rockies and
their foothills. In the 19th century, the settlement of the
most clement regions of northernmost Norway,
Sweden, and Finland (valleys and lake shores) drove
the Lapps northward, as they were dispossessed of
most of their hunting grounds and pastures.

The general shift toward trade-based relations chal-
lenged the traditional forms of occupation of the 
oikoumene frontiers. This trend was fueled by 
the expansion of the European world economy and the
emergence of new countries as a result of decoloniza-
tion. Very often, subsistence activities have been
largely abandoned for trading activities. The Lapps,
for example, have gradually converted to trading in
animal hides. Likewise, in arid regions, long-distance
caravan trade gradually gave way to competition from
trucking. In a parallel development, political autho-
rities have often encouraged local inhabitants to
abandon their traditional areas of travel or residence.
In Greenland, most Eskimo groups have been forced
to settle in towns; in the Sahara, the Tuareg who
moved between Algeria, Niger, and Mali were obliged
to adopt a sedentary lifestyle.

These shifts have increased the dependency of the
groups involved on the outside world while weaken-
ing their social structures (rise in alcohol and drug con-
sumption, higher suicide rates). Where new activities
have not generated adequate income, governments
have often introduced direct or indirect subsidies.
Absent such assistance, economic integration has trig-
gered depopulation, sometimes on a massive scale as
in many medium-altitude mountain regions.

For at least a century, the frontiers of the oikoumene
have been the site of new forms of settlement driven
by economic, strategic, or prestige-related motives—or
a combination of all three. The extraction of energy
resources (oil, natural gas, coal), rare and precious
minerals (gold, silver, nickel, etc.), or timberland
resources has spawned many urban developments.
Some are single-purpose, short-lived, and of modest
size, such as the countless small mining ghost towns
in the western United States and oil-industry com-
plexes in the Sahara; others are diversified and have
become large, such as Yakutsk, a major Siberian
natural-gas terminal and a wood- and paper-industry
center. From 1950 onward, a drive for effective control
of the Arctic led the two superpowers to build military
bases and related facilities (e.g., weather stations, radar
stations) in the Far North. Some of these bases gave
birth to large urban centers, such as the Murmansk
naval base on the Kola peninsula. And, in the past 20
years, the settlement of the frontiers of the oikoumene
has also become an issue of prestige, as witnessed by
the pilot farms in the Libyan and Arabian deserts,
where cereal and vegetable crops are grown at great
expense by tapping deep water tables.

The fruit of costly technological prowess, these new
forms of settlement are fragile as they depend closely
on changing international economic and political con-
ditions. For example, after the break-up of the Soviet
Union and the emergence of new areas of tension in
the world, Arctic military bases have been gradually
scaled down or simply abandoned (Radvanyi, 1996).
Moreover, as Olivier Dollfus lucidly noted (1990: 448),
in most of these facilities “a handful of men live in a
controlled atmosphere, cooled or heated, consume
products from elsewhere, and overcome the isolation
and the conditions of a highly artificial and often
almost all-male micro-society by frequent trips back to
the oikoumene for restorative stays.”

V. INHABITED SPACES

The spaces lying inside the envelope curve plotted
on a dot map of settlements add up to 60% to 70% of
the landmass and hold some 98% of the world popu-
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lation. They are not completely occupied, but their
densities usually exceed one person per square kilo-
meter. In their midst, where the population density
exceeds 50 persons per square kilometer, are the pop-
ulation concentrations. They take up 10% to 20% of the
landmass and contain 70% to 80% of the world’s
inhabitants. Between these concentrations lies the ordi-
nary pattern of human settlement—“areas that are, in
a manner of speaking, anonymous, not conspicuous
for their excess or shortage of inhabitants” (Pinchemel
and Pinchemel, 1988: 45)—covering approximately
one-half of the landmass and holding 20% to 30% of
the world population.

At the global level, the population concentrations
differ in their geographic extension. First, there are
three main cores—East Asia, the Indian subcontinent,
and Europe—in which areas with a density greater
than 50 persons per square kilometer stretch without
significant breaks over several hundred thousand
square kilometers. The second group consists of about
30 secondary concentrations, with cores that occupy
small surface areas and are isolated from one another
by large weakly-populated tracts. Both of these oik-
oumene subsets display variable patterns of territorial
organization. The forms of spatial appropriation, the
arrangement of cities with respect to one another, the
formation of communication networks, and other
characteristics differ sharply according to the intensity
and degree of spatial continuity of settlement.

1. Main Concentrations

The world’s three main concentrations hold 50% to
55% of the world population on about 10% of the land-
mass (Fig. 70–1). They are “full worlds” or “human 
continents,” to use the expressions coined by Pierre
Chaunu (1979) and Frank Debié (1995): they are mas-
sively settled, their territory is heavily developed and
structured, and these characteristics have prevailed for
a very long time. Far from being homogeneous, these
concentrations are, in turn, dominated by cores or
backbones of stronger concentrations of population, of
cities, and of capital and economic activities.

In terms of population size and surface area, the
largest of these full worlds is unquestionably southeast
Asia. Stretching across the entire southeastern rim of
the Asian continent, from the Mekong delta in the
south up to Manchuria in the north, from the red basin
of Sichuan in the west up to the Korean peninsula and
Japan in the east, it contains 1.2 to 1.4 billion people 
on 5.5 million km2, for a mean density of 200 to 250
persons per square kilometer. Its nucleus consists of
the lowlands of northern China between Beijing and
Shanghai: areas of early agricultural development and

cradles of the main Chinese empires, they now
combine very high rural densities—almost consis-
tently in excess of 400 persons per square kilometer—
and a uniform fabric of cities of all sizes.

The world’s second-largest population concentra-
tion is the Indian subcontinent, with 1.0 to 1.2 
billion people and a surface area of about 4.5 million
km2—a mean density of 200 to 250 persons per 
square kilometer. It is dominated by the Indus-Ganges
axis and its four main components: the Punjab; 
the Ganges valley itself, with Uttar Pradesh and Delhi;
the Brahmaputra valley; and the lowlands and 
deltas of both rivers. The area extends into heavy
linear concentrations along the coastal plains of the
peninsula: Kerala, Tamil Nadu, Maharastra, Andri
Pradesh delta. In contrast, the Thar desert, on the
western border between India and Pakistan, and the
Chota-Nagpur plateau, west of Calcutta, are weakly
populated.

The world’s third-largest population concentration
runs across the European continent, from the Atlantic
to the Don14 and from Sicily to the southern shores of
the Baltic. This populated Europe—which excludes
Scandinavia and northern Russia—is home to about
600 million people on almost 6 million km2, which
translated into a mean density of some 100 persons per
square kilometer. It is dominated by a more densely
populated axis that runs from Liverpool to Florence
and forms the European megalopolis, a concentration
of cities, manufacturing industries, and “command
and control” tertiary industries. This large crescent,
commonly called the blue banana, includes, in its
center, the broadly defined German Rhineland and
Benelux (apart from the Eifel and Ardennes massifs),
central and southern England, the eastern and north-
ern fringes of France, most of Switzerland, and north-
ern Italy (excluding Trentino–Alto Adige).

The Paris basin, the Lyon conurbation, and the Scot-
tish Lowlands to the west of the European megalo-
polis, as well as greater Berlin to the east, form
concentrations that are fairly close to the densest area
but separated from it by less populated interstices. To
the east of the main axis is a secondary one, oriented
west to east, running from Saxony to the Donbass and
encompassing Thuringia and the northern borders of
Bohemia, Moravia, and Silesia.

In southeast Asia, the Indian subcontinent, and
Europe, massive settlement and high-density sprawls
are associated with similar patterns of territorial
organization that combine a heavy linear concentra-
tion of the highest densities; a dense scattering of
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14 River of southern Russia flowing into the Azov Sea, southwest
of the Volga.



towns and cities of all sizes; a low gradient of urban
density; a long-standing, robust appropriation of land
by rural communities and political structures; and old,
extensive communication networks with high connec-
tivity (Debié, 1995).

Some investigators, most notably Daniel Noin
(1979), link the eastern United States and southeastern
Canada with the world’s three main population con-
centrations. This statement is debatable given that,
with about 100 million inhabitants spread over more
than 1.2 million km2, the area extending between the
Atlantic Ocean and the Mississippi River and between
the Saint Lawrence estuary and the Gulf of Mexico
comprises a far smaller population than that of east
Asia, the Indian subcontinent, or Europe, with lower
mean densities—particularly in rural areas. A more
detailed analysis also shows that the areas with a
density exceeding 50 persons per square kilometer are
narrowly confined to the East Coast megalopolis
(Boston to Washington), the Midwest steel belt (Pitts-
burgh to Cincinnati), and the urban rim of the Great
Lakes (Buffalo, Cleveland, Detroit, Chicago). By con-
trast, in east Asia, the Indian subcontinent, and
Europe, areas of density stretch over hundreds of thou-
sands of square kilometers. However, some features
are comparable to the spatial organization of the full
worlds, in particular, the linear concentration of high
densities, the thick scattering of towns and cities of 
all sizes, and the high connectivity of communication
networks.

2. Secondary Concentrations

Outside of the main concentrations, settlements are
fragmented into small, high-density islands. These
“settlement archipelagos” (Debié, 1995) hold about one-
quarter of the world population on less than one-tenth
of the landmass. Most are dominated by one or two
large metropolises.

Among the 30 or so secondary concentrations enu-
merated by Frank Debié (1995), the vast majority are
coastal or insular. This is true in North America (Cali-
fornia and Vancouver–Seattle cores), Latin America
(West Indies cores, western plain of Guatemala and
Salvador, Venezuelan coast around Caracas, the
Nordeste province of Brazil, the Porto Alegre/Sao
Paulo/Belo Horizonte “backbone,” Rio de la Plata
around the coastal cities of Argentina and Uruguay,
central Chile around Santiago-Valparaiso), sub-
Saharan Africa (coastal cores of the Gulf of Guinea
from Senegal to Nigeria, Cape Town and Transvaal
cores in South Africa), north Africa and the Middle
East (Maghreb “useful core” between Casablanca and
Tunis, Levantine coast, Black Sea and Egean Sea coasts

in Turkey), South Asia (Irrawaddy delta in Burma,
Menam delta in Thailand, southwestern part of the
Malacca peninsula, Java Island in Indonesia, Luzon
archipelago in the Philippines), and Australia (coastal
and urban cores of Perth, Adelaide, Melbourne, 
Brisbane, and Sidney).

The main exceptions to this pattern are the second-
ary concentrations associated with major rivers that
provide the necessary water for agriculture (Nile,
Tigris, and Euphrates valleys in the Middle East, 
Syr-Daria and Amu-Daria valleys in central Asia,
Irrawaddy valley in Burma), those that have devel-
oped around Iranian oases, and a few individual con-
centrations located at the very center of continents, on
low-altitude plateaus (Sahel core in Hausa country,
northern Nigeria) and in higher-altitude or steep-
sloping areas (Mexican core, Colombian Andes around
Bogota, Great Lakes core centered on Rwanda and
Burundi).

The spatial organization of settlement archipelagos
differs radically from that of human continents (Debié,
1995). Their features are as follows: isolated popula-
tion concentrations and low spatial extension; strong
littoralization (increasing concentration of develop-
ment on the coast) and scarcity of population enclaves
at the center of continents; low density and high con-
centration of a scattering of towns, often dominated by
an agglomeration far larger than the others; sharp con-
trasts in density between urban and rural areas (high
urban-density gradient); recency and weakness of ter-
ritorial grid; and atrophied communication networks.

VI. HISTORY OF SPATIAL
DISTRIBUTION

The spatial distribution of the world population is
the product of multiple, complex phenomena and has
given rise to highly divergent interpretations. Consis-
tent with the spirit of 19th-century human geography,
initial studies emphasized the constraints of the phy-
sical environment on settlement. Within this frame-
work, the contrasts in spatial distribution were
explained by differences in the ease of living conditions
and the disparity in the quality and quantity of avail-
able resources. In the wake of the contributions of the
French school of geography—in particular, the major
studies by Pierre Vidal de la Blache—environmentalist
determinism was gradually discarded in favor of a pos-
sibilist explanation, largely based on the principle of
proof through counter-example that stressed the diver-
sity of production and administration methods. A more
systematic approach developed in the 1960s, when
population geography emerged as a separate disci-
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pline. Largely inspired by demographic methods, it
sought to highlight the factors responsible for the
observed differences. Accordingly, the approach
underscored the history of demographic behavior, in
particular, the history of migrations and their influence
on settlement (see David Coleman’s synthesis in
Chapter 67). This type of analysis was very productive
as regards the mechanisms of settlement differentia-
tion; however, it led to a fragmentary vision of the for-
mation of densities: the interactions between factors
were often neglected, and the socioeconomic condi-
tions in which they occurred were seldom mentioned.
In the French-speaking world, it was not until 1990s
and the work of researchers such as Guy Baudelle
(2000), Frank Debié (1995), Olivier Dollfus (1990), and
François Durand-Dastés (1995) that a resolutely cross-
sectional approach emerged based on two crucial
observations: the stability of the oikoumene borders and
the persistence of settlement contrasts.

1. Stability of Oikoumene Borders

Archeological research over the past century shows
that the human species had already colonized most of
its current area of settlement by the Upper Paleolithic
(see Chapter 67) (Fagan, 1990). Twenty thousand years
ago, humans were present on the five continents,
including Oceania, and occupied large tracts of land.
According to the evidence available today, the only
parts of the world that still eluded humanity’s grasp
were the high-latitude regions (northeast Canada,
Greenland, Iceland, Scandinavia, northern Russia,
southern tip of the American continent, eastern 
Australia) and some islands far removed from the 
continents (Tasmania, New Zealand, Polynesia,
Hawaii, Easter Island, etc.).

These observations corroborate the hypothesis for-
mulated in the early 20th century by Pierre Vidal de la
Blache (1917: 241), namely, that the human population
has not broadened its geographic reach so much as it has
deepened its localized presence. In other words, the suc-
cessive increases in world population since the Upper
Paleolithic have resulted in a densification of already
inhabited places rather than a spatial extension of the
area of settlement through large-scale conquest or
clearing: “a crystallization of sorts has agglomerated
batches of human population in certain points. These
groups have, through their intelligence, increased the
natural resources and value of the sites, so that others
have come . . . and successive layers have accumu-
lated on the chosen lands” (Vidal de la Blache, 1922).
In consequence, the settlement envelope is highly
stable, particularly in the main concentrations. In
Japan, as in China or Europe, the pattern of territorial

occupation has remained basically the same for several
centuries. This stability is linked to the spatial logic 
of intensive agriculture. Improved yields enabled
farmers there to reduce working time—a saving that
was not used to enlarge the holding but was reinvested
in capital to enhance crop performance. This logic, in
turn, promoted the accumulation of human inhabi-
tants in the same limited spaces (Baudelle, 2000).

Although the long-term stability of the borders of
the oikoumene is undeniable on a small scale, the same
is not true on a medium or large scale. The successive
waves of demographic growth have generally caused
a spatial extension of settlement, most notably after the
clearing of woodlands or the drainage of wetlands. But
this extension usually occurs near already inhabited
and developed localities, in already frequented or
exploited spaces.

The only significant exceptions to the logic of on-
site accumulation of settlement are pioneering fron-
tiers. As a vehicle for the agricultural development of
previously low-populated or empty lands, they can
change the settlement envelope. Unlike other forms of
settlement on the boundaries of the oikoumene, they are
often charted across vast territories and in a particular
direction, mobilizing large populations, and they tend
to be more enduring. Pioneering episodes occur in
waves, in response to phases of accelerated population
growth or political plans. The most significant exam-
ples date from the past 2 centuries and took place in
the interior or on the peripheral islands of large coun-
tries under construction. They include the settlement
of the regions west of the Mississippi River in the
second half of the 19th century, the pioneering fron-
tiers of the Patagonian pampa in the late 19th century,
the colonization of western Siberia along the axis of the
Trans-Siberian railroad in the first half of the 19th
century, the colonization of Mindanao15 starting in the
interwar years, and the Indonesian transmigration to
Sumatra, Sulawesi, and Kalimatan in the last quarter
of the 20th century (Pain, 1998).

2. Enduring Contrasts in 
Settlement Patterns

In the past 20 years, specialists have compiled fairly
comprehensive estimates of the population changes
since the start of our era by macroregion (Biraben,
1979) or by country (MacEvedy and Jones, 1978). By
using these figures, several investigators have empha-
sized the long-term persistence of major population
concentrations. In the first volume of Civilisation
matérielle, économie et capitalisme (Civilization and Capi-
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talism), Fernand Braudel (1979) noted, for example,
that the narrow band of high population densities
observed in Europe and Asia in the late 15th century
has persisted—all other things being equal—in the
present geography of the world. Jean-Noël Biraben
(1979) points out that, between the start of our era and
today, China has consistently held 15% to 35% of the
world population; the Indian subcontinent, 15% to
25%; and Europe, 10% to 15% (Fig. 70–3). In other
words, for the past 2000 years, between 50% and 70%
of the world population appears to have lived contin-
uously on one of the three human continents, as defined
by Franck Debié (1995) (Fig. 70–4).

We can refine these observations by a systema-
tic comparison of the population distribution by
macroregion at the start of our era and at later dates
using a temporal autocorrelation method16 (Fig. 70–5).
This shows a slow change in the distribution until the
late 15th century. At that date, the contrasts in set-
tlement patterns between macroregions were very

similar to those observed more than a 1000 years
earlier (r ª 0.8). The population distribution then sta-
bilized, roughly until 1750. From that point on, its
change accelerated, with the correlation coefficient
falling steadily to 0.6 in 1990.

These results show that, inside a rather stable enve-
lope, the spatial distribution of the human population
has undergone little change in the past 2 millennia.
Until the start of the Industrial Revolution, the pro-
portional relationships between the populations of 
the world’s macroregions remained nearly identical.
Afterward, as Olivier Dollfus has already suggested
(1990: 457), bursts of sharp demographic growth
“altered the existing balances and introduced new dis-
tortions between continents” (see Chapters 68, 69).
Despite these changes, the broad features of the initial
distribution endured, in particular the location of pop-
ulation concentrations. These findings are often valid
on a large scale, but for shorter periods of time, as in
Europe, many factors in the distribution of high pop-
ulation densities were active by the Middle Ages—for
example, the high densities in Flanders and the Po
valley in the 13th century. Nineteenth-century indus-
trialization therefore accentuated the density contrasts
of the preindustrial period. The centers of industrial
development were located in places that had regis-
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16 The principle consists in calculating the correlation coefficient
between the initial distribution of the population and later situa-
tions. To neutralize the changes in the relative weights of the most
populous regions, the value has been computed on the logarithms
of the population rather than on the populations themselves.



tered the earliest and most vigorous capital accumula-
tion, where a prosperous merchant bourgeoisie had
emerged and where agriculture was already the most
advanced and the most closely integrated into the
town-centered trading networks (Decroly and Vanlaer,
1991). In short, the areas of population concentration
were already potentially present in the shaping of 
the European merchant economy of the 17th and 18th
centuries.

The dot maps of the spatial distribution of world
population over 2 millennia, such as the ones prepared

by Daniel Noin (1979: 92–93) and Olivier Dollfus (1990:
447), provide a useful complement to this analysis.
Admittedly, they rely on highly uncertain and frag-
mentary data, especially for periods before the 18th
century, at least for the areas outside the great empires
of the Mediterranean world, India, and China. Never-
theless, they offer a broad picture of the changes in
global population distribution (for a detailed analysis,
see Noin, 1979 and Debié, 1995).

Of the Earth’s 250 million or so inhabitants at the
start of our era, almost 60% lived in one of the three
human continents. The north China plain, between the
Huang-he and the Yangzijiang, is believed to have held
alone nearly 50 million people, that is, one-fifth of the
world population and four-fifths of the Chinese pop-
ulation. It was thus already the planet’s largest popu-
lation concentration. The rest of China presumably
comprised some 20 million people living in small, scat-
tered settlements. The Guangdong region, similar to
the middle Chang Jiang valley and Sichuan, was not
yet an area of relatively concentrated population.

The Indian subcontinent is estimated to have had
nearly 50 million inhabitants, of whom about 30
million were in the Indus-Ganges plain and roughly 10
million were in the Dekkan coastal plain. Europe’s
approximately 30 million people were concentrated
within the borders of the Roman Empire, particularly
in the plains and basins near the western Mediter-
ranean (10 million people) and on the Egean coasts
(about 3 million people on the European rim).

The most novel aspect of world population distri-
bution at the start of our era was the relative impor-
tance of the Middle East. The region, bounded by the
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Red Sea and Persia at one end and the Black Sea and
Indian Ocean at the other, is thought to have had some
50 million inhabitants, most of them concentrated in
four areas: lower Mesopotamia, the Turkish coast, the
Levant coast, and the western coast of the Arabian
peninsula. If we add north Africa’s estimated 15
million or so inhabitants, we find over 60 million
people—nearly one-quarter of the world population in
that period—living on the confines of the arid zones of
the old world and in the oases at the heart of those
zones (Nile, Tigris, and Euphrates valleys). In later
periods, even at the apogee of the Arab-Muslim
Empire, the region’s share of the world population
never reached these initial levels.

The rest of the world population of the time (about
50 million) was scattered across the vast expanses of
sub-Saharan Africa and the American continent, which
held about 12 million people each.

As mentioned earlier, the spatial distribution of the
world population underwent minimal change be-
tween the start of our era and the end of the 15th
century. By the latter date, the three human continents
of the old world contained slightly more than 55% of
the planet’s 460 million or so inhabitants: east Asia
(China, Japan, Korea) and the Indian subcontinent
each held 90 to 100 million people, Europe nearly 70
million. Within these human masses, the Huang-
he and Yangzijiang plains in northern China and the
Indus-Ganges and Dekkan plains in India remained by
far the largest population concentrations. However,
the areas of high Asian density expanded substantially,
both in China (Manchuria, Korea, Chang Jiang valley,
Guangdong, and Indochina) and in the Indian sub-
continent (central Dekkan). With almost 10 million
inhabitants in its southern lowlands, Japan formed a
northeastern extension of the east Asian area of high
relative density. Although Europe preserved its 
relative share of world population (about 15%), the
geography of its settlement changed significantly.
After the center of gravity of high densities shifted
from the Mediterranean coast to the North Sea coast,
the space between southeast England and northern
Italy gradually emerged as the main axis of the Old
Continent.

The most important changes in world population
distribution occurred in the areas outside the human
continents. Between the start of the Christian era and
the Age of Discovery, North Africa and the Middle
East lost nearly half their population. By 1500, they
held just 7% to 8% of the world population. The only
dense, continuous demographic core in their midst
remained the Nile Valley. Conversely, sub-Saharan
Africa and the American continent registered fairly
brisk population growth. Sub-Saharan Africa added

about 60 million inhabitants to reach 15% to 20% of the
world population by the end of the 15th century. The
American population grew by some 30 million to
nearly 10% of the world total by around 1500. The
spatial patterns of growth were very different in the
two continents. In sub-Saharan Africa, most of the new
inhabitants scattered across the landmass, so that only
one population concentration emerged: that of the
Hausa, Mossi, and Yoruba countries in west Africa. In
America, by contrast, population growth was more
narrowly confined. It gave rise to a series of concen-
trations, in particular the Aztec core at the center of
Mexico and the Inca core along the Andes cordillera.

Between 1500 and 1800, during the expansionary
phase of Europe’s world-economy, the world popula-
tion doubled to about 950 million inhabitants. This
growth mainly benefited the three human continents:
in 3 centuries, their population grew 250%, versus only
30% for the rest of the world. As a result, by 1800, east
Asia, the Indian subcontinent, and Europe comprised
no less than 70% of the world population. Densifica-
tion was significant in all the concentrations already
established by about 1500, in China (northern plain,
Chang Jiang plain, Sichuan, Guandong), Japan,
Indochina, India (Indus-Ganges plain, Dekkan), north-
west Europe, and northern Italy. Meanwhile, new
high-density zones were forming, most notably on the
Korean peninsula in east Asia, in the Punjab in the
Indian subcontinent, and along the Danube corridor
and northern Hercynian massifs, between the Ruhr
and Silesia, in Europe.

The weak total growth outside the three main con-
centrations masks highly contrasting regional 
patterns. On the Asian continent, the demographic
momentum was brisk, as evidenced by the massive
densification of the island of Java and the formation of
secondary settlement cores along the Burmese and
Thai coasts. Similarly, Muscovy and the southern
Ukraine gradually developed into distinct high-
density centers, and the first pioneering frontiers were
created in Siberia. By contrast, the population of
Africa, deeply affected by the various slave trades, reg-
istered modest gains from its 1500 level (15 million or
more inhabitants) and actually fell by about 15 million
from its 1600 peak of 105 million. The high-density
core in Nigeria remained stable and even weakened
slightly; no new significant concentration emerged.
Meanwhile, the American continent lost almost half of
its population during the period. In the wake of brutal
European colonization, the settlement cores clearly
identifiable in about 1500 were either almost totally
destroyed (Maya core in Yucatan) or sharply reduced
(Aztec core in central Mexico and Inca core in the
Andes).
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A comparison of the world population distribution
in 1800 and today shows that the massive 2-century
growth has caused major changes in the geography of
settlement but has not fundamentally altered its
pattern. At the global level, the key phenomenon is the
decline in the human continents’ share, which has
fallen from 70% of the world population in 1800 to 55%
today. Conversely, the other regions of the Earth, sub-
Saharan Africa excepted, have seen their shares 
of world population rise, some very sharply (North
America, Latin America, southeast Asia), others more
marginally (north Africa and Middle East). These con-
trasting trends are owing, of course, to the different
paces of population growth over the past 2 centuries
and to the resulting changes in the tempo and ampli-
tude of the demographic transition. Since 1800, the
population of the human continents has quadrupled,
but that of the rest of the world has increased more
than eightfold.

Two of the changes during the period deserve
special emphasis: the settlement of North America and
the formation of several high-density cores, often
coastal, in Latin America and Africa.

In about 1800, North America, including Canada,
had a combined population of barely 5 million. Two
centuries later, the total stands at 280 million, one-third
of whom are concentrated in the “outlined continent”
(Debié, 1995) consisting of the eastern part of North
America. The speed of development of this extended
population concentration is spectacular. Whereas it
took millennia to produce the full worlds of Eurasia, a
few decades sufficed for the United States and Canada
to build a territory with many similarities but of far
smaller size. This speed was the result of massive
immigration spread out over barely 2 centuries. It also
bears powerful witness to the territorial efficiency of
American society as regards the appropriation of space
(balanced administrative division into townships), land
use, and establishment of links between localities.

European immigration and the demographic tran-
sition combined to multiply the population of Latin
America by 20 between 1800 and today. This prodi-
gious growth—the steepest outside the United States
and Canada—was achieved in a territory deeply
shaped by an extraverted colonial economy and polar-
ized around a few port towns, Mexico City excepted.
This explains the formation of a series of concentra-
tions, most of them coastal, that together constitute 
the backbone of the Latin American settlement 
archipelago.

Because of the lateness of its demographic transition
and the absence of actual settlement colonies, sub-
Saharan Africa experienced far weaker growth than
did Latin America. From the early 19th century to 

the present, its population has risen fivefold from 
90 million to nearly 500 million. As in South America,
demographic growth led to the formation of a 
string of coastal settlements. But it also contributed 
to the strengthening of the settlement core in northern
Nigeria and the emergence of other high-density 
cores inside the continent—most notably the Great
Lakes region and, to a lesser extent, the Ethiopian
mountains.

VII. TOWARD AN INTERPRETATION

1. Environmental Prerequisites 
for Settlement

The broadening of the ecological bases of inhabited
territories in the past 50 years has led to the gradual
abandonment of the analysis of the environmental pre-
requisites for settlement (Pumain, 1992). We believe,
however, that these preconditions must be taken into
account, as the formation of population densities is
ultimately rooted in the capacity of societies through-
out history to tap the resources at their disposal.

To begin with, the settlement of a portion of the
landmass requires the ability to extract, produce, or
introduce sufficient quantities of two commodities
essential to survival: food and water (Claval, 1974).
The notion has long prevailed that this possibility
depended exclusively on the characteristics of the
natural environment, with climate and soil determin-
ing the quantity and quality of available resources, and
terrain and hydrography determining the capability to
bring foodstuffs into the area. Today, it is admitted that
availability of food and water are jointly determined
by biophysical and socioeconomic characteristics. The
productive capacity of a cultivated ecosystem depends
on the surface area and fertility of land actually under
cultivation. These two variables are determined, in
turn, by the characteristics of the cultivated ecosystem
and by the methods used in the existing agrarian
system to restore soil fertility (Mazoyer and Roudart,
1997).

Population volume in a given area therefore
depends on the existing local ecosystem and on the
performance of the agrarian systems that have been
developed there. The characteristics of these biophys-
ical and socioeconomic components of productive
capacity are not immutable: they evolve at the slow
pace of climate change or the far quicker pace of social,
economic, and political change. Moreover, their state
at any given moment is influenced by their previous
state: an ecosystem’s fertility and the method of re-
plenishing it depend, in turn, on the legacy of earlier
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agrarian systems. Recent research has also emphasized
the role of collective perceptions in the relationship
that develops between environmental conditions and
settlement (for a summary, see Baudelle, 2000). In this
interpretation, what matters is not so much the quality
or weaknesses of a particular environment but the
value assigned to it—by comparison with neighboring
environments—by the human communities that have
settled there or would like to. This value depends 
not only on objective social conditions (production
methods and relationships) but also on beliefs and
habits. These enable us to understand some origi-
nal features of settlements. In Japan, for example, the
sacred value attributed to mountains has shaped a
striking contrast between the relative emptiness of
high-altitude regions and the dense occupancy of the
plains (Gourou, 1984).

Within the framework outlined above, it is not sur-
prising to observe that the relationships between envi-
ronmental conditions and population densities vary
considerably from one part of the inhabited world to
another, and that no generalization is possible on this
issue. The relationships between settlement and cli-
mate and between settlement and terrain provide con-
vincing illustrations of this.

In the early 1960s, Jozef Staszewski (1961) showed
that the highest demographic densities (on average, 60
persons per square kilometer) were found in humid
temperate climates and humid subtropical climates
(monsoon climate); excluding polar, desert, and equa-
torial climates, the lowest densities were observed in
dry tropical climates (8 persons per square kilometer)
and humid tropical climates (14.4 persons per square
kilometer). Most important, he demonstrated that the
population density for a given climate varied widely
from one continent to another, and that the climate
prevalence ranking changed from one continent to
another. He thus demonstrated at the global scale what
many monographs had already underlined or would
later underline at the local level, namely, that, in com-
parable climate conditions, human densities can vary
across a very broad range of values (Gourou, 1973): the
Mississippi plains have 10 times fewer inhabitants
than do the Yangzijiang or Huang-He plains, the
Congo basin is nearly empty whereas in Java rural
densities reach nearly 2000 persons per square 
kilometer, and so on.

The analysis of population distribution by altitude
also leads to nuanced conclusions (Staszewski, 1957;
for a summary, see Bähr et al., 1992). Admittedly, at the
global scale, 60% of the world population lives below
200-m altitude and 80% below 500m. Likewise, again
at the global scale, density falls continuously with al-

titude, consistently with the reduction of farming
opportunities as the temperature decreases. As with
climates, however, there are sharp differences between
continents: less than 1% of the population lives above
1000m in Australia and Europe, but more than 20%
does in Africa and South America. On the latter conti-
nent, the proportion of the population living above
2000m averages 11%, but exceeds 50% in Peru and
Ecuador and 70% in Bolivia. These variations show
that the appeal of mountains depends on their envi-
ronment: although the contrast between plain settle-
ments and altitude settlements is sharp at high and
medium latitudes, it is more modest, or even reversed,
at Mediterranean and tropical latitudes (Belbeoch et al.,
1986). For the latter, Olivier Dolffus (1990: 454) 
notes that, “the plains may seem less safe, less salu-
brious, less fertile or harder to clear. The Andes were
less challenging to occupy than the Amazon forest or
the deserts below. This difference is partly due to the
societies’ technological level. Slopes become an ever
more costly obstacle to deal with when motors and
axles are used in transportation and agriculture. By
contrast, in rural societies that rely on basic tools, the
work yield on a 15° slope is barely lower than on a flat
terrain.”

2. A Distribution Whose Origins 
Go Back a Long Way

The long-term inertia of the spatial distribution of
the world population prompts us to look to Antiquity
for an explanation of the contrasts observed today.
From this standpoint, the uneven diffusion of agricul-
tural techniques in the Neolithic revolution seems to
play a key role—far more decisive than the variations
in the absolute age of settlements.

As long as transportation remained slow, human
societies had to procure the food and water needed for
their survival in a narrow radius around their 
settlements. The intensity of their presence in an area
therefore depended on their capacity to find resources
in their immediate surroundings. Throughout the
Upper Paleolithic, this capacity remained limited, 
as the prevailing survival techniques (gathering,
hunting, fishing) were simple collection methods
without restitution. They required human groups 
to be mobile over large areas and prevented the 
formation of significant concentrations. As a result, the
density contrasts in inhabited regions were presum-
ably weak.

Ten thousand years before our era, the advent of
agriculture and livestock raising during the Neolithic
revolution brought slow but deep changes in the char-
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acteristics of the earlier settlement. By allowing a sharp
increase in food production per unit of surface area, it
made possible—in places where it took hold—the
establishment of the first significant population con-
centrations. In the Middle East, for example, densities
rose from no more than one person per 20 to 40km2

among the hunter-gatherers of the Upper Paleolithic to
2 to 5 persons per square kilometer with the advent of
the earliest forms of rain-dependent agriculture. This
created the first settlement contrasts between preagri-
cultural economies, in which densities stayed below
one person per square kilometer, and agricultural
economies, in which densities substantially exceeded
that limit. Consistently with Ester Boserup’s model
(1965), the progressive differentiation of farming tech-
niques later broadened the range of possible densi-
ties—to the point at which the following patterns were
found across the world at the start of the 16th century
(Debié, 1995; Grigg, 1996; Mazoyer and Roudart, 1997):
a few people per square kilometer for the itinerant
agriculture practiced, for example, in the west African
savannas and the lowlands of Central and South
America; about 10 persons per square kilometer when
this form of agriculture, with shorter rotations, shifted
toward more intensive forms as on the highlands of
west Africa, in the Andes, and in Mexico; from 10 to
50 persons per square kilometer for agriculture with
short fallow periods (biennial or triennial rotation),
and animal-traction farming in the Mediterranean
basin and most of Europe; nearly 100 persons per
square kilometer for permanent rainfall-dependent
agriculture (without fallowing) in Flanders, Tuscany,
and Lombardy; and 200 to 300 persons per square kilo-
meter, or locally more, for irrigation farming in the
Indus-Ganges plain, the Gulf of Bengal, the Malabar
and Coromandel coast, southern China (Chang Jiang
valley, Sichuan, Guandong lowlands), Japan, Java, and
the deltas of southeast Asia.

In sum, a long-standing spatial concordance exists
between areas of intensive agriculture and dense set-
tlement. This link still harbors many mysteries, most
notably because the functional relationship between
agrarian structures and settlement is so complex and
varies according to the political framework in which it
operates. Research on the issue has yielded two impor-
tant findings. First, the studies by Ester Boserup have
shown that the relationship between farming tech-
niques and population densities constituted a system:
progress in farming techniques allowed population
growth, but, reciprocally, increased densities required
or stimulated advances in agrarian structures. Second,
archeological studies indicate that, as early as the
Neolithic, agricultural progress generated surplus pro-

duction that allowed work specialization, fostered
trade, encouraged the emergence of political control
structures, and promoted the birth and rise of towns.
Reciprocally, these transformations stimulated techni-
cal progress, most notably in agriculture.

François Durand-Dastés (1995) has drawn on these
findings to propose a model for interpreting the high
overall densities observed in India. He begins by
pointing out that rice farming is an agricultural pro-
duction system characterized by very high yields
(quantity of food produced per surface-area unit) but
very low productivity (quantity of food produced per
labor unit). Rice farming therefore sustains high pop-
ulation densities, which, in return, help to perpetuate
and even expand it. Durand-Dastés also identifies
three links that have developed between rice farming
and control structures. First, high rice yields generated
large surpluses, allowing urbanization and the forma-
tion of fairly centralized governments. Second, the
mobilization of the labor force and the management of
large-scale infrastructure development—which only a
central government was capable of achieving—played
a likely role in the growth of rice farming. Third,
organized states have the capability of setting conflicts
inside their borders and can thus ensure the existence
of peaceful areas conducive to population growth. In
combination, these three feedback loops form a 
system with an operation that—according to Durand-
Dastés—is responsible for the close correlation
between rice farming in floodable areas and high pop-
ulation densities observed in India.

The historical developments between the early
Neolithic to the Age of Discovery were therefore
largely responsible for the differential pattern of
human settlement. For the most part, developments in
later centuries “strengthened the continents, the high-
density axes, and the settlement cores already sketched
out, multiplying the densities of the early modern era
by five, ten, and sometimes a hundred” (Debié, 1995:
327). They also brought some important adjustments
linked to the rise of the European world-economy
(Braudel, 1979; Wallerstein, 1980a,b). Examples in-
clude the demographic debacles in America and
Oceania, population transfers owing to the growth of
the slave trade in Africa, but also, more indirectly, to
the concentration of the population in the coastal areas
of colonized territories. The latter phenomenon was
owing to the centrality of ports in the colonial eco-
nomy and the expansion of “funnel-shaped” trans-
portation networks. Likewise, the economic and
demographic disruptions of the 19th century, by trig-
gering trans-Atlantic migrations and fostering the
expansion of pioneer frontiers, enlarged the settlement

Chapter 70/Distribution of the World Population 119



envelope to some extent. But the outcome of the
process had already been determined long before—
indeed, very long ago.

CONCLUSION

A panel at the main entrance of the Lisbon World
Exhibition (1998) dedicated to oceans stated that, at the
close of the 20th century, almost 60% of the world pop-
ulation lived on sea coasts. This claim is highly fanci-
ful, as the recent computations by Daniel Noin (1999)
found that barely 16% of the Earth’s inhabitants live
within 15km of a coast. Nevertheless, the panel—
widely quoted in the media—points to a key aspect of
human settlement: its pericontinental distribution.
Today, more than one-quarter of the world population
lives within 50km of a coast, almost one-half at 200km,
and more than two-thirds at 500km. Most of the main
population centers are located in the immediate 
vicinity of the sea or communicate with a seaboard;
many metropolises with populations in the millions
are coastal. As many other aspects of settlement, 
this concentration seems to be an enduring pattern. It
was already observed at the start of our era and was
consolidated by the expansion of the European colo-
nial economy from the 16th century onward. However,
it may be called into question in the near future.
Experts predict that climate change in the 21st century
could raise the average sea level and threaten the
coastal plains, some of which—such as northwest
Europe and the Bangladesh lowlands—are heavily
populated. Will the potentially displaced populations
find shelter along the new emerging coastal settlement
bands, thereby increasing concentration in the 
lowlands or, on the contrary, will they be forced into
new locations, perhaps outside the settlement enve-
lope? Such questions belong to the realm of geography
fiction for now but could become topical at fairly short
notice.
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INTRODUCTION

Humankind has never experienced such demo-
graphic upheavals as in this second half of the 20th
century: a huge growth of the population (which
increased from 2.5 billion to more than 6 billion between
1950 and 2000), a new distribution of the population on
the planet (with the regions of the south now represent-
ing 80% of the total versus 67% in 1950), a concentration
of the population in the towns or on the coasts, and con-
sequent changes in the demographic dynamics of most
societies. As mentioned in Chapter 69, after and largely
in response to the transformations observed in Europe
(Chapter 68), a genuine demographic revolution began
that is irreversible, although it occurs at different rates
in the different cultures or economic systems. Although
the transition was quite advanced by the 1950s in the
countries in the north, it was just beginning in those in
the south, gaining momentum in the 1970s and 1980s.
Heterogeneous situations, diverse rhythms of changes,
spatial and social inequalities are the dominant features
of contemporary demography that will be described in
this chapter. The focus is on the 1960–2000 period, in
which major changes occurred. First, the patterns of
demographic transition and population growths will
be explained, fertility, mortality and age structures will
be described, and finally a few questions concerning the
future will be introduced, including the demographic
impact of AIDS.1

I. SOURCES, INDICATORS, AND
GEOGRAPHIC DIVISIONS

In an overview of the demography of various
regions and countries in the world over 40 years, sta-
tistic works of historic compilation and perspectives
conducted by specialized organizations such as the
United Nations (UN) or the World Bank should be con-
sulted. We will use the database of the UN Population
Division (UN, 1996a,b, 2001a,b), which is probably the
best known and most detailed. Although it is revised
every 2 years, we shall mostly use the 2000 revision, as
well as results on fertility and child mortality from
recent surveys (such as the Demographic and Health
Surveys [DHSs] conducted in the 1990s).

The indicators selected are the usual ones—birth,
death, and natural growth rates to examine the 
transition patterns, the total fertility rate (TFR), life
expectancy, and infant mortality,2 as well as the pro-
portions of population aged under 15 and over 65
years as indicators of the age composition.

We have gathered the above-mentioned indicators
on 187 countries3 and over three periods (1960–1965,
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able from other sources in all the countries.
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tories with a population of more than 140,000. The data on Melane-
sia, Micronesia, and Polynesia sometimes are not included in the
analyses, making a total of 179 countries in certain tables and charts.



1975–1980, 1995–2000).4 In Appendix Table 71–1, the
average numbers are presented in table form accord-
ing to the 6 major regions and 21 subregions as defined
by the UN with a view to synthesis and minimal diver-
sification. UN terminology divides the countries
among three categories: developed (44 countries, 20%
of the world population), least developed (which we
will refer to as the poorest; 45 countries, 32 of which
are in sub-Saharan Africa, 10% of the world popula-
tion), and intermediate (98 countries, 70% of the total).5

Although these three major categories offer different
demographic systems, some heterogeneity can be
observed within each of them. Another form of classi-
fication is a division of the world into nine major
regions: Europe; North America, South America,
Central America, and the Caribbean; North Africa;
sub-Saharan Africa; the Near East; Central Asia; South
Asia; Southeast Asia; and the Far East. These countries
are listed in table form according to those geographic
classification in Appendix Table 71–1.

All averages, variances and other indices are
weighted by population size of the countries under
study.

II. THE TRANSITION 
PATTERNS FROM 1950–2010

The chapter moves from a world perspective, as
outlined in Chapter 69, to examine regional patterns,
going back to 1950 and using the projection (mean
hypothesis, medium variant) suggested as far ahead as
2010, in the framework of the longer-term projections
that will be discussed in Chapter 77.

1. The World

The population of the planet has never increased as
quickly as it did in the second half of the 20th century.
With birth and death rates of about 38% and 20% in
1950 (Fig. 71–1), the population increased at an annual
rate of 1.8%, or about 48 million individuals per year.
With decreasing mortality in the countries of the south,
the growth gained momentum to about 1970 (2.1% a
year) before slowing down as a consequence of declin-
ing fertility, particularly in China (from the early
1970s). For 15 years (from 1975–1990), growth
remained at about 1.7%. In the late 1990s, growth was
estimated at 1.3%, with a birth rate of 22% and a death
rate of 9%, which meant an annual increase of approx-

imately 80 million people. According to UN projec-
tions, the growth rate will still probably be 1.1% in
about 2010. The transition takes place by stages, and
on the whole, it has been slower than was expected in 
the 1960s or the 1970s, leading to several revisions of
the mid- and long-term projections in the past 30 years.

2. The Three Major Groups of Countries

World demography is an abstraction; in fact, some
people doubt that the concept is of any interest. From
the distinction between developed, intermediate, 
and poor countries emerge three major categories of
transition histories, which as early as 1950 have been
very different from one another (Fig. 71–2; Table 71–1).

The developed, rich countries—In these countries the
decline of fertility and mortality dates back to the
second half or the end of the 19th century.6 By 
the beginning of the 1950s, the birth (22%), death
(10%), and natural growth (12%) rates were compara-
tively low among the countries of this group. Never-
theless, after the baby boom of the 1940s and 1950s,
fertility declined again at the end of the 1960s, falling
drastically in the 1970s and 1980s and causing the
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4 Sometimes we go as far back as 1950 or 2010.
5 Those numbers are 55, 48, and 125, respectively, when coun-

tries with a population of less than 140,000 are included.
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FIGURE 71–1 The transition pattern of the world population
from 1950–2010. (Data from United Nations, 2001a,b.)

6 For most of these countries at least, as some had begun earlier
(e.g., France, where fertility started to decline as early as the late 18th
century) and others later (Southern and Eastern Europe, where the
trend really started only in the early 20th century). Those historical 
discrepancies between the Western countries have been previously
discussed, in Chapter 68. Readers may also see the works by Jean-
Claude Chesnais (1986) or Patrick Festy (1979).
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growth to cease (or even become negative), as well as
accelerating the aging of the population.

The intermediate countries—In this group, which is
the largest and most heterogeneous, birth rates have
been decreasing by stages (Fig. 71–2), sometimes since

the 1950s but mostly since the mid-1960s. Death rates
also declined, enough to counterbalance the decline of
fertility, so that the growth rates went down only in
1950 (1.5% versus 2.1%). With an average fertility rate
of 2.8 children per woman, a life expectancy of 65
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TABLE 71–1 A Few Indicators of Structures and Demographic Change in the Three Major Country Groups and in the
Countries in Extreme Situations

Indicators Period World Poorest Intermediate Developed Countries and extreme values
average countries countries countries
(n = 228) (n = 48) (n = 125) (n = 55) Minima Maxima

Crude birth 1960– 35.4 48.4 41.1 19.7 13.4 Hungary 56.3 Niger
rates (%) 1965

1975– 28.0 45.4 30.7 14.9 10.3 Germany 57.2 Malawi
1980
1995– 22.5 40.4 23.1 11.2 7.7 Latvia 55.4 Niger
2000

Crude death 1960– 15.6 24.6 17.4 9.4 5.8 Byelorussia 32.3 Sierra Leone
rates (%) 1965

1975– 10.9 19.7 10.3 9.5 4.1 Guam 45.0 East Timor
1980
1995– 9.0 14.9 7.8 10.2 2.2 Kuwait 26.4 Sierra Leone
2000

Natural growth 1960– 2.0 2.4 2.4 1.0 0.3 Hungary 3.6 Costa Rica
rates (%) 1965

1975– 1.7 2.6 2.0 0.5 -2.0 East Timor 3.8 Kenya. Solomon
1980
1995– 1.4 2.6 1.5 0.1 -0.6 Bulgaria 4.1 Yemen
2000

Total fertility 1960– 5.0 6.7 5.9 2.7 1.8 Hungary 8.1 Kenya
rates 1965

1975– 3.9 6.4 4.4 1.9 1.5 Germany, 8.5 Rwanda
1980 Luxembourg
1990– 2.8 5.5 2.8 1.6 1.1 Latvia 8.0 Niger
1995

Life expectancy 1960– 52.4 39.8 48.9 69.7 32.0 Sierra Leone 73.5 Sweden
at birth 1965

1975– 59.8 45.3 58.7 72.3 31.2 Cambodia, East Timor 76.3 Iceland
1980
1995– 65.0 50.3 65.5 74.9 37.3 Sierra Leone 80.5 Japan
2000

Infant mortality 1960– 119 171 131 33 15.0 Sweden 221 East Timor
rates (‰) 1965

1975– 88 140 91 18 8.0 Sweden 263 Cambodia
1980
1995– 60 102 56 8 4.0 Japan 165 Sierra Leone
2000

Proportion of 1965 37.6 43.7 41.4 27.5 21.0 Sweden 50.8 Bahrain
people aged 1980 35.1 44.6 38.4 22.5 18.5 Germany 50.2 Yemen
15 years or 2000 30.0 43.1 31.2 18.3 14.3 Italy 50.1 Yemen
less (%)

Proportion of 1965 5.3 3.1 3.9 9.0 1.6 Samoa 13.2 Austria
people aged 1980 5.9 3.1 4.2 11.6 1.1 Qatar 16.3 Sweden
65 years and 2000 6.9 3.1 5.4 14.3 1.5 Qatar 18.1 Italy
older (%)

n is the number of countries.
Data from UN, 2001.



years, and the fast aging of the age structure (the pro-
portion of the population aged under 15 dropped from
45% down to 31%), this group is well advanced on the
path of demographic transition.

The poorest countries—Some 50 countries, the poorest
ones in the world and those who are excluded from
economic and social development, represent over 10%
of the world population and 13% of all the developing
countries. On the whole, they are still at an early stage.
Birth (41%) and fertility (5.5 children per woman) rates
have changed little, but mortality has decreased (the
crude death rate dropped from 25% to 15% between
1960 and 2000). As a consequence, in the second half
of the 20th century, growth increased, going from 2.0%
in 1950–1955 to 2.5% in 1995–2000; according to UN
projections, growth will reach even higher levels in 
2010. However, the age structure will remain as young

as it is now (about 43% of the population are aged
under 15).

3. The Regional Diversification

In addition to the slowing down of world demo-
graphic population growth from 1950–2000, which
was rather slow to occur, there is a great diversity in
the history and present situations of the 21 subregions
selected in Appendix 1, or even of the 9 major regions
given in Fig. 71–3.

In the north, two groups of developed countries
should be distinguished:7 (1) Europe, in which birth
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FIGURE 71–3 The transition patterns of nine major regions from 1950–2010. (Data from United Nations,
2001a,b.)

7 On the figure we have not represented the Australia—New
Zealand subregion (which appears as such in the table in Appendix
1), nor have we isolated Japan, integrating it into the Far East.



and death rates are more or less equal (about 10%) and
growth is virtually nil; and (2) North America, in
which growth is still slightly positive and is expected
to remain so in 2010.

In the south, seven regions appear to be at different,
more or less advanced stages of transition.8 Within
some 40 years, this group, the situation of which used
to be comparatively homogeneous, has acquired
unprecedented diversity. Although in 1955, all the sub-
regions had pretransition birth rates greater than 40%,9

the birth rates now range from 16% in the Far East to
43% in sub-Saharan Africa. Death rates, which already
were more varied, now range from 5.4% (in Central
America) to 15% (in sub-Saharan Africa). Last, growth
rates, which in the early 1960s were between 2% and
2.7%, ranged from 0.9% (Far East) to about 3% (sub-
Saharan Africa) in 2000. When the 1990s are compared
with the 1950s, it appears that everywhere the rates
went down, but the decrease occurred at diverse
speeds: fast in the Far East and in South and Central
America, and more slowly in the Near East, in north
Africa, and Central and South Asia, as well as sub-
Saharan Africa, where growth is still 2.6% per year.

Although in the 1950s and 1960s it was still possi-
ble to refer to the Third World population and quote
some average numbers to situate it in contrast with the
population of the Western world, that has changed.
For some 30 years now, the various regions, countries,
and the many diversified societies of which they are
made, started their own transitions at more or less
early dates and then continued at more or less rapid,
more or less steady paces. Except for the Far East, the
new balance that was promised or forecast, based on
a zero growth with a fertility rate of about 2 children
per woman and a life expectancy of 75 or 80 years, is
still far from being achieved. Regional diversification
and inequalities between the different countries have
never been so great, a situation that is likely to persist
for a large part of the 21st century.

III. FERTILITY: DECLINE IS
WIDESPREAD, THOUGH AT 

UNEQUAL PACES

Fertility at the world scale has declined since the
1950s, dropping from 5.0 to 2.8 children per woman,
particularly in the past 20 years. This decline is 
gradually becoming widespread, although at 

paces that vary from one region and one country to
another.

As previously mentioned, the developed countries
completed their fertility transition after a long process
that usually started in the second half of the 19th
century (see Chapter 68). The Far East has recently
achieved the same rate (1.8 children per woman in
1998), after a decrease of fertility that will probably
remain as the most rapid and dramatic of the whole
history of humankind. On the whole, the decline was
significant in all of the intermediate countries: the TFR
dropped from 5.9 to 2.8 children per woman within 40
years (Table 71–1). For about 10 years now, the group of
the 48 poorest countries has also been affected by the
decline, although at a much slower pace (in these coun-
tries, the average TFR is still 5.5 children per woman).

The diversity is still greater when the trends by
region (Fig. 71–4; Table 71–2) are examined, leaving
aside the Western countries and the Far East. The start-
ing point, in the 1950s and 1960s, is high levels of 
birth and fertility rates, which everywhere are far
higher than those in pretransition Europe: about 45%
(as against 35%) for the birth rate, and 6 to 7 children
per woman (as against under 5) for the TFR. These fer-
tility rates of the 1940–1960 period, at such a level of
aggregation, were probably the highest of the history
of humankind, as each region later experienced a
decline of fertility, each at its own time and pace: first
Latin America, as early as the beginning of the 1960s;
then Central America and the Caribbean in the late
1960s; South and Southeast Asia in the early 1970s;
and, last, the Near East (at a rather slow pace) and
North Africa, which started from a higher level (7 chil-
dren per woman) but decreased comparatively
quickly, particularly from the 1980s (3.6 children by
1998). As for sub-Saharan Africa, a region that was
long considered a pocket of resistance (some people
even called it the African exception), the decline of fer-
tility started in the 1990s (Fig. 71–4).

In fact, regional reproductive behaviors have been
experiencing a rapid, deep change for the past 25 or 
30 years. This change includes both significant 
changes in the area of family and marriage (particu-
larly as the age at which women marry has increased)
and the extension of contraception. The decline has
been substantial on the whole, and it has even been
faster than certain observers had predicted in the 1960s
or 1970s.

At the national level, both the intensity and variabil-
ity of changes were confirmed by studying the evolu-
tion of fertility between 1963 and 1998 in 179 countries
(Fig. 71–5). Fertility remained virtually the same, or
even slightly increased, in some 30 countries, mostly
in sub-Saharan Africa (in addition to Bhutan, Laos, and
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8 For further details concerning those regions, see Tabutin (1995).
9 It should be recalled that they were higher than in pretransi-

tion Europe in the 18th and 19th centuries (30% to 35%) as a result
of marriage models that were traditionally earlier and more intense
in most of the other societies and cultures.



Afghanistan), during that period. In all other coun-
tries, fertility has declined, but in different ways.

When the standard deviations and the coefficients
of variation of TFRs among the countries in the eight
regions in 1963, 1978, and 1998 (Table 71–2) are com-
pared, or when the dispersions are examined graphi-
cally (Fig. 71–6), it is confirmed that the situations
within regions are growingly heterogeneous. The only
coefficients of variation that remain more or less stable
are those concerning South America and Europe, and
the only one that really decreases is that of the Far East

(understandably, as it includes only six countries). At
world level (Table 71–2), the standard deviation gets
slightly smaller, but the coefficient of variation
increased from 1963 to 1998.

Between regions, as well as countries, there is great
diversity as to when the decline begins and to its pace,
and it will probably remain so for some time yet. “All
situations are possible: an early start and slow pace
(India); an early start and fast pace (Mauritius); a late
start and fast pace (Mexico); a late start and slow pace.
Though the process, once irreversibly launched, on the
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TABLE 71–2 Averages, Standard Deviations, and Coefficients of Variation of Total Fertility Rates in 1963, 1978, and 1998
in the Eight Major Regions

Regions Average Standard deviation Coefficient of variation (%)

1963 1978 1998 1963 1978 1998 1963 1978 1998

Sub-Saharan Africa (46) 6.8 6.8 5.9 0.51 0.74 1.11 8 11 19
North Africa (7) 7.1 6.0 3.6 0.21 0.72 0.66 3 12 18
Near East (18) 6.3 5.3 4.0 1.24 1.59 1.80 20 30 45
Central, south, and southeast Asia (25) 6.0 5.0 3.4 0.58 0.66 0.84 10 13 25
Far East (7) 5.3 3.1 1.8 1.19 0.48 0.14 23 15 8
Central America and Caribbean 6.5 5.0 3.0 0.84 1.15 0.82 13 23 28

(20)
South America (13) 5.8 4.3 2.6 1.21 0.62 0.45 21 14 17
Europe, North America, Australia, 2.8 1.9 1.6 0.45 0.30 0.34 16 16 21

New Zealand (43)

Total, World (179) 5.0 4.0 2.9 1.65 1.63 1.47 33 41 51

The figures in parentheses are the number of countries in each region. The averages and standard deviations are weighted.
Data from UN, 2001.
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whole is faster than it was in Western countries in the
past, there is no rule, nor general relations between
starting levels, period and decline paces. A society’s
reproduction model is derived from complex dynam-
ics that depend on historical, cultural, social, economic
and political factors” (Tabutin, 1995: 46). In other
words, every country has is own history, so that within
one culturally homogeneous region (e.g., North
Africa), the fertility decline processes, which are only
one element of the evolution of societies among others,
may occur in rather different ways, although they
eventually converge.

In the theory of transition, child mortality always
appears as one of the major variables that account for
the variations and evolution of fertility: it is impossi-
ble to have very low fertility rates in contexts of high
mortality levels or the population would be threatened
with extinction. The decline of mortality is often pre-
sented as a precondition for the decline of fertility.
What is the situation then with these two variables on
the international level? Figure 71–7 presents the rela-
tion, in about 1998, between the TFR and the infant
mortality rate in 136 countries in the south. The rela-
tion is clearly a positive one, with a correlation coeffi-
cient of 0.85, although some countries differ from the
general pattern–for example, a few of the Emirates
(which have a high fertility and a very low mortality
rate), the India—Bangladesh—Myanmar group (with

intermediate fertility but still high levels of mortality),
or some countries in which mortality levels are clearly
exceedingly high (East Timor, Liberia, Sierra Leone).
However, it should be acknowledged that the latter
group of countries have very specific contexts of polit-
ical and military unrest.

Apart from a few exceptions, all countries in which
the infant mortality rate is greater than 90% have a fer-
tility rate of more than 5 children per woman; all coun-
tries in which mortality rate is under 30% have a
fertility level of less than 3.5 children per woman.
None of the countries with a fertility rate of 2 children
per woman has an infant mortality rate over 25%,
except for China (44%). All considered, no society in
the south has achieved its fertility transition without
its infant mortality first decreasing in a significant and
often rapid way.

IV. MORTALITY: IMPROVEMENTS BUT
GROWING INEQUALITIES

The health transition started in the late 18th century
in Northern and Western Europe,10 spreading on to
North America, Japan, and southern and eastern
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10 For further details, see Chesnais (1986) or the 1989 issue of the
Annales de démographie historique; also see Chapters 57 (in Volume II)
and 68 (in Volume III).



Europe in the second half of the 19th century. Then it
reached South America and a few countries in Asia
between the two World Wars, before spreading to the
whole of the planet in the 1950s. Just as for fertility,
there have been significant differences in the timing
and the pace of mortality changes.

As a consequence, just after the end of World War
II, the situation was extremely diversified. In the early
1960s (see table in Appendix 1), life expectancy was 
70 years in the developed countries, 49 years in the
intermediate group, and barely 40 years among the
poorest countries; the figures nowadays are 75, 66, and
50, respectively. Infant mortality rates then ranged
between 33‰ and 171‰, in 1998 they ranged from 8‰
to 102‰. In the 21 subregions (see table in Appendix
1), life expectancy ranged from 39 to 71 years in the
early 1960s; in 1998 the range is from 46 (East Africa)
to 78 years (Australia and New Zealand).

It thus appears that the social and health progress
that caused mortality to decline has affected every
region and every country. Inequality, however, is now
as great as it used to be, if not greater: there is a dif-
ference of 32 years between the extreme life expectancy
figures by region, and infant mortality rates range
from 1 to 20 (whereas they ranged from 1 to 8 in the
1960s). The poorest countries have hardly caught up,
and in those countries most seriously affected, AIDS
now tends to slow down or destroy the progress
achieved in the area of mortality. Last, the diversity of

situations has never been so great within the regions
in the south.

Let us more closely examine this diversity in the
area of infant mortality, the best known and probably
most reliable at international level. It still represents
30% to 40% of death cases in many countries in the
south, its relation to life expectancy11 remains strong,
and the pace at which it changes (on which the pace
of life expectancy largely depends), is considered a
good indicator of social and health progress.

In the eight regions that we have drawn (Fig. 71–8;
Table 71–3), infant mortality has much declined in
some 40 years, but at different paces: from 1963–1998,
the decline was 76% in the developed countries (start-
ing from a much lower level), 66% in the Far East, 64%
in Latin America and North Africa, 54% in Asia, but
only 38% in sub-Saharan Africa (where the gap with
the other regions in the world has been widening since
the 1980s). Just as in the area for fertility, the Far East
has experienced an unprecedented health revolution
as early as the beginning of the 1960s, although its
effects on infant mortality have considerably slowed
down in the past 15 years.
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11 Calculated on 172 countries (of all categories), the coefficients
of linear correlation between life expectancy at birth and infant mor-
tality are -0.96 in 1960–1965, -0.96 in 1975–1980, and -0.94 in
1990–1995. Calculated on 130 countries in the south, they are -0.94,
-0.94, and -0.93, respectively.
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Even at that macroregional level, there is great
diversification. The classification in three major groups
of regions prevalent in 1955 (Fig. 71–8) has been
changed into a four-group classification: Europe and
North America (infant mortality rate, 9‰); Latin
America and the Far East (38‰); south Asia and the
Near East, including North Africa (about 60‰); and
sub-Saharan Africa, which is lagging behind (97‰).

What exactly is happening within each region?
Figure 71–9, in which the infant mortality rates in
1960–1965 and 1995–2000 for 179 countries are com-
pared, illustrates the diversity of the paces of change
at national level. We have drawn the diagonal (no
changes) and the straight lines corresponding to rela-
tive declines of 25%, 50%, and 75% compared with the
1960–1965 rates.12 Although the quality of some data
must be considered, a few major trends and groups of
countries can be distinguished.

The countries in which virtually no progress was
achieved—Some 10 countries (situated close to the
diagonal line or with a decline of mortality of less than
25%) have mortality rates that are not much different
in 1998 from what they were in the 1960s, sometimes
after certain periods of decline. These are mostly very
poor countries (Sierra Leone, Uganda, Zambia, Mali)
or countries that have been through serious armed
conflicts (Rwanda, Burundi, Liberia or Iraq,
Cambodia, and Afghanistan).

The countries with comparatively slow progress (25 to
50% decline)—There are many of these countries, and
they are mostly in sub-Saharan Africa, where mortality
rates are highest; in central south Asia, although at
lower levels; and in Paraguay and Haiti.

The countries with appreciable progress—These
countries form a more heterogeneous group, including
north Africa; many countries in Latin America, Iran,
and Turkey; and a few African countries such as
Senegal, Madagascar, and Namibia.

The countries with exceptional progress—These
countries have a far higher than average in the world
or in the region to which they belong (more than 75%
decline). These are the United Arab Emirates, Reunion
island in Africa, and Macedonia in Europe.

All considered, on the whole those countries in
which mortality was highest 30 years ago (mostly 
in sub-Saharan Africa) have also progressed the 
least. Conversely, those countries in the south that
were at the best starting points have made the 
most remarkable progress in their fight against infant
mortality.

Nevertheless situations are diversified within the
regions. When the graphic dispersions (Fig. 71–10) or
the standard deviations and coefficients of variation by
region (Table 71–3) are considered, it seems no reduc-
tion of the inequalities between countries within the
regions is observed. From 1963 to 1998, all the standard
deviations have narrowed down,13 but most of the
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TABLE 71–3 Averages, Standard Deviations, and Coefficients of Variation of Infant Mortality Rates in 1963, 1978, and
1998 in the Eight Major Regions

Regions Average Standard deviation Coefficient of variation (%)

1963 1978 1998 1963 1978 1998 1963 1978 1998

Sub-Saharan Africa (46) 156 124 97 30 26 23 19 21 23
North Africa (7) 165 118 58 9 15 16 5 13 29
Near East (18) 146 95 49 52 37 25 35 39 52
Central, south, and southeast Asia (25) 151 119 69 27 27 23 18 23 33
Far East (7) 112 48 38 25 12 10 22 26 27
Central America and the Caribbean 95 65 34 29 25 12 30 39 36

(20)
South America (13) 104 71 37 22 21 11 21 29 31
Europe, North America, Australia, 33 19 9 14 8 5 42 41 52

New Zealand (43)

Total, world (179) 119 88 60 49 45 32 41 51 54

The figures in parentheses represent the number of countries in each region. The averages and standard deviations are weighted.
Data from UN, 2001.

12 The relative decline of infant mortality in the world was 50%
from 1963 to 1998 (table 3).

13 But at various paces, North Africa’s has even slightly
increased.
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coefficients of variation have clearly increased. They
are particularly high in the Near East, Central America,
and Europe/North America.

When the persistently high mortality rates, the
widening inequalities, and the serious public health
problems in many countries in the south are consid-
ered, the “health for all in 2000,” as promoted by the
World Health Organization, is far from a reality. Now
AIDS also has a major effect on the evolution of mor-
tality in Africa, which will be discussed later in this
chapter.

V. FROM NATIONAL AVERAGES TO
SOCIAL OR REGIONAL INEQUALITIES

IN THE COUNTRIES OF THE SOUTH

Behind national averages usually lie regional or
social inequalities in areas such as fertility and its inter-
mediate variables (Chapters 34, 37 of Volume I), mar-
riage (Chapter 28 of Volume I), or mortality (Chapters
53, 54, 55 of Volume II). There are—or were—differ-
ences in pretransition societies, in which demographic
systems have never been homogeneous. However, 
just as on the international level, it is often during 
the demographic transition that internal disparities
widened. The decline of mortality and fertility do not
affect all social groups at the same period or pace.
There are always groups that are ahead of others, inno-
vative groups, and groups that are kept away from
progress or are more averse to change (Tabutin, 1995).
It seems that after a phase of rather high homogeneity,
a phase of growing heterogeneity usually comes,
which is followed by a phase of convergence. Such dif-
fusion, such gaps between social and cultural groups
or between living environments, are fairly well docu-
mented for Europe but are less so in the countries in
the south. Cross-sectional analyses are still often used,
in which countries are compared at various stages of
transition, although the diversity of political, cultural,
economic, and health contexts in those various coun-
tries is likely to cause confounding.

However, what do such analyses show? Fertility is
now lower in urban than in rural regions and is lower
among the more educated groups than among the least
educated groups. However, differences, both absolute
and relative, vary from one country to another. On the
whole, the differences according to the living environ-
ment corroborate a dynamic pattern in which a
growing heterogeneity, in a first transition phase, is fol-
lowed by a certain convergence. According to fertility
surveys conducted in the 1970s, 1980s, and 1990s (UN,
1987; Muhuri and Rutstein, 1994), the smallest relative
gaps are to be observed in high and low fertility coun-

tries, whereas the largest gaps are in intermediate fer-
tility countries. Such inequality is also greater in Latin
America than it is in Africa or Asia.14 Differences
caused by educational level, which usually creates the
largest disparities, are also greatest in intermediate fer-
tility countries; again, the gaps are wider in Latin
America than anywhere else (UN, 1995).

Child mortality is also lower in urban areas, and the
gaps vary from one country to another. In a few coun-
tries (e.g., Trinidad and Tobago or the Dominican
Republic), mortality levels are much the same in urban
and in rural areas, but in most cases, there is a great
difference. Relative differences, however, do not
depend much on the mortality level. The relation
between infant-child mortality and the mothers’ edu-
cational level is stronger: everywhere, the mortality of
children whose mothers have been through secondary
education is much lower than that among children
whose mothers are uneducated.15 Absolute differences
usually decrease along with the mortality level,
whereas relative inequalities either increase or remain
unchanged. Again, inequalities are much greater in
Latin America than elsewhere.

Table 71–4 illustrates and confirms some of the rela-
tions described above for countries at various stages of
transition. It also shows the inequalities that may exist
for two important intermediate variables of fertility,
that is, age at first marriage and prevalence of modern
contraception.

In Mexico, for example, the absolute gaps in con-
traceptive prevalence rates are 30 points between place
of residence and about 45 between educational levels,
whereas in Indonesia, Sri Lanka, or Trinidad and
Tobago, although the prevalence at national level is
also about 40%, the gaps between place of residence
are very small, a few points only. The gaps between
educational levels are larger. It is also between educa-
tional levels that differences between median ages at
first marriage are greatest—ranging from 2.3 years in
Tunisia to 8 years in Senegal.

Even in high fertility countries (where apparently
no change is occurring), there may be significant 
differences between social classes. For example, in
Burkina Faso (Table 71–5) the fertility rate is 6.9 chil-
dren per woman at national level. Three major repro-
ductive models can currently be distinguished in this
country (Tabutin, 1997): (1) that of executives, who
form a small minority and are ahead of other groups
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14 Except for Trinidad and Tobago, where the urban-rural gaps
are some of the lowest in the world.

15 The ratios are very often one to three, or even four. For a com-
prehensive view, see Sullivan et al. (1994). For Africa in the 1970s and
1980s, see Akoto and Tabutin (1989).



in every respect, with a fertility of 3.1, a postpartum
abstinence period extending over 7 months, and a 
contraceptive prevalence of 33%; (2) that of
clerks/traders/industrial workers, who are in the
early stages of transition, with contraceptive preva-
lence ranging from 11% to 17% and a slightly lower 
fertility; and (3) that of farmers, who have kept their
traditional behaviors virtually unchanged (7.6 chil-
dren, 27-month breastfeeding, a long period of 
abstinence, and very low contraception prevalence).

Now what is the situation when the evolution of the
mortality and fertility inequalities is examined in the

countries for which adequate chronological data are
available? In Honduras, Paraguay, or Indonesia, from
the 1960s to the 1980s, fertility first declined in the
more privileged regions or in the more educated urban
families, causing disparities to widen. Between 1970
and 1980 in Cuba, Chile, or Thailand, where fertility
was already very low, the fertility decline affected all
classes of the population before a process of conver-
gence started. In contrast, John Cleland et al. (1992)
showed that, over the 1975–1985 period, child mortal-
ity declined in the 12 countries in the south they
studied (and in all social classes), without giving any
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TABLE 71–4 Inequalities in about 1990 in Eight Countries in the Areas of Marriage, Fertility, and Child Mortality

Indicators Countries Place of residence Educational level National

urban rural π % illiterate secondary π %
average

(1) (2) (1)-(2)/(2) (3) education (4)-(3)/(3)
and over

(4)

Median age at first Senegal 18.3 15.7 +17 16.0 24.0 +50 16.2
marriage (women Bolivia 20.5 20.1 +2 19.6 21.8 +11 20.3
aged 30 to 34 Ecuador 20.7 19.5 +6 18.2 24.1 +32 20.2
years) Tunisia 22.0 20.5 +7 20.6 22.9 +12 21.3

Mexico 20.4 18.1 +13 16.7 22.0 +32 19.4
Indonesia 19.1 17.0 +11 15.9 21.8 +37 17.6
Trinidad 19.7 19.7 0 18.9 22.5 +19 19.7
Sri Lanka 25.4 23.1 +10 — — — 24.4

Total fertility rate Senegal 5.1 6.7 -24 6.5 3.7 -43 6.0
Bolivia 3.8 6.3 -40 6.5 2.7 -58 4.8
Ecuador 3.5 5.5 -37 6.4 2.3 -64 4.4
Tunisia 3.4 5.7 -40 5.1 2.4 -53 4.3
Mexico 3.1 5.9 -47 6.1 2.5 -59 3.8
Indonesia 2.8 3.6 -22 3.7 2.4 -35 3.3
Trinidad 3.0 3.1 -3 3.6 2.3 -36 3.1
Sri Lanka 2.1 3.3 -36 — — — 2.7

Rate of contraceptive Senegal 11.8 1.4 (a) 2.2 29.3 (a) 4.8
prevalence (modern Bolivia 25.3 6.9 +266 (a) 35.9 — 17.8
methods) Ecuador 43.2 26.5 +63 15.0 45.8 +205 36.0

Tunisia 47.6 30.1 +37 37.4 44.5 +19 40.4
Mexico 63.3 32.5 +95 23.7 69.9 +195 44.8
Indonesia 48.1 42.3 +12 31.3 56.0 +79 44.0
Trinidad 45.7 43.4 z+5 36.9 55.1 +49 44.4
Sri Lanka 42.9 40.3 +6 43.9 37.0 -16 40.5

Child Mortality Senegal 102 184 -45 171 52 -70 157
Probability of dying Bolivia 104 162 -36 187 49 -74 132

between 0 and Ecuador 65 111 -41 160 43 -73 90
5 years of age (‰) Tunisia 62 88 -30 86 39 -55 74

Mexico 37 104 -64 114 29 -75 71
Indonesia 78 124 -37 142 43 -70 111
Trinidad (a) (a) (a) (a) (a) (a) 34
Sri Lanka 39 73 -47 71 26 -64 42

Countries are classified by decreasing level of fertility. —, data not available.
a Number of cases too low.
Data from the Demographic and Health Surveys national reports. These surveys were conducted between 1987 (Ecuador, Trinidad, and

Tobago) and 1994 (Bolivia).



obvious sign of converging. The gaps between the
place of residence or the mothers’ educational levels
even seemed to have widened.

Social, regional, or even cultural disparities are then
great, virtually universal, and persistent. Though con-
vergence, or the narrowing of inequalities, has started
in many countries in the south where fertility is con-
cerned, it is not a fact yet where mortality and health
are concerned. On the contrary, inequality may even
worsen concerning the latter.

But before the impact of AIDS and future uncer-
tainties are addressed, we should deal briefly with the
structures and the aging of populations, the conse-
quences of the transitions in the past few decades.

VI. AGE STRUCTURES AND
DEMOGRAPHIC AGING

The age structures of populations vary considerably
from one country or one region to another. At one
extreme, in 2000, the population of Sweden, one of the
oldest in the world, had virtually as many old people
(those aged 65 years and older were 17.4% of the pop-
ulation) as young people (18.2% were aged under 15
years). At the opposite extreme, in Senegal there were
almost 15 times as many young (44.5%) as there were
old (2.5%). Between the two extremes are countries
whose population pyramids have a more or less large

base: in Mexico, for example, young people are about
33%, or in China, where people aged under 15 years
were only about one-quarter of the total population in
2000 (24.9%). On the scale of the three major groups of
countries, the group of the poorest has a very young
population: 50% of the population were aged under 18
in 2000, and about 3% were 65 or older. In the devel-
oped countries, the structure is clearly older, with a
median age of 37, and young people form less than
20% of the population; people aged 65 years and older,
14%. Last, in the intermediate countries, young people
are about 31% of the population; people aged 65 and
older, 5%.

Those differences in the structures are linked to the
evolution of fertility and to that of mortality and some-
times migration (like in such cases as Israel or Burkina
Faso). Examining the pyramids (Fig. 71–11), it appears
that the structures have remained unchanged in the
poorest countries in the past 30 years. For example, in
Senegal, where mortality has declined between 1965
and 2000 (life expectancy has climbed from 39 up to 
52 years), no aging of the population is observed. In
contrast, the population even got slightly younger,
owing to the decline of child mortality. The main 
cause of population aging is the decline of fertility, at
least in a first phase, in which fertility and mortality
are still comparatively high (Grinblat, 1986). This
accounts for the stability of the population pyramids
in the poorest countries, most of which have not expe-
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TABLE 71–5 Indicators and Intermediate Fertility Variables by Social Groups and (Extreme) Educational Levels of the
Spouses in Burkina Faso (1993)

Social groups TFR No. of Desired Breast- Period of Median % women in Current 
(1) children no. of feeding abstinence age at first polygamous modern

at age children period marriage situations contraception
45 (2) (3) (4) (5) (6)

Executives (5) 3.1 5.4 3.6 20 7 20.4 14 33
Clerks (6) 5.9 7.5 4.9 24 16 17.3 45 12
Traders (11) 6.3 6.8 4.9 24 15 17.8 58 13
Artisans (7) 6.8 8.2 4.9 24 14 17.8 35 11
Industrial/unqualified 5.9 7.8 4.2 22 12 19.0 25 17

workers (5)
Well-off farmers (15) 7.7 7.6 6.1 26 17 17.2 67 3
Poor farmers (46) 7.5 7.4 6.8 28 17 16.9 50 1
Illiterate parents (72) 7.4 7.4 6.1 27 17 17.1 61 3
Parents with secondary 2.9 4.8 3.4 19 6 22.0 8 34

education (or more) 
(7)

Total (100) 7.1 7.4 5.7 24 16 17.5 53 7

The figures in parentheses represent the weight (in %) of each group in the survey.
(1) Ever-married women; (2) ever-married women aged 30 to 39 years; (3) average length of breastfeeding and abstinence periods (ever-

married women aged 15 to 49 years), expressed in months; (4) ever-married women aged 30 to 39 years; (5) at age 30 to 39 years; (6) propor-
tion (%) of women who were using a modern contraceptive method at the time of the survey.

Indicators calculated from the 1993 Demographic and Health Survey by Youssouf Langani (Institut de Démographie, Louvain-la-Neuve).



rienced any significant decline of their fertility. As for
the intermediate countries, they have started the 
aging process: between 1965 and 2000, the base of the
pyramid in the countries taken as a whole has consid-
erably narrowed (41% people aged under 15 in 1965
versus 31% in 2000), owing to the decline of fertility.
Although the proportion of people over 65 has not
increased in any appreciable way, it is likely to reach
6% in 2010 and 9% in 2025, which means more than
500 million people aged over 65. The developed 
countries have been experiencing an increase of the
proportion of the elderly for a much longer period,
starting in 1950 (Fig. 71–12).16 As for the proportion of
youth, it remained the same and then slightly
increased in the 1950s before it went on a decline, start-
ing in the 1960s.

Aging, although it has widely affected the devel-
oped countries and, to a lesser extent, the intermedi-
ate ones, has not really affected the poorest countries.
However, one important fact should be kept in sight
despite this: the population of those countries will be
aging in the coming century. In a first phase, the pro-

portions of young people will go down along with the
decline of fertility, as is currently happening in the
intermediate countries (Fig. 71–1). The proportion of
the elderly will increase only later, as a consequence of
the decline of the proportion of youth and through a
decline of mortality at older ages, as is now the case in
developed countries. However, beyond proportions, it
is the total population of people aged over 65 that is
increasing already and will keep on increasing in an
impressive way. Aging is a problem not only of struc-
tures but also of absolute numbers (Tabutin, 1986).
Only 20 million people aged over 65 currently live in
the 48 poorest countries. There will be 27 million of
them in 2010 and some 46 million in 2025. At that date,
there will also be 520 million of them in the interme-
diate countries and 260 million in the developed coun-
tries. There are currently about as many elderly people
in the rest of the world as in the developed countries.
There will be twice as many of them in 30 years. 
The countries in the south will all be faced with new
social and health constraints. And the aging process
will be all the more dramatic as fertility has declined
faster. In this respect the case of China is exemplary
(Fig. 71–11).
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FIGURE 71–11 Relative structure by sex and age of the populations of the three major groups of coun-
tries, and in Sweden, China, Mexico, and Senegal in 1965 and 2000. (a) Median age in 1965. (b) Median age
in 2000. (Data from United Nations, 2001a,b.)

16 Except for a stagnation in the early 1980s.



We should probably worry not so much about any
loss of dynamism in society or any aging of mentali-
ties but about the transformations made necessary by
such a revolution of age structures, as well as about the
lot of those masses of elderly people (Tabutin, 1986).
Social security systems are still budding or are nonex-
istent in many countries, and family solidarity, which
was traditionally important, is changing.

VII. AIDS AND ITS DEMOGRAPHIC
CONSEQUENCES

As we have seen above, mortality has noticeably
declined in all regions of the world since the 1960s.
Even in sub-Saharan Africa, where progress has been
slower than elsewhere, infant mortality has dropped
from 156% in the early 1960s to 100% in the late 1990s,
and in the same period, life expectancy has improved
from 40 to 48 years. However, since the early 1980s, the
evolution of life expectancy has noticeably slowed
down or stagnated. It was estimated as 48.3 years in
the 1980–1985 period and was still 48.4 years in the late
1990s. This halt in the improvement of life expectancy
reflects the tragedy of the AIDS epidemic that many
African countries are experiencing.

Sub-Saharan Africa is the region most seriously
affected by the epidemic: 70% of the 42 million HIV-
infected individuals in the world now live in sub-
Saharan Africa (UNAIDS/WHO, 2002), although only
about 10% of the world’s population live in the region.
The prevalence of HIV for the whole of sub-Saharan
Africa was estimated at 9% at the end of 2001, far

ahead of the Caribbean, the second most affected
region, with a little more than 2% of its adult popula-
tion infected by HIV (UNAIDS, 2002).17 Last, the 20
countries most seriously affected in the world are all
in sub-Saharan Africa, with a prevalence of more than
20% among the adult population in seven countries of
southern and east Africa (Botswana, Zimbabwe,
Swaziland, Lesotho, Namibia, Zambia, South Africa).

What are and will be the demographic conse-
quences of the epidemic? Although there are still many
uncertainties, clearly the AIDS epidemic has and will
continue to have devastating effects on mortality in
years to come in many countries, particularly in sub-
Saharan Africa, where AIDS is now the first cause of
mortality (Murray and Lopez, 1996), but also in the
Caribbean (e.g., Haiti, Guyana) and a few countries in
Asia (e.g., Cambodia, Thailand).18 In those countries
that are most seriously affected, life expectancy 
has already deteriorated since the early 1980s, 
falling below its 1960s level in Botswana and 
Zimbabwe (Table 71–6). Child mortality also seems to
be increasing in several African countries owing to the
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FIGURE 71–12 The evolution of the cumulated proportions (percentage) of the population by age from
1950–2000 in the world and in the three major groups of countries. (Data from United Nations, 2001a,b.)

17 In all the other regions prevalence is less than 1%, and the
prevalence among the 15- to 49-year-olds at world level was esti-
mated as 1.2% in late 2002 (UNAIDS, 2002).

18 The consequences of AIDS on fertility are not as well known,
but it seems that the fertility of HIV-positive women is about 25%
to 40% lower than that of noninfected women; such differences
might largely be accounted for by the effects of other sexually trans-
mitted diseases associated with HIV infection (United Nations,
2002). The indirect influences of the AIDS epidemics on fertility, par-
ticularly through the change in the behaviors of noninfected indi-
viduals, are potentially important but have not been extensively
studied (United Nations, 2002).



AIDS epidemic (U.S. Bureau of the Census, 1999). Con-
sequently, the countries most affected, which used to
be some of the African countries with lowest death
rates, now have some of the lowest life expectancies.
According to the UN Population Division estimates
(UN, 2001a,b), life expectancy is lower by more than
15 years than it would have been if not for AIDS in
several countries, and the gap might be as much as 30
years in the next few years (Table 71–6). As a result,
crude death rates are already three times as high as
those that would have been observed without AIDS in
those countries most affected,19 and the gaps are likely
to widen in years to come.

The impact of AIDS on mortality is already reflected
in population growth clearly slowing down in several
African countries. The natural growth rate in
Botswana between 2000 and 2010 would have been
about 2.5% without AIDS; it is now probably about
0.5%. The populations of Botswana and 
Zimbabwe in 2000 are already fewer by 7% and 10%,
respectively, than the populations that would have
been observed without AIDS, and these differences are
likely to reach almost 20%, if not more, in the next few
years. Population growth is thus perceptibly slowing
down; however, it is likely to remain positive in virtu-
ally all countries. According to UN projections, only
South Africa and Guyana (two countries with com-

paratively low birth rates) may have negative growth
rates (UN, 2001a,b).20

On the other hand, AIDS affects a majority of young
adults and, to a lesser extent, very young children,
which causes deep changes in the age distribution of
deaths among the populations seriously affected by
the epidemic (Murray and Lopez, 1996). This has a par-
ticular impact on the age structures of those popula-
tions (Stanecki, 2000). By disproportionately affecting
young adults, the epidemic also has major economic
consequences in the countries most affected. One more
consequence is the significant increase of the number
of orphans. The proportion of children under 15 years
of age who have lost their father and/or mother was
estimated 12% in sub-Saharan Africa in 2001, whereas
it would have been about 8% without AIDS
(USAID/UNICEF/UNAIDS, 2002). At that date in
Zimbabwe orphans were about 18%, three-quarters of
which were owing to AIDS. Among the main effects of
these trends is that children are more vulnerable, and
the elderly have a greater part to play in taking care of
them.

The demographic, health, social, and economic con-
sequences of the AIDS epidemic in Africa and some
countries in the Caribbean and Asia thus appear to be
considerable. At the world scale, however, the effect of
AIDS over mortality and demographic growth is com-
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TABLE 71–6 Populations, Life Expectancies, and HIV Prevalence in the 10 Countries Most Affected by AIDS in 
Late 2001

The 10 countries HIV prevalence (%) Life expectancy Population (in thousand)
most affected by in late 2001 (among

Past Estimates Estimates Estimates with EstimatesAIDS 15–49 year old)
estimates with AIDS without AIDS AIDS without AIDS

1963 1983 1998 2008 1998 2008 2000 2010 2000 2010

Botswana 38.8 47.5 59.6 44.4 38.2 67.6 71.6 1,541 1,628 1,654 2,129
Zimbabwe 33.7 51.7 59.4 42.9 46.3 66.5 70.1 12,627 15,028 14,083 18,659
Swaziland 33.4 41.6 52.6 50.8 35.3 60.2 65.0 925 987 950 1,211
Lesotho 31.0 44.5 53.7 51.2 36.3 61.4 66.1 2,035 2,127 2,097 2,610
Namibia 22.5 43.7 54.5 45.2 49.0 62.1 66.7 1,757 2,097 1,869 2,454
Zambia 21.5 42.8 51.4 40.5 47.3 57.6 61.6 10,421 12,989 11,369 15,283
South Africa 20.1 50.0 56.5 56.7 42.4 63.3 67.8 43,309 45,140 44,091 52,451
Kenya 15.0 46.0 55.8 52.2 49.5 63.6 67.9 30,669 36,941 31,863 41,469
Malawi 15.0 38.4 45.0 40.7 40.5 51.2 55.3 11,308 14,024 11,914 16,042
Mozambique 13.0 38.5 43.6 40.6 38.4 47.0 51.0 18,292 21,649 18,942 24,358

Sources for HIV prevalence: UNAIDS (2002).
Source for data on population and life expectancy: United Nations (2001).

19 In the 1995–2000 period, the crude death rate in Botswana was
estimated as 17.0%, whereas without AIDS, it would have been
about 6%. These indicators are 18% (with AIDS) and 6.4% (without
AIDS) in Zimbabwe, and 10.8% and 7.6%, respectively, in South
Africa.

20 Of course, those results depend on the hypotheses on the evo-
lution of the epidemics in the countries involved. Stanecki (2001), for
example, shows that, according to the projections of the U.S. Bureau
of the Census, Botswana and Zimbabwe are also likely to have neg-
ative population growth.



paratively moderate in relative terms. Nevertheless, an
estimated 20 million individuals have died of AIDS
since the epidemic started, about 3 million of whom
died in 2002 alone (UNAIDS/WHO, 2002), which rep-
resents more than 5% of deaths in the world during
that year.

CONCLUSION

Everywhere in the world, mortality has been declin-
ing in the past 50 years. Even in the group of the
poorest countries, life expectancy went up from 40 to
50 years between 1960–1965 and 1995–2000, and infant
mortality went down from 171% to 102%. But the start-
ing levels in the 1950s, as well as the decline paces,
have been variable, and inequality between regions
and countries is currently as great as or greater than it
was. Mortality remains high and health precarious in
many countries, particularly in sub-Saharan Africa,
where “an increasing number of countries appear to be
kept out of the phase of fast progress which Third
World countries experienced before them on the way
to epidemiological transition” (Vallin and Meslé, 1995:
18). “Health for all in 2000” unfortunately remained a
slogan in many poor regions. Complete control of
infectious diseases is far from being achieved, and the
dissemination of AIDS contributes to stagnation of life
expectancy in sub-Saharan Africa. The epidemic has
devastating consequences in some countries, where
life expectancy is noticeably decreasing. The economic
crisis and its consequences on health care or education
systems are also likely to slow down the decline of
mortality in the poorest countries.

At diverse periods, most of the regions in the world
have also entered a phase of transition to low fertility.
The latter was over 5.5 children per woman in the
1950s in 6 of the 8 major regions. That level currently
prevails only in sub-Saharan Africa, where the decline
began only very recently. There has been—and will be
for time to come—diversity in the starting periods and
speeds of the decline , between regions and countries,
and between social groups within each country. Unlike
mortality, the decline of fertility seems hardly
reversible; countries, once they have launched in the
transition process, continue and will probably con-
tinue to experience declining fertility. Some countries,
such as China, Thailand, or Sri Lanka, have been
through such decline and have currently reached
levels close to those of developed countries. Many
other countries have started on the same path.

Although it is comparatively clear that all countries
will have their fertility rates go down, it remains
unknown when the decline will begin and at what

pace in those countries that have not yet entered the
second phase of demographic transition (some 50
countries in the world, about one-sixth of the world
population). The improvement of the populations’
living standards, which was long considered a pre-
condition for fertility decline, is now superseded by
concepts of crisis-led transition and poverty Malthu-
sianism. It seems that deterioration of living standards
would not be incompatible with fertility decline. On
the contrary, it tends to give it momentum. However,
it is not clear whether the economic, social, and health
difficulties in some countries, particularly in sub-
Saharan Africa, can be integrated into such patterns in
the short term and contribute to the decline of fertility.
By limiting girls’ education and slowing down the
decline of mortality or access to health, they may pos-
sibly contribute to delay or slow down the decline
rather than accelerate it.

At the world scale, however, sub-Saharan Africa
currently represents only a comparatively small part
of the world population (some 10% in 2000). Conse-
quently, its transition lag will hardly affect the evolu-
tion of the world or of the undeveloped countries. The
fertility transition is now largely under way, with an
average of 2.9 children per woman in 2000 at world
level. The world life expectancy has increased by 12
years in the past 4 decades, and infant mortality has
gone down from 119‰ to 60‰.

Although, because of such data, we might think that
the demographic transition at world level will soon be
completed, Africa and some other countries and
regions in the world remind us that huge differences
and inequalities persist, that the process will be a long
one in some places, and that many things remain
uncertain for the future. Among these are the direct
and indirect and more or less immediate effects of eco-
nomic recession, AIDS, civil wars and local conflicts,
and resurgent or emergent religious or political 
fundamentalism.
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ANNEX TABLE 71–1 Numbers, Structures, Rates, and Demographic Indicators by Major Region and Subregion in 1965, 1980, and 2000

Region Number of Population (in thousand) Relative Mean annual Proportion of  Proportion of  
countries importance (in %) growth rate (%) people under people 65 years old 

1965 1980 2000
1965 1980 2000 1965– 1980– 1965–

15 years old (%) and older (%)

1980 2000 2000 1965 1980 2000 1965 1980 2000

Africa 56 313,125 466,871 793,627 9.4 10.5 13.1 2.7 2.7 2.7 44.4 44.8 42.6 3.1 3.1 3.3
Asia 50 1,898,404 2,630,746 3,672,342 56.9 59.4 60.6 2.2 1.7 1.9 40.3 37.4 30.2 4.0 4.5 5.9
Europe 47 634,827 693,232 727,304 19.0 15.6 12.0 0.6 0.2 0.4 26.5 22.2 17.5 9.4 12.4 14.7
Latin America 46 250,351 361,328 518,809 7.5 8.2 8.6 2.4 1.8 2.1 42.9 39.6 31.5 4.1 4.5 5.4
North America 5 219,566 255,034 314,113 6.6 5.8 5.2 1.0 1.0 1.0 30.7 22.5 21.5 9.3 11.0 12.3
Oceania 24 17,442 22,536 30,521 0.5 0.5 0.5 1.7 1.5 1.6 33.0 29.2 25.4 7.2 8.1 9.9

East Africa 18 94,097 143,271 250,318 2.8 3.2 4.1 2.8 2.8 2.8 45.4 46.5 45.3 2.7 2.7 2.9
Central Africa 9 35,584 52,184 95,404 1.1 1.2 1.6 2.6 3.0 2.8 42.5 45.0 47.2 3.1 3.1 3.1
North Africa 7 75,885 110,828 174,150 2.3 2.5 2.9 2.5 2.3 2.4 44.6 42.5 35.6 3.6 3.7 4.1
Southern Africa 5 22,439 32,882 49,567 0.7 0.7 0.8 2.5 2.1 2.3 41.9 42.1 35.0 3.8 3.1 3.6
West Africa 17 85,121 127,706 224,189 2.6 2.9 3.7 2.7 2.8 2.8 44.6 45.6 44.8 3.0 2.9 3.0
Far East 7 874,284 1,177,958 1,481,075 26.2 26.6 24.5 2.0 1.1 1.5 38.6 34.2 23.9 4.6 5.1 7.7
Central and south Asia 14 696,559 981,616 1,480,868 20.9 22.2 24.5 2.3 2.1 2.2 41.2 39.6 35.2 3.6 3.9 4.6
Southeast Asia 11 252,107 357,873 522,121 7.6 8.1 8.6 2.3 1.9 2.1 43.0 40.7 32.4 3.3 3.7 4.7
Near East 18 75,453 113,298 188,277 2.3 2.6 3.1 2.7 2.5 2.6 42.5 40.8 35.9 4.2 4.3 4.7
East Europe 10 266,945 294,976 304,172 8.0 6.7 5.0 0.7 0.2 0.4 28.7 22.6 18.1 7.3 10.8 12.9
North Europe 13 84,928 89,892 95,076 2.5 2.0 1.6 0.4 0.3 0.3 23.7 21.3 18.9 11.6 14.6 15.5
South Europe 15 122,974 137,902 144,935 3.7 3.1 2.4 0.8 0.2 0.5 26.7 24.3 15.8 8.8 11.5 16.4
West Europe 9 159,980 170,462 183,121 4.8 3.8 3.0 0.4 0.4 0.4 24.2 20.2 17.0 12.1 14.6 16.0
Caribbean 24 22,664 29,247 37,941 0.7 0.7 0.6 1.7 1.3 1.5 40.4 36.6 29.5 4.8 6.0 6.9
Central America 8 57,667 89,833 135,129 1.7 2.0 2.2 3.0 2.0 2.4 46.2 45.1 34.9 4.1 3.6 4.5
South America 14 170,021 242,248 345,738 5.1 5.5 5.7 2.4 1.8 2.0 42.1 37.9 30.4 4.0 4.6 5.6
North America 5 219,566 255,034 314,113 6.6 5.8 5.2 1.0 1.0 1.0 30.7 22.5 21.5 9.3 11.0 12.3
Australia–New Zealand 2 14,021 17,682 22,916 0.4 0.4 0.4 1.5 1.3 1.4 30.2 25.5 20.9 8.4 9.7 12.2
Melanesia 5 2,845 4,074 6,482 0.1 0.1 0.1 2.4 2.3 2.4 44.1 43.0 39.3 2.3 2.4 2.7
Micronesia 7 219 308 516 0.0 0.0 0.0 2.3 2.6 2.4 44.4 40.1 38.7 2.0 2.8 4.5
Polynesia 10 357 472 606 0.0 0.0 0.0 1.9 1.3 1.5 48.1 40.9 35.0 2.0 2.5 4.4

Poorest countries 48 272,135 392,707 658,192 8.2 8.9 10.9 2.4 2.6 2.5 43.7 44.6 43.1 3.1 3.1 3.1
Intermediate countries 125 2,094,285 2,954,285 4,207,094 62.8 66.7 69.5 2.3 1.8 2.0 41.4 38.4 31.2 3.9 4.2 5.4
Developed countries 55 967,295 1,082,755 1,191,429 29.0 24.4 19.7 0.8 0.5 0.6 27.5 22.5 18.3 9.0 11.6 14.3
World 228 3,333,716 4,429,747 6,056,715 100.0 100.0 100.0 1.9 1.6 1.7 37.6 35.1 30.0 5.3 5.9 6.9

Data from UN, 2001.
(Continues)
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ANNEX TABLE 71–1 (Continued)

Region Crude birth rates (%) Crude death rates (%) Natural growth Total fertility Life expectancy Infant mortality 
rates (%) rates (TFR) at birth rates (‰)

1960– 1975– 1995– 1960– 1975– 1995–
1960– 1975– 1995– 1960– 1975– 1995– 1960– 1975– 1995– 1960– 1975– 1995–1965 1980 2000 1965 1980 2000
1965 1980 2000 1965 1980 2000 1965 1980 2000 1965 1980 2000

Africa 48.3 45.6 38.7 22.8 17.5 14.1 2.5 2.8 2.5 6.8 6.6 5.3 42.1 48.3 51.4 158 123 91
Asia 39.7 29.3 22.3 17.7 10.4 7.9 2.2 1.9 1.4 5.6 4.2 2.7 48.4 58.4 65.8 135 95 59
Europe 19.1 14.8 10.1 9.7 10.4 11.5 0.9 0.4 -0.1 2.6 2.0 1.4 69.6 71.5 73.2 37 22 10
Latin America 40.9 33.2 23.1 12.4 8.8 6.5 2.8 2.4 1.7 6.0 4.5 2.7 56.8 63.0 69.3 101 69 36
North America 22.4 15.1 14.2 9.3 8.5 8.4 1.3 0.7 0.6 3.3 1.8 2.0 70.2 73.4 76.7 25 14 7
Oceania 26.5 20.9 18.2 10.6 8.8 7.5 1.6 1.2 1.1 4.0 2.8 2.4 64.0 67.7 73.5 49 40 26

East Africa 49.8 48.1 43.0 23.3 18.5 17.5 2.7 3.0 2.5 7.0 7.0 6.1 41.0 46.7 45.7 155 125 103
Central Africa 46.5 47.2 46.0 24.5 19.2 16.2 2.2 2.8 3.0 6.0 6.5 6.4 39.6 46.0 48.9 163 126 98
North Africa 47.6 40.9 27.6 20.6 14.2 7.5 2.7 2.7 2.0 7.1 5.9 3.6 46.3 53.9 64.6 165 118 58
Southern Africa 42.1 36.1 27.8 17.1 12.1 11.5 2.5 2.4 1.6 6.5 5.1 3.3 49.2 54.7 55.4 94 77 63
West Africa 49.6 48.8 42.3 25.2 19.9 15.1 2.4 2.9 2.7 7.0 7.0 5.9 39.3 45.5 50.0 167 131 96
Far East 35.6 20.9 15.6 15.7 6.6 7.0 2.0 1.4 0.9 5.2 3.1 1.8 51.4 66.4 70.9 112 48 38
Central and south 43.3 36.5 27.9 20.0 14.3 9.2 2.3 2.2 1.9 6.0 5.1 3.6 45.5 52.5 61.5 157 127 76

Asia
Southeast Asia 43.2 35.1 23.8 18.5 12.7 7.4 2.5 2.2 1.6 6.1 4.9 2.8 46.7 54.6 65.3 134 95 47
Near East 43.5 36.7 28.9 16.1 10.1 6.7 2.7 2.7 2.2 6.2 5.2 3.9 52.1 60.5 67.9 146 95 49
East Europe 19.4 16.6 9.2 8.5 10.4 13.4 1.1 0.6 -0.4 2.4 2.1 1.3 68.7 69.4 68.2 40 27 15
North Europe 18.0 12.9 11.7 11.1 11.4 10.8 0.7 0.2 0.1 2.7 1.8 1.7 71.2 73.0 76.7 22 13 6
South Europe 20.6 15.9 10.0 9.4 9.1 9.8 1.1 0.7 0.0 2.7 2.2 1.3 68.6 73.0 77.0 52 23 8
West Europe 18.1 11.9 10.7 11.3 11.1 10.0 0.7 0.1 0.1 2.7 1.6 1.5 70.8 73.1 77.7 26 13 5
Caribbean 38.8 27.4 20.8 12.1 8.7 8.2 2.7 1.9 1.3 5.5 3.6 2.5 58.5 64.5 67.5 94 72 38
Central America 45.3 38.1 26.5 13.0 8.3 5.4 3.2 3.0 2.1 6.8 5.4 3.0 56.4 63.5 71.0 96 63 33
South America 39.7 32.1 22.1 12.3 8.9 6.7 2.7 2.3 1.5 5.8 4.3 2.6 56.7 62.6 68.9 104 71 37
North America 22.4 15.1 14.2 9.3 8.5 8.4 1.3 0.7 0.6 3.3 1.8 2.0 70.2 73.4 76.7 25 14 7
Australia–New 22.6 16.2 13.7 8.7 7.8 7.2 1.4 0.8 0.7 3.4 2.1 1.8 70.9 73.3 78.4 20 13 6

Zealand
Melanesia 42.3 39.5 32.9 19.8 13.6 9.3 2.2 2.6 2.4 6.2 5.5 4.4 43.0 50.6 58.7 120 88 58
Micronesia 42.0 34.8 30.9 11.1 6.9 5.4 3.1 2.8 2.6 6.4 4.2 4.3 57.3 64.3 71.8 91 56 21
Polynesia 46.0 33.5 24.6 12.3 8.0 5.3 3.4 2.5 1.9 7.0 4.6 3.2 53.5 60.4 70.3 86 58 19

The poorest 48.4 45.4 40.4 24.6 19.7 14.9 2.4 2.6 2.5 6.7 6.4 5.5 39.8 45.3 50.3 171 140 102
countries

Intermediate 41.1 30.7 23.1 17.4 10.3 7.8 2.4 2.0 1.5 5.9 4.4 2.8 48.9 58.7 65.5 131 91 56
countries

Developed 19.7 14.9 11.2 9.4 9.5 10.2 1.0 0.5 0.1 2.7 1.9 1.6 69.7 72.3 74.9 33 18 8
countries

World 35.4 28.0 22.5 15.6 10.9 9.0 2.0 1.7 1.3 5.0 3.9 2.8 52.4 59.8 65.0 119 88 60

Data from UN, 2001.
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ANNEX TABLE 71–2 The List of the 228 Countries and Territories Featured in the Database of the United Nations 
Population Division, Classified by Groups and Regions

The poorest countries (48 countries, 45 of which have a population of more than 140,000 people)

North Africa Sub-Saharan Africa Central America and Caribbean Oceania
Sudan Madagascar Haiti Solomon Islands

Malawi Kiribati*
Sub-Saharan Africa Mali Central, south, and southeast Asia Samoa
Angola Mauritania Afghanistan Tuvalu*
Benin Mozambique Bangladesh VanuatuBhutan
Burkina Faso Niger Cambodia
Burundi Central African Republic Laos
Cape Verde Islands Congo Democratic Rep. Maldives
Comoros Rwanda Myanmar
Djibouti Sao Tome and Principe* Nepal
Eritrea Sierra Leone
Ethiopia Somalia Near East
Gambia Chad Yemen
Guinea Togo
Guinea Bissau Uganda
Equatorial Guinea Tanzania
Lesotho Zambia
Liberia

Intermediate countries (125 countries, 98 of which have a population of more than 140,000 people)

North Africa Central America and Caribbean Central, south, and southeast Asia Near East
Algeria Grenada* Brunei Saudi Arabia
Egypt Guadeloupe India Armenia
Libya Guatemala Indonesia Azerbaijan
Morocco Honduras Iran Bahrain
West Sahara Cayman Islands* Kazakhstan Cyprus
Tunisia Turks and Caïque Kirghizstan United Arab Emirates

Islands* Malaysia Georgia
Sub-Saharan Africa American Virgin Islands Myanmar Israel
South Africa British Virgin Islands Uzbekistan Iraq
Botswana Jamaica Pakistan Jordan
Cameroon Martinique Philippines Kuwait
Congo Mexico Singapore Lebanon
Côte d’Ivoire Montserrat* Sri Lanka Oman
Gabon Nicaragua Tajikistan Qatar
Ghana Panama Thailand Syria
Kenya Porto Rico East Timor Occupied Palestinian
Mauritius Dominican Republic Turkmenistan territories
Namibia St-Kitts and Nevis* Turkey
Nigeria St-Lucia Far East
Reunion St-Vincent and Grenadines* China Oceania
Seychelles* Salvador North Korea Fiji
St-Helen* Trinidad and Tobago South Korea Guam
Swaziland Hong Kong Cook*
Senegal South America Macao North Mariana Islands*
Zimbabwe Argentina Mongolia Marshall*

Bolivia Pitcairn*
Central America and Caribbean Brazil Micronesia*
Anguilla* Chile Nauru*
Antigua and Barbuda* Colombia Niue*
Netherlands Antilles Ecuador New Caledonia
Aruba* Guyana Palau*
Bahamas French Guyana Papua New Guinea
Barbados Falkland Islands* French Polynesia
Belize Paraguay American Samoa*
Costa Rica Peru Tokelau*
Cuba Surinam Tonga*
Dominica* Uruguay Wallis and Futuna*

Venezuela

(Continues)
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ANNEX TABLE 71–2 (Continued)

Developed countries (55 countries, 44 of which have a population of more than 140,000 people)

Europe Europe Europe Far East
Albania Greece Norway Japan
Germany Hungary Netherlands
Andorra* Isle of Man* Poland North America
Austria The Channel islands Portugal Bermudas*
Belgium The Faroe islands* Czech Republic Canada
Byelorussia Ireland Rumania United States
Bosnia Herzegovina Iceland United Kingdom Greenland*
Bulgaria Italy Saint-Marin* Saint-Pierre and Miquelon*
Croatia Latvia Slovaquia
Denmark Liechtenstein* Slovenia
Spain Lithuania Ukraine
Estonia Luxembourg Holy See* Oceania
Russian Federation Macedonia Yugoslavia Australia
Finland Malta Sweden New-Zealand
France Moldavia Switzerland
Gibraltar* Monaco*

Those countries and territories with a population of less than 140,000 in 2000 are asterisked (*). Data from UN, 2001.
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THE FUTURE OF POPULATIONS:
DEMOGRAPHIC ISSUES AND

PROJECTIONS FOR THE FUTURE

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Having retraced the history of the human population, especially the recent and still
ongoing transition in the developing countries from an old to a modern demographic
regime reflected–as it still is in the least developed countries–in exceptional population
growth, and having remarked on the wide range of current situations–especially the
contrast between southern regions of the world, where population growth remains
strong, and northern regions, where the decline is increasing in intensity–is it possible
to foretell the future?

If we are to produce projections and population forecasts from which to conjecture
probable future trends, we must first have reliable estimates of actual current situations
and recent trends, but also a set of cogent methods that draw extensively on the range
of principles and tools of demographic analysis. But for those projections to be reliable,
they must be underpinned by hypotheses of demographic relevance on trends in the
main factors of change–fertility, mortality, and migration.

In the first chapter of Part III (Chapter 72), therefore, Christine Wattelar takes a his-
torical look at the methods and basic principles behind the reliable projections made
over the past 50 years by various national and international statistical and demographic
bodies, chiefly the cohort-component method but also the useful and promising com-
panion methods of simulations and probabilistic models.

But it is not enough simply to forecast population size and age-sex structure trends;
one often needs projections for much more specific target groups than the general pop-
ulation: school populations, working population, pension/retirement forecasts, health
outlooks, etc. This is where purely demographic studies must be combined with



forward economic, social, or medical studies to evolve new hypotheses with which to
produce what are known as derived forecasts–so called because they are generally
derived from existing general population findings made by a set of key projections. But
not in all cases. In Chapter 73, Marlène Lamy gives a concise overview of this, exem-
plified by educational forecasting.

As stated at the outset, however, the most challenging stage of a population projec-
tion is formulating plausible hypotheses for fertility, mortality, and migration trends.
For that reason, specialists have been enlisted to discuss in three separate chapters how
future trajectories in these three components of population change can be conjectured.
Luciano Ciucci and Piero Giorgi will consider hypotheses construction techniques for
fertility forecasting in Chapter 74, and Graziella Caselli, Odo Barsotti, and Alberto
Bonaguidi will do likewise for mortality and migration forecasts in Chapters 75 and 76.

With the tools and hypotheses to hand, it remains to make the projections and assess
the outcomes. This section connects up with the chapters in Part I on the history of the
human population by focusing on the future of the world population. In Chapter 77,
Jacques Vallin and Graziella Caselli take critical stock of the outcomes of nearly half a
century’s world population projections by United Nations experts compared with
actual outcomes and other attempts by other rival authors and organizations. This
covers short- and medium-term projections (over about 50 years) and longer-term pro-
jections by which to conjecture not only the final outcomes of a general stabilization of
all parameters at strict replacement level but also those of selected alternative scenar-
ios and textbook hypotheses by which to assess how material a role behavioral changes
now in progress will play.

In the concluding chapter (Chapter 78), the same two authors conjecture what the
possible post-transition development towards new changes in mortality may be, such as
access to a life expectancy of 150 years with the rectangularization of the survival curve or
conversely the re-expansion of ages at death or fertility, with the adoption of new patterns
such as the one-child family, delayed fertility, or two-mode fertility, let alone the impact of
changes in the sex ratio at birth. The findings offer much food for thought. Although
they set out more to invite reflection than prognosticate the future, what can be said of
findings is that they are no less improbable than the absolute all-round stabilization
accepted until very recently as the most likely outcome of the demographic transition.
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INTRODUCTION

As Louis Henry (1973) wrote, “demographic pro-
jections enable us to calculate a population’s future
size and structure, according to any given set of
hypotheses.” This definition highlights the conditional
nature of this type of exercise (see de Jouvenel, 1964:
chapter 5); it implies that the hypotheses are as impor-
tant as the method chosen, if not more so, as the 
latter is essentially quantitative (Pollard, 1975; Watte-
lar, 1980).

The term “demographic projection” actually
encompasses two very different types of analysis. On
the one hand, it denotes population forecasts, the goal
of which is the short-term prediction of a population’s
size and structure based on plausible assumptions
about the future; on the other hand, it also refers to
longer-term demographic projections that, as simula-
tions, are not constrained by the need for immediate
plausibility. For instance, a population projection 
that extrapolates from tendencies observed during the
recent past into the near future is often termed a 
prediction; in contrast, normative models that push 
a given dynamic process to its extreme, in order to
assess the consequences (e.g., of certain government
policies), are more strictly-speaking “projections.” 
This type of model experiments with more speculative
scenarios.

Since the late 1970s or early 1980s, however, the
term “prospective analysis” is often preferred to “pre-

diction” (Godet, 1977),1 in the sense that “a prospec-
tive analysis aims not at predicting the future . . . but
at helping us create it” (de Jouvenel, 1993: 51). Prospec-
tive analysis requires a more active involvement on the
part of the researcher than does the purely intellectual
exercise of prediction, however sophisticated 
(Romaniuc, 1990). Finally, during the same period and
spurred by systemic models, the expression “sectoral
forecasts” replaced that of “derived forecasts,” thereby
stressing the interaction of demographic variables
with economic and social sectors (e.g., employment,
education, health) rather than assuming that popula-
tion estimates necessarily precede other predictive
models.

This chapter aims to trace the evolution of these
various approaches,2 from the works of earliest pio-
neers to those developed in the early 1980s, before
examining more recent developments, still highly
influenced by these earlier methods. New techniques
have appeared, but works of pure “futurology” remain
rare in demography.

C H A P T E R  
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1 Gaston Berger had already created this new word, prospective,
in 1957, in the Revue des deux mondes (Cazes, 1986: 337), emphasiz-
ing the close link between action and future.

2 Computer software for projections or population simulation
will not be discussed here (Pinelli and Birindelli, 1996), as they will
be examined in the specialized chapter of Volume IV.



I. GLOBAL MATHEMATICAL
PERSPECTIVES

The history of demographic perspectives3 is not a
long one. The first scientific attempts to extrapolate
populations go back barely 2 centuries. Influenced by
the physiocrats and the newly developed mathématique
sociale, the first authors who ventured into the predic-
tion of population dynamics were convinced that,
whatever the internal composition of the population,
human evolution was governed by mathematical and
physical laws.

Thus, by the mid-17th century in England, writers
such as Thomas Browne and James Harrington had
already attempted a mathematical demonstration of
population growth. Nonetheless, the three true forefa-
thers of demographic projection, all writing at the end
of the 17th century, were John Graunt, William Petty,
and Sébastien le Prestre de Vauban (Hecht, 1990: 290).

Eighteenth-century demographers remained within
the tradition of these three pioneers, and Europe
became the center of a heated controversy regarding
the real or imagined risk of depopulation. Authors
such as Montesquieu,4 Jean-Jacques Rousseau, Con-
dorcet,5 and Jean-Baptiste Moheau sided with the pes-
simists or with the optimists, sometimes alternating
between the two camps, in their common search for
the “optimum” population.

Not before the early 19th century, with Thomas
Malthus and his “Essay on the Principles of Popula-
tion,” was population growth expressed in terms of a
fixed rate geometric progression, leading to popula-
tion doubling every 25 years.6 After Malthus, others
introduced a more refined variant of the exponential
law: the logistic law. Thus, according to the Belgians,
Adolphe Quetelet (1835) and Pierre Verhulst (1845),
and, later on (1923), to the Americans, Raymond 
Pearl and Lowell Reed, human populations do not
grow at a constant rate but go through several 
phases, according to an interplay between the envi-
ronment and the resources available. According to this

law, a population’s exponential increase slows in pro-
portion to the square of its volume and cannot exceed
a given threshold.

Raymond Pearl and Lowell Reed adjusted this
logistic curve to the American population, registered
in the 1870 and 1910 censuses. Their method generated
satisfactory population predictions for the years 1920
and 1930 (Myers, 1954; Orcutt et al., 1961). Others also
used third- and fourth-degree functions to extrapolate
the growth of the American population (Myers, 1954;
Orcutt et al., 1961).

These first attempts all produced acceptable results
because of the long-term stability in population
growth in the United States during the 19th and early
20th centuries. The 1930s crisis and, to an even greater
degree, World War II, radically disrupted these trends.
Since then, no fixed and aggregative law has ever suc-
cessfully adjusted to population movement taken as a
whole. All global mathematical projections failed and
were discarded, at least as far as national forecasting7

was concerned.

II. POPULATION PROJECTION 
AS FORECASTING: THE 
COMPONENT METHOD

As early as 1924, demographers such as Arthur
Bowley abandoned global methods and drew atten-
tion instead to the importance of a fundamental
element: population age structure. In 1925, the Amer-
icans Louis Dublin and Alfred Lotka demonstrated
that the real growth rate of the American population
was lower than the rate actually recorded, because of
immigration’s role in driving up numbers of young
people and adults. Louis Dublin even came to envis-
age a decline in the American population before the
end of the 20th century.8

1. Origins and Development of the
Component Method

In 1926, the Swedish economist Sven Wicksell 
was among the earliest users of the component
method, estimating the evolution of the Swedish pop-
ulation on the basis of hypotheses relating to each
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3 For more details the reader can consult the comprehensive
works and articles of Thomas Frejka (1981, 1996), Bernard Cazes
(1986), Marcel Lachiver (1987), Jacqueline Hecth (1990), and Éric
Vilquin (1996).

4 Charles de Segondat, baronet of Brède and Montesquieu.
5 Marie Jean Antoine Nicolas, Marquis of Condorcet.
6 Even before Malthus, Vauban had already predicted that the

population would double every 30 years. He had, in fact, elaborated
population or “populating” projections for the period 1730–2000,
using 50,000 households from the Canadian colony as his starting
point, and assuming four children per household: “Moyen de
rétablir nos colonies de l’Amérique et de les accroître en peu de
temps,” cf. Les Oisivetés de M. de Vauban (quoted by Vilquin, 1972).

7 At the local level, nonetheless, and more particularly for pro-
jections of urban growth, mathematical methods, including the
logistic one, are still recommended (see United Nations, 1975).

8 An earlier English author, Edwin Cannan, had proceeded in a
similar manner in 1895. Before him, John Graunt had already
stressed the importance of immigration in the growth of the city of
London (Vilquin, 1977: 84, 87, 110).



component of demographic growth: fertility, mortality,
and migration.9

In 1928, the American Pascal Whelpton began his
long series of American population forecasts. He was
the first to take a longitudinal approach to projections,
using the cohort-survival method to estimate the
future population, cohort by cohort; he was also the
first to apply the component method to regional pre-
dictions (Thompson and Whelpton, 1934; Whelpton,
1936).10 In this same year, 1928, Alfred Sauvy wrote his
first essay on demographic projection. His later pro-
jections (Sauvy, 1932, 1937) demonstrated the impor-
tance of this new method through their success in
alerting the French public to the risk of declining fer-
tility rates faced by France at that time.11

The radical upheavals wrought by World War II12

and the early postwar years left many highly skeptical
about the validity of demographic predictions (Dorn,
1950). Demographic phenomena no longer displayed
any regular pattern of development but were con-
stantly fluctuating: deficient cohorts, baby boom, mar-
riage recovery. The World Population Conference, held
in Rome in 1954, expressed deep pessimism in this
respect (Henry, 1954; Hajnal, 1954; Myers, 1954); at the
1965 Belgrade conference, the ups and downs of demo-
graphic projection were still on the agenda (Grauman,
1965: 10–14; Shryock, 1965).

It is since the war, nonetheless, that national statis-
tical institutes have started to carry out regular 
population forecasts, based on results of 5- or 10-year
censuses, depending on the country. Although the
methodology is evolving only gradually, the tools used
to make the calculations are developing rapidly,
making it possible to incorporate multiple hypotheses
and alternative scenarios (Calot et al., 1970: 12).

International agencies also regularly conduct vast
comparative projections, by continent, region, or
country. The first world population projections carried
out by the United Nations (UN) go back to 1951; since
1958, the UN has updated these projections on a
regular basis, first every 5 years and13 then every 2
years (see Chapter 77). In 1953, Jean Bourgeois-Pichat
published his first European population projections at
INED (Institut national d’études démographiques). In

1956, the Organization for European Economic and
Development (OEEC), since renamed the Organization
for Economic Cooperation and Development (OECD),
started conducting demographic forecasts for its
member states (OEEC, 1956), revising them periodi-
cally. Also worthy of mention is CELADO’s (Centro
Latinoamericano de Demografia) work in the field of pro-
jection, initiated in the 1960s for several Latin Ameri-
can countries (CELADE, 1960–1968). Finally, the World
Bank published its own world demographic projec-
tions for the first time in 1978 (Zachariah and Mi Thi
Vu, 1978).

2. Refining Component Analysis and
Microsimulation

During the same period, demographers sought to
achieve increasing precision in their analyses. Within
period measures, they strove to identify more funda-
mental tendencies, contrasting a longitudinal or cohort
vision of events to a cross-sectional or period one
(Ryder, 1956; Akers, 1965; Hency, 1996) and making
use of so-called translation methods (see Chapter 17 of
Volume I) (Ryder, 1963; Frinking, 1969) to reconcile the
two points of view.

a. Fertility Perspectives

The principal objective of the 1955 and 1960 Growth
of American Families (GAF) studies (Freedman et al.,
1959; Whelpton, 1963; Whelpton et al., 1966) was to
find an efficient means of predicting marital fertility by
asking couples directly about their projected family
size. Results proved interesting in the study of couples’
fertility intentions, as long as the necessary qualifica-
tions were taken into account when interpreting the
data. In the responses given, it was clearly necessary
to dissociate the now familiar distinctions between
ideal, expected, and completed family size (Ryder and
Westoff, 1967; Siegel and Akers, 1969). However, such
surveys cannot provide information on couples not yet
constituted and are also strongly influenced by period
effects.

Meanwhile, knowledge of the biological process
underlying human reproduction progressed greatly,
thanks to microsimulation models. The REPSIM
model, elaborated by Mindel Sheps and her team, is
particularly worthy of mention (Perrin and Sheps,
1964). Mindel Sheps’ (1971) historical sketch of the
evolution of these microsimulation models remains a
useful reference. Thus emerged stochastic types of pro-
jection models that follow the individual trajectories 
of a selected sample, no longer using the mean 
and aggregate indicators of larger populations (Orcutt
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9 See United Nations (1975).
10 Jacob Siegel (1972: 67) re-examined the series of American 

projections.
11 The history of French projections can be found in Nizard

(1974), and INED (1987: 63–81).
12 In 1943, the League of Nations had already conducted inter-

national projections in collaboration with the Princeton team
(Notestein et al., 1944).

13 Jacques Vallin (1976) studied the results of successive UN 
projections in depth (see Frejka, 1981).



et al., 1961). The University of Göteborg developed
such models (Hyrenius et al., 1967; Holmberg, 1968;
Widen, 1969).

New problems emerged, however. From 1965
onward, fertility plummeted in most industrialized
nations, with no means of assessing whether this trend
was temporary or permanent. It appeared that
couples’ fertility intentions were themselves influ-
enced by conditions at the time and could lead to
serious mistakes when it came to assessing their own
reproductive future (Westoff and Ryder, 1977;
Monnier, 1978).

b. Regional Forecasts

Regional forecasting, characterized by internal
migration, followed a path that closely paralleled that
of fertility projection; as the latter, it benefited from
developments in fundamental demographic research.
Studies of spatial mobility now dissociate the longitu-
dinal from the cross-sectional perspective (Eldridge,
1964). The demographic concepts of frequency, 
duration, and rank (Goldstein, 1954; Pourcher, 1966;
Morrison, 1971; Courgeau, 1980) are increasingly inte-
grated into the very notion of migration and are start-
ing to be used to elaborate projections (Hobcraft, 1977).

Regional perspectives henceforth emphasize gross
migratory flows rather than net migration (Siegel,
1954; Schwartz, 1963; Schryock, 1965; Lowry, 1966;
Zitter, 1969): as a species, the net migrant is virtually
extinct! The individual motivations behind aggregate
measures are also drawing attention (Wolpert, 1965;
Morrison, 1971; Chevallier, 1973). More recently, some
have advocated applying event history analysis 
techniques to the study of migration (Courgeau and
Lelièvre, 1989).

After a certain obsession with deterministic, even
mechanistic,14 methods, based on essentially gravita-
tional models within which the notion of distance is
pivotal,15 regional projections are now struggling to
incorporate the socioeconomic context within which
the migratory movement necessarily takes place; mul-
tiple regression methods have come to the forefront
(Tarver, 1961; Lowry, 1966). In addition to the more tra-
ditional concepts of zones of attraction (or repulsion),

often defined by the opportunities available to
migrants (Stouffer, 1940), demographers have added
those of social distance (Somermeyer, 1961) and life
space (Fremont, 1972; Brunet, 1973; Courgeau, 1984).

Here also, regional forecasting has had periods of
hope and optimism followed by extended periods of
despair (UN, 1954; Hamilton, 1961). Researchers soon
realized that the smaller the area studied and the faster
the population’s growth rate, the greater the inaccura-
cies at the regional level (Siegel, 1954: 125). According
to the most pessimistic, no method was better than any
other, and regional demography had progressed no
further than the stage of trial and error (Siegel, 1954;
Giard, 1973).

If regional forecasts, whatever the methodology, are
less reliable than are national ones, it is not only
because they deal with smaller populations, more sen-
sitive to the effect of small numbers but also because
they are more affected by the evolution of migration
than of fertility or mortality. Unlike migration, the
latter contain a double inertia, which make them more
predictable—a definite advantage for those involved
in forecasting. Not only do fertility and mortality gen-
erally evolve in a steadier and less extreme fashion
than does migration, but their influence on population
dynamics and structure is also slower and more
diffuse. By contrast, migration fluctuates more acutely
in response to political and economic conditions, and
the repercussions for population dynamics, and espe-
cially structure, can be very swift. It is precisely the
weight of this kind of inertia that makes demographic
forecasts so much more reliable than are economic
ones. The larger the population and the weaker the
role of migration, the stronger this inertia becomes.
Consequently, world population forecasts are the most
reliable of all, not only because errors made about one
country can cancel out inverse errors made about
another one but also because migration plays no role
whatsoever.

Finally, coming back to regional migration, the
debate is not over between the advocates of a method-
ology that could be described as “distributive”—one
that distributes national projection estimates between
regions in proportion to their population (the ratio, or
quota, method)—and the proponents of a disaggre-
gated approach, in which each territorial subdivision
has a dynamic of its own, and one that could ulti-
mately affect the national average.16 From this point
on, it became clear that regional perspectives increas-
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14 The study of migrations has long remained under the influ-
ence of the laws established by Edward Ravenstein (1885) at the end
of the 19th century. Thus, migration between two areas can be deter-
mined, among others, by the distance separating them and by the
size of their respective populations. This is what George Zipf (1946)
called the P1.P2/D hypothesis. This type of formulations is often
called “Pareto formula.”

15 For a retrospective study of migration models and their impor-
tance for demographic projections, see Ter Heide (1963), Termote
(1967), and Giard (1973).

16 Papers presented at the seminar “The improvement of disag-
gregated methods and techniques of demographic projection” at the
General Congress of the IUSSP, in Mexico City, in 1977, are a useful
reference.



ingly require the collaboration of various disciplines.
However, given the growing complexity of each vari-
able taken into consideration, integrating and recon-
ciling all points of view sometimes raises insuperable
problems for projection.

III. PROJECTIONS AND DYNAMIC
POPULATION MODELS:

QUESTIONING STABILITY

The first mathematical models of population
growth were created a little before that of Malthus.17

Nonetheless, it is really to Alfred Lotka, who provided
the most fundamental demonstration of the intrinsic
properties of demographic movement, that we owe
their definitive formulation (see Chapter 20 of Volume
I). His theory has remained the reference for any study
connected, however remotely, to dynamic population
models; the concepts of stable or stationary popula-
tions are alluded to daily in the specialized 
demographic literature.

All the properties that Lotka established in terms of
infinitesimal analysis were integrated, in a different
format, into a new projection approach based on
matrix calculus (Leslie, 1945; Keyfitz, 1964). The 
population matrix is often referred to as the Leslie
matrix, in honor of its author.18

New computer technology made it possible to con-
struct gigantic matrices that are particularly well
adapted to the analysis and projection of interregional
population movement (Muhsam, 1961; Rogers, 1968;
Feeney, 1973; Rees and Wilson, 1977). These large
matrices are often termed the Rogers matrix.

These methodological developments spurred the
elaboration of large-scale projection models spanning
long periods of time; unlike the microsimulation
models described above, these projections received
enthusiastic acclaim during this period, and the large
systemic world models developed at the Massachu-
setts Institute of Technology were much talked about
(Forrester, 1971; Meadows, 1971; Meadows et al., 1974;
Mesarovic and Pestel, 1974). In these dynamic models,
populations interact with all the other variables of the
surrounding system. The Bachue simulation models,
of the International Labour Office, is another example
(Blandy and Wery, 1973).19 Initially, the notion of zero-

population growth spread like wild fire and appeared
as a miraculous solution to development; it nonethe-
less soon provoked a heated controversy (Bourgeois-
Pichat, 1970; Frejka, 1973; Cole et al., 1974).

From a purely theoretical point of view, Lotka’s
dynamic model is a process closed to migration. It
became imperative, therefore, to find a way of inte-
grating the migration process into macromodels
(Tabah and Cataldi, 1963; Le Bras, 1971a). The initial
hypothesis of convergence towards an upper limit can
even be waived, replaced by notions such as weak con-
vergence (or weak ergodicity) (Lopez, 1961; Coale,
1972), or quasi-stable (Coale, 1963) or even unstable
populations (Le Bras, 1971b, 1974; Bourgeois-Pichat,
1994).

Dynamic population models were thus mostly elab-
orated at the macroanalytical level. Some studies on
projection, nonetheless, make more explicit use of
probabilities (Pollard, 1966; Sykes, 1969) and endeavor
to be less deterministic than are classical approaches.
Markovian migration processes (Goodman, 1961;
Tarver and Gurley, 1965) belong to this category of
models, known as stochastic models. In more recent
work, transition probabilities are no longer held con-
stant over time20 in these models and can even become
a function of migrant’s personal characteristics; such
processes are then labeled semi-Markovian (Ginsberg,
1971). In this way, the new probabilistic population
models seek to give more of a place to extrademo-
graphic motives, and attempt to get closer to a “pre-
dictive process” in the strict sense of the term.

IV. CONTEMPORARY METHODS21

1. The Component Method Yet Again

Contemporary textbooks always specify that, “In
the present state of projection methodology, popula-
tion forecasting essentially constitutes an exercise in
extrapolation based on the demographic transition
model. Hypotheses about the evolution of fertility 
and mortality from a reference year to the final year of
the projection are applied to a given population,
divided by sex and age. The computer does the rest”
(Tapinos, 1996: 116–117). At first glance, nothing has
changed.
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17 It would be even more precise to say that they go back to Leon-
hard Euler (1760).

18 For a more complete retrospective study of the various pro-
jection matrices and their creators, see Wattelar and Gillet de Stefano
(1971).

19 See René Wéry’s retrospective analysis (1996).

20 The Cornell University team postulated the axiom of cumula-
tive inertia, which expressed the probability not to migrate as an
function increasing with the duration of residence (Myers et al.,
1967). Seymour Spilerman’s research should also be mentioned.

21 Nico Keilman’s (1985b) and Joël Cohen’s syntheses constitute
useful references concerning recent innovations in mathematical
demography applied to models and population projections (see also
Hatem, 1993; Lutz et al., 1996).



Its universality is undoubtedly a great advantage of
the component method. It can be applied at every level
of observation (individual, local, regional, or national).
Furthermore, countries with incomplete statistical data
can use it as easily as can countries with a permanent
population register, compensating for the lack of com-
plete and up-to-date data through the use of indirect
methods adjusting age-specific fertility or migration
curves mathematically, and model life tables.

Numerous recent studies have nonetheless
improved on earlier work on the mathematical adjust-
ment and parameterization of demographic functions
developed previously (Heligman and Pollard, 1980;
Zaba, 1985; Kostaki, 1992; Wunsch, 1966; Romaniuc,
1973; Brass, 1974; Duchêne and Gillet de Stefano, 1974;
Rogers et al., 1978). Others focus on the three dimen-
sions of demographic phenomena—age, period, and
cohort (APC models) (Hobcraft et al., 1982; Rodgers,
1982); they apply this three-dimensional approach to
projections of fertility (Willekens and Baydar, 1984) and
mortality (Osmond, 1985). “Time-series”22 are back in
fashion and have been improved by incorporating the
variance that “surrounds” these statistical trends.23

Moreover, projections tended to be conducted 
separately for each sex, giving priority24 to the female
population, especially in fertility estimates; the new
projection models, on the contrary, aim at simulating
both populations simultaneously (Pollard, 1977;
Wijewickrema, 1980; Preston, 1983; Keilman, 1985a;
Pollak, 1986).

2. “Multistates” and “Multilevels”

During the 1980s, projections techniques that used
large multiregional matrices continued to develop
(Willekens and Drewe, 1984).25 The multistate
approach moved beyond the field of regional studies
and started to be applied to other dynamic processes,
such as marital status projections (Lavoie, 1984; Espen-
shade, 1985), educational forecasts (Guyot, 1991), and
even an attempt at social accounting (Cohen and Tuyl,
1991). Finally, Claude Dionne (1995) used the Leslie
matrix to create an intergenerational model of projec-
tion and retrojection.

Moreover, some felt compelled to apply their analy-
ses to different levels of observation (multilevel analy-
sis), making it necessary to integrate individual and
aggregate approaches simultaneously (Courgeau,
1994; Goldstein, 1995; Pinelli and De Rose, 1997).
During the same period, semi-Markovian models
remained fashionable (Rajulton and Lee, 1988), and
event-history analyses proliferated (Ravanera et al.,
1993).

3. Household Projections

Although household projections began as early as
the 1930s (Siegel, 1972; Pressat, 1959), especially in the
United States with the work of Pascal Whelpton men-
tioned above, this type of model blossomed during 
the 1980s (Bongaarts et al., 1987; Keilman et al., 1988).
As with classical projections, there are two types of
methods: aggregate household projection methods
and microsimulation models (van Imhoff et al., 1995;
Duchêne, 1996).

Macromodels (UN, 1974) are essentially based on
the computation and extrapolation of household head-
ship (or reference person) rates, or household size
(Kono, 1981). Micromodels rather draw on individual
data in an effort to simulate the family trajectory of
each individual (Bongaarts, 1981; Nelissem and
Vossem, 1989).

One method, which can be viewed as midway
between micro- and macrosimulations, consists in
dividing a population by subcategories or multistates
(Ledent, 1992), on the basis of geographic locality or
household status. This type of approach led to 
the LIPRO model (van Imhoff and Keilman, 1991;
Boulanger et al., 1994). In addition, family reconstitu-
tion models (Rallu, 1986) extrapolate to the entire pop-
ulation the family dynamics observed in a reference
sample. Certain demographers (Mason and Racelis,
1992) attempted to integrate both sexes within house-
hold projections, and in the final analysis, fuzzy logic
has entered the realm of household projections
(Murphy, 1996): reality is no longer perceived in a
dichotomous manner but rather in terms of networks
linking people belonging to neighboring configura-
tions, with blurred boundaries.

4. Small Populations

“The projection of subpopulations is strangely
lacking in the current debate on regional develop-
ment” (Banens, 1994). The methodological problems
are numerous (Termote, 1980; Ledent, 1995). Several
new methods have been proposed; some are deliber-
ately hybrid, such as the “quasi-component method”
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22 For a history of the times series method, and its use in popu-
lation projections, see Cohen (1985: 182).

23 Consult Burgio and Frova (1995) and Caselli (1996) for a 
critical analysis and a comparative application of these methods,
particularly to mortality.

24 In the past, some authors had already dealt with this problem
(Goodman, 1953; Keyfitz, 1968; Feeney, 1972).

25 Following the example of the Netherlands, Canada, and
Belgium, national statistics offices increasingly use this approach,
particularly for regional forecasts.



(Hakkert, 1985; Smith and Shahidullath, 1995); others
make use of new spatial representations (geographical
or social), such as fractal scales (Le Bras, 1993; 
Toulemon, 1991; Frankhauser, 1996).

Here also, the component method remains the rule
(Rees, 1994) but introduces other variables of local
interest, such as housing (Dittgen, 1995). Methods
inspired by thermodynamics (Prigogine’s team: Allen
and Sanglier, 1981) have been applied to the mecha-
nisms of urban growth (Pumain, 1991). The geodemo-
graphic dimension (Tayman, 1996) needs no further
proof, and the inclusion of a policy variable (local
policy) is an essential element of the predictive process
(Thumerelle, 1987).

CONCLUSION: UNCERTAINTY

This short historical review of demographic
research in the field of projections shows that, in
demography as in other sciences, any progress in
methodology relies largely on the results of funda-
mental research. The time has certainly not yet arrived
for population forecasting to find its particular speci-
ficity. Its line of reasoning, which could only be
autonomous at the risk of becoming sterile, is perhaps
taking a new direction.

Finally, it must be acknowledged that researchers
who indulge in the perilous practice of projection are
well aware of the random nature of what they are
doing and regularly and willingly subject their work
to a retrospective evaluation by confronting the results
of their models with reality. The maxim, to predict is
not to explain, remains to the point.
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INTRODUCTION

In the majority of countries, the proportion of public
spending on education, often already considerable, is
increasing. In Third World countries, the phenomenon
is associated with the establishment of compulsory
education, which affects particularly large school-age
populations; in countries where the education system
is older, public demand for pre- and postcompulsory
education continues to increase and, taking into
account the economic and social issues involved, 
governments are striving to respond positively.

For example, in France—where education is com-
pulsory between the ages of 6 and 15–in the beginning
of the 1990s nearly all 3- to 5-year-olds attended
school, and since 1987, approximately 35% of all 2-
year-olds attended nursery school. Moreover, few ado-
lescents left school at the age of 16. The rate of school
attendance among 20 year olds more than doubled
between the beginning of the 1980s and the beginning
of the 1990s. In 1995–1996, 57% of young people
between the ages of 6 and 15; in 2001–2002, 65.9% were
currently pupils or students. Thus, in 1995–1996 and
in 2001–2002, nearly 15 million youngsters in France
were attending school or university.

Educating such large numbers requires consider-
able budgets and planning for student needs. Planning
is mainly based on forecasts of the pupil population,
which in addition to demographic variables, take into
account the future demand for different types of 

education, the rules that give access to it, and political
environment that determines the availability of the
education.

There are basically two types of educational fore-
casts. The first is based on population projections
(which is why it is called “derived”) and the enroll-
ment rate. The others come from analyses of pupils’
progress within the education system and apply flow
rates to the number of pupils in attendance. These two
methods are not interchangeable as they often have
different objective and use different data, but they can
complement each other.

The derived forecast method is usually used to shed
light on general long-term trends and to make inter-
national comparisons. The flow method is used for
more short-term forecasts, such as ascertaining 
the grade at a local level or within an educational
establishment.

I. DERIVED FORECASTS

Derived forecasts can be used to evaluate the
school-age population and to distribute them by
grade. The principle consists of estimating the school-
age population by applying the enrollment rate to the
projected population by sex and age. Therefore, for the
year n,

E P Tx n x n x n, , ,= ¥
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where Ex,n represents the total number of pupils 
aged x;

Px,n, the projected population aged x; and
Tx,n, the enrollment rate at the age of x.
Technically, the calculation is simple, but it implies

the respect of certain hypotheses, and the required
data collection is not always easy.

On one hand, the formula assumes that there is
independence between the rate and the size of the pop-
ulation; on the other hand, it assumes that there is con-
cordance in the definition of ages relating to the
population forecasts and to the enrollment rate.

For population size not to affect the enrollment rate,
the supply must meet the demand for education
without delay. In countries where the educational
system is old and where the objective of forecasts is to
fulfill the spontaneous demand for education, this
hypothesis for the future seems obvious. However, as
future rates are determined from past values, it must
be verified that they have not been influenced by a lack
of elasticity in the supply. For example, in France, the
enrollment rate of 2-year-olds in is greater when the
number of 3- to 5-year-olds is less, and vice versa. This
association is obviously caused by the number of
places available in nursery schools. In such circum-
stances, it would be risky to base future rates on the
most recent ones; it is therefore recommended to use
series that are sufficiently long to reduce the impact of
these period variations.

This kind of competition between several demands
that, in the example in question, relate to spontaneous
education exists on the level of compulsory education
in countries where the educational system is recent.
Unless the rules of access to education are applied in
a draconian manner and all the children who are not
eligible are excluded, the school enrollment rate at the
legal age is not likely to immediately match the unit
value. Indeed, the desire of older children to take
advantage of the new system will compete with the
obligation of those who have reached the required age;
if the supply is not increased to match the demand, the
rate will remain lower than the unit value until the
overall demand is satisfied.

To avoid the influence of numbers on the determi-
nation of the rates, it is also preferable to use rates by
age in years rather than rates by age groups that vary
with changes in population structure.

The second verification to make before applying the
above formula applies to declared age. Apart from the
appropriate censuses and surveys, demographic sta-
tistics and educational statistics do not originate from
the same sources and are not collected at the same
dates. The former are generally collected at the end or
in the middle of the year, whereas the latter are col-

lected at the beginning of the school year. Unless 
the data is sorted by cohort and the ages under con-
sideration are ages reached during the year (see 
Chapter 6), it is not easy to establish rates that differ-
entiate children enrolled in school from within the
total population at a given time. Data comparisons are
made easier if information is collected according to the
age the pupils reached during the year or by birth
cohort; completed age at the beginning of the school
year, which depends on when the school year begins,
should not be used. If total population and school pop-
ulation are estimated annually, then the gap between
the two dates of collection will be 6 months at the most.
At a national scale, if mortality and migration levels
are low, the corrections may not be needed to compare
both statistical series; however, corrections are
required if both levels are high.

The reliability of derived forecasts is related to the
reliability of the population forecasts, on the one hand,
and the quality of the evaluation of the enrollment
rates on the other hand. At ages at which compulsory
education is effective, the uncertainty of education
forecasts depends only on the uncertainty of popula-
tion projections. At a national level, in the absence of
significant variations in mortality and migration, the
forecast is accurate if the cohorts concerned have
already been born. If they have not yet been born, the
degree of uncertainty will depend on future fertility.

At the ages of pre- and postcompulsory education,
demographic uncertainty is compounded by sponta-
neous school attendance, which is more or less vari-
able according to the level of education.

The accuracy of the projections is therefore not the
same at these various levels. At university level, it
depends almost entirely on changes that occur in the
desire of young people to continue their education or
on the wish of governments to steer the active popu-
lation toward certain sectors. At the pre-elementary
level, parents’ wish to have more or fewer children and
to place them earlier or later in school must be taken
into consideration.

Long-term forecasts by level of education are essen-
tial for planning the recruitment of teachers and the
creation or reorientation of educational establish-
ments. Here again, educational forecasts will be based
on population projections. The distribution of the pop-
ulation by level of education is obtained by applying
an indicator of school enrollment to a specified pro-
jected population figure. This indicator, which is also
called a crude school enrollment rate, is calculated by
applying the number of pupils at a certain educational
grade to the number who, according to legislation, are
of the age to be in that grade. Thus, in a country where
children start school at the age of 6 and where primary
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education lasts 5 years, we would have for the primary
level the following crude rate Tp:

In France, for example, the number of pupils
enrolled at elementary level are compared to children
aged 6 to 10 years, those in the first cycle (junior sec-
ondary school) to children aged 11 to 15 years, those
in the first short cycle to the 14- to 17-year-olds, and
the first long cycle (junior and senor secondary school)
to the 15- to 19-year-olds.

Such rates can surpass the unit value if the number
of pupils repeating a grade is significant; it decreases
if measures are implemented to reduce academic
failure. These measures should be integrated into the
underlying hypotheses of the projections.

In developing countries, crude rates are likely to be
even higher as pupils entering the system late are
added to higher numbers of pupils repeating a grade.
The resorption of the demand for education from older
pupils reduces the crude rates by level of education,
whereas the reduction in the dropout rate over the
course of a cycle causes an increase. Moreover, any
change in the policy relating to repeating a grade
(regression or even suppression) during a cycle is
likely to have repercussions on the distribution of
pupils of other cycles; any innovation at a given grade
should be integrated into the forecasts for all the
grades.

Grade repeating, dropping out, and progression are
terms found in the majority of flow model variants on
which shorter-term educational forecasts are based.
This type of model is preferred in evaluating the
number of pupils per year, or the grade of study 
at a local level and within individual schools or 
universities.

II. THE FLOW METHOD

At the end of a school year, pupils can either
proceed to the next grade, repeat the grade, or drop
out. If there is no external contribution, the numbers
present during a given year at a certain grade are
equivalent to what has become of the pupils enrolled
at the preceding grade during the previous year. It is
therefore through the comparison of two successive
stocks that the flow is estimated. This is how real,
imaginary, or apparent educational progress is 
evaluated.

If only the numbers by year of study are available
for two consecutive school years, then the retention rate
(rg) is calculated as the number of pupils in a grade (g)

Tp
Number in primary education

Population aged 6–10 years
=

at the beginning of the school year compared with
those of grade g - 1 at the beginning of the previous
school year. These rates are then applied to the number
present in one grade at the beginning of the school year
t, (Eg,t), and by iteration, the number of pupils at the
beginning of the following school years is obtained:

The rg rates vary under the influence of school
results and demographic events such as mortality and
migration. In the case of external contributions being
greater than departures, their value can be greater than
one. These are also called apparent flow rates and are
used in schools to evaluate the number of pupils per
class in the very short term, such as the beginning of
the next school year or the year following. In devel-
oping countries, they are used at the national level as
little data collection is required.

When possible, it is nevertheless preferable to dif-
ferentiate, at each grade, those pupils that are repeat-
ing a grade from new entrants. Thus, by difference, the
net balance between entries and departures of one
grade are obtained, and the succeeding flow rates 
calculated are less global than the are previous ones:

Grade progression rate (Pg)—proportion of pupils of
grade g during the school year t who will be in the
next class in the following year

Grade repetition rate (Rg)—proportion of pupils of
grade g during the school year t who will still be
in g in the year t + 1

Grade dropout rate (Ag)—proportion of pupils of grade
g who will drop out during or at the end of the
school year t

The outcome for pupils at grade g is calculated by
the following:

with

And in the absence of external contributions, the fol-
lowing equation makes it possible to obtain the
number at grade g + 1 at the beginning of the school
year t + 1:

However, it is not possible with this flow method to
forecast the number of entries into the educational
system, which must be estimated by using population
forecasts.

The analysis can be even more precise. For a given
grade (if the data are available), those passing to the
next grade and those repeating the grade can be esti-

E P E R Eg t g g t g g t+ + + += ¥ + ¥1 1 1 1, , ,

P R Ag g g+ + = 1.

E P E R E A Eg t g g t g g t g g t, , , ,= ¥ + ¥ + ¥

E rg Eg t g t+ + = ¥1 1, ,
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mated according to whether the pupils were enrolled
for the first, the second, or even the third time. Cycle
and grade repeating can be matched with dropout
rates; transfer rates between regions or educational
institutions can also be introduced.

The possible influence of one level or cycle on
another must also be taken into account. A restriction
on entries at one level can provoke a surplus of repeat-
ing pupils waiting to enter the cycle, and the preced-
ing level as well as the adjacent levels will be affected
by its repercussions.

Although they are more precise than are the previ-
ous analysis, these variants remain based on period
data analysis; information relating to two consecutive
years is sufficient to establish the required indicators.

An analysis of behavior, based on real case studies
is by far preferable. But collecting the required data is
an onerous task. At the national or local level, it
requires the existence of panels of pupils. These pupils
are studied on their arrival at primary level in order to
evaluate the rate of passage to the next grade and the
repetition rate, or they are studied in the French system
on their arrival at collège1 in order to estimate the dis-

tribution of pupils between the short and long cycle.
Progression can be traced from secondary school to
show the proportion of holders of the baccalauréat and
of pupils dropping out during the cycle.

The issues vary according to education level and
become more complex when schooling is no longer
compulsory. These issues can often be treated in a dif-
ferential study according to social and family environ-
ment. This latter variable, which is important for the
future of pupils, is also important in the design of the
hypotheses on which the forecasts are based. However,
it loses impact as pupils progress through the educa-
tional system and can be replaced by the age reached
and the diplomas received.

Educational institutions, because of their size,
prefer studying entire cohorts to samples. They attract
a more homogenous population compared to the one
at the national level because of their geographic and
social localization or the selection process that they
operate. As a result, they can often dispense with an
internal sociological differentiation in establishing
their projections. Moreover, the smaller population
size would probably make this impossible.

Cohort studies within an establishment can be very
informative. In the following example based on the
French educational system, for readability the distri-
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1 Junior secondary school that French children attend between
the ages of 11 and 15.

Students who left the university after failure

Students who left the university after success

1990-91 1991-92 1992-93 1993-94

1st year of DEUG

2nd year of DEUG

Bachelor’s

Master’s

1000 303
303 28 1

135 84 19

312 183 46

26 25

275 167

9

470 161 10

28 1

470 296 94

312 209

275

220

7 2 0 1

17 7 3

9 10

263

112 17 0

6 22 26

2 7

3

INED
37103

FIGURE 73–1 Cohort study at the Université de Paris I Panthéon-Sorbonne.



bution of those who passed one level at a given 
grade is shown, as well as their characteristics: 
age reached, baccalauréat type, social and family 
environment, and place of birth and residence. One
can take these factors into account by retracing the
educational history according to them, thereby refin-
ing the forecast. Such detailed data collection even
makes projections by simulation of individual trajec-
tories possible.

The degree of detail contained in forecasts 
depends on their objectives. A mayor who wishes to
know the number of meals to provide in the school
dining hall is only interested in the total number of
pupils. Academic inspection departments need to
know the distribution of pupils per class in order 
to create new classes or close down some according to
predefined criteria of numbers per class. The Educa-
tion Department needs to be able to plan the recruit-
ment of teachers. These different forecasts require
educational projections.

In the long-term, it is preferable to use the derived
projection method, which requires the design of popu-
lation projections beforehand, for which the risks of
error at each stage are independent. In the more short-
term, the flow method is better, but it has the disadvan-
tage of increasing the size of any potential initial error
when the projection period is long. The choice of objec-
tives is at least as important as the choice of methods for
projections, including educational forecasts.
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INTRODUCTION

The advances made in the description and inter-
pretation of reproductive behavior have often pro-
vided the hope of increasing the capacity to forecast
the future of fertility. However, reflection on forecast-
ing tools (Lee, 1978; de Beer, 1992) as well as the ex post
evaluation of earlier results have periodically led
researchers to increasing pessimism about the possi-
bility of being able to anticipate future fertility trends
with any certainty at all.

It is true that forecasters rarely aim to predict what
will really occur. Instead, they usually suggest possi-
ble scenarios for fertility trends without taking the risk
of predicting which scenario is most likely to occur;
however, the results are hardly satisfactory as the
anticipation of trends is rarely based on clearly stated
theoretical presuppositions.

The reason for this uncertainty is owing to insuffi-
cient understanding of the individual and collective
determinants of reproductive behavior, which makes
it impossible to predict whether the couples of the
future will make different reproductive choices com-
pared with those of the couples of today.

A review of currently available forecasting tools 
and possible methodological developments cannot,
however, be based on this single premise. To under-
stand what can reasonably be imagined and what can
reasonably be accomplished, it is not possible in fore-
casting fertility, even when methods are based on the
most recent expertise, to disregard objectives or targets
assigned to knowledge of the future of fertility.

This knowledge of the future can only be under-
stood as an intellectual construction or conjecture on

the probable future, or even of several probable futures
because the directions in which the trend can develop
are multiple and what will actually occur will depend
as much on spontaneous factors as on political and
social decisions and choices, without mentioning pos-
sible innovations that are difficult to predict. The
modern mind cannot accept the hypothesis of a deter-
minist future, and a future that is not controlled by
human decisions and that depends only on sponta-
neous evolution is unimaginable. The political, eco-
nomic, and social implications associated with the
progressive aging of populations of the developed
countries and the rapid demographic growth of the
developing countries should also be taken into con-
sideration insofar as they can lead to interventions or
population policies likely to modify current trends.

Yet, in the short and medium term, the essential
operational needs of administration and management
require knowledge of the future, which is equivalent
to an anticipation of what will occur. In this case, indeed,
such a requirement can be satisfied by supposing that
the near future is, at least partly, already written in the
present and past trends and that possible changes are,
barring major upheavals, limited. In addition, it is
assumed that retroactive effects likely to modify spon-
taneous trends are improbable.

I. APPROACHES AND METHODS 
OF FORECASTING FERTILITY

Traditionally, among fertility forecast methods, it is
possible to make a distinction between those based on
extrapolation, which consider the future as a continu-
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ation of the past and can only be evaluated through an
accurate analysis of past experience; those based on
desired fertility expressed by couples; those based 
on explanatory fertility models; those based on the
opinion of experts; and those that are based on the con-
struction of scenarios.

Various authors have already evaluated the 
problems of forecasting fertility and also drawn up
exhaustive assessments of the different approaches
and methods used (Lee, 1978; Willekens, 1990; de 
Beer, 1992). In this chapter, we will restrict ourselves
to a rapid examination, essentially critical, of the 
different approaches before discussing the potential of
these various methods according to the aims of the
forecast.

1. Extrapolation

The extrapolation of past fertility trends is based on
more or less detailed measurements of the phenome-
non: intensity and tempo, age-specific rates, order-
specific rates, parity-specific rates, etc. (see Chapters
12, 14 of Volume I).

The independence of measures, the number of vari-
ables, and the related logical and operating choices 
are the difficulties in the application of these various
methods. Moreover, empirical evidence exists that
supports more or less disaggregated methods, and the
choice of various operators is not univocal.

The complexity of the issue is owing to the interde-
pendence of these two aspects and their relation to the
choice of a longitudinal (Chapter 12 of Volume I) or
period approach (Chapter 14 of Volume I). In other
words, the choices made on one of the dimensions of
the issue necessarily engender repercussions on the
other dimensions. For example, using a parametric
curve, the tool most often used to make a dimensional
reduction, transfers the problem of the independence
of specific rates to the parameters of the model used to
represent them. Attempts have been made to over-
come the problem of variable interdependence, but
these have not yet resulted in projection methods
(Thompson et al., 1989).

In addition to the problem of independence that
rises nearly exclusively from logical coherence, the
problem of the consistency of projected variables must
also be dealt with, if only in terms of the coherence of
the profiles of the extrapolated fertility rates.

Various authors have studied the consistency
problem. Some have tried to solve specific stages such
as that of the dimensional data reduction. This is the
case for the procedure based on the factor analysis of
the fertility rate matrix (Bozik and Bell, 1987). In other
cases, the consistency problem has been automatically

solved by using approaches in which the main objec-
tive is not consistency itself or dimensional reduction
as a basis, as is the case in approaches based on the
multivariate Arima models adapted to cohorts (de
Beer, 1985). The main objective of these models is to
extrapolate period indicators up to a level already
attained in terms of cohorts or, as in the application of
age/period/cohort (APC) models—be it at their sim-
plest (Lee, 1974) or more complex (Willekens and
Baydar, 1984; Giorgi and Viola, 2003)—to take into
account the analysis of the effects of age, cohort, and
period. More recently, the consistency problem was
tackled by the representation of the fertility process
through a model that, by associating the parity pro-
gression ratios, the time elapsed since the preceding
event, and the age of the mother at the time of the pre-
ceding event, directly produces a consistent set of 
age-specific rates (Martinelle, 1989, 1993).

In addition to the above-mentioned methods that
produce age-specific fertility rates or other measures
from which they are directly deductible, there are also
other methods based on the extrapolation of fertility
indicators that are nonreducible to age-specific rates,
such as methods based on fertility measures by age
and parity (Al-Osh, 1986), by parity and the time
elapsed since the preceding event (Feeney, 1985), or 
by parity only. In all cases, however, these methods
require the construction of appropriate population
projection models capable of producing the female
population distribution necessary for the application
of the indicators used. This construction can introduce
problems in incorporating mortality and migration,
which produce the number of births to be inserted in
the classic forecast of population by sex and age. These
methods are only useful if birth order is one of the
objectives of the forecast.

2. Methods Based on Desired Fertility 

For short- and medium-term forecasts, some
authors rely on models based on the observed desired
fertility of women (Lee, 1980; de Beer, 1991; Van de
Giessen, 1992). Although some official organiza-
tions use this type of application, the real usefulness 
of such data for fertility forecasts remains largely 
controversial.

The particularity of this strictly microapproach is
the use of intrinsically predictive variables that are
based on women’s replies to questions regarding their
future fertility. However, although fertility intentions
are highly predictive from a theoretical point of view,
in reality they cannot be directly used, as actual births
do not generally match the intentions expressed (van
Hoorn and Keilman, 1995).
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In actual fact, fertility intentions only represent
potential reproductive behavior if the individual and
structural aspects of the socioeconomic situation
remain unchanged. Some authors see only purely con-
jectural indicators in these fertility intentions and
believe forecasts based on desired fertility depend too
heavily on current conditions to be of any use (Westoff,
1981).

On the other hand, other authors attribute a real
predictive value to this approach, even if they do not
directly use fertility intentions to estimate future fer-
tility, as fertility plans will not be carried out in the
same way or in the same terms implicitly or explicitly
predefined by the women. This is why the transfor-
mation of intentions into actual forecasts requires the
development of adjustment methods (van de Giessen,
1992; van Hoorn and Keilman, 1995) that are based on
the use of two conceptual approaches that can, more-
over, be combined: the limiting factors model and the
partial adjustment of the projection.

The limiting factors model consists of weighing the
declared intentions with individual variables, identi-
fied beforehand, directly or indirectly associated with
factors that obstruct the achievement of these goals.
The partial adjustment of the projection is based on the
inverse relation between age and desired fertility
empirically observed within the cohorts, and evalu-
ated from successive surveys.

Data on desired fertility are mainly used to com-
plete the fertility of female cohorts who have not yet
completed their fertility, or to develop fertility
hypotheses to use in other projection methods. A sig-
nificant example of the use of data on desired fertility
can be seen in the fertility forecasts of The Nether-
lands’ Central Statistical Office (Statistics Netherlands)
(de Beer, 1992).

3. Methods Based on Explanatory Models

Models based on an explanatory approach to fertil-
ity use the results of regression analyses of the time
trends in variations of fertility and other variables, par-
ticularly economic ones. In general, they do not rely on
a very solid theoretical basis, so much so that often
variables that appear correlated to fertility levels are
accepted, even if there is no logical association between
them. Moreover, these models do not simplify the issue
of forecasting, insofar as they only substitute the
problem of fertility forecast with that of predicting the
phenomena, premonitory or explanatory, which are
associated with it. This is the case of two models pro-
posed by Ermisch (1992) that are based on the relation
between certain economic variables (particularly
female employment) and (1) the trend in age-specific

fertility and (2) and the parity progression ratios by age
and parity. This type of approach obviously comes up
against the possibilities of actually predicting the trend
of explanatory variables (Long, 1985), and of validating
the explanatory models adopted, particularly with ref-
erence to their invariance with time, either in terms of
relative weight of the different variables or in terms of
the explanatory variables taken into consideration in
the model. Social and economic variables are indeed
subject to rapid changes, and their development is
often more difficult to predict than is that of the demo-
graphic variables with which they are associated
(Keyfitz, 1982). However, in developing countries
where the trends of certain variables are sometimes
easier to predict, it can be useful to base fertility fore-
casts on those of their explanatory variables. Thus, the
development of female education has become a solid
base for fertility forecasts in some countries.

In Richard Easterlin’s model (1976), which directly
produces series of future births, explanatory mecha-
nisms of a highly economic nature are in actual fact rep-
resented by variables that are exclusively demographic
(Ahlburg, 1986). In substance, this model’s subjacent
theory is that individuals belonging to a birth cohort, 
or to a group of cohorts, that is larger (for whatever
reason) than the preceding one suffer greater stress
owing to the imbalance between their aspirations and
the resources to achieve them. This stress, which is
expressed, for example, in terms of entry into the
employment market or economic and social progress
and which is therefore associated with an objectively
disadvantageous situation, encourages individuals to
reduce their number of children because they are
unable to cope with the costs related to the arrival of
children. On the contrary, the cohort of their children,
fewer in number, will experience an objectively more
advantageous situation with less imbalance—or even
none at all—between their actual resources and their
aspirations, an advantage that, according to the theory,
should lead them to have more children.

Such a cyclicity, although resulting from essentially
economic mechanisms, can be seen through the peri-
odic oscillations of the population structure observed
at the level of birth cohorts, with an amplitude of fluc-
tuation double the interval between two generations,
and, from there, can easily be transformed into a 
predictive instrument.

4. Methods Based on
Objectives/Hypotheses and 

Expert Opinion

Population forecasts by official bodies are often
based not on actual fertility forecasts (which, on the
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contrary, appears to be the case for mortality) but
according to objectives promoted to the rank of
hypotheses, even if they are not always presented as
such by their authors. A critical analysis of the fertility
hypotheses employed by the various bodies responsi-
ble for official forecasts show to what extent, in reality,
such objectives have been frequently adopted and how
they have often conditioned, albeit only implicitly,
forecasts theoretically based on extrapolation (Lutz,
1991; Keilman and Cruijsen, 1992). The most frequent
focal point was initially the replacement level under
which period fertility should not fall; followed by the
level of 1.5 children per woman that no generation was
supposed to cross; together with alternative trends
toward fertility decline, a hypothesis set aside a priori
for a long time, even when it appeared clearly in the
extrapolation of current trends; and, finally, the return
to the replacement level, which continues imper-
turbably, despite all odds, to fascinate.

5. The Scenarios Method

The word scenario has quite varied meanings, and
to understand the content of fertility forecasts based
on the scenario method, a precise reference frame must
be specified. These forecasts are in no way, unlike pop-
ulation forecasts, simulations of the future resulting
from the presumed trend of fertility dynamics without
reference to a clearly defined theoretical framework.

The method is based on the construction of per-
tinent alternatives for the future, none of which are
considered to be more likely but which are seen as 
“a coherent group of realistic trends for the future”
(Cruijsen, 1991). It thus aims to build an instrument 
for analyzing the future and is particularly useful in
evaluating possible consequences of political deci-
sions, leaving the field clear for creativity while not
reducing it to a purely academic exercise. That is, it
supplies images of the future based on a meticulous
quantitative analysis of processes that, by hypothesis,
could lead from today’s situation to that of the future.

The scenario method is therefore meant to be very
different and innovative compared with the extrapo-
lation of the past. It seems to be closer to the view of
forecast not as an anticipation of the future but rather
as prospect or conjecture, that is, as an intellectual con-
struction of the future or as an exploration of the
various possible, although sometimes contrasting,
futures. It is a long-term projection method aimed at
showing the effect of potential structural changes.

Careful examination of the past is once again an
essential factor of validity, but extrapolation of past
trends is not in itself proof of a good definition of
future trends and it is not justified by the application

of analogous methods. It aims rather to interpret
trends in terms of the internal structural relations
within the system under observation and to respect
major changes in order to avoid discontinuity between
the current situation and future scenarios. In this
sense, as well as the synchronic approach, used to 
construct representations of the future, a diachronic
approach is also used to define the direction to follow
in order to link the present with the future.

The definition of reliable logical rules and clear pro-
cedures is needed to limit the arbitrary values in this
method that can produce sufficiently operational pro-
jections, insofar as it succeeds in translating qualitative
evaluations of future trends into quantitative terms.
Using appropriate quantitative methods is therefore
also important, even if it is likely to reduce the scope
of creativity available with this method.

In an interesting application of this method (de
Jong, 1995), scenarios of future fertility were obtained
by imposing deviations on an observed trend to
extrapolate the fertility of cohorts of women. The
direction and scale of these deviations were derived
from the analysis and theorization of the relation
between developments in socioeconomic and cultural
systems and fertility trends.

II. FORESEEABILITY OF FERTILITY
AND CRITICAL ANALYSIS OF 

THE METHODS

Table 74–1 presents a classification of available
methods, some of which are simple tools, according to
whether they are based on the observation of past
trends of the reproductive process or, on the contrary,
on theoretical or explanatory models of reproduc-
tive behavior. A residual category assembles the
approaches that do not fit exactly or completely into
the two main categories.

We have singled out some important characteristics
in order to better distinguish between the different
methods:

Use of measures of past fertility trends
Ability to anticipate trend reversals
Degree of subjectivity
Longitudinal or period approach
Quality of the estimate
Significance of the ex-post evaluation
Content of the projection

Short-term methods based on neutral projections,
and therefore on extrapolation, are characterized by a
complete and systematic use of the past, a minimal
degree of subjectivity (reference period, trend model),
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TABLE 74–1 Characteristics of Fertility Forecast Methods According To Whether They Are Based on Past Observations
or on Theoretical or Explanatory Aspects

Classification Approaches based on:
elements

Past observations Theories and paradigms Others

Basis observed results of the interpretative theories of partial or mixed
reproductive process reproductive behavior
in terms of event 
and measure

Product “projection” of the past “anticipation” of the “projections” partially associated
future with the past and dependent on other

criteria

Methods extrapolation of (1) use of expressed construction of reference to realization of expert
measures, (2) model desired scenarios analogical objective or evaluation
parameters fertility schemes reference
(historical, age/ hypothesis
period/cohort)

Use of past trends of total nil nil partial partial partial
fertility indicators

Ability to anticipate nil in cases of direct yes yes yes yes yes
trend reversals extrapolation but 

some models
(age/period/cohort) 

can produce 
reversals

Degree of subjectivity weak and limited to (1) weak (choice of high high high high
the reference period, impeding
(2) the trend model factors)

Longitudinal/period promotes the evaluation longitudinal both, but longitudinal longitudinal longitudinal
of trends mainly (the (but often
(disregarding the longitudinal objectives the 
logical contents of the are criterion is
longitudinal expressed in period
approach) longitudinal related)

terms)

Quality of the estimate depends on (1) ability to depends on not
identification of the recognize the the ability to assessable
trend, (2) its associations process the
variability; method between the theory and 
fails if there is a break wishes (goals) its ability in
in the trend (need to and their anticipating
work on achievement the future
disaggregation to
increase inertia and 
flexibility)

Significance of the reduced or nil important as a important in useful for
expost evaluation knowledge verifying revisions

base of the ability of
relations in a theory in
expectations anticipating
and the future
achievements

Predictive content
Short-term good high nil limited nil (by limited (no
Long-term nil nil limited (difficulty construction) logical

in frame of
evaluating reference)
the gap)



the production of estimates whose quality depends
(because of the significant short-term inertia of disag-
gregated indicators) on the identification of trends and
the parameters to be projected and their variability. For
an improved identification of trends, the longitudinal
perspective is often adopted. Such methods cannot
generally anticipate trend reversals unless they result
from cohort effects that are detectable in complex
models such as APC models (Chapter 18 of Volume I)
or translation models (Chapter 17 of Volume I).

Using data on desired fertility in short-term projec-
tions is characterized by its more or less complete lack
of recourse to the past, a strictly longitudinal perspec-
tive, and a low degree of subjectivity in the choice of
factors limiting the achievement of desired fertility.
When used for short-term forecasts, these data help to
complete the fertility of cohorts currently of reproduc-
tive age, and their main asset is the theoretical capac-
ity to predict trend reversals absent in other forecast
methods.

The advantage of this type of approach depends
largely on the stability of desired fertility and the
extent to which it can be achieved, taking into account
the obstacles that couples could encounter as well as
current events that could have affected the estimates.
Indeed, some authors maintain that desired fertility
depends largely on the socioeconomic and cultural
climate of the time and, as a result, can only be con-
junctural. The concept of cohorts’ fertility plans is
being challenged today with the return of the idea that
cohort fertility, its intensity, and tempo are caused 
by a dynamic process of interaction among desired 
fertility and the obstacles, limitations, and constraints
imposed by the circumstances at the time. Despite 
theoretical uncertainties, these methods are still 
used to a great extent by official statistical institutes 
in their forecasts.

The construction of long-term scenarios is charac-
terized by the absence of recourse to the past, inte-
grated use of longitudinal and period dimensions, and
a large dose of subjectivity. There does not as yet seem
to be sufficient knowledge on the complex mecha-
nisms that associate, on one hand, the collective and
structural factors and individual factors with, on the
other hand, fertility trends in order to produce the cer-
tainties necessary for evaluating the degree of likeli-
hood of the constructed scenarios. Numerous obstacles
that prevent the theories and the interpretation frame-
works from being transformed into efficient forecast-
ing tools (Keyfitz, 1982) actually occur, even when we
simply wish to extract likely future scenarios from the
theories.

If imagining future changes in behavior is beyond
the actual cognitive possibilities that exist today, the

static, comparative, and conditional nature of current
theories impede the simple translation into trend sce-
narios, as does the fragmentation and partiality of the
various theories. Often two theories are applicable or
better, their mode of action on behavior occurs jointly
but without it being possible to determine their rela-
tive weight. The qualitative nature of a number of 
theories is not helpful in constructing scenarios. One
cannot say that the possible availability of a complete
theory of reproductive behavior (a possibility that
some authors challenge) can be transformed into a 
tool both useable and manageable for normal human
intelligence.

Furthermore, even by presupposing the credibility
of conjectures on future trends of reproductive behav-
ior according to the dynamics of the socioeconomic
context, the technical tool for constructing quantitative
scenarios does not seem to respond to precise rules and
thus imposes a large dose of the arbitrary in the actual
construction of scenarios for the future.

III. PROSPECTIVE

To evaluate what might occur in the short-term, in
other words to make a real forecast, it is possible to use
different tools that are, whatever happens, capable of
making short-term forecasts. It is possible to use 
all those methods based on the results of the repro-
ductive process, expressed in terms of event/measure
that base the forecast entirely on the analysis of 
past trends in fertility indicators and their projection
into the future with the aid of a neutral extrapolation
method. Still in the short-term, variables on desired
fertility—which by their very nature are intrinsically
predictive and can, theoretically at least, anticipate
manifestations of reproductive behavior—can also be
used.

For long-term forecasts, on the contrary, the tools
rely mainly on the development of theoretical knowl-
edge, both qualitative and quantitative, to be used not
for making forecasts but for constructing scenarios that
can prefigure various possible futures, none of which,
however, might actually occur. As previously stated,
these scenarios are reasoned conjectures that, although
based on theoretical presuppositions, do not claim to
be forecasts, as it is impossible to control the complex-
ity of the theoretical relations and difficult to control all
the dimensions of the phenomenon’s variability. In the
abstract, scenarios could also anticipate change
processes that lead to new forms of behavior and are
therefore not foreseeable, a prospect that should cer-
tainly not be excluded in the long term. In concrete
terms, however, giving theoretical justifications to 
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possible but unforeseeable trend reversals, such as a
rise in fertility in the European countries, does not seem
easy if we consider that in the very rare cases in which
it has been verified (e.g., Norway), either it cannot be
explained or explanatory factors of contrary effects
have been adopted (a favorable economic development
that results in fewer relative costs of children and more
women undertaking an economic activity).

Disregarding, in any case, the desirable develop-
ment of the theoretical knowledge and techniques nec-
essary for increasingly more effective applications of
the scenario method, progress is still needed particu-
larly in optimizing the use of the more traditional
methods and their capacities, always in the context of
their effective possibilities of forecast.

According to these considerations, the only real
forecast would be to explore the short term only. And
for projection methods, methods of demographic
analysis aimed at separating the demographic mecha-
nisms of reproductive behavior should be promoted in
order to better determine the trend of their elementary
components by eliminating the effects of structural
factors from the measure. Recent or future progress in
the field of fertility analysis by birth order or by parity
(Martinelle, 1989; Rallu and Toulemon, 1993) could
therefore be used to study the effects of age, period,
and cohort (Willekens and Baydar, 1984) and to
examine the translation mechanism beyond the tradi-
tional model of event frequencies (Keilman, 1994;
Keilman and van Imhoff, 1995).

A more detailed description of reproductive mech-
anisms does not necessarily improve the quality of
short-term forecasts and is of no value for long-term
forecasts, but it reinforces our knowledge and assumes
a fundamental importance when it comes to associat-
ing reproductive behavior with its determinants, as
fertility scenarios attempt to do.

Evidently, the trend is to abandon or at least to go
beyond the constraints that constitute, on one hand,
the use of probabilities by age that integrate measures
of another nature into their forecast (Martinelle, 1989)
and, on the other hand, the use of completely different
approaches aimed at directly predicting births that
thus become an exogenous component of the system
of population projection by the component method.
Recourse to multistate models would make it possible
to directly insert fertility indicators by parity, accom-
panied, however, by a significant increase in the com-
plexity of the whole system.

In terms of fertility projections, progress in the
analysis and the identification of the most basic com-
ponents of reproductive behavior can be favorable to
a new method of constructing conditional forecasts,
understood not as the results and consequences on the

population of hypotheses concerning the trends in 
fertility (and mortality) but as the trends of aggregate
fertility indicators within a set of possibilities iden-
tified by analyzing what is considered as improbable
or incompatible at the level of basic components. This
presupposes that the disaggregated methods can dis-
tinguish a group of associations that help to define this
set of possibilities.

The possibility of relating the fertility measures
adopted in the projection or forecast model to the
reproductive processes attributed to cohorts becomes
more important to give greater demographic signifi-
cance to the input of the model by attaching it directly
to hypotheses of reproductive behavior, to make
rational predictions on the reproductive behavior
itself, to associate the fertility forecasts with the
desired fertility observed at an individual level (de
Beer, 1991). In other words, we refer to the diversity of
the possibilities provided by these models to translate
the hypotheses on the input into underlying hypothe-
ses or objectives on reproductive behavior, or (in light
of what has been stated) refer to the capacity that such
measures have of representing the evolution of the
reproductive process, if they are analyzed on a tem-
poral basis, and enabling the forecast to be based on
actual knowledge of the phenomenon.

The association of the variables of the model to the
subjacent reproductive process can also have reper-
cussions on the possibility of correctly using statistical
methods capable of identifying and quantifying
dependency between the variables. This is only possi-
ble if the measures under consideration are not
ambiguous as a result of a lack of control over certain
variables. Thus only the relationship with the subja-
cent reproductive process allows effective explanatory
models to be produced.

Moreover, the forecast procedure, be it mathemati-
cal or statistical, would produce the best results if the
associations between the variables of a purely demo-
graphic nature have already been eliminated and if
techniques do not require an internal method of
control (Giorgi and Viola, 2003). This last case is equiv-
alent to the hypothesis that even with measures that
do not control the population’s age structure, the 
forecast method could grasp and distinguish, in a 
way that we cannot be aware of, between the evolu-
tion of components relating to the measure itself, in 
the sense of reproductive behavior, and trends of 
component, which are owing to structural elements.
We can understand why such hypotheses have never
been attempted and that, even in a case in which the
method had this possibility, it would work better par-
ticularly in the dynamic model if the series of meas-
ures were not influenced by structural elements but
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could be directly related to changes in reproductive
behavior.

The possibility of translating the hypotheses of 
the model’s parameters in a bi-univocal manner into
hypotheses on the reproductive process and on cohort
behavior makes it possible to interpret the input of the
models and to clearly formulate forecast hypotheses;
once again, models with variables that are essentially
reducible to the reproductive process are the most
promising.

In conclusion, it would appear that, in purely demo-
graphic terms, the most frequently applicable
methods, disregarding the availability of raw data, 
are the Martinelle model and the probability model
(Giorgi, 1993).

In the case of desired fertility, the logical frame of
interpretation that associates it to individual repro-
ductive behavior can be improved, particularly by
identifying the obstacles and constraints (collective
and individual) in a theoretical-behavioral, and not
exclusively mechanical, context that can stop desired
fertility from being fully realized.

It is more difficult to give indications on the direc-
tion to follow in order to improve the capacity to
produce probable scenarios. The transition model
would seem to be a useful structural reference, within
which we can place theoretical contributions that
explain each partial aspect in the context of a more
general and comprehensive explanation of fertility
trends. This would help to reduce the present mechan-
ical character of the transition model. However, it
seems impossible to obliterate the difficulty of explain-
ing the changes in fertility by the action of the social
and economic factors to which fertility determinants
are attributed.

For interpretative theories to be useful in producing
probable scenarios, they must be intrinsically
dynamic; that is, they must be capable of taking into
account the association between the past and the
present in order to project into the future. These theo-
ries, particularly economic theories, are essentially
static, with the exception of those that use the concept
of life cycle in the wake of Easterlin’s macro theory.
The possibility of creating probable scenarios depends
largely on the ability to produce explanatory theories
with a high dynamic content.

In any case, it is indispensable to avoid the intellec-
tual isolation of forecasters who limit themselves to the
statistical extrapolation of the past to formulate long-
term hypotheses. One can also wish for a greater sen-
sitivity among those who deal with the interpretation
of reproductive behavior in their comparisons for the
aims of forecast, as these aims require dynamic models
and possibly univocal management.
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INTRODUCTION

Because demographic phenomena respond to and
reflect long-term changes in society and the economy,
forecasts of future demographic behavior can usually
be based on past behavior. This particularly applies 
to mortality forecasts, even more so for countries for
which long series of data disaggregated by sex and age
are available.

Mortality forecasts often hypothesize gradual con-
vergence of rates toward a specified target that will be
attained by the end of the forecast period. The target
usually coincides with the mortality rate observed for
another population, or a subpopulation, taken to be
further along with regard to health achievements
(Olshansky, 1988). The target could also be mortality
rates by age with level and structure that describe ideal
mortality schedules that the population could expect
to achieve. For example, 1994 United Nations (UN,
1995) forecasts were based on the assumption that
countries would achieve the same life expectancy
levels worldwide by 2020–2025: the rate of improve-
ment for the most advanced countries would slow
while those farthest behind would rapidly catch up
(for UN forecasts, see Chapter 77). As opposed to other
approaches, targeting is often applied to populations
for which the data are incomplete or not very reliable,
and recourse is often made to standard life tables or to
those for more developed countries (van Poppel and
de Beer, 1996).

It could be said that targeting leaves more scope 
for the imagination whereas other approaches are pri-
marily tied to the past. The approach chosen largely
depends on the statistical data available.

This chapter looks at the various approaches, indi-
cating the hypotheses and methods most widely used
in demography. Ex post data comparisons will be used
to assess the ability and potential of each method to
affect forecast results.

I. FROM SIMPLE TO MORE 
COMPLEX MODELS

This section covers methods based on extrapola-
tions of the past. When a forecast is based on the
hypothesis that past trends will continue into the
future, it is crucial to define not only the method used
to estimate trends but also the length of the data series
involved and the year selected to start the forecast.
These choices greatly influence the final outcome
(Beaumont and Isserman, 1987), so much so that they
overshadow even the efficacy of more sophisticated
methods. Particularly in recent times when elderly
mortality has declined both considerably and unex-
pectedly, the choice of whether data for the past
decade or the past 2 or 3 decades is used, or of whether
the starting year is the current year are not arbitrary.
Although at a theoretical level, these observations 
may appear obvious, empirical verification is always
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needed to assess their effect. For this reason, after a
brief introduction of the most widely used forecast
methods, later sections focus on applications that
clarify the various methods and hypotheses used in
estimating future mortality trends.

There are numerous examples of mortality forecasts
based on extrapolation methods, from simple graphic
extrapolations to analytical extrapolations of an indi-
cator or a mathematical equation modeling the sur-
vivorship of a population. What is important is that the
selected indicators have an easily recognized underly-
ing trend; that is, they are not subject to strong per-
turbations and at the same time are sensitive to
variations in observed mortality levels. The choice of
indicator is usually either the probability of death or
age- and sex-specific mortality rates.

At its simplest, a graphic extrapolation plots the data
by time with the aim of identifying trends. This type
of extrapolation often suffices because, although it
may appear to be subjective and nonscientific, the
results often do not differ very much from those
obtained with more objective, complex mathematical
approaches.

Analytical extrapolations project trends for a demo-
graphic indicator by using a mathematical equation
that describes changes over time (McNown et al.,
1995). The equation can incorporate the dynamics of
one or more dimensions of the chosen indicator: that
is, age (A), period (P), or cohort (C).

Among the equations used, John Pollard’s (1988) 
is the most frequently applied and models an 
exponential drop in mortality in time for each age
(with varying P):

qn,x = bx(cx)n, (1)

where
qx,n is the probability of death at age x in year n,
bx is mortality at age x at a particular moment in

time, and
cx (ranging between zero and one) expresses the

decline over time of mortality at age x.
By applying the logarithmic transformation of Eq. 1

we have

ln(qn,x) = ln(bx) + n ln(cx). (2)

If we wish to fix a lower limit ax for the mortality
decline at age x, we use

qn,x = ax + bx(cx)n. (3)

Once representative ages of the mortality model by
age are chosen, the corresponding values cx for dif-
ferent calendar years is estimated with the ratio
(qn,x/qm,x)1/(n-m), (where n > m); then the values of cx are
calculated to obtain those forecasts. The results,

applied to one of the three formulas above, yield the
probability of death at the selected age. By interpola-
tion, qx for ages in between can be obtained.

During the late 1970s and 1980s, parametric models
were popular in making mortality forecasts. Over the
past century, mortality experts have tried to infer math-
ematical laws through a combination of a certain
number of parameters (where A varies, fixed P) from
regularities in mortality by age. There is, for example,
Gompertz’s law (1825), named after the mathematician
and later modified by William Makeham (1867) and
Wilfrid Perks (1932). The main defect of these functions
is that they only model mortality beyond 30 to 35 years
of age, that is, to a mortality curve that increases with
age and thus not to the mortality curve for infancy and
youth. Larry Heligman and John Pollard overcame this
drawback in 1980 with a three-component model.
Their equations, with eight parameters, are

qx/(1 - qx) = A(x+B)c +
Dexp{-E[ln(x/F)]2} + GHx (4)

or, alternatively,

qx = A(x+B)c + Dexp[-E(lnx - lnF)2] 
+ GHx/(1 + GH)x]

(5)

The first component of each function models infant
mortality, the second models youth mortality from
violent causes, and the third follows mortality trends
among the elderly.

Thus, parametric models gradually adapt to the
age-specific mortality curve as the number of parame-
ters to be estimated increases. Although ensuring
greater similarity between theoretical and observed
values, this has generated such complex analytical
functions that their use has been limited. This helps
explain the success enjoyed by the two-parameter
Brass model (1974)—particularly in countries where
data are lacking—which uses the logit of the survival
functions of a life table:

Lx,n = 0,5 ln[(l0,n - lx,n)/lx,n]s. (6)

This models the logits of a given life table as a linear
function of the logits of a standard or reference life
table, or

Lx = a + bLx
(s), (7)

whose parameters a and b are independent of age x
(where P varies, fixed A). Its application thus depends
of the availability of sufficiently lengthy series of the
probability of death, so that the survivorship of a
cohort may be reconstructed. If this is possible, sur-
vivors for certain selected ages x of the cohort born 
in the calendar year n can then be calculated and the
corresponding logit can be linearly extrapolated. The
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values obtained, applied to the inverse of the logit
transformation—that is, lx,n = l0,n/[l + exp(2Lx,n)]—
yields the estimated survivorship (lx,n). Where cohort
data are missing, a frequent occurrence, period life
tables are used. In their absence, as happens in devel-
oping countries, standard UN or Ansley Coale and
Paul Demeny tables (1966, 1983) are employed, using
subsequent series through a longitudinal reading of
mortality at different ages.

In summary, the application of parametric models
for forecasts comprises three steps: an estimation of the
parameters, an extrapolation of the relative trend over
time, and the subsequent integration of estimated
values of the parameters into the original mathemati-
cal equation. Parameters are estimated by fitting to the
data, often by least-squares methods, by chi-squared
methods, or by examining the maximum likelihood
function (Wilmoth, 1983). The corresponding values
forecast for a given year are attained by substituting
these values into the model so that mortality at each
age can be calculated.

Among the many drawbacks arising from the appli-
cation of parametric models, we focus on two. First,
there is a possible inconsistency of the results obtained
by extrapolating the parameters independently of each
other. For example, when fitted over age for a fixed
period, it should be verified that for every cohort that
the number of survivors at age x is greater than at age
x + 1. Second, it may be difficult to identify the trend
of parameters characterized by large variability, so 
that the choice between the many possible solutions
becomes subjective.

Since the 1980s, demographic forecasts have turned
with increasing interest to methods based on the analysis
of economic time series.1 The simplest of these is a deter-
ministic linear model, where the dependent variable is
mortality in age group x (expressed by rates or loga-
rithms of rates), and the independent variable is time t:

Xt = a + bt. (8)

A simple stochastic model is

DXt = DXt-1 + et (9)

where the change in Xt (i.e., DXt) depends both on vari-
ations in previous time periods (DXt-1) and on a
random term (et). This formulation is included within
a wide class of models called ARIMA (autoregressive
integrated moving average) models. McNown and
Rogers (1988) experimented a method combining
parametric models with time series analysis. In prac-

tice, an ARIMA model is often used to extrapolate from
“pure” George Box and Gwilym Jenkins (1970) time
series methods, which are theoretic and make the
introduction of additional substantive information dif-
ficult. Robert McNown and Andrei Rogers applied
their model to mortality data for the United States by
performing an ex post forecast: based on the historical
series for the period 1941–1970, they checked whether
forecasts matched observed data for 1971–1983.
Although the results obtained were not completely sat-
isfactory, this study still represented a stepping stone
in the potential offered by ARIMA models in inter-
preting and making mortality forecasts.

However, ARIMA models are frequently unable to
capture changes in the latter years of the observation
period, so during the extrapolation step they have less
influence than do overall longer-term trends in the
time series. This is a major drawback in demographic
research and particularly in the analysis of mortality
in the near past, which has been distinguished by 
a sudden and marked decline among the elderly.
However, as all variations in mortality must be
accounted for—and, in particular, those in the last
years of the reference period—a mathematical function
is needed that can interpret these and provide the best
indications of possible future change. Numerous
attempts have been tried, particularly in the economic
literature, where the principal time series techniques
have been developed. The most recent of these are
based on linear regressions. Simple linear relationships
do model mortality well as long as there are no under-
lying variations in the trend. If not, which often occurs
when studying mortality for a given cause of death,
more complex mathematical functions are needed.
Thus, although still dealing with time series, the prob-
abilistic component has been replaced by a determin-
istic model. The data are interpreted by models like Eq.
8, where the dependent variable is mortality at age x
(expressed by logarithms of mortality rates) and the
independent variable is time t. The linear relationship
is denoted by

ln(mx,t) = ax + bx,t (10)

or by the quadratic relationship:

ln(mx,t) = cx + bx,t + cx,t
2 (11)

By using least-squares methods, coefficients can be
estimated and the extrapolation begun. As far as fore-
casts are concerned, however, the disadvantage of
these functions is that they fail to impose limits on the
time trend, so these are only valid in short- or medium-
term forecasts.

Among stochastic models, Ronald Lee and Lawrence
Carter (1992; Lee, 1998) proposed what is today the
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most well-known and frequently used method. Their
analysis focused on stochastic variations within a single
model of mortality change. The procedure “combines a
rich yet parsimonious demographic model with statis-
tical time series methods” and relies on a simple model
of past mortality trends. Their model is

ln(mx,t) = ax + bxkt + (ex,t), (12)

where
mx,t is the mortality rate at age x for time t;
ax, bx, and kt are the parameters of the model; and
ex,t is an error term, with expected value E(ex,t) = 0

and variance V(ex,t). Although Lee and Carter fit their
model by ordinary least squares, other methods can be
used (Lett et al., 1995, 1998). The interpretation of the
parameters is quite simple: the fitted values of ax are
exactly equal to the average of ln(mx,t) at age x over
time, bx represents the age-specific pattern of mortality
change, and kt represents the time trend (Wilmoth,
1996). The advantage of mortality trends obtained by
using this model is that it provides a confidence inter-
val range within which the results can vary.

The Lee-Carter method can be expanded to include
age and period, by adding additional parameters to 
be estimated (Wilmoth, 1993). Gomez de Leon (1990)
tackled these aspects in an exploratory analysis of 
Norwegian mortality data for 1846–1988.

The Lee-Carter method presumes that mortality
variations are a function of the components of age and
period (where A and P vary); however, particularly
when forecasts are made for cause of death, it may be
of interest to consider the third component of mortal-
ity, cohort (C). In such a case the model becomes
increasingly complex but formally more accurate in
analyzing cause-specific mortality trends in which
variations are strictly linked to changes in generalized
behavior patterns.

Age-period-cohort (APC) models have been widely
applied to past mortality time series (Osmond and
Gardner, 1982; Hobcraft et al., 1982; Caselli and Capoc-
accia, 1989; Wilmoth et al., 1989), but they are not fre-
quently used in forecasts (Caselli, 1993, 1996; Burgio
and Frova, 1995), and even in those cases, they are
usually used only to forecast cause-specific mortality
(Osmond, 1985). In a recent article, Alessandra Burgio
and Luisa Frova (1995) hypothesized that the loga-
rithms of mortality rates can be interpolated by using
a polynomial function of the age, period, and cohort
covariates, based on the fact that the mortality rate can
generally be expressed as a smooth function of factors
and parameters. Their model is

ln(yt,x* ) = a + a(x) + p(t) + c(t - x) (13)

or

(14)

with i = 1, . . . , h1; j = 1, . . . , h2; and k = 1, . . . , h3,
where y*x,t is the theoretical mortality rate at age x

and time t, and b1, . . . , bh1, c1, . . . , ch2, d1, . . . , dh3 are the
parameters estimated with the least-squares method.

This model may be acceptable if used to describe
past mortality trends. For projections, however, the use
of a period effect curve may be inadequate owing to
the volatility of short-term factors. Thus, the period
curve is subdivided into two additional contributions:
the trend underlying the period component is given by
the straight line uniting the first and last year of the
observation, and deviations from this average trend.
An additional hypothesis supposes that the underly-
ing trend holds for the future with no fluctuations from
this trend. This is possible by transforming the period
function p(t) = c0 + c1 t + . . . + ch2 th2 so that the new func-
tion p * (t) results as p * (t1) = p * (tn), where t1 and tn

are, respectively, the first and last year of observation.
Subsequently, as long as the mortality rate remains
unchanged, age and cohort functions all undergo a
comparable transformation. By these transformations,
it is possible both to identify the model (Caselli and
Capocaccia, 1989) and to control the period effects.

II. TARGET FORECASTS

Unlike an extrapolation approach, targeting allows
for a larger number of hypotheses about future mor-
tality. As a method it is more flexible; however, it tends
to favor the influence of subjective elements, which
could compromise the results. Moreover, once the end
target has been set, an additional problem arises: how
to get there from here (Keyfitz, 1981; Alho and Spencer,
1985). This will depend in part on the completeness of
mortality data. Where data are missing, model tables
are used or reference is made to those for other coun-
tries. When sufficiently detailed data are available, an
approximation to the final value can be obtained by
means of ad hoc functions that have been constructed
based on the information at hand.

An approximation to targets using model tables
carries the implication that the system of tables can be
adapted to fit the mortality structure. A table having
the value of the desired parameter (e.g., infant mortal-
ity or life expectancy at birth) is chosen that is suited
to representing the new mortality model and is thus
able to provide the targeted probabilities of death.
Additional hypotheses are then made, or interpolation
methods are employed, which determine the other
values of the parameter so that the remaining model

ln * ,,y a b x c t d t xt x i
i

j
j

ji k
k

k( ) = + + + -( )ÂÂ Â
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tables will be representative of different phases in
future mortality trends.

A similar approach may be used for mortality fore-
casts for developed countries. To illustrate this point,
let us recall the health transition in Europe: overall
mortality patterns, especially for causes of death, were
similar for the majority of countries, although with
individually varying time schedules and some varia-
tions in pattern (Caselli, 1993, 1994): some countries
forge ahead while others lag behind, experiencing 
the same phenomena but with a certain phase 
displacement.

A good example is provided by mortality trends for
lung cancer in adult men (although the same applies
to other causes of death). Incidence has tended to
increase with time, and until quite recently, it was
thought impossible to bring this trend to a halt. Fol-
lowing major antismoking campaigns, dating from the
1950s in England and Wales, male mortality from lung
cancer began to decline. At the same time, lung cancer
mortality in other Northern and Central European
countries continued to rise, a trend that was not
reversed or halted until the late 1980s. Naïve trend
extrapolation for these areas might not take into
account more recent trends elsewhere, although it
might be reasonable to expect the England/Wales
experience to be replicated elsewhere but with a time
displacement.

A crucial aspect of such an approach is assessing the
potential for phase displacement, such that it would be
possible to link mortality trends across countries. Nat-
urally, both the theoretical and operational problems

are numerous and would necessitate solutions specific
to each country, for each cause and for each age.

Less sophisticated approaches would include those
in which hypothesized mortality trends are extreme,
the aim being to achieve ideal values expressed by an
“optimal” mortality table. In this case one must estab-
lish how and when an approximation to the ideal table
is to be achieved. For this type of forecast, Eq. 3 is gen-
erally used, where qx represents the probability of
death in the ideal table.

Targeting models also include cause-delay models,
which foresee the elimination, either partial or total, of
one or more causes of death in order to assess their
impact on the population’s survival levels (Olshansky,
1987, 1988). When formulating the hypotheses, the
researcher attempts to identify intervenable risk
factors so as to gradually abolish the cause or causes
of death directly linked to these risks. It is then possi-
ble to express a particular cause of death in terms of
cost in life expectancy. Cause-delay models are partic-
ularly desirable in long-term forecasts if it is possible
to intervene on one or more risk factors.

III. DIFFERENT METHODS
COMPARED

Figure 75–1 compares mortality rates for English
males aged 60 to 84 years for the period 1971–1988; the
forecasts are for the same period and are made by
applying three different models to the series of mortal-
ity rates by age observed for the years 1950–1970. The
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FIGURE 75–1 Extrapolations for 1971–1988 of trends for 1950–1970, according to three models, compared
with actual trends. Direct extrapolation of total mortality rates (data on England and Wales, males).



three models are (1) interpolation and extrapolation as
expressed by the Eq. 10 or 11, hereafter referred to as
model I.E.; (2) “Lee and Carter”; and (3) APC. First,
observe that when the reference data present an easily
identified underlying trend, the use of any of these
models, or even a simple graphical extrapolation,
largely generates the same result. Second, note that
none of the forecasts was able to capture the sizeable
decline in mortality among these age groups from the
1970s onward. Could a mortality forecast, obtained
from single forecasts of mortality for the major causes
of death, be capable of it? We know that changes in

trends after the 1970s, especially for the ages consid-
ered, are the outcome of modifications in mortality
levels for certain causes of death, particularly cardio-
vascular diseases and lung cancers. As can be seen from
Fig. 75–2, regardless of the model used, the outcome of
forecasts for the five major groups of causes, although
quite different from the levels observed in recent years,
are without doubt better than anything else previously
obtained (Caselli and Vallin, 1999).

In this case, the reason why the fit between the fore-
cast and the actual was so poor must be traced back to
certain cause-specific mortality trends, particularly car-
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FIGURE 75–2 Extrapolations for 1971–1988 of trends for 1950–1970, according to three models, compared
with actual trends. Sum of extrapolations of rates by cause (data on England and Wales, males).
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FIGURE 75–3 Extrapolations for 1971–1988 of trends for 1950–1970, for mortality by cardiovascular 
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diovascular diseases (Fig. 75–3). These trends have the
same form as that for total mortality, and no model was
able to isolate it. The quick pace of this decline was unex-
pected and coincided with major therapeutic advances
in the early 1970s. Thus, the “period” effects had an
important role to play on trends in mortality rates.

The decline in lung cancer mortality was much
more gradual and was lagged in time as the age of the
population increased. First, this involved generations
who throughout their adult lives could benefit from
antismoking campaigns, either moderating or avoid-
ing smoking altogether (Fig. 75–4). It was only later
that other generations, who had been smokers and
thus exposed for a lengthy period, began to be
involved. Mortality trends by age for this cause clearly
illustrate this process (Fig. 75–5). It is interesting to see
that, at least with regard to lung cancer, the APC model
offers the best insight into mortality trends because
this approach, at the extrapolation stage, emphasizes
the importance of the cohort component in mortality
trends.

IV. HYPOTHESES FOR MEDIUM AND
LONG-TERM FORECASTS

We now turn to critical hypotheses, the baseline
data series, and the starting date of the forecasts.
Figure 75–6 compares the results of forecasts made for
English males aged 60 to 84 years between 1989 and
2050 based on two different data series: 1950–1988 and
1970–1988.

As may be expected, mortality levels to 2050 are
fairly similar for each of the models used when based
on the same reference period. Perceptible differences
arise, however, depending on the length of the data
series: mortality levels are lower when based on
1970–1988 data, coinciding with the date when a
marked decline in mortality for these ages first began.

As further proof, and to focus on the importance 
of the starting date set for forecasts, we present a
summary of forecasts made in the late 1980s in certain
European countries (Table 75–1). First, let us consider
the forecasts for the 1980s by national statistics
bureaus, beginning with a comparison of the forecasts
made by France’s National Institute for Statistics and
Economic Studies (INSEE) and Italy’s National Insti-
tute of Statistics (ISTAT). Both these bodies adopted a
“trend” hypothesis of changes in the mortality rate.
ISTAT, which made its forecasts in 1989, took as the
point of departure the year 1988, whereas INSEE
began with 1985. This difference of only a few years,
together with the different lengths of the baseline
series (in France, 1950–1985; in Italy, 1980–1988), meant
that the French forecast could not fully reflect recent
mortality trends, and thus, their results were more pes-
simistic (Fig. 75–7).

Figure 75–7 helps to provide a focus on the problem
of what baseline period to choose when making a fore-
cast, by providing a global overview of mortality
trends from 1900–2020; the effect of different assump-
tions on the results can be observed. For the middle
age groups, French data show a steep decline in rates
for adults and the elderly, although it is not even
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FIGURE 75–4 Extrapolations for 1971–1988 of trends for 1950–1970, for mortality by lung cancer, accord-
ing to different models, compared with actual trends: Males, 60–84 years (data on England and Wales).



slightly apparent in the Italian forecast (Caselli,
1993–1994). An ex post assessment of these results is
that the elderly mortality drop after the 1980s was not
foreseen for either of the two countries. Moreover, this
drop has recently involved the upper age limits, for
both men and women (Vallin and Meslé, 2001).

Thus, it is not surprising that each country has
entirely different life expectancies for the year 2020:
74.0 years for French men compared with 76.3 years
for Italian men (the latter had an advantage of 1 year
in 1985), and 82.4 years for French women compared
with 83.7 for Italian women (who had roughly a 6-

month advantage with respect to French women in
1985). If we consider the fact that in 2001 French men
already enjoyed an average life expectancy of 75.5
years, it is extremely pessimistic to believe that over
the next 19 years 1.5 years of this would be lost. The
same consideration applies to women, whose esti-
mated life expectancy in the 1980s for 2020 is the same
as that already achieved in 1999. Survival gains
already achieved at the dawn of the 21st century in
Italy and France are far removed from those estimated
in the 1980s for the year 2020. These figures show that,
although theoretically tractable, the extrapolation of
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past trends risks being disproved each time a sudden
change occurs as was the case in the 1980s.

Apart from the prudent attitude generally shown by
most European countries (Table 75–1) when the fore-
casts were made (some maintained that mortality
levels were to remain constant, whereas others fixed a
threshold which could not be surpassed), recent mor-

tality trends have rendered obsolete all estimations
made in the 1980s, as none of these were able to antic-
ipate the present decline. In 1981 and 1988, respec-
tively, the Finnish and Swedish statistical bureaus
made forecasts to the year 2020. Finnish women would
have had no further advance after 1987, the year in
which they achieved survival levels foreseen for 2020
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FIGURE 75–6 A comparison of forecasts of standard mortality rates for males aged 60–84 years, accord-
ing to three models and different periods of reference (1950–1988 and 1971–1988) (data on England and
Wales).

TABLE 75–1 Life expectancy at birth observed and forecasted for selected European countries

Countries Men Women

Observation (1) National statistics Observation (1) National statistics 
1999 bureaus 2020 forecast 1999 bureaus 2020 forecast

Observed in Observed in Observed in Observed in
1980–1988 (2) 1992–2001 (3) 1980–1988 (2) 1992–2001 (3)

Austria 75.1 74.1 78.3 81.0 80.9 84.0
Belgium 74.4 74.3 77.1 80.8 81.8 83.6
Denmark 74.2 71.5 76.5 79.0 79.0 81.0
Finland 73.8 71.5 77.3 81.0 79.0 83.1
France 74.9 74.0 79.2 82.4 82.4 86.7
Germany 74.7 71.6a b 80.7 78.6a b

Italy 75.6 76.3 79.6 82.3 83.7 86.2
Luxemburg 74.7 74.1 b 81.2 80.9 b

Netherlands 75.3 75.0 78.0 80.5 81.5 81.7
Portugal 72.0 72.9c 75.4 79.1 80.0c 82.0
Spain 75.3 73.6 76.0 82.5 83.7 83.7
Sweden 77.1 72.4 79.6 81.9 78.9 83.8
United Kingdom 75.0 75.2 78.5 79.8 80.3 82.7

(1) Data from Eurostat, 2002; (2) data from national statistics bureaus, different countries; (3) data from Eurostat, 2001.
a RFA; b data missing; c in 2015.



(79 years), which was easily surpassed by 1999 with 
an 81-year life expectancy. Likewise, Swedish women
were forecast to achieve a life expectancy of 78.9 by
2020; by 1999 they had achieved 81.9. Generally speak-
ing, Table 75–1 shows that for most countries, the
figures forecast for the year 2020 were already either
reached or surpassed for both sexes by 1999.

In recent years forecasts of future European mortal-
ity levels across all ages have become more optimistic.
This is the trend referred to by national statistics
bureaus in their most recent estimations, such that they
now proclaim a much higher life expectancy than was
previously the case (Table 75–1), beginning in the 1980s

and prolonging mortality trends observed in 1980s and
1990s. At a quick glance, there is about a 3-year differ-
ence in forecasted life expectancy to the year 2020
when using more current baseline data than when data
from before the 1980s only is considered. The widest
gap between both estimates is in Sweden, with a dif-
ference of 6.5 years for men and 5 years for women.

CONCLUSIONS: FACT OR FICTION?

At this stage it is impossible to say whether Euro-
stat forecasts for 2020 will in fact become a reality or
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whether, as in the past, they will be unable to capture
latent trends that will emerge over the next few years.
An approach that makes use of cause-specific mortal-
ity may be able to yield more satisfactory results
because it uses more dynamic indicators. On the other
hand, such an approach can generate quite volatile
outcomes, as is seen in Fig. 75–2 for English males. In
the early 1980s, Bernard Benjamin and Elizabeth
Overton (1985) made forecasts for England and Wales,
taking into account trends in mortality for eight major
causes of death, which were much more optimistic
than those contained in Table 75–1. They estimated a
life expectancy of 81.3 and 87.1 years for males and
females, respectively, for the year 2017, 3 and 4 years
higher than foreseen in the 1990s for 2020.

The life expectancy values forecast by extrapolating
the changes in cause-specific mortality might appear
too high were it not for the comparable results
obtained by Ward Kingkade (1994), who has calculated
the lowest mortality figures ever observed in the
developed countries in his life tables corresponding to
the mortality rates based on age and major groups of
causes of death. This table, although purely theoreti-
cal, has the characteristic of being based on the
minimum values observed in practice of 81.6 years for
men and 87.2 years for women, figures that come
astonishingly close to those obtained for England and
Wales by projecting recent trends in the mortality rate
disaggregated by cause of death.

By altering the controlling hypothesis, forecasted
results may be completely changed. Only the future
can tell which will be the most accurate. Thus, no
assumption should be taken lightly: even clear and
well-established trends can change, as they did in the
developed world in the 1980s. Experience has shown
the arbitrariness of preimposing limits to mortality
trends, so perhaps we should begin to seriously con-
sider the hypothesis that in the long term the only
acceptable limit is that mortality will all but disappear
until the end stage of the life course, resulting in a full
rectangularization of the survival curve. Nor should
this goal be seen as too distant on the horizon as far as
developing countries are concerned.

Many experts suggest that the hypothesized rectan-
gularization of the mortality curve for the wealthier
nations may be accompanied by even greater
longevity at the tail-end of the human life cycle
(Vaupel et al., 1979, 1998; Duchene and Wunsch, 1994;
Valkonen, 1994; Caselli and Vallin, 2001a,b). These
aspects of human survival are covered in Chapter 21
(Volume I); Chapter 78 covers long-term future trends.
For the time being, the question belongs to the realm
of fantasy and not of forecasting. At this stage it would
be advisable for demographers to begin a discussion

with colleagues in other fields, particularly biologists
and epidemiologists, so as to reach a better under-
standing of extremely complex processes that could be
increasingly influenced by new discoveries in the field
of biogenetics (Walford, 1984; Fries, 1989; Dulbecco,
1995; Vaupel et al., 1998).
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INTRODUCTION: CAUSAL
MECHANISMS, FORECASTING

METHODS, MIGRATION

Demographic forecasts have been developed pri-
marily through the search for regularities in previous
trends and improvement in the quality of available
data.

“Demographic forecasting is seen as the search for
functions of population that are constant through time,
or about which fluctuations are random or small,”
wrote Nathan Keyfitz (1972: 347). It is in fact an
approach that is essentially “guided by the data”
(Willekens, 1991). Even the impetus to improve the
corpus of methods and models adapted to the work of
forecasting was provided by the need to make the best
possible use of past trends in order to forecast the
future.

It has nevertheless been proved that the growing
quantity of available data and the increasing effective-
ness of analytical tools have hardly improved on the
quality of population projections, and their precision
depends more on a real understanding of demo-
graphic behavior than on the sophistication of the
methods used (Keilman, 1990). Forecast quality can
only be improved if we increase our ability to define
the causal factors and the processes that determine the
level, the sequence, and the timing of demographic
events, and we improve our understanding of the
mechanisms of the determining factors of observed
population dynamics (Willekens, 1990, 1991).

After considering the manner in which knowledge
can improve demographic forecasting, Nathan Keyfitz

(1982) concluded that research on population tends
above all to show conditioned causal associations (if
. . . , so . . . , all other things being equal), which are
useful in understanding the past but inadequate for
making forecasts. Such associations are necessarily
based on partial theories, namely, theories that explain
one or several of the associations that make up the
whole system that determines population dynamics.
If, to improve forecast quality, we were to move from
forecasts based on data trends to those based on causal
processes, demographic research should progress from
quantitative associations between variables to the
causal mechanisms that produce these associations.
Research of this type implies that demographic events
that occur at different periods are linked as much with
the characteristics of the social context, with the suc-
cessive phases of the development process of which
these events are a part, as with the individual charac-
teristics of those experiencing them.

The new generation of population projection
models should show explicitly how contextual
changes (socioeconomic, cultural, technological, and
legal) are mediated by the characteristics of the process
at the microlevel (individual and family). All this calls
greater attention to life cycle transitions and the influ-
ence of exogenous factors on these transitions. In other
words, an association between the most advanced con-
ceptual framework of demographic analysis (i.e., the
age-period-cohort approach), and the dynamic behav-
ioral theories should be established. The shift in the
focus from observed data and trends toward subjacent
processes constitutes a considerable challenge. “The
data we have traditionally been working with may
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prove to be inadequate and the models need to be
revised or need to be developed anew. The real chal-
lenge is to develop simulation and forecasting models
that are based on theories which reveal the casual
mechanisms determining human behavior and which
explain demographic change in terms of these mecha-
nisms” (Willekens, 1991).

The search for subjacent processes is far more com-
plicated for migration than for natural events, as
migration is more sensitive than are fertility and mor-
tality to the variations, even in the short term, of eco-
nomic, social, and political variables. Furthermore,
migratory phenomena interact more directly with the
same phenomena that influence them. In reality,
migration is by nature closer to a process than to a
simple event, such as a birth or a death. This obviously
results in it being less foreseeable. The difficulty in
forecasting migration results fundamentally from the
limits and the uncertainty of our theoretical knowl-
edge of the complexity of the factors affecting the 
phenomenon and its manifestations. Beyond this
uncertainty of the concepts and nature of the data is
the added complication of the instrumental character
that surrounds the migratory event, different to other
events in the life cycle.

These difficulties concern internal migration as
much as international migration, but there are partic-
ularities in each case that lead us to discuss the two
phenomena separately.

I. INTERNAL MIGRATION 
FORECASTS

1. Problems

The difficulties in formulating hypotheses on the
evolution of internal migratory movements stem from
the fact that the propensity to migrate from one geo-
graphic area to another depends on a complex set of
variables acting and interacting at the macrolevel—
such as the general economic and social conditions of
the country, characteristics specific to the departure
zone and to the destination zone (labor market,
housing market, quality of the environment)—and on
the microlevel, such as the individual characteristics of
the potential migrants and the current phase of their
personal and family life cycle (see Chapters 59, 60 of
Volume II). Formulating a hypothesis by taking into
consideration the different aspects of the variables
involved (or at least a considerable number of them)
and their interrelations requires the reorientation and
investigation of the concepts on which forecasting
migratory processes is based.

However, at the present, we are too far from an ideal
theory of migration—that is, a series of logically
arranged concepts that can explain the entire constel-
lation of the migration phenomena at different scales—
to be able to account for past and present trends and
forecast the future. We have to be satisfied with many
partial theories that give preference, according to the
case, to a particular approach to the phenomenon: a
historical or economic approach, a sociological or psy-
chological approach, a macro approach that gives 
priority to explanations by variables acting at an
aggregate level, or the micro approach that associates
individuals’ migratory behavior with their personal
characteristics, their past experiences, and their expec-
tations for the future.

The current theoretical corpus on migration owes
much to the pioneering work of Edward Ravenstein
(1885), who greatly influenced subsequent theoretical
approaches with his laws (see Chapter 59 of Volume II).
The most important law is the one inspired by a well-
known law of physics, according to which the number
of persons moving between two geographic areas is
directly proportional to the size of the population in
the departure and destination zones and inversely pro-
portional to the distance between them. Another 
fundamental contribution to the study of internal
migration comes from the more recent work of Everett
S. Lee (1966), who provided an interpretation method
in which four categories of factors intervene: factors
associated with the departure zone, factors associated
with the destination zone, obstacles to movement, and
personal characteristics (e.g., age, sex, level of educa-
tion) of potential migrants.

Another very important contribution was made by
Wilbur Zelinsky’s mobility transition theory (1971),
according to which the migratory phenomenon is sit-
uated in a perspective of historical evolution. Accord-
ing to this theory, during the most advanced phase of
economic and social development, traditional rural to
urban mobility gives way to other forms of mobility,
such as interurban and intraurban migration, which
become the most important components in the process
of population distribution.

The micro point of view transfers the focus on to the
individual and the reasons that incited him/her to
migrate (e.g., improvement in economic and social
conditions, construction of family ties, the search for 
a certain lifestyle). According to Larry A. Sjaastad’s
human capital theory (1962), the decision to migrate is
taken when the current value of the gain expected in
the destination zone, less the costs (financial and psy-
chological) of migrating, exceeds the net gain of
staying in the zone of origin. The instrumental nature
of migration implies that the decision whether or not
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to migrate is conditioned by other decisions through
which the individual attempts to satisfy all of his/her
aspirations. Migratory behavior is the outcome of a
decision-making process comprising various phases,
during which all of the consequences of the decision
are evaluated. Gordon De Jong and James Fawcett’s
“value-expectancy model” (1981) proposes a concep-
tual model for studying the reasons for migrating and
the decision to migrate. This approach is even more
useful when it is considered from a dynamic perspec-
tive, that is, when it is linked to the context in which
the individual lives (Willekens, 1985).

To illustrate the complex interweave of variables on
which migratory behavior depends, we can refer to the
phenomena of context (the coexistence of significant
surpluses in the supply and demand of work in dif-
ferent regions of the same country), which, considered
in isolation, could be deemed key determinants of
large internal migratory movements but, which under
the influence of other factors (increase in family
income available through public transfers, role of the
family in estimating guarantees, cost of moving in to
new accommodation) and the social and cultural char-
acteristics of the new generations (increase in level of
education, refusal of migration as a solution to
employment problems), may not determine any of
these internal movements that, in a partial vision,
would have been considered inevitable.

The main limitation to formulating hypotheses on
internal migration is owing to the impossibility of
defining all the variables which affect this phenome-
non. The variables most often considered in selecting
hypotheses for the future evolution of internal migra-
tion are, as we know, the differential growth between
sections of population of working age, territorial
imbalances in the supply and demand of work, indus-
trial implantation policies, development of infrastruc-
ture and services, and the consequences of past
movements. These are undoubtedly extremely impor-
tant factors, yet they only represent a partial vision of
a far more complex system of interaction.

Moreover, the instrumentation of migration in rela-
tion to other key life events, such as marriage, entry
into the labor market, and the birth of a child, has
obvious consequences on their future evolution.
Therefore, forecasts made without reference to other
life events may go against the existing relations
between migration and the life cycle. There are phases
in life when the propensity to migrate is greater than
in others. These phases are precisely those during
which other important choices are made (e.g., to work,
get married, have a child). The changes occurring in
the development of the life cycle that are translated by
postponement or prescheduling of the most important

milestones in life (e.g., completion of education,
finding work, marriage, birth of a child) undoubtedly
affect migration projects.

Among the specific problems that forecasting 
internal migration poses with regard to the two 
other components of population dynamics (mortality
and fertility) is that of definition and measurement.
Migration is generally considered as the transfer of the
place of residence from one administrative unit to
another. This reference to crossing administrative
borders introduces the spatial dimension of the migra-
tory phenomenon, which in itself constitutes an extra
element of complication. It is then duplicated by a sup-
plementary problem: the occurrence of the event
depends strictly on the administrative division of the
territory.

The second large problem is that of measurement.
The migratory event can, as we know (see Chapter 13
of Volume I), be directly observed through the data in
population registers (registration and removal of indi-
viduals on population registers), or indirectly by com-
paring the place of residence observed at two different
dates during surveys or censuses. In this latter case,
the period of time between the two dates is generally
fixed (often 1, 5, or 10 years). The first source, called
anagraphic, collects data on the migratory event; the
second, called censitary, records the migrants status
and not the migratory event. For the second source, the
difference between migration and migrants is negligi-
ble only if the time lapse is short. The two sources ob-
viously need to be processed differently. Contrary to
appearances, the anagraphic source is not necessarily
more accurate than is the censitary source: a migratory
event only becomes such once the new place of resi-
dence has been declared, but this declaration can nat-
urally be made with a more or less significant delay;
conversely, some declarations can be purely fictitious.

2. Methods

The methods for forecasting internal migration vary
according to how the three fundamental characteristics
are considered: level (number of migrations during a
given period of time), calendar (distribution of the
migrations in the interval), and direction (departure
and destination zones) (Willekens, 1990). If the inter-
val is defined in terms of calendar years, by period, the
cross-sectional approach is adopted, as is the case in
most forecasting models. If, on the contrary, the inter-
val is defined in terms of years of life, by cohort, the
longitudinal approach is adopted. The forecasting
methods that take the relation between the migratory
event and other life events into consideration are nat-
urally situated in a longitudinal perspective. The age
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variations in the propensity to migrate can be modeled
on profiles, which have proved to be relatively stable
in time and space. This applies to the migration sched-
ule model (a mathematical model that linearly combines
double-exponential functions), the parameters of
which are useful for description and for interpretation
and forecast (Rogers and Castro, 1981). In Great
Britain, for example, this model was widely used for
the projection of internal migration between localities
(Bates and Bracken, 1987). In the Netherlands, it is an
integral part of the mltiregional demographic analysis
(MUDEA) model that was adopted for subnational
population projections. However, this model compli-
cates the formulation of hypotheses of the evolution in
the relation between migration and age, as specific
demographic significance cannot be attributed to its
parameters.

Forecast methods also change according to the way
in which the direction of the flows are treated. Whereas
traditional methods were mostly based on net balance,
the most recent studies more frequently consider the
flows, thus distinguishing the direction of migration
from the departure zone to the destination. Indeed, it
is only in the case of flows that the issue of causation
makes any sense (the balances have no direct cause).
The flows are determined by behavior, and it is on
these that the formulation of evolution hypotheses
should be based. The systems of flows are the basis for
multiregional models for forecasting by cohort, which
have greatly reformed national and regional popula-
tion projection methods. To make population projec-
tions, one can also usefully resort to methods that
express, in terms of the parameters of log-linear
models, the system of internal flows by geographic
zone (region) of origin and destination (e.g., in the
recent projections of the National Institute of Statistics
[ISTAT]). These methods enable a reduction in the
complexity of the data and an indirect estimation of
the missing data.

The extrapolation of historical series as a projection
method of the origin-destination flow system is hardly
used owing to the limited availability of historical data
and the complexity of the data. However, the original
and interesting method of treating and projecting his-
torical series proposed by Frans Willekens and Nazli
Baydar (1986) should be mentioned. This method has
several phases. First of all, the internal flow system is
separated into three distinct components: a level com-
ponent (total number of internal migrations), a sending
component (the proportion of a given zone within the
total emigration flow), and a distribution component
(the proportion of emigration from the zone for each
of the destinations). Each of these components is
weighed and then subjected to an exploratory analy-

sis with a view to locating constants and irregularities
in the data structure. The structure is described by
using a generalized linear model, which enables the
parameters dependent on time, that is, the variable
components of the migratory system, to be identified
and then extrapolated.

For projecting the spatial dimension of internal
migrations, it is also possible to resort to explanatory
models, notably spatial interaction models or gravita-
tional models. The most modern version of these
models was formulated by William Alonso (1978) in
his general mobility theory. Alonso’s model has
proved to be very useful in studying internal migra-
tion and has also shown its validity for forecasting the
origin-destination flow system (Ledent, 1986).

II. INTERNATIONAL MIGRATION
FORECASTS

1. Problems

In (national) population projections, international
migration is generally treated as a subsidiary of fertil-
ity and mortality. The reasons given for this are as
follows:

1. Low intensity of the phenomenon in many
cases—“For most countries, the volumes of immigra-
tion and emigration are either too small, or the balance
of the two (net migration) is too insignificant to justify
separate treatment.” (George and Perreault, 1992: 87).

2. Inadequacy and paucity of data that are difficult
to compare owing to the nature, the plurality, and the
heterogeneity of the sources used: “The administrative
nature of the data sources used is the factor largely
responsible for the lack of international comparabil-
ity.” (United Nations, 1998: 6).

3. Uncertainty in the definition of an international
migrant: “The slow progress made in enhancing 
comparability coupled with a worldwide trend toward
the stricter regulation of international migration 
and the expansion of migrant categories considered
policy-relevant suggests that a new approach must be
taken. International comparability may be enhanced
by recognizing that, from the policy perspective, there
is a set of migrant categories that can be distinguished
statistically on the basis of administrative sources
because they are subject to distinct treatment in terms
of admission and residence rights.” (United Nations,
1998: 6).

4. Low foreseeability of flows that are more affected
by the economic, social, and political situation: “Recent
immigration trends in Western Europe clearly demon-
strate the volatility of migration trends. During the
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early 1970s West Germany had an annual net 
migration gain of more than 300,000; 5 years later 
this number had declined to only 6,000 and 3,000
during the early 1980s. During 1985–1989, however,
the annual net gain increased sharply to 378,000, 
100 times that of the previous period. Few other coun-
tries have these extreme fluctuations, but the tradi-
tional immigration countries (USA, Canada, and
Australia) show remarkable ups and downs.” (Lutz 
et al., 1996: 369).

5. Difficulty in formulating hypotheses on the
future dynamic of international migration as a result
of the profound changes in its nature: “International
migration therefore concerns nearly all the countries of
the world, and recent changes have overturned the tra-
ditional classifications between countries of emigra-
tion and countries of immigration . . . In a parallel
direction with the globalisation of the international
movement of people . . . we are also observing a 
multiplication in the different forms of migration.”1

(Guengant, 1996: 110).

Whatever the reasons leading to minimizing the
issue of international migration in population projec-
tions, the most recent developments in demographic
analysis have, on the contrary, clearly highlighted its
importance:

1. The number of international migrants and
refugees is currently estimated at approximately 120 or
130 million, and the phenomenon has increased con-
siderably over the course of the past 30 years, as the
estimated number at the beginning of the 1960s was 70
million (Guengant 1996: 107–108). In the 1985–1990
period, the net rate of international immigration of the
most developed regions increased to 1.6 per thousand,
which was equivalent to more than a quarter of pop-
ulation growth (6 per thousand). In the 1990–1995
period, it increased to 1.8 per thousand, or 45% of 
population growth which itself had fallen to 4 per
thousand (United Nations, 1998: 14).

2. The significance of the phenomenon in the indus-
trial countries is reinforced by the idea that it could
thwart the effect of fertility decline (often well below
the replacement level) on the size and composition of
the native population and labor force.

3. The influence of migration on the social, ethnic,
and cultural structures of the receiving countries has
been increasing (George and Perreault, 1992).

4. Through the services, material or intangible, that
migrants render to their country of origin, interna-
tional migration plays an important role in the devel-
opment process of a growing number of countries that
export manpower: “At the macrolevel, remittances are
usually a major source of foreign exchange earnings
for countries of origin and, in some cases, contribute 
a sizeable share of GDP. For the world as a whole, 
the level of remittances estimated on the basis of data
compiled by the International Monetary Fund (IMF)
rose from US$ 43 billion in 1980 to US$ 71 billion in
1990 (Russel, 1992). In 1989, the estimated remittances
amounted to US$ 61 billion worldwide, a figure that
compares favourably with the US$ 47 billion provided
as official development assistance by Organisation 
for Economic Cooperation and Development (OECD)
member States to developing countries that year
(Russel, 1992; IOM, 1994).” (United Nations, 1998:
154–155).

The total integration of the international migration
component in projection work is naturally confronted
by problems of uncertainty in definition, heteroge-
neous data sources, erratic movements, and, conse-
quentially, the above-mentioned phenomena that are
difficult to foresee.

These problems are even more acute for interna-
tional migration, but even for internal migration, 
the fundamental issue that needs to be resolved in
order to make reasonable hypotheses on their future
evolution remains the comprehension of its causal
determinants.

Various theories have been proposed to explain
why international migration occurs and how migra-
tory flows grow with time and spread into space. Each
of them tries to explain the same thing, although
through concepts, hypotheses, and analytical frame-
works that are often radically different. The various
interpretations are not necessarily contradictory, but
their results are only partial and considerably influ-
enced by the angle of approach adopted (economic,
sociological, political, systemic) and the method used
(micro, macro) (Massey et al., 1993: 432; United
Nations, 1998: 141–147).

Their complexity and their multiform nature
require, on the contrary, “A sophisticated theory that
incorporates a variety of perspectives, levels, and
assumptions. . . . We are skeptical about both atomistic
theories that deny the importance of structural con-
straints on individual decisions, and of structural the-
ories that deny agency to individuals and families.”
(Massey et al., 1993: 432, 455).

If we look closely, the theory on which research for
an explanation of international migration is based is
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not substantially different from that which explains
internal migration. The explanatory variables are
essentially the same; even if some of them, notably
demographic, political, and geopolitical variables,
have a more important role in international migration.
Contrary to internal migration, international migra-
tion is not always a voluntary choice; it can even be
forced or can constitute a way of fleeing from political
persecution, ethnic conflict, serious environmental
crises, or intolerable poverty.

The macrostructural factors responsible for interna-
tional migratory pressure are numerous and intercon-
nected: economic imbalances, demographic and social
imbalances, political crises, ethnic conflicts, ecological
deterioration, revolution of the communications
system, standardization trends in the content and
structure of education systems in countries with dif-
ferent levels of development, increasing levels of edu-
cation, and inappropriate development strategies and
policies, often resulting in privileges for tiny social cat-
egories. Macrostructural attraction factors also have an
important role to play in the migratory choice of the
potential migrant: a request from the most industrial-
ized countries for workers to immigrate, varying
degrees of accessibility, the degree of permeability of
borders, the stringency of controls and rigidity in
expelling irregular or illegal immigrants, and the
development of formal or informal reception and
support networks (Stahl, 1995).

The problem then becomes more complicated
because it is not sufficient to try to interpret current
events only, but future trends must also be explored.
We should, in fact, try to imagine the specific weight
of each structural push and pull factor; if and how 
the interaction between these factors can be modified;
the effect they will have on migratory pressure; and
how, through the mediation of individual and family
factors, they could be interpreted as a migratory option
and, consequently, as a flow.

2. Methods

The paucity of data, the uncertainty of definitions,
and the complexity of the phenomenon that makes 
the simplification in one global explanatory model 
difficult have generally impeded the formulation of
hypotheses on the future of international migration
based on sophisticated models and extrapolation tech-
niques. The aforementioned work of M. V. George and
Jeanine Perreault (1992: 99) illustrates the results of a
survey carried out in 30 industrial countries that show
that nearly all the developed countries apply rather
simple methods to measure and extrapolate external
migration: the vast majority of countries assume that

future migrations will occur at the same level as pre-
vious ones, unless they believe that the level will be
zero. Nevertheless, the two authors draw attention to
the need for a general framework of analysis and inter-
pretation of international migration, as a result of the
scale of the problems raised by the phenomenon at dif-
ferent levels of public action (national, regional, local).

The estimation of future international migratory
movements should take the following events into con-
sideration: (1) the past evolution of the phenomenon
and current trends, (2) the migratory policies in the
host country and the country of origin, and (3) the
push and pull factors that determine migratory pres-
sure and the propensity to migrate (Oberg, 1996;
Zlotnik, 1999).

There are three fundamental types of error in popu-
lation forecasts (Lutz et al., 1996: 35). The same types
of error, considerably accentuated, also apply to inter-
national migration:

1. Measurement errors—As we have already stated,
basic data on international migration are by their very
nature uncertain (much more so than data on births
and deaths and more than internal migration data),
and the category of international migrants, for which
in practice these forecasts are made, often only consists
of the most visible component made up of the
migrants authorized to stay for a prolonged period or
permanently in the host country (on the contrary, tem-
porary, clandestine, and illegal migrants are excluded,
even though usually, a wider definition of migrants is
theoretically used) (Oberg, 1996: 339).

2. Trend misevaluation—International migration is
characterized by great fluidity and considerable fluc-
tuation from one year to another, much more so than
other demographic events; the extrapolation of past
trends can therefore lead to erroneous predictions of
future changes.

3. Unexpected events—Each event, such as a partic-
ularly severe and prolonged food shortage, the explo-
sion of war, the blaze of ethnic conflicts, or a drastic
change in migratory policies in the host or departure
countries, can provoke severe changes in trends and
therefore cause the extrapolated image of the future to
be inconsistent.

In Europe, various international organizations have
endeavored to fill the gaps in the information on the
scale and volume of migratory flows. The primary
objective is to harmonize the data sources; to re-
examine the practical concepts, definitions, and meas-
urements used in order to improve the comparability
of migration statistics; and to assemble into one inter-
national database the data collected in each country
(EUROSTAT, 1992, quoted by Willekens, 1994: 20).
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All this, with the utilization of techniques that are
increasingly capable of combining data sources, and
the use of increasingly sophisticated forecasting
models, should make it possible to reduce the first two
types of error (measurement and trend evaluation)
that international migration is subject to.

But although these improvements are important,
they only slightly affect the third type of error, which
concerns unexpected events. To reduce this type of
error, it may be useful to exploit a source of informa-
tion that has remained in the shadows for a long time:
that which is constituted by the various experts and
practitioners who for various reasons work directly or
indirectly on the issue of international migration and
who for years have been observing and interpreting
the flows and study national migratory policies. Their
judgment, opinions, and intuitions can capture signals
of changes and can foresee transformations in behav-
ior and models that are difficult to record objectively,
and therefore provide a more concrete view of reality
than that which statistical measurements can supply
(Willekens, 1994: 25).

The estimation of future international migration,
based on this type of expertise, has benefited from the
development of new techniques and projection
methods, in a probabilistic approach.

One of these methods was used by International
Institute for Applied Systems Analysis (IIASA) 
(Lutz, 1996) to calculate world projections (see 
Chapter 77). The approach (by scenario), based on
hypotheses proposed by experts, enables hypotheses
on the effect of unexpected events to be made 
and seems to be the best method of evaluating the 
influence of structural changes on the dynamics of
demographic parameters, taking into account the
uncertainty caused by random factors. The opinion of
experts can indeed be based on recent experiences 
that incite them to investigate unexpected but 
possible alternative trends and allows them to be con-
verted to parametrically specific hypotheses (Lutz 
et al., 1996: 37).

The predictive distribution of probabilities is
entirely based on the subjective opinions of the practi-
tioners, opinions that are rooted in their understand-
ing of past trends; their knowledge of the determinants
of fertility, mortality, and migration; and the ability of
these experts to imagine potential future changes at the
level of the determinants themselves. By combining
the subjective distribution of probabilities of a suffi-
cient number of experts, an aggregate predictive dis-
tribution of probabilities can be obtained, which makes
it possible to produce reliable confidence intervals for
estimating demographic parameters (Lutz et al., 
1996: 37).

In the area of migration, a matrix of interregional
migratory flows (the world having been divided 
into 13 regions defined on the basis of geographic
proximity and socioeconomic criteria) was constructed
based on practitioners’ opinions. Three levels of
annual net migratory balance were identified (high,
low, and intermediate), and it is presumed that the dis-
tribution is normal and that 90% of the cases are situ-
ated between the high and low levels. To determine the
age distribution of migrants, age-specific rate profiles
of Rogers and Castro’s migratory model were used
(Lutz et al., 1996). With this type of method, an evalu-
ation of the degree of uncertainty of the estimated
demographic parameters can thus be obtained, taking
into account the possibility of unexpected events.

CONCLUSIONS

The main conclusion of this short review of possi-
ble hypotheses for migration projections is doubtless
that the conceptual device developed to study internal
migrations can be used for international migration.
Moreover, this is an argument that has for a long time
been supported by migration specialists and that
appears increasingly realistic today. On the one hand,
local factors that are at the root of internal migration
are increasingly influenced by the international and
even global context; on the other hand, local factors
themselves have more and more influence beyond
national borders.

Finally, the distinction between internal and 
international migration has less and less meaning;
both forms of migration are now expressions of 
phenomena governed by the same logic. The remain-
ing differences, which mainly relate to the greater
influence of political and geopolitical factors on inter-
national migration and which naturally should be
taken into consideration in formulating evolution
hypotheses, are not of a nature to justify treating them
separately.

In contrast, international migration has characteris-
tics that reflect, above all, the action of regional factors.
First, more so than between countries, migratory flows
are formed between a given region of a departure
country and a given region of a host country. Second,
foreign immigrants are concentrated in certain specific
geographic zones of the host countries. Third, interna-
tional migration supplies internal migration, either
because foreign immigrants substitute locals in the
labor market or because their presence incites certain
elements of the local population to migrate as they
refuse to reside in close contact with the foreign 
immigrants.
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All these characteristics of international migratory
movements increasingly reinforce the hypothesis
according to which this form of mobility can be taken
to the same conceptual scheme as internal migration.
Ultimately, in a context such as Europe on the path to
integration, the disappearance of national borders
even causes the idea of international migration being
distinct from internal migration to disappear.
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INTRODUCTION

According to Thomas Frejka (1981), the first attempt
at projection of the world’s population dates more 
than 300 years ago, when Gregory King (1695, 1973),
drawing on William Petty’s (1682) political arithmetic
at the end of the 17th century, forecasted that the total
world population, which he estimated at 630 million
in 1695, would reach 780 million in 2050. However, the
question was of little interest to the scientific commu-
nity at the time. In fact, Gregory King’s manuscript,
which was published for the first time in 1973, was
largely ignored by his contemporaries as it did not
provoke any debate or critique. Yet the questions asked
by both William Petty and Gregory King are recurrent
ones: How many men can the world feed, and when
will humanity reach its sustainable limit?

William Petty wrote: “The present 320 millions . . .
will within the next 2000 years . . . increase . . . to give
one head for every 2 acres of land in the habitable part
of the earth” and will then “exceed . . . 20,000 millions”
(Petty, 1682:19).1 Gregory King, for his part, calculated
that “If fully peopled, [the World] would sustain
6,257,000,000 which is 10 times the number of people
now in being, and it is not possible to maintain more

than double that number or 20 times more than the
number of people now in being . . . and if it were pos-
sible to sustain 20 times the number of people now in
being, it could not increase to that number till about
the year of Christ 10,000, which is above 8,000 years to
come.” (King, 1973:2).

Although the debate concerning the nature of pop-
ulation growth has always been of interest to the sci-
entific community, especially from the end of the 18th
century, we know of no other attempt at a world 
population projection until the 1920s, when the issue
returned to the forefront. In 1924, Edward East, a
geneticist of vegetables who converted to the social
sciences, declared that having made a thorough study,
he was able to conclude that “A reasonable maximum
for the world’s future population is one person for
each 2.5 acres on 40% of the land area of the globe. This
gives a figure of 5.200 million, a population which at
the present rate of increase would be reached in 
just a little over a century.” (East, (1924) 1977:69). In
fact, as Thomas Frejka mentions, Edward East used
George Knibbs’ estimate of a doubling of the popula-
tion every 80 years, a doubling that would lead 
rapidly to intolerable population numbers: 3.9 billion
in 2008, 7.8 billion in 2089, 15.6 billion in 2169, 31.2
billion in 2250, and 62.4 billion in 2330. According to
George Knibbs (1928), at this rate, the sustainable limit
would be reached before the end of the 21st century.
However, these population projections were based, as
was Gregory King’s, on the rough application of a 
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doubling rate; as a result, they were rather anachro-
nistic and far removed from the numbers one would
expect to find with a modern demographic approach
that had been enlightened by considerations of 
carrying capacity.

Raymond Pearl attempted to improve on East’s pro-
jection by applying a logistic model that was used
widely in zoology. This method took into considera-
tion the initial size and carrying capacity according to
production methods and consumption at the time,
population increases at a variable rate, and that fact
that the population tends to stabilize as the maximum
is approached. In 1924 Pearl calculated a curve that,
according to him, made a world population projection
possible. This study was later revised in collaboration
with Sophia Gould (1928). Of course, such an approach
depends entirely on the supposed compliance between
the logistic curve and the population limit imposed by
the carrying capacity. Although this compliance is 
verifiable at some point, it changes with time, and as
the Pearl himself suggests, the projection should be
revised with each significant change in the relation
between the carrying capacity and the available tech-
nological resources.

The modern era of world population projections
actually began with the League of Nations’ belated 
initiative, which was picked up and developed by the
United Nations (UN) after World War II.

In 1941, the League of Nations asked Princeton 
University’s Population Research Office to undertake a
broad analysis of demographic trends and world 
population problems, and it was through this program
that a first volume on Europe and the Soviet Union
(Notestein et al. 1944) was published in 1944. Even
though this first volume does not give a world popu-
lation projection in the strictest sense, it does reveal all
the ingredients that Frank Notestein (1945) then used
to form the basis that would later result in the UN pro-
jections: as reliable a database as possible, a summa-
tion of independently obtained data for each country
or region, and national and regional projections 
calculated according to what is generally known as the
“component method” (see Chapter 72). As Thomas
Frejka (1981) wrote, “The actual size of the world pop-
ulation in the year 2000 will—absent catastrophe—cer-
tainly be much larger than the then projected 3.3
billions, but the ideas, approach and methods
Notestein applied provided a valuable base for a 
generation of world projections to follow.” (Frejka,
1981:512).

Indeed, since the beginning of the 1950s, the UN’s
Population Division has regularly published world
population projections based on the principles pro-
posed by Frank Notestein. The endpoint of the recent

projections2 (UN, 2001) is no longer the year 2000,
which is now the starting year, but 2050. World popu-
lation growth should continue and result in an increase
from the 6.06 billion reached in 2000 to 9.32 billion in
the middle of the 21st century if the medium-scenario
hypotheses are confirmed.

The results of this projection are presented in this
chapter. We will then see—by analyzing their devel-
opment and the underlying hypotheses and raw
data—if the history of the UN projections teaches us
anything about their plausibility and reliability. We
will also compare the results obtained by the UN with
those of other projections developed at the same time,
either by independent researchers or by rival institu-
tions. Finally, we will briefly discuss the possible
repercussions of these world projections in terms of
specific categories, such as large age groups or urban
and rural populations.

We conclude that the endpoint (2050) of the UN
regular projections is too soon to supply a correct pro-
jection if all the variables (e.g., demographic transition)
are to be taken into account. Because of this problem,
and notably following the work of Thomas Frejka, at
the end of the 1970s the UN published longer-term 
projections that forecasted as far ahead as 2100 and
even 2150.

I. BETWEEN 8 AND 11 
BILLION IN 2050?

The aforementioned figure of 9.32 billion for 2050 is
the result of the medium hypothesis in the last UN pro-
jection. This is accompanied by other scenarios and is
bound by low and a high hypotheses of 7.9 and 10.9
billion, respectively, at the same date.

1. Source Data

One of the most difficult tasks of the UN experts in
charge of population projections is assembling, evalu-
ating, and sometimes even completing the necessary
source data. This task is also one of the most decisive
elements for the projection’s credibility, at least in the
short and medium term. Ideally, it consists of an 
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accurate estimate of population by age on the January
1 of the starting year (in this case, January 1, 2000), as
well as a comprehensive estimate of the trends in mor-
tality, fertility, and migration by age observed during
the previous decades. The former obviously consti-
tutes the starting point for the projections, and the
latter enables the formulation of hypotheses on the
future evolution of mortality, fertility, and migration.
In reality, the first is often lacking, except in countries
that regularly produce annual population estimates by
age and sex based on reliable observations. More often
than not, notably in the least developed countries, the
most recent population estimates date from the last
census, which may sometimes precede the starting
date of the projection by several years. In such cases,
recent mortality, fertility, and migration estimates are
crucial to estimate the initial population.

These are all the data that the UN Population Divi-
sion strove to systematically collect for the 2000 
projections, as it did for all the preceding projections,
for each country or at least for the 187 countries and
territories (out of 228) with a population over a certain
level (140,000 inhabitants for the last projection).
Below this level the benefits of a projection using the
component method are low because of the risks affect-
ing age-specific rates.

The source data collected in this manner are of vari-
able quality and accuracy in different countries. For
example, when the initial population is estimated,
nearly all the developed countries have not only a
recent census but often a good estimate of population
by age at January 1, 2000. On the contrary, very few
developing countries have such estimates and a recent
census or the necessary fertility, mortality, and migra-
tion estimates to produce one. Only 135 of the 173
developing countries held a census during the 1990s.

Whether it is a question of the retrospective data
used to make hypotheses of future developments (tra-
ditionally, the UN endeavors to retrace the trends since
1950) or the more recent data necessary to evaluate the
population at January 1, 2000, the fertility, mortality,
and migration estimates are subject to even greater dis-
parity. Since 1950, the developed countries often have
nearly complete series of age-specific mortality and
fertility rates since 1950. However, there are significant
gaps in migration data. As for developing countries, a
significant number of them still have only fragmented
recent data, which is often crucial to consolidate the
starting point, As an example, only 63% of Africa’s
population lives in countries that have an evaluation
of fertility by age for 1995–1999. Yet this score should
be considered a valuable asset compared with the one
observed for infant and child mortality (57%) and par-
ticularly for adult mortality (11%). In this latter case,

the total lack of information is the lot of the majority
of the African population (73%). The situation is better
in Asia and Latin America, where the majority of the
population resides in countries that have recent infor-
mation on fertility. Knowledge of infant mortality is
much more widespread in Latin America than in
Africa (but not in Asia), and there is more information
in Asia than in Latin America for adult mortality 
(UN, 2002).

Hardly any country supplies data by age and sex on
migration entries and departures. The best that one can
expect, with some very rare exceptions, is an estimate
of net migration. In many cases, one must be satisfied
with often not very recent net migration data obtained
by subtraction of the natural balance from growth
between censuses.

Added to these gaps is that the estimates available
are not always exempt from major errors, as internal
and external consistency analyses show. Preliminary
analysis and reconstruction work is therefore essential
as much for constituting the basis of the projections as
for helping with reflection on hypotheses of the trend
factors in population change.

After half a century of experience and the remark-
able progress of national and international statistical
institutions, the UN Population Division now 
produces a demographic database by country for 
the 1950–2000 period, which, although far from
perfect, has the unique advantage of being exhaustive
and comparable. This prerequisite in the production 
of world population projections is in itself a very 
valuable tool in the comparative analysis of past 
global trends, provided that we do not lose sight of 
the heterogeneity of the quality of the estimates 
behind it.

2. Method

The projection method used by the UN has hardly
changed since the 1950s. It is based on the dual prin-
ciple already recognized as essential by Frank
Notestein: an independent study of each country (or,
if this is not possible, of each region) and the use of the
component method by cohort (using an age structure
at the start and projections of fertility, mortality, and
migration by age). In fact, as we have just stated, coun-
tries with less than 140,000 inhabitants are not subject
to the second principle, as the conjunction of errors
related to small numbers with the paucity of essential
information may make this refinement counter-pro-
ductive. In these cases, rough projections based on no
less rudimentary hypotheses of the trend in the global
growth rate are the best that can be done and certainly
do not affect the world projection.
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A comprehensive description of the algorithm used
to transcribe the component method was given at 
the end of the 1950s (UN, 1957). Even though, 
computers make further refinements possible and the 
UN takes studies made by the national statistical 
institutes of the different countries into consideration,
the process remains more or less the same. Figure 77–1
summarizes the progression of one frequent case in 
which model life tables and fertility models are used
to translate into age-specific rates the hypotheses of
trends in life expectancy and total fertility. This process
is obviously simplified if mortality and fertility have
been initially projected directly by age (and by sex for
mortality).

3. Hypotheses and Scenarios 

The choice of the hypotheses of the trend of the
three factors of population dynamics (fertility, mortal-
ity, migration) is crucial. During the first years of the
projection, the estimate of the initial data, particularly
the population’s age structure, is an essential factor,
but in time this factor is erased and becomes nearly
negligible and the evolution of fertility, mortality, and
migration rates by age make their mark. Because of the
generalization of Lotka’s theory (see Chapter 20 of
Volume I), we know that the initial age structure dis-
appears completely and that two populations with
entirely different age structures converge into one,
sometimes new, structure when they are subjected to
the same fertility, mortality, and migration rates for a

sufficiently long period. The main concern of investi-
gators of relatively long term population projections is
therefore that of making the right choice, which is
unfortunately, as we have seen in the previous 
chapters, far from easy.

It would be ideal to refer to a theory to anchor the
hypotheses for the three components of demographic
change. However, an investigator must simply 
make the most reasonable choice possible. One classic
measure of caution consists of establishing several sce-
narios by combining different hypotheses for each
component of change. The UN gives the “medium 
scenario” (or medium hypothesis), a scenario that, if
not the most probable, is the least improbable.

In the context of the UN projections, these hypothe-
ses, as we will see below, have varied. In the 2000 pro-
jection, the hypotheses reveal a subtle combination 
of reasoning, pragmatism, intuition, and the arbitrary,
never really leaning toward one theory in particular.
The UN experts have adopted five fertility hypotheses,
of which three are currently used; two mortality
hypotheses; and two migration hypotheses. Of the
mortality and migration hypotheses, only the one
called “normal” is currently used.

a. Fertility Hypotheses

The first choice made by the UN experts is to con-
sider that the main possible source of error relates to
fertility. There are three main fertility hypotheses that
determine the difference between the three scenarios
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currently in use; they are called high, medium, and
low as they are a direct result of the high-, medium-,
and low-fertility hypotheses. Each of these scenarios is
based on the same “normal” mortality and migration
hypotheses. In addition to these three major fertility
hypotheses, the 2000 projection includes “constant”
and “instant replacement” fertility hypotheses. These
last two hypotheses are only used as demonstrations
to better define the evolutionary target in fertility
behavior, do not depend on a preliminary data analy-
sis, and do not require any particular choice. They are
self-defining.

Constant fertility hypothesis—For each country the
age-specific fertility rates are kept constant during
the whole projection phase at the level estimated
for the 1995–2000 period.

Instant replacement fertility hypothesis—For each
country and each 5-year period of the projection,
the total fertility rate is fixed at a level that, taking
into consideration the mortality rate, ensures a net
reproduction rate of one, or an intrinsic growth
rate of zero (see Chapter 19). This does not mean
that the resulting growth rate for the 5-year period
will be zero but that the corresponding stable
population will have a growth rate of zero; in
other words, it will be stationary (see Chapter 20).

The three main fertility hypotheses require the most
attention, especially the medium hypothesis as it deter-
mines the way the other two frame it. The choice is
made in a complex way, beginning with distinguishing
three categories of countries, by referring to the demo-
graphic transition theory (the only theory that is explic-
itly evoked) or, more exactly, to fertility transition, one
of its components. Referring to the theory does not,
however, mean that it is followed blindly. Different
countries of the world are at different stages of their fer-
tility transition, and the rate of fertility decline that is
likely to be observed during the coming decades
depends on this fact. The UN therefore distinguishes
three categories of countries: the high-fertility coun-
tries (the fertility level estimated for 1995–2000 remains
close to the highest level reached between 1950 and
2000), the medium-fertility countries (the fertility
decline has already begun but still remains above the
replacement level), and the low-fertility countries (fer-
tility is lower than replacement level).

Medium-fertility hypothesis—In the countries with high
fertility (Fig. 77–2A), the medium-fertility
hypothesis supposes that the total fertility rate will
decline at a rhythm of one child per woman per
decade. The starting point of this decline, however,
has a variability of 5 years. It is supposed that

fertility will remain constant during the first stage
(2000–2005) if no sign of decline has been detected
at the start, but it is applied at the beginning for
countries in which a slight decline has already
been identified. In most cases (13 countries out of
17), these countries will still be above the
replacement level in 2045–2050, at the end of the
projection. However, whether they start from a
lower level or whether they have started a minor
decline, the other countries (4 of 17) will attain this
replacement level.

In the countries with medium fertility (Fig. 77–2B),
the medium-fertility hypothesis supposes that the
replacement level will be reached before the end of
the projection and that from then on fertility will
remain constant until the end of the projection.3

Everything therefore depends on the date at which
the objective of 2.1 children per woman is reached
and the rhythm of decline that enables this
objective to be reached. Each case is treated in a
reasoned manner according to the country’s
context, but while fertility remains quite high (with
rare exceptions), it is presumed that it will decline
rather rapidly (at the rate of one child per woman
in 15 years) and this rate declines significantly
with the approach of the replacement level. For
these two groups of countries, the fertility rates by
age4 are interpolated between the rates observed at
the beginning of the period and the rates
combining 2.1 children per woman with three
fertility schedules by age (early, late, or medium)
chosen according to the national context.

For the low-fertility countries (Fig. 77–2C), the
medium hypothesis forecasts that fertility will rise
but will remain, barring exceptions, under the
replacement level. This result is obtained in every
country for which data are available by assuming
that the targeted fertility level attains the levels
reached by the cohorts born at the beginning of the
1960s. In countries where these data are not
available, fertility is supposed to increase up to 1.9
if the starting level is more than 1.5 and up to 1.7 if
the starting point is below 1.5. The idea of a
systematic return to replacement level has been
rejected as unrealistic for the duration of the
projection, but the idea of a systematic rise has
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nevertheless been accepted over the hypotheses of
a deepening in the decline or of variable case by
case trends.

High- and low-fertility hypotheses—While the criteria
for choosing the medium hypothesis are varied
and complex, the high- and low-fertility
hypotheses are simply deducted from the first. In
countries with high fertility, they evolve
systematically at 0.5 children above or below the
medium hypothesis. In countries with low fertility,
the same occurs, but with a gap of 0.4 children.

b. Mortality Hypotheses

The 2000 hypothesis includes a so-called normal
mortality hypothesis and a constant mortality 
hypothesis.

In the constant hypothesis, mortality is presumed to
remain for the duration of the projection at the levels
observed in 1995–2000 for each country.

The normal hypothesis is based on an estimate in
the evolution of life expectancy at birth. This is esti-
mated in different ways, according to the public health
context of each country. For most countries it was con-
sidered that life expectancy would increase regularly
during the whole period. However special attention
has been given to the 45 countries particularly affected
by the AIDS epidemic.

For the countries where mortality is expected to decline
regularly, the rate of increase in life expectancy has
been determined according to three reference models
(rapid, medium, and slow increase). In each of these
models, it is supposed that the rise in life expectancy
will be accompanied by a decline in its rate of increase
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and that this rise will become almost negligible at a
certain threshold of life expectancy. In fact, this thresh-
old, 82.5 years for men and 87.5 years for women, will
not be reached by any country (except Japan) during
the projection period. In the rapid or medium mortal-
ity decline models, if life expectancy does not yet
exceed 60 years, it will increase by 2.5 years every 5
years for both sexes; this increase is only 2 years in the
slow decline model. Afterward, the rate of decline
decreases more or less rapidly according to the model
and in different ways according to sex. Thus, when life
expectancy is between 67.5 and 70.0 years, it is sup-
posed to increase by 1.5 years every 5 years for men
and by 2.3 years for women in the rapid mortality
decline model, but it only increases from 1.2 to 2.0
years in the medium model and 1.0 and 1.5 years in
the slow model. Finally, with the approach of the afore-
said maximum, the increase is only between 0.5 and
0.3 years per 5-year period, according to the model.

The authors of the projection nevertheless do
specify that they are not opting for the theory of an
absolute limit on life expectancy (see Chapters 48, 57),
stating in their report that: “These life expectancies
were not meant to represent a ceiling for human
longevity, but they were high enough so that no
country was expected to achieve them before 2050.”
(UN, 2002:213). This precaution in language is not only
a little hypocritical, as everything leads to the belief
that the evolution models appear to have been created
to set a limit, but also incorrect, as according to pub-
lished figures, Japanese women should already have a
life expectancy that slightly exceeds the 87.5 years in
2015 and should even reach 92.4 in 2045–2050. Thus,
the hypothesis really selected for Japan seems to be
more likely than that which this report would suggest,

as Japanese women have already surpassed the 85
years, and there are no indications that this progress
will cease in the near future. What is most surprising
here is that only Japan benefits from this unspoken
preferential treatment. For example, the gap between
Japanese and French women (the second country in
terms of life expectancy for women), which was only
1.8 years, will reach 5.1 years in 2050 (Fig. 77–3). There
is no justification for this choice.

Although less spectacular, the same anomaly is
observed for men; Japanese men are the only ones to
exceed the “limit” by reaching a life expectancy of 83.5
years, thus increasing the gap with Swedish men, their
closest challengers (0.2 years of gap in 1995–2000 and
1.4 years in 2045–2050).

The mortality rates by age were obtained by inter-
polation between the estimated life table for the
1995–2000 period and the theoretical table accepted for
maximum life expectancies of 82.5 and 87.5 years.5

These rates are defined in age groups of 5 years from
5 to 100 (however, childhood mortality rates under 5
years were separated into infant mortality before age
1, and child mortality at age 1–4).

For the countries most affected by AIDS (35 African
countries; 4 Asian countries, including India; and 6
Latin American countries),6 the UN proceeded with
country by country evaluations of the anticipated con-
sequences of the epidemic according to available esti-
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5 The report does not specify how the rates were obtained for
Japan beyond these limits. 

6 Countries where HIV prevalence at 15 to 49 years was more
than 1.9% in 1999 plus India and Brazil, where the prevalence is sig-
nificantly lower (0.7 and 0.6%) but where the absolute number of
infected persons is very high (United Nations, 2002:215). 



mates of the prevalence and incidences of HIV and a
probable increase in the development of the epidemic.
These evaluations are the subject of a special chapter
in the report (UN, 2002:chapter 3). It is expected 
that in the most affected countries not only will life
expectancy decline significantly during the coming
years but also the epidemic will soon be suppressed
and that all countries will experience an accelerated
increase in life expectancy, which will enable many of
them to catch up (Fig. 77–4).

c. Migration Hypotheses 

The 2000 projection includes a normal migration
hypothesis and a zero migration hypothesis.

The zero hypothesis does not mean a total absence
of migration, but a zero net migration for each age over
the whole of the projection period.

The normal hypothesis is based on a case by case
estimate of past net migration and on currently known
or predictable future policies regarding international
migration. No explicit reference is made to any partic-
ular theory. The hypotheses are quantified in terms of
absolute numbers of net migrants by 5-year projection
period. The report does not specify age distributions
of these totals.

In concrete terms, these hypotheses are basically
translated by an extremely large inflow toward the
United States, a share that is actually meant to decrease
during the first decades before becoming constant
from 2015 onward (Fig. 77–5). For most of the other
countries, the inflow and outflow are supposed to
remain constant (in absolute numbers) during the
whole of the projection period. The only spectacular
changes owing to national political contexts are those

for countries that are currently experiencing excep-
tional circumstances, such as Afghanistan (return of
refugees) and Pakistan (departure of the Afghans). The
largest negative net migration is forecast for China, but
it is three times lower than the positive net migration
forecast for the United States.

d. Combination of Hypotheses Used for the Seven
Published Scenarios 

From these various hypotheses, 5 ¥ 2 ¥ 2 = 20 sce-
narios are conceivable. However, the UN has explored
the results of only seven of them, of which three are
meant to realistically forecast the possible future; 
the others only serve to illustrate the importance of
ongoing changes in behavior.

The three main scenarios combine the three princi-
pal fertility hypotheses (high, medium, and low) with the
normal mortality and migration hypotheses. The first
two illustrative scenarios combine the constant fertility
hypothesis and the instant replacement hypothesis with
these same mortality and migration hypotheses.
Inversely, the latter two successively combine the 
constant mortality hypothesis and the zero migration
hypothesis with the medium fertility hypothesis, and
with the normal migration and normal mortality
hypotheses (Table 77–1).

Priority Given to Fertility

The priority given to fertility is such that only 
one illustrative scenario appears in the publications,
that of constant fertility, destined to show the gap
between the three basic scenarios and what would
occur if fertility remained fixed at its current level. It
is however possible to obtain the results of the last
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three scenarios on a computer file from the UN’s 
Population Division.7

Figures 77–6 and 77–7 illustrate the results obtained
for the total population, in the prolongation of the
trend observed since 1950, according to the five fertil-
ity hypotheses: high, medium, low, constant, and
instant replacement, which are combined each time
with the normal mortality and normal migration
hypotheses. Fig. 77–6 represents the population of
developing and developed countries on the same scale

as world population, and Fig. 77–7 shows only the
results of the developed countries, which are crushed
in Figure 6 by the disproportion with the rest of the
world.

Figure 77–6 shows that when viewed from a global
perspective, the demographic situation and change in
the developed countries are of little importance. This
fact has had a considerable effect, as we will see below,
on the extraordinary success of the UN projections.

In the central scenario, world population will
increase from 6.06 billion in 2000 to 9.32 billion in 2050.
Despite the deceleration in growth rate already estab-
lished for several decades, a deceleration that is sup-
posed to continue and even increase in the central
scenario, an even greater growth in numbers should be
expected between now and the middle of the century.
It is a real possibility that the leaders of the planet have
an tendency to forget that the great demographic scare
of the 1970s no longer exists. The stake is even more
considerable as the total burden of this future growth
will be carried only by the developing countries, as is
shown in the second part of Fig. 77–6, which accord-
ing to the medium hypothesis would see their popu-
lations increasing from 4.86 to 8.14 billion (an absolute
growth greater than that of the total world population)
as, at the same time, the population in developed
countries will decrease from 1.19 to 1.18 billion. In
other words, the relative growth of the developing
countries (67%) is significantly greater to that of the
world as a whole (54%).

Furthermore, this burden that weighs so heavily on
the future of the developing countries is far from being
fairly distributed as the population growth will be
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TABLE 77–1 The Seven Scenarios Used for the 
Publication of the 2000 Projection Results

Scenarios and variants Hypotheses of:

Fertility Mortality Migration

Principle scenario
Low variant Low Normal Normal
Medium variant Medium Normal Normal
High variant High Normal Normal

Illustrative scenarios
Constant fertility Constant Normal Normal

scenario
Instant replacement Instant Normal Normal

fertility scenario replacement
Constant mortality Medium Constant Normal

scenario
Zero migration Medium Normal Zero

scenario

Data from United Nations, 2002:9.

7 Our thanks to Hania Zlotnik for kindly supplying these data.



much faster among those who are economically the
poorest and politically the most vulnerable. In their
categories, the UN has for some time distinguished
between the least developed countries and the other
developing countries. According to the central sce-
nario, the population of the least developed countries
will increase from 660 million inhabitants to 1.8 billion,
an increase of 178%, or nearly tripling. Demographic
growth thus remains a major concern for the coming
half century. But who is concerned with such destitute
populations that have today, it must be admitted,

become a minority at the global level and even at 
the level of that which used to be called the Third
World?

What is the likelihood (or the risk) that this medium
scenario occurs? We will be better placed to judge at
the end of the following section. Let us say at this stage
that in the UN projection system, the high- and low-
fertility hypotheses are supposed to cover the plausi-
ble reality. In other words this system supplies us with
a rough margin of error. In 2050 the world population
will probably be between 7.9 and 10.9 billion. In
absolute numbers, the margin is quite wide, as the gap
between the extremes is more than 3 billion, but the
relative error (±16%) is a very modest number for a 
50-year forecast. And there is no comparison with
other economic and social forecasts. Which economist
would dare to make such a long-term forecast? Only
the inertia of demographic phenomena gives this type
of exercise a respectable credibility.

The two supplementary illustrative hypotheses
make it possible to judge both the considerable impact
and the limits of behavioral changes taken into account
in the UN’s population projections. The constant fer-
tility scenario shows that if fertility had suddenly
stopped declining in 2000, then the world population
would exceed 13 billion in 2050: 2 billion more than in
the high hypothesis and nearly 4 billion more than in
the medium hypothesis. Instead of a growth of 50%
expected in this central hypothesis, the projected pop-
ulation will double in the absence of fertility decline.
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This shows the strength of the growth deceleration
represented by current changes. Here again, let us
emphasize that most of this change occurs in the south:
without fertility decline, the population of developing
countries will multiply by 2.5 and that of the least
developed countries by nearly 5.

But the instant replacement fertility scenario also
makes it possible to measure the limits of this type of
change. Even with a drop in fertility resulting eventu-
ally in a strict replacement of generations all over the
world from the year 2000, the world population would
not immediately stop growing. On the contrary, it
would continue to increase for several decades, reach-
ing 8.6 billion in 2050, an increase of 40% from the year
2000. This is why, owing to past trends, the structure
of world population is still young, and even with
severely reduced mortality, the mothers of tomorrow,
who are more numerous than are their elders, will
have more children than their elders did (see Chapter
4). Of course, what is true for the world population is
even more so for the population of developing coun-
tries, which despite an immediate transition to replace-
ment fertility will grow by nearly 50%; the population
of the least developed countries will grow even more,
increasing by 60%.

If, seen from the world level of Fig. 77–6, the popu-
lation projection of the developed countries appears
particularly lacking in flavor, this does not mean that
they do not need to be concerned with future demo-
graphic trends at their level. On the contrary, as Fig.
77–7 shows, the future is most uncertain for them. If
only the fertility variants are looked at, the future of
their population is open to evolution in the opposite
sense. Although the central hypothesis clearly shows
the threat of a general population decline in the second
quarter of the century, the low hypothesis would intro-
duce this decline during the first decade. In contrast,
the high hypothesis would ensure that a significant
population growth is maintained, which would enable
the population of developed countries to reach 1.3
billion in 2050 instead of the current 1.2.

In the case of developed countries, strictly main-
taining fertility at its year 2000 level would hardly
change the result shown in the central scenario. This is
because the expected changes in the latter would com-
pensate each other, with fertility declining in the coun-
tries where it is still close to replacement level (more
than 1.9 children per woman) and increasing where it
is already below. On the contrary, the instant replace-
ment fertility scenario would provoke a significantly
greater population growth than that of the high
hypothesis, whereas in the rest of the world, it would
give a similar result to that of the low hypothesis as
average fertility in developed countries is so low that

a sudden increase would be necessary in order to reach
replacement level.

The Importance of Mortality Decline

By comparing the constant mortality scenario to the
medium variant of the principal scenario, mortality
decline in the growth forecast for world population
can be seen clearly, as the only difference between the
two scenarios is the expected decline in mortality.

With constant mortality, world population would
reach only 8.1 billion in 2050 instead of 9.3 (Fig. 77–8).
In other words, in the expected growth of 3.3 billion
between now and 2050, a little more than a third is
owing to mortality decline.

This phenomenon obviously massively affects the
developing countries, which in absolute numbers
would benefit from the most of the bonus associated
with mortality decline, but relatively speaking, the
developed countries would be decisively affected. If
their mortality stopped declining, the population of
the latter would fall to 1.08 billion rather than 1.18.
Instead of a slight decrease of -10 million in 50 years,
they would lose 100 million inhabitants. In other
words, according to the principal scenario hypothesis,
it is only through mortality decline that the developed
countries would succeed in maintaining their popula-
tion at more or less the current numbers. But migra-
tion also affects the principal scenario.

The Role of International Migration

The future of world population as a whole is obvi-
ously indifferent to the UN migration hypotheses,
although they could change the growth dynamic of 
the regions of the world (Fig. 77–9). In reality, they
have little effect on the developing countries, as the
expected flows are marginal in comparison with 
the size of the population, but they weigh heavily on
the future of developed countries. In the absence of
migration, the population of developed countries
would only be 1.05 billion in 2050 (instead of 1.18), that
is, 130 million less. In other words the anticipated net
immigration weighs more than does mortality decline.
The UN has not yet explored a scenario without mor-
tality decline and without migration, but barring any
interference effects, it can be said that without these
two factors the population of developed countries in
2050 would be lower than the 230 million expected in
the medium hypothesis. This signifies a loss of nearly
one quarter of the current population.

4. Toward a New Demographic Pattern

The geographic distribution of world population
has already changed much during the past half century
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(see Chapters 69 and 71). The redistribution will again
be accentuated. To be convinced of this, one should
simply look at the UN medium scenario results. Figure
77–10 traces the 1950–2050 trajectories of eight large
regions, closely following the UN demarcation.8

a. The Large Regions

Despite AIDS, it is sub-Saharan Africa that will
witness the largest increase in relative population as,
although it will experience a severe loss in life
expectancy at the beginning of the period, it will expe-
rience a more rapid growth rate than any other region
between now and 2050. Consequently, a little before
2050 the population of sub-Saharan Africa will have
overtaken that of western Asia. According to the UN
central scenario, before the middle of the century, there
will be more sub-Saharan Africans than Chinese,
Japanese, and Koreans together. In absolute numbers,
however, the growth of south central Asia (India, 
Pakistan, Bangladesh, etc.) will be nearly as spectacu-

lar. Although the rate of growth will certainly be
slower than in sub-Saharan Africa, the initial popula-
tion is so high that the increase in population will be
almost as spectacular. Sub-Saharan Africa, which in
1950 had only 177 million inhabitants, will increase
from more than 600 million in 2000 to 1.8 billion in
2050, whereas south central Asia, which had nearly 500
million inhabitants in 1950, will increase from 1.5
billion in 2000 to 2.5 billion in 2050. It will therefore
gain only a billion inhabitants compared with the 1.2
billion gained by sub-Saharan Africa.

On the contrary, if east Asia is about to be overtaken
by sub-Saharan Africa, it is also because it should
experience a reflux in the second quarter of the century
according to the UN central scenario. If the rapid fer-
tility decline, below replacement level, that the entire
region has experienced has not yet reversed popula-
tion growth, it is because of the potential for growth
that remains within its age structure. This phenome-
non will soon be over, and the region’s population
could drop to 1.6 billion in the middle of the century
after reaching 1.7 during the 2030s.

Latin America and southeast Asia’s trajectories are
almost perfectly identical during the hundred years
from 1950–2050. Both these regions are due to experi-
ence growth rates comparable to that of south central
Asia and should soon overtake Europe, Russia
included. Later, a similar situation should be seen 
in the north Africa–Middle East block. The future
dynamism of these regions contrasts violently with the
reflux forecast for Europe. Because of a surprising
reshuffle, the current population of Europe will be
nearly that of Latin America (or southeast Asia) in
2050, whereas the population of Europe in 2050 will be
close to that of Latin America (or southeast Asia) today.

North America should maintain a moderate growth
rate, although with a slight deceleration, during the
whole of the projection period, increasing from 315 to
440 million in 50 years.

Two supplementary observations clearly expose the
demographic change in the large regions. In 1950 five
of the eight large regions—sub-Saharan Africa, south-
east Asia, Latin America, north Africa—Middle East,
and North America—had a population of very similar
size, around 170 million inhabitants. Since then, major
differences have occurred, but this divergence is only
the beginning of a spectacular explosion expected in
2050, from the 440 million in North America to the 1.7
million in sub-Saharan Africa. Yet more remarkable is
the expected divergence between Europe and south
central Asia. While these two units were the same size
in the middle of the 20th century, central Asia is twice
more populated than Europe today (1,400 million
against 700) and will be four times in 2050 (2,500
against 600).
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b. At a National Level

The expected recomposition in the large regions is
often more obvious at a national level. However, here
we will only hint at it by mentioning the trajectories of
23 countries that currently have more than 50 million
inhabitants.

Of the three most populated countries of the planet,
two belong to the developing world (India and China)
and the third to the developed world (United States).
It is therefore not surprising that the aforementioned
divergences should have such an impact on the top
three (Fig. 77–11). China and India are currently rival-
ing for first position, but India will finally overtake
China around 2040. The United States, despite its
unstinted growth, lags far behind and will continue to
do so. Although in 1950 the 160 million inhabitants of
the United States could be compared to the 360 in India
and the 550 in China, in 2050 it will not, with 400
million, be comparable to the 1.5 billion Chinese, them-
selves overtaken by 1.6 billion Indians. As to the other
20 “large” countries, the scale must be changed in
order to spot their trajectories (Fig. 77–11b) as they are
crushed by the first two giants (Table 77–2).

But the recomposition is even more obvious with
the ascending trajectories crossing the descending 
trajectories. Thus, a large country such as Russia, 
currently numbering a little more than 150 million
inhabitants will have no more than 100 million in 2050,
whereas Brazil, which was at exactly the same level as
was Russia 10 years ago, will have 250 million by the
middle of the century. Another spectacular example is
Italy, which was more populated than was Pakistan in
1950 (47 million against 40 million) and will have only
43 million inhabitants in 2050 (less than in 1950),
whereas Pakistan will have more than 340 million
(eight times more, and nearly as many as the United
States). The Congo, which was the least populated of
the list in both 1950 and 2000, will overtake 15 coun-
tries of this short list in 2050, including reunified
Germany, Japan, Russia, and Mexico. In 2050 the two
“large” European countries (France and the United
Kingdom) with permanent places on the UN Security
Council are likely to be among the last on this list (just
ahead of Italy).

II. DATA IMPROVEMENT, TECHNIQUE
REFINEMENT, AND EVOLUTION OF

THE HYPOTHESES

To fully appreciate the robustness of the UN pro-
jections, we can look at previous projections and
compare them to the scenarios that actually occurred.

By doing this, we are immediately struck by the
success of the forecasts for the year 2000: at the end of
the 1950s, the central scenario of the Population Divi-
sion had forecast the 6 billion that was actually
reached. Yet the data quality and techniques were far
from the standard of today, and the hypotheses have
significantly changed with time. But paradoxically,
despite this early success and despite the improvement
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in methods, it must be admitted that the future is more
uncertain today than it was in the past.

1. The Extraordinary Success of the 
2000 Forecast 

Table 77–3 lists the results of the 16 successive world
population projections published by the UN since
1958. The first ones were based on data estimated in
1955, 1963, 1968, 1973, and 1978, after which this exer-
cise has been repeated regularly every 2 years. In 1958
(on the 1955 database), the Population Division fore-
cast a population of 6.27 billion for 2000 in its central
scenario; since then, in each successive projection, this
result has fluctuated a little but never greatly from this
initial vision, which is close to today’s reality of 6.06
billion for the year 2000. It must be emphasized that
the high point of 6.5 billion corresponding to the 1968
calculation could be considered an accident, the
experts of that period having given in to slight but
unfortunate pressure from the apocalyptical talk of the
time on the population explosion of the Third World
(Vallin, 1986). Except for this high point, the trend
revealed in Fig. 77–12 is eloquent. At the end of the
period, a slight reduction in the estimates leading to
the reality observed in 2000 is just visible.

Of course, the closer the limit the more likely that
the range straddling the estimated final result is
reduced; the most remarkable fact is that the range
appears today as being nearly excessively cautious.
Only in 1968 did the result of the medium hypothesis
really vary from the center of any of the preceding 
estimates. In retrospect and taking into account the dif-
ficulties currently faced in formulating good hypothe-
ses of a population projection, this result is hardly
believable and cannot be put down to sheer luck as,
although repeated 18 times with increasingly effective
methods, the exercise has never contradicted the first
attempt.

2. The Evolution of the Projections 

It is true that the 1958 attempt was not exactly the
first. It was preceded by two attempts, the results of
which appear decidedly less brilliant. The first was
published in 1951 based on 1946–1948 data; the second
in 1954, on 1950 data. At the time, they did not dare to
examine the 2000 horizon, but this caution was cer-
tainly genuine in the context of the fragility of the data
(and also the hypotheses). At the end date of these first
projections, 1980, the world population was estimated
to be at 3.3 billion in the 1951 projection and barely
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TABLE 77–2 Trend Since 1950 and the United Nations’ Projection up to 2050 of the Population of 23 Countries with
More Than 50 Million Inhabitants in 2000

Country 1950 1960 1970 1980 1990 2000 2010 2020 2030 2040 2050

China 555 657 831 999 1155 1275 1366 1446 1485 1490 1462
India 358 442 555 689 845 1009 1164 1291 1409 1503 1572
United States 158 186 210 230 255 283 309 334 358 379 397
Indonesia 80 96 120 150 182 212 238 262 283 299 311
Brazil 54 73 96 122 148 170 191 211 226 239 247
Russia 103 120 130 139 148 145 137 130 121 113 104
Pakistan 40 49 62 81 110 141 181 228 273 309 344
Bangladesh 42 52 66 85 110 137 168 198 223 246 265
Japan 84 94 104 117 124 127 128 126 121 116 109
Nigeria 30 37 48 64 86 114 147 184 220 249 279
Mexico 28 37 51 68 83 99 113 125 135 142 147
Germany 68 73 78 78 79 82 81 80 78 74 71
Vietnam 27 34 43 53 66 78 89 100 110 118 124
Philippines 20 27 37 48 61 76 90 101 113 122 128
Iran 17 22 29 39 58 70 81 94 104 114 121
Egypt 22 28 35 44 56 68 79 90 99 107 114
Turkey 21 28 35 45 56 67 75 83 90 95 99
Ethiopia 18 23 29 35 48 63 80 101 127 157 186
Thailand 20 27 36 46 55 63 70 75 80 82 82
United Kingdom 51 52 56 56 58 59 60 61 61 60 59
France 42 46 51 54 57 59 61 62 63 63 62
Italy 47 50 54 56 57 58 56 54 51 47 43
Congo 12 15 20 27 37 51 71 99 133 170 204

Data from United Nations, 2001.



higher (3.6 billion) in the projection from 1954. 
The population actually observed in 1980 was 4.4
billion. Although the trajectories suggested by the
central scenario of the following projections are close,
nearly exactly superimposing any estimates made
today using real data, these two first attempts appear
as failures (Fig. 77–13). Not only were the available
data terribly fragmentary and often deficient, but in
particular (and this partly explains the failure), the
importance of the ongoing mortality decline and real

fertility levels in the Third World had not yet been
taken into account.

Significant progress has been made in several direc-
tions since then. The projection method and the tech-
nical tools for producing it have improved, but in
particular, the quantity and quality of the data have
greatly progressed and the hypotheses have become
more reliable.

a. Technological Refinement

There is no need to discuss the technical aspects in
detail. We have already mentioned that with the adop-
tion of the component method, the basics were in place
since 1958 in terms that hardly differ from the algo-
rithm currently used, even though the efficient use of
computers has greatly facilitated its application. Even
the failed attempts of 1951 and 1954 were basically
using the same method. The essentials are shown in
the two following points.

b. Improvement in Basic Data

Considerable efforts have been deployed since
World War II in the direction of the developing coun-
tries (as much by international organizations as in the
context of bilateral cooperation) for collecting data
aimed at providing information on the demographic
situation in most of the Third World countries (partic-
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TABLE 77–3 Population Estimates on January 1, 2000, According to Successive Projections Published by 
the United Nations Since 1958

Hypothesis Publication year

1958a 1966 1973 1979 1979 1981 1985 1986 1989 1991 1993 1994 1997 1999 2001

Starting year of the projection

1955 1963 1968 1973 1978 1980 1982 1984 1988 1990 1992 1994 1996 1998 2000

World total
High 6900 6994 6638 6508 6336 6366 6341 6411 6420 6301 6235 6123 6082
Medium 6280 6129 6494 6254 6199 6119 6127 6122 6251 6261 6229 6158 6091 6055 6057
Low 4880 5448 5840 5855 5837 5899 5827 6089 6093 6151 6081 6062 6028

Developed countries
High 1495 1574 1434 1319 1304 1316 1309 1283 1286 1295 1198 1192 1193
Medium 1438 1441 1454 1360 1272 1272 1276 1277 1262 1264 1278 1186 1186 1188 1191
Low 1241 1293 1307 1229 1233 1238 1247 1244 1246 1260 1176 1183 1184

Developing countries
High 5405 5420 5650 5204 5189 5033 5050 5031 5128 5134 5005 5037 4931 4889
Medium 4842 4688 5040 4894 4926 4847 4851 4845 4989 4997 4950 4973 4904 4867 4865
Low 3639 4155 4523 4531 4626 4604 4660 4680 4844 4847 4891 4906 4879 4843

a The 1958 projection does not present results for all of the developed and developing countries. To estimate the population in the first cat-
egory, we have regrouped the results given for North America, Europe, the Soviet Union, Japan, and Australia—New Zealand and obtained
that of the developing countries by the difference with the world total.
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FIGURE 77–12 Estimates of world population on January 1,
2000, according to successive projections published by the United
Nations since 1958. High, low, and medium variants of the princi-
ple scenario.



ularly those of sub-Saharan Africa and several coun-
tries in Asia and Latin America) owing to the paucity
of censuses and civil registration systems enabling
births and deaths to be continuously followed. From
the 1950s the United Kingdom and France tried to fill
these gaps with a series of retrospective surveys in
their African colonies, in which more sophisticated
approaches were used such as multiround surveys and
in-depth studies into women’s fertility histories (see
Chapter 121). At the same time, indirect analysis and
estimation methods were perfected in order to get the
best of deficient and fragmentary data (see Chapter
127). From the 1960s, significant efforts were also made
by the UN so that the majority of countries could
conduct a census every 10 years. This is how numer-
ous Third World countries were able to hold their first
population censuses at the beginning of the 1970s and
the 1980s. From the 1970s, the World Fertility Survey
program, succeeded since the 1980s by the Demo-
graphic and Health Survey program, has supplied an
invaluable wealth of data on fertility and child mor-
tality, as well as on their determinants. Let us also
remember the huge effort of training statisticians and

demographers that has enabled southern countries to
contribute increasingly to the production and analysis
of this demographic data.

Very rapidly, these efforts bore their first fruit, which
were decisive in understanding the demographic situ-
ation at the start of a population projection, and here no
doubt is one of the main sources of the impressive qual-
itative leap observed between the 1954 and the 1958
projection. Of course, in 1958 there were still enormous
gaps that have only since been progressively filled, but
in less than 5 years much had been learned about the
mortality decline that had started in the poor countries
and their levels of fertility. However, the correct trend
hypotheses had yet to be made.

c. The Transition Theory 

The experts were greatly assisted in this by the
emerging theory of demographic transition (see Chap-
ters 68, 69). As soon as the first data announcing this
formidable population dynamic that would develop in
the Third World countries began to take shape, the
authors did not fail to hastily commit themselves in the
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description of apocalyptic perspectives based on the
simple extrapolation of growth rates, themselves in
full growth, as Edward East and George Knibbs had
already done in the 1920s. The component method in
itself gave the experts more confidence, but in order
not to give in to the pressure of catastrophism, they
needed to be able to formulate reasonable hypotheses
not only on the progress of mortality decline but also
on the approaching fertility decline in the countries in
which fertility had been high and was likely to increase
under the effects of progress in health and behavioral
changes regarding breast feeding and postpartum
sexual intercourse (see Chapter 69).

This is what enabled the demographic transition
theory to be applied (which seems to us to be nearly a
truism today): with the modernization of societies and
behaviors, nearly all populations experience a phase of
rapid growth that is not permanent, as mortality
decline ends up being followed and even overtaken by
fertility decline, which restores the balance between
the two components of natural growth.

Of course, the authors of the UN projection in 1958
were careful not to refer to a future generalization of
the demographic transition theory model or even to
deduct the future stabilization of the world population
that could result from it (this would appear with the
first long-term attempts at population projection), but
they used it to imagine the starting dates and the rates
of fertility decline, which made it possible to announce
such a reasonable population number for 2000 that it
indeed became reality.

It would obviously be naïve to believe that all the
starting dates and all the rates of decline chosen
(varied according to country categories) were correct,
but two major phenomena gave a consistency to the
whole. On the one hand, the component method
enabled a balance between errors of opposite signs
(whether it be on the estimate of initial population or
on the evolution of fertility and mortality), thus limit-
ing the global error. On the other hand, limiting the
exploration to a 40-year period meant a reduced global
error was less likely to have a major effect.

But the third reason for the success of the 1958 
projection was that the proportion of the world 
population likely to suffer from extremely erroneous
hypotheses was also the population that was about to
experience a considerable reduction in weight as a
result of the ongoing evolution.

3. A Future More Uncertain Than Ever

Figure 77–14 shows how poor the quality of the 1958
projection would have been if it had forecast the future
of the developed countries only. The result finally

observed in 2000 for these countries at 1.2 billion is
lower by 300 million than the expected figure in the
medium hypothesis—exactly a quarter less! Although
it was easy to predict the fertility decline of develop-
ing countries through the demographic transition
theory, this theory was incapable of predicting the 
fertility trends observed in developed countries after
1970. On the contrary, at that time everything seemed
to indicate that far from being a simple short-term phe-
nomenon associated with the war, the baby boom era of
the 1940s reflected a permanent behavioral change, in
other words, the end of secular fertility decline and its
near stabilization around the replacement level.

From the end of the 1970s, the UN experts
attempted to adjust their aim, but it was insufficient. It
was only with the 1994 projection that they finally
approached the reality of 2000 as closely as they had
done for world population from 1958. Since 1958 the
projection for the developing countries has been con-
sistently very close to the final result.

This observation calls for great caution concerning
projections made today for the coming half century. If
for a certain fraction of the world population that is still
experiencing relatively high levels of fertility and there-
fore quite far from achieving its demographic transition
the theory of the same name continues to provide quite
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a reliable framework for proposing realistic fertility
hypotheses that largely override all other considera-
tions, the section of the world population that it repre-
sents is increasingly dwindling, so much so that the
future of the greatest numbers tends to depend more
and more on the same uncertainties that previously
affected the so-called developed countries. Not only is
there no longer a general theory capable of indicating
the direction in which fertility should significantly
evolve, but the future of mortality, which as we have
seen weighs heavily on the projections, is the subject of
a lively debate, without mentioning migration.

It is only since 1994 that the UN has been system-
atically exploring the 2050 horizon in their biannual
projections. We can, however, connect the results pub-
lished for the same period in their various long-term
projection attempts, which we will discuss below.
Table 77–4 assembles the available data; the first
United Nation publication announcing a world popu-
lation for 2050 dates from 1975.

We obviously do not know what the real result 
will be, but the evolution in numbers successively
announced in the context of the medium scenario 
has already been significantly revised downward, from
the 11.1 billion announced in 1975 to the 9.3 billion
resulting from the current 2000 projection (Fig. 77–15).
We can certainly consider that the 1975 projection was
too long term and that slight errors in the increase of the
fertility and mortality trajectories were enough to cause
significant gaps in the forecast numbers. What is 
most worrying is that during the 1990s only the forecast
had to be reduced by nearly a billion (despite 
the upward revision of 2001, which thus appears a 
little artificial). One wonders if the UN is not seriously
underestimating the potential fertility decline beyond
the replacement level, not only in the European 
countries for which a recovery in fertility is systemati-
cally expected but also in the numerous developing
countries close to this level for which a drop below the
replacement level is never forecast (in the medium 
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scenario).9 But nothing prevents us from making a radi-
cally opposite criticism of this scenario tomorrow as we
are currently incapable of devising a reliable theoretical
framework to support a medium-term prediction.

III. DO ALTERNATIVE 
APPROACHES EXIST? 

Another way to judge the pertinence of the UN
work on projections is to look at the competition.
During the 1950s and the first half of the 1960s, the
UN’s Population Division was the only producer of
world population projections. However, at the end of
the 1960s, two authors, Aron Boyarsky and Donald
Bogue, took up the issue and were each emboldened
to produce a potential alternative to the UN’s work,
even though they never really convinced anyone.
Shortly afterward, Thomas Frejka picked up the torch,

not only proving that it was possible to usefully
explore the future beyond 2000 but also conceiving
extremely long-term projections, based entirely on the
idea of a generalization of the demographic transition
conducted to the very end, and attracting in his wake
the first attempts of the same type by the UN experts.
During the 1970s and 1980s, institutions other than the
UN also attempted to compete with the Population
Division’s projections.

1. Boyarsky and Bogue

Aron Boyarsky’s (1965) and Donald Bogue’s (1967)
approaches differed significantly from that of the UN.
The quality requirement of the source data used and
the calculation procedures are much less elaborate.

Aron Boyarsky worked at the level of large regions,
dividing the world into 12 more or less homogenous
areas with respect to their political and social systems
and their degree of economic development. He esti-
mated growth coefficients for each region for the
1960–2000 period based on the idea that mortality and
fertility depended largely on the economic and social
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9 In its last revision, the United Nations’ projection (2003bc,d)
acknowledges the possibility of a decline in fertility below 2.1 in
some developing countries.

TABLE 77–4 Population Estimates on January 1, 2000, According to Successive Projections Published by 
the United Nations Since 1975

Hypotheses Publication yeara

1974 1981 1982 1992 1994 1997 1999 2001

Reference year

1974b 1978 1980 1990c 1994 1996 1998 2000

World total
High 12,076 11,629 12,506 11,912 11,156 10,673 10,934
Medium 11,163 9,775 9,513 10,019 9,833 9,367 8,909 9,322
Low 8,004 7,687 7,813 7,918 7,662 7,343 7,866

Most developed regions
High 1,559 1,610 1,460 1,456 1,352 1,361 1,309
Medium 1,454 1,381 1,402 1,217 1,207 1,162 1,155 1,181
Low 1,232 1,194 1,013 981 959 990 1,075

Least developed regions
High 10,517 10,018 11,047 10,457 9,805 9,313 9,625
Medium 9,709 8,394 8,111 8,802 8,626 8,205 7,754 8,141
Low 6,773 6,493 6,800 6,937 6,703 6,353 6,791

a The 1994 to 2001 projections are the current ones on the 2050 horizon. The preceding projections are long-term projections, which will be
discussed in the following point.

b The 1974 projection does not distinguish a northern group (3084 million); therefore, east Asia (1760), not including Japan (130), must be
subtracted in order to find the developed countries and a southern group (8079), which must be inversely increased to obtain the population
of the developing countries.

c The 1990 projection does not distinguish the developed countries from the developing countries but a group I and a group II assemble the
entire continents. For comparison, we have excluded Japan from group II and added eight Asian republics of the former Soviet Union and
inversely for group I. The 1990 projection does not include results per country; we have therefore taken the 1994 projection estimates for these
countries.



context. He thus estimated, for example, that the
expected growth in the advanced capitalist countries
would be less than that in the socialist countries, ben-
efiting from better conditions for a reduction in mor-
tality and the maintenance of higher fertility. Of
course, he estimated that the growth capacity of devel-
oping countries was greater where the potential of
mortality reduction was much higher and the per-
spective of controlling fertility more distant. By com-
bining the results thus obtained by region, he
estimated that in 2000 the world population would be
between 4.2 and 5.0 billion, significantly less than the
6 billion forecast in the UN’s medium perspectives,
which turned out to be correct. Besides this obvious
error of appreciation, the major fault in Aron
Boyarsky’s attempt was to follow a path that rejected
the component method and lent itself much more to
the rough growth rate projections of the past. The only
improvement with regards to past projections was that
he adopted a regional rather than a global approach,
but it still remains far behind the UN’s methodical
approach by country.

Donald Bogue (1966, 1967) based his work on the
general principle that the observed mechanisms that
determine fertility in developing countries would soon
be subject to a rapid change. He believed that the large
majority of these countries’ citizens wished to reduce
their births, that the national elite and the political
leaders were increasingly in favor of developing pro-
grams to limit births, and that modern contraception
methods—soon to benefit from new technological
progress—would easily spread among the population
and be adopted by the majority. He also thought that
further reductions in mortality would be increasingly
difficult to obtain. He concluded that the population
growth rate would decrease so rapidly that zero
growth could be attained by the year 2000 and that the
problem of rapid population growth would only affect
a few small backward regions. According to his pro-
jection, world population would only reach 4.5 billion
in 2000. Even less so than Boyarsky’s work, Bogue’s
attempt could not compete with the UN projections:
not only was his prediction of the future no better, but
the arguments used were quite naïve and based on an
equally coarse method. Donald Bogue, with Ami Ong
Tsui, took up the question again in 1979 with more
vigor and the same desire to expose the UN overesti-
mate and did not hesitate to write, “We predict that by
the year 2025, the world will have nearly achieved zero
population growth. It is estimated that this equilib-
rium will be achieved with a world population of
about 7.4 billions.” (Bogue and Tsui, 1979:99). This new
publication attracted a lot of attention and incited a
certain controversy. Giving an estimate of between 5.75

and 5.97 for the year 2000, far below the final result
and only 20 years before that date was not particularly
perspicacious.

2. Thomas Frejka

Thomas Frejka’s contribution (1973) was much
more decisive. He convinced the UN to look beyond
the year 2000 for the first time, and he exposed all the
potential advantages of a very long term logic to better
base the hypotheses useful to short- and mid-term pro-
jections.

Even though they more or less integrated the 
teachings of the demographic transition theory, 
the UN’s projections have always given priority to the
analysis of past trends confronted with the current
political and social context in order to deduct the most
reasonable possible future trends of mortality and 
fertility without too many theoretical apriorisms. On
the contrary, Thomas Frejka began with the idea that
the demographic transition theory could usefully be
applied up to its supposed limit, a stabilization based
on a generalized convergence toward zero growth.
Instead of considering the future toward which such
and such an evolution considered plausible of compo-
nents of population dynamics could lead us, he con-
sidered which trends of these components could lead
to this stabilization and in what time limit. Thomas
Frejka also accentuated the benefit of producing one or
more scenarios considered very plausible side by side
with extremely improbable scenarios, this made pos-
sible the illustration of the force of current changes 
and the unlikely results of hypotheses sometimes
retained by politicians or public opinion. By describ-
ing the improbable as plausible, his intention was for
each person to be able to form a considered opinion on
the demographic future of the planet. In concrete 
terms he showed that in the year 2000, which is of
interest here, the world population could be 4.7, 5.1,
5.9, 6.4, or 6.6 billion if the net reproduction reached 1
in 1970 (his projection beginning at 1965), in 1980, in
2000, in 2020, or in 2040. It was up to each person to
determine at what point reaching this objective was
most plausible in order to deduct the estimated popu-
lations at the chosen year (2000 here, but it could as
easily be 2050 or 2100 as the exercise was resolutely
based on the long term, as we will discuss further
below). This was doubtless less comfortable than 
the UN scenarios and no doubt the author can be
reproached for this excess of freedom to the reader, but
it is perhaps more stimulating because of it. Thomas
Frejka’s work is a complement to the UN’s work and
an encouragement to widen the field rather than a real
alternative.
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3. The World Bank, the Census Bureau

The attempts made from the end of the 1970s by 
the World Bank and the United States Bureau of 
the Census to compete with the UN projections 
are entirely different. Indeed, they are more 
variations on the same theme than truly original con-
tributions.10 The repetition of the same type of proto-
cols on the same data produced very similar results,
which from a scientific point of view was not without
interest. In a slightly more impertinent interpretation,
one could say that although the World Bank (Zacharia
and Vu, 1978, 1980; Vu, 1985) did good work in pre-
dicting 6.02 billion in 2000, the Census Bureau (1979)
exaggerated a little with their 6.35 billion in a medium
hypothesis for reasons that were perhaps not totally
innocent.

The contemporary work of G. Littman and Nathan
Keyfitz (1977) was no more innovative and concluded
with a result for 2000 that was a little further from
reality than that of the UN (5.88 billion).

Table 77–5 and Fig. 77–16 synthesize the results 
of population projections for the year 2000 published
before 1980, according to author and hypothesis. 
The medium hypothesis of the UN projections have
always been closest to reality, with one exception, the
World Bank’s 1975 projection, which did barely more
than pick up on the basic estimates of the UN’s
hypotheses.

Donella Meadows et al. (1972)11 and then Mihajlo
Masarovic and Eduard Pestel (1974) attempted a
radical innovation by developing complex models that
combined demographic projections with economic,
social, environmental, and political trends, with the
objective of revealing that the population trends pre-
dicted by the UN would necessarily lead to an explo-
sion of the world system during the 21st century,
causing an increase in mortality and a rapid popula-
tion decline. The authors concluded that if this explo-
sion did not finally occur, it would be because fertility
would have declined far more rapidly than predicted
by the UN. Although the holistic approach deserves to
be emphasized, the ideological presumptions signifi-
cantly reduce its scientific interest.
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TABLE 77–5 Population Projections for 2000 Published before 1980, According to Author

Authors Year of Hypotheses

Publication Reference Classic Frejka: if R = 1 from

High Medium Low 2040 2020 2000 1980

Pearl 1924 1914 1963
Knibbs 1928 1928 3900
Pearl and Gould 1936 1931 2459
Notestein 1945 1945 3300
UN 1957 1955 6900 6280 4880
UN 1963 1960 6994 6130 5449
Boyarsky 1965 1960 5036 4626 4216
Bogue 1966 1960 4527
UN 1968 1965 7104 6494 5977
Frejka 1973 1970 6670 6422 5923 5116
UN 1973 1970 6638 6254 5840
UN 1974 1970 6406
Littman-Keyfitz 1977 1975 5882
UN 1978 1975 6509 6199 5856
World Bank 1978 1975 6064
Bogue and Tsui 1979 1975 5972 5883 5756
Census Bureau 1979 1975 6797 6350 5921
UN 1980 1975 6340 6121 5838
World Bank 1980 1980 6015
Frejka and Mauldin 1980 1980 6357 6234 5930 5333

R, net reproduction rate; UN, United Nations.

11 See also Delaunay (1972; in French).

10 The U.S. Bureau of the Census (McDevitt 1996; McDevitt et al.,
1999) was the first to retain a hypothesis of an extension in fertility
decline below replacement level for Arab and Muslim countries
(Morocco, Tunisia, Turkey, Iran, etc.), even before the United Nations
decided to take this type of hypotheses into account in its last revi-
sion (United Nations, 2003b). 



4. International Institute for Applied
Systems Analysis

In 1994 International Institute for Applied Systems
Analysis (IIASA) published world population projec-
tions based on a multiregional model of components
by cohort (Lutz, 1994). One of the advantages of these
projections is no doubt that a larger number of sce-
narios was explored by combining different migration,
mortality, and fertility hypotheses. Table 77–6 summa-
rizes the results for 2050 published in 1994. By taking
the central scenario and combining it with the central
hypotheses of migration, mortality, and fertility, a total
world population of 11.3 billion was found, against

14.9 billion in the scenario of high fertility and mor-
tality and low mortality and against 8.3 billion in the
inverse scenario. The central estimate is much higher
than what the UN predicted in its medium scenario in
its 1994 projection (11.3 billion instead of 9.8).

Two years later, IIASA (Lutz, 1996) published a new
version of these projections, giving clearly different
results in which the central scenario (9.9 billion in
2050) was considerably closer to the medium scenario
of the UN 1996 projection (9.4 billion). The declared
margin of uncertainty was greater as the high fertility
scenario (with constant mortality and migration) gave
a much higher result than did the preceding scenario
(19.0 billion); the low-fertility scenario (still with con-
stant mortality and migration) gave an even lower
result (5.1 billion).

More recently, IIASA revived its projection work on
a new foundation aimed at completely reforming pro-
jection methodology based on an approach of proba-
bility (Lee and Tuljapurkar, 1994; Alho, 1997; Lee, 1998;
Lutz and Scherbov, 1998; Lutz et al., 1998). The 
first results were featured in an article published in
Nature (Lutz et al., 1997) and are available on the Web
(www.iiasa.ac.at). The previous results were also
revised downward significantly: this time the central
scenario gives an estimate for 2050 (8.8 billion) that is
significantly lower than that of the UN’s 2000 projec-
tion (9.3 billion). This promising work is, however, too
recent to be compared retrospectively to reality, as has
been done here with the UN’s projections.

IV. FROM MEDIUM TO LONG TERM

As stated above, the credit for showing the benefit
and feasibility of long-term world population projec-
tions goes to Thomas Frejka (1973). Immediately after
the publication of his work, the UN integrated this
new dimension into their projection work and pub-
lished their first attempt in 1974 (UN, 1974a,b 1975).
The Population Division then repeated the operation
several times, but less regularly than for mid-term 
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FIGURE 77–16 Comparison of the results for 2000 from the
various projections published between 1950 and 1980.

TABLE 77–6 Summarized Results of the International Institute for Applied Systems Analysis’s World Population 
Projection (1994) for 2050

Hypotheses

Migration Central High High High High Low Low Low Low
Mortality Central High High Low Low High High Low Low
Fertility Central High Low High Low High Low High Low

Developing countries 9,958 11,037 7,142 13,144 8,495 11,326 7,359 13,473 8,748
Industrialized countries 1,349 1,655 1,181 1,812 1,328 1,387 947 1,542 1,092
World total 11,307 12,691 8,323 14,957 9,823 12,713 8,307 15,015 9,840

All figures are in millions.



projections (UN, 1981, 1982a,b 1992, 1998). In 1974 
and in 1982, the targeted year was 2100, the end of the
21st century; in 1992 and 1998, it was extended to
2150.12

The priority is no longer to propose as realistic a
view as possible on the short- and mid-term future of
world population but to illustrate the consequences of
a more long-term extension of current trends or those
expected in the coming decades. As Thomas Frejka
demonstrated, this exercise enables us to imagine what
could be the end of the current demographic transition
currently generalized at a global level (see Chapter 69).

This is to some extent the role played here by the
medium scenario, which shows all the countries of the
world toward their maximum life expectancy, with fer-
tility stabilizing at a level close to replacement in
2050–2055 at the latest and supposing that all net inter-
national migration would be zero after 2025.

The projection contains seven scenarios that only
differ in their fertility hypotheses. In all countries mor-
tality should fall and life expectancy is supposed to
increase to the maximum level of 87.5 years for men
and 92.5 years for women, at the rate already estab-
lished in the medium scenario of the projections for
2050. Let us note in passing that for long-term projec-
tions, the reference limits of the projection for 2050
(82.5 and 87.5 years, according to sex) were increased,
which is proof that the limit is not considered as an
absolute but as a pragmatic reference point in order to
converge life expectancies. Similarly, there is only one
migration hypothesis, which is the application of the
trends chosen in the projection for 2050 until 2025 and
afterward a constant balance of zero.

In contrast, fertility is the subject of seven different
hypotheses. The medium, high, and low hypotheses
are a prolongation of those established for the projec-
tion to 2050 in the context of the 1996 revision. In this
case the medium hypothesis differs significantly in this
aspect from the 2000 revision, which was presented at
the beginning of this chapter, as it supposes that all
countries will converge toward the replacement level
in 2050–2055 at the latest and that fertility will then
remain constant until the end of the projection period
(UN, 1998:8). This provision results in the medium sce-
nario forecasting a direction of stationarity (see Chapter
20 of Volume I), in other words toward complete sta-
bilization in the number and the structure of the 
population. In addition to these three basic hypothe-
ses, the 1998 long-term projection included four other
hypotheses. Two of them (called medium-low and

medium-high) were justified by the fact that in time
the divergence would have increased so much that it
was interesting to look at the intermediate trajectories.
There are thus five exploratory hypotheses of potential
future realities. The objective of the two last hypothe-
ses, as in the 2050 projection, is pedagogic, enabling a
comparison of the results of the first five either with
fertility maintained constantly at the initial level or
with fertility reaching the replacement level immedi-
ately (at the beginning of the projection period).

In the context of the medium scenario, the world
population would be 10.8 billion in 2150, a period at
which it would be practically stable, 10 billion having
been exceeded in 2075. The range between the low and
high hypotheses obviously widens exponentially (Fig.
77–16). In 2150 it would rank from 3.6 billion to 27
billion, the intermediary hypotheses for the same date
being 6.4 and 18.3 billion, respectively. Thus, it is
clearly seen that, with time, relatively modest differ-
ences in fertility13 can produce huge gaps in terms of
population. But this range, large as it may be, is negli-
gible compared with the result if current fertility was
held constant: 296 billion in 2150, including 295 billion
for Asia, Africa, and Latin America and only 1 billion
for the rest of the world. This number is entirely
unlikely but is nevertheless of great pedagogic 
value: it shows the huge importance of the changes
currently occurring. Yet, the calculation is based on fer-
tility levels from 1990–1995 when average world fer-
tility was already only 2.96 children per woman. The
same exercise carried out by the UN in 1992, with a
slightly higher world TFR (3.45 children per woman)
gave a result of 700 billion human beings in 2150 (UN,
1992). The other lesson of such a perspective is to raise
awareness of the vast disparities observed in demo-
graphic behavior. If the medium growth rate of the
world population observed at the start of the projec-
tion (1.7% per year in 1985–1990, for 1992) had been
forecast, world population would have certainly
increased exponentially but would have reached only
70 billion in 2150 and not 700. This results from the fact
that, with time, the most fertile proportion of the pop-
ulation increases considerably and the average world
growth rate increases, progressively approaching the
rates observed in the most fertile countries (Vallin,
1994).

Inversely, the instant replacement fertility scenario
reminds us, as we have already stated regarding pro-
jections to 2050, of the existence of the growth poten-
tial concealed by a relatively young world population,
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12The United Nations’ Population Division (2003a) is currently
planning to explore the demographic future of humanity over 3 cen-
turies. A first meeting of experts was held in New York in June 2003. 

13 It results from the fertility hypotheses forecasting that in
2050–2055 the maximum observed gap between total fertility rates
would only be between 1.6 and 2.6 children per woman. 



but from this viewpoint, the long-term projection does
not yield any more than does the projection to 2050,
which is enough to deplete most of this potential.

Contrary to its usual practice, the UN did not divide
the world into developed countries and developing
countries in this projection but distinguished two
groups: group I, which included Europe, North
America, and Oceania; and group II, which included
Asia, Africa, and Latin America. This does not facili-
tate comparison,14 but the general idea is the same: to
obtain a classic division between present-day devel-

oping countries and developed countries all that is
needed is to transfer Japan from group II to group I
and do the opposite for Melanesia, Micronesia, and
Polynesia.

Figure 77–17 shows the evolution in total popula-
tion from 2000 to 2150 for both groups according to the
six first fertility hypotheses. In the context of the
medium-hypothesis, the population of group II would
stabilize at around 10 billion inhabitants in 2150, thus
doubling its current number, but most of this would
already have been acquired by 2075 with more than 9
billion. Group I would just about preserve its current
population level of 1 billion, after a slight decline fol-
lowed by an increase.

More striking than the huge demographic imbal-
ance that will exist between these groups is its sus-
ceptibility to fertility hypotheses. Indeed, in the
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14 Not only with mid-term projections but also with the preced-
ing long-term projection, which includes the whole of the former
Soviet Union in group I, whereas in the 1998 projection only the
European republics of the former Soviet Union were included in
Europe.



context of the high hypothesis, group II would reach a
population of 24.5 billion in 2150 compared with 2.4
billion for group I. The relative gap is the same in the
preceding case, but in absolute numbers, the difference
increases from 8 to 22 billion. In the low hypothesis,
the population of group II would be reduced to 
3.3 billion in 2150, whereas that of group I would lit-
erally crumble to 270 million. This time the relative 
gap widens slightly, but the absolute gap is much 
less (3 billion). But because all these scenarios are 
considered as being possible, cases in which both 
groups follow different scenarios must also be con-
sidered. At the extreme case therefore, a group II 
population of 24.5 billion (high hypothesis) in 2150
next to a group I population of 270 million (low
hypothesis) could be imagined, as well as a world in
2150 consisting of a group II population of 3.3 billion
and a group I of 2.4 billion. In other words, the so-
called north–south demographic ratio of the planet
could equally be 1 to 1.5 as 1 to 100 in the middle of
the 22nd century.

Beyond these two groups of countries, the UN has
also published results by large geographic areas,
including India and China as the two largest countries
in the world. Figure 77–18 illustrates population trends
from the medium hypotheses for each of these large
areas.

If the general stabilization presumed by this
hypothesis occurs, it is clear that all, or nearly all, of it
would have taken place in the majority of these areas
by 2050. Only Africa and, to a lesser extent, Asia
excluding China and India will still experience a sub-
stantial growth after that. The population of Africa
would increase by another 800 million inhabitants
between 2050 and 2150, and Asia excluding China and
India would increase by 400 million, with the two
latter countries both reaching 2.8 billion inhabitants
each.

As previously done for the projections to 2000, Table
77–7 and Fig. 77–19 compare the results for 2001 of the
five long-term projections produced by the UN with
the various projections published by other authors and
organizations.15 It is obviously not as yet possible to
compare them to the real results awaiting us nearly a
century from now.

Thomas Frejka’s results can not be compared to the
others as they do not provide one central scenario that
is more probable than the others. The World Bank’s

results, which were limited to only one scenario
(except in 1994) appear once more to be nearly a copy
of the UN’s medium hypothesis, a little shaky,
however, if we judge by the fluctuations surrounding
the trend indicated by the Population Division. 
In its central scenario IIASA’s result is, as we men-
tioned earlier, significantly revised downward. But
what is most striking here (Fig. 77–18) is that the 
range of imprecision varies enormously, notably 
under the effect of the strong fluctuation of the high
hypothesis. All things considered, this comparison
reinforces the idea that barring proof to the contrary,
the UN’s projections give the most complete and reli-
able context to speculations regarding the future of
world population.16
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the population of eight large geographic areas of the world in 
the medium hypothesis of the United Nations’ 1998 long-term 
projections.

15 Two results from Thomas Frejka (Frejka, 1973; Frejka and
Mauldin, 1980), six from the World Bank (Vu, 1984, 1985; Zacharia
and Vu, 1988; Bulatao et al., 1990; Boset al., 1992, 1994), and three
from the International Institute for Applied Systems Analysis (Lutz,
1994, 1996; Lutz et al., 1997). 

16 At least at a global level. Indeed, these projections are subject
to significant errors at the level of countries considered individually,
the global result depending largely on the compensation of oppos-
ing local errors. 
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TABLE 77–7 World Population in 2100 According to Various Long-Term Projections Compared with the United Nations Estimates 
(in Billions of Inhabitants)

Fertility Frejka UN WB Frejka UN UN WB WB WB UN WB IIASA WB IIASA UN IIASA
hypothesis Publication year

1973 1974 1980 1980 1981 1982 1985 1988 1990 1992 1992 1994 1994 1996 1998 2000

Reference year

1970 1973 1975 1980 1975 1980 1980 1987 1989 1990 1992 1994 1994 1996 1996 2000

Classic hypotheses
Higha 14.18 14.20 19.16 16.09 12.22 18.95 17.50 14
Medium-high 17.19 14.59
Mediumb 12.26 9.87 9.208 10.53 10.18 10.42 10.41 11.33 11.19 11.65 12.56 10.96 10.35 10.41 8.41
Medium-low 6.41 7.23
Lowa 8.03 7.72 6.01 9.13 9.38 5.13 5.58 4.2

Specific hypotheses
Constant 10.94 57.18
Replacement 8.09 9.04
Growth 14.93
Decline 7.25
R = 1 in 2040 15.10 12.35
R = 1 in 2020 11.17 13.43
R = 1 in 2000 8.39 10.64
R = 1 in 1980 6.42 8.54
R = 1 in 1970 5.69 6.99

More often than not, the projections include only one mortality and one migration hypothesis. When this is not the case, we have chosen the hypothesis called normal, central,
and medium accordingly. WB, World Bank; UN, United Nations; IIASA, International Institute for Applied Systems Analysis.

a Slow decline and Rapid decline of fertility for the World Bank 1994; “Fractiles” 0.985 and 0.025, in IIASA’s probabilistic projections.
b Unique hypothesis for the World Bank from 1980–1982, “standard” for the World Bank 1994, hypothesis called “plausible low” by Frejka, “central” by IIASA in 1994 and 1996,

and “median” in IIASA’s probabilistic projections.



1. Age and Sex Structure

After some examples of the possible transforma-
tions of the population pyramid between the present
day and 2050, we will illustrate some hypothetical tra-
jectories by large age groups up to 2150.

a. Evolution of the Population Pyramid by Age and 
Sex Up to 2050

Figure 77–20 compares the population pyramid of
the world population in 2000 with what it could
become in 2050 according to which of the three fertil-
ity variants of the principal scenario of the UN’s 2000
projection occurs. While the world population in 2000,
dominated by the developing countries that are still
experiencing high growth, presents a young pyramid,
wide at the base and tapering at the top, its profile
would change completely in the medium hypothesis
and even more so in the low hypothesis. With medium
fertility the structure of the pyramid does not disap-
pear entirely, but at its base the frequencies of the
young age groups are only slightly higher than those
of the adult age group; the top of the pyramid is con-
siderably reinforced. In the context of the low hypoth-
esis, fertility no longer ensures a replacement of the
generations, the young age groups are on the contrary
smaller than the adult age groups and only after age
70–74 years do we find frequencies lower than that of
the age group 0–4. In the context of the high hypothe-
sis, the pyramid structure becomes even clearer than
the one for 2000, which is already very marked at the
base by the decline in fertility. It is, however, wider at
the top, becoming nearly triangular. Even though the
hypothetical fertility for 2050 is lower than it currently
is, it would actually be higher than the replacement
level and nearly constant for several decades, which
produces this structure of a nearly regular triangle.

All the following pyramids are based on the
medium hypothesis to show that even in this scenario
in which preference is given to a general stabilization,
a wide variety of different situations will be observed
in 2050. All these pyramids illustrate populations 
of unequal size17 and are drawn on a relative scale
(population proportions and not total frequencies 
by age group) in order to highlight the structural 
differences.

Figure 77–21 begins by comparing the world to the
two large traditional groups, namely, developing
countries and developed countries. Although the
developing countries would have a pyramid hardly
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17 Including the pyramids in Figure 77–20 in order to be able to
compare them with the ones following. 

V. PROJECTIONS BY AGE AND SEX
AND DERIVED PROJECTIONS

Population projections obviously do not only aim at
imagining the total population at a particular point.
Reflection on the demographic future or, further still,
using population projections for economic and social
planning requires, for example, consideration of the
sex and age structure, place of residence, and social
and occupational category of this future population.
The production of “derived perspectives” that enable
these results to be reached requires work in the pro-
longation of the production of principal projections.
When it is used, as is the case here of the component
method, the projection of the age and sex structure is
in fact a direct result of the main projection as it passes
by the application of fertility, mortality, and migration
data to population by age and sex calculated during
successive stages of the process. To derive the princi-
pal projection toward other differentiation criteria, a
special program must be developed according to new
hypotheses, as was done in Chapter 73 by Marlène
Lamy with regard to projections of population school-
ing. Here we will merely give an outline of the results
by age and sex of the UN’s projection and mention the
specific projections that the UN develops quite regu-
larly concerning urbanization.



different from the world pyramid (barely wider at the
base), which is not surprising in view of their com-
parative weight, the developed countries would have
an age structure dominated by the 50- to 75-year age
groups. This population aging may cause serious eco-
nomic and social problems.

However, this distinction between developing
countries and developed countries will not make
much sense in 2050 as the diversity of the first group
will be so wide. This can be seen by comparing the con-
tinents or the large continental regions (Fig. 77–22).
Although Africa would still have a very young
pyramid, that will not be the case of any of the other

subgroups of developing countries. Furthermore,
organizing them according to profile as in Fig. 77–22
shows that the developed countries alternate with the
younger structures of some developing countries; east
Asia (which, although it includes Japan, is massively
dominated by China) can be inserted between North
America and Europe.

Figure 77–23 illustrates the population pyramids of
seven countries that in 2050 will in the hypothesis (as
Fig. 77–11 shows) become the most populated coun-
tries in the world (India, China, United States, 
Pakistan, Nigeria, Bangladesh and Indonesia), to
which the European Union and Russia were added.
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FIGURE 77–20 Transformation of the world population’s age pyramid from 2000 to 2050 according to the
three fertility variants of the United Nations’ principal scenario.
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FIGURE 77–21 The world population pyramid in 2050 and those of the developed countries and devel-
oping countries, according to the medium variant of the United Nations’ principal scenario.



From Nigeria, which yet presents quite a different
profile to the typical African one, to Russia, the diver-
sity is even greater. Here again there is no systematic
border between developed countries and developing
countries: China is more similar to Europe than to
India, whereas the United States resembles Indonesia
more than it does the European Union.

b. Evolution by Large Age Groups Up to 2150

The UN does not publish the results of its very long-
term projection by 5-year age groups. However, these
results by large age groups are at our disposal and thus
enable us to visualize the various possible trajectories
for the young (0 to 14 years), adults (15 to 64 years),
and the old (65 years and over). Table 77–7, illustrated
by Fig. 77–24, presents the results of the three variants
of the principal scenario.

In all three cases, the proportion of the young
declines significantly, whereas that of the old increases
rapidly. This general phenomenon is so strong that
only in the high hypothesis does the proportion of the
65 years and over group remain constantly below the
under-15 group to the end of the projection period. In
the medium hypothesis, the two proportions become
equal shortly before 2080, each consisting of 20% of the
total population. In the low hypothesis, this would
occur from 2045; the proportion of the young would
fall very rapidly to 15%, whereas the proportion of the
old would not yet have had the time to exceed this
level (Fig. 77–24).

At the end of the projection period, the world pop-
ulation would be made up of 25% old people to 18%
young people in the medium hypothesis, and these
proportions would reach 35% against 12% only in the
low hypothesis.
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FIGURE 77–22 Population pyramid in 2050 of the population of the large regions of the world, accord-
ing to the medium-fertility variant of the United Nations’ principal scenario.



Paradoxically, regardless of the hypothesis, the near
symmetry in the evolution of these proportions of the
young and old are accompanied by a strong fluctua-
tion within the adult population (Fig. 77–25). With
population aging it begins by increasing more or less
strongly depending on the selected scenario, opening
the way to a kind of golden age of population in which
a high proportion of adults creates an excellent oppor-
tunity for economic development. In the medium
hypothesis, the proportion of adults would reach
nearly 66% in 2025 before falling relatively rapidly
below the starting level and arriving at 58% at the end
of the projection period. This phenomenon would
obviously be less significant in the high hypothesis but
much more marked in the low hypothesis, with a
maximum of 69% around 2025 followed by a drop to
53%. This would apply to the developing countries in

particular, of course. In the developed countries, what-
ever the scenario, the proportion of the adult popula-
tion decreases from the beginning to the end of the
projection period.

This phenomenon is similar to an oxygen supply for
the developing countries, giving them an opportunity
to invest today in social protection systems that will
enable them in future to cope with the problem of pop-
ulation aging with less difficulty. But this is only an
interlude, a window of hope that must not be missed
if the coming risk of failure is to be avoided. It is even
more important to build on it if the fertility decline is
rapid. China is a typical example in which this demo-
graphic window of economic opportunity is large, as
the proportion of adults will soon beat records, but the
golden age will not last long since fertility declined
very rapidly.

Chapter 77/The United Nations’ World Population Projections 227

0-4

10-14

20-24

30-34

40-44

50-54

60-64

70-74

80-84

90-94

100+

6 5 4 3 2 1 0 1 2 3 4 5 6

Nigeria

0-4

10-14

20-24

30-34

40-44

50-54

60-64

70-74

80-84

90-94

100+

6 5 4 3 2 1 0 1 2 3 4 5 6

Bangladesh

0-4

10-14

20-24

30-34

40-44

50-54

60-64

70-74

80-84

90-94

100+

6 5 4 3 2 1 0 1 2 3 4 5 6

Pakistan

0-4

10-14

20-24

30-34

40-44

50-54

60-64

70-74

80-84

90-94

100+

6 5 4 3 2 1 0 1 2 3 4 5 6

China

0-4

10-14

20-24

30-34

40-44

50-54

60-64

70-74

80-84

90-94

100+

6 5 4 3 2 1 0 1 2 3 4 5 6

India

0-4

10-14

20-24

30-34

40-44

50-54

60-64

70-74

80-84

90-94

100+

6 5 4 3 2 1 0 1 2 3 4 5 6

Indonesia

0-4

10-14

20-24

30-34

40-44

50-54

60-64

70-74

80-84

90-94

100+

6 5 4 3 2 1 0 1 2 3 4 5 6

European Union

0-4

10-14

20-24

30-34

40-44

50-54

60-64

70-74

80-84

90-94

100+

6 5 4 3 2 1 0 1 2 3 4 5 6

United States

0-4

10-14

20-24

30-34

40-44

50-54

60-64

70-74

80-84

90-94

100+

6 5 4 3 2 1 0 1 2 3 4 5 6

Russia

% % %

% % %

% % %

INED
40103

MALES FEMALES MALES FEMALES MALES FEMALES

MALES FEMALES MALES FEMALES MALES FEMALES

MALES FEMALES MALES FEMALES MALES FEMALES

FIGURE 77–23 Population pyramid of the seven countries that will be the most populated plus the 
European Union and Russia in 2050, according to the medium-fertility variant of the United Nations’ prin-
cipal scenario.
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FIGURE 77–24 Trend up to 2150 of the proportion (%) of young
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population according to the three fertility variants of the United
Nations’ principal scenario.

FIGURE 77–25 Trend up to 2150 of the proportion (%) of adults
(15 to 64 years) in the total world population according to the three
fertility variants of the principal scenario.

TABLE 77–8 2000–2150 Projection of the Proportions (%) of Children (0 to 14 Years), Adults (15 to 64 Years), and 
Old People (65 Years and Over) in the World Population and by Country Groups, According to the 

Three Fertility Hypotheses of the United Nations’ Principal Scenario

Year 0–14 Years 15–64 Years 65+ Years

High Medium Low High Medium Low High Medium Low

World total
2000 30.3 30.0 29.6 62.9 63.2 63.5 6.8 6.8 6.9
2025 27.1 24.3 20.8 63.5 65.7 68.5 9.4 10.0 10.7
2050 24.9 20.5 15.1 62.4 64.4 66.4 12.7 15.1 18.5
2075 24.2 19.0 13.1 61.2 61.9 60.7 14.6 19.1 26.2
2100 23.7 18.3 12.4 60.0 59.7 56.7 16.3 22.0 30.9
2125 23.4 17.9 12.0 59.3 58.5 55.0 17.3 23.6 33.0
2150 23.2 17.5 11.7 58.6 57.6 53.5 18.2 24.9 34.8

Group I (Europe, North America, Oceania)
2000 19.1 18.8 18.6 67.1 67.4 67.5 13.8 13.8 13.9
2025 19.2 16.9 13.7 62.4 63.7 65.7 18.4 19.4 20.6
2050 21.1 17.2 11.4 58.3 58.8 59.6 20.6 24.0 29.0
2075 22.3 17.7 10.5 58.8 58.3 54.9 18.9 24.0 34.6
2100 22.5 17.6 10.1 58.8 57.9 52.4 18.7 24.5 37.5
2125 22.3 17.3 9.8 58.3 57.2 50.8 19.4 25.5 39.4
2150 22.0 17.0 9.5 57.8 56.3 49.4 20.2 26.7 41.1

Group II (Africa, Latin America, Asia)
2000 32.7 32.3 32.0 62.0 62.4 62.6 5.3 5.3 5.4
2025 28.4 25.5 21.9 63.7 66.0 69.0 7.9 8.5 9.1
2050 25.4 20.9 15.6 62.9 65.1 67.3 11.7 14.0 17.1
2075 24.4 19.1 13.4 61.5 62.4 61.3 14.1 18.5 25.3
2100 23.9 18.3 12.6 60.0 59.9 57.1 16.1 21.8 30.3
2125 23.6 17.9 12.2 59.3 58.7 55.3 17.1 23.4 32.5
2150 23.3 17.6 11.8 58.7 57.7 54.0 18.0 24.7 34.2



2. Urbanization

To deduct urban and rural population projections
from the main projection, a definition of the border
between these two categories must be available (see
Chapter 61), as well as estimates of their current size
and hypotheses of the specific dynamics of their
trends. To do this, in its most recent projection the UN
(2001) made some very rudimentary choices, admit-
ting that any attempt in this field is risky and that it is
better not to project too far into the future or to overly
refine the data or the hypotheses.

The definition of an urban population retained for
each country is simply the one used by statistical
bodies. In other words, data that are often of a differ-
ent nature from one country to another are added up
on a world level. Moreover, the starting point is also
one estimated by each country, at least in terms of the
proportion of the urban and rural population; these are
then applied to the Population Division’s estimated
total initial population. Finally, urban and rural popu-
lation projections are obtained by applying future pro-
portions to the principal projection (in this case the
1998 projection), estimated by using a very simple
hypothesis. This hypothesis states that the evolution of
the urban population will continue in each country at
the same rate as that observed between the two most
recent estimates available from census data. Yet again,
the conditions for the projection are heterogeneous for
all countries. It is not too much to say that the care
taken with this type of derived projection is far from
the efforts made for the principal projection. It can only
therefore give very approximate results, just the
general size. It is true that the projection is relatively
short term, only up to 2030. We will only show three
very basic tables here.

a. Evolution Up to 2030 of the Proportion of 
Urban Population

The first table (Table 77–9) shows the evolution
since 1970 and the projection up to 2030 of the urban
population proportion in the world and by continent.
In the developed countries, it is already very high (76%
in 2000), but according to this projection, it will con-
tinue to increase until it reaches nearly 84%. In the
developing countries, it was only 40% in 2000 but
should increase even more rapidly to reach 56% in
2030. However, the situation in Latin America is closer
to the situation in the developed countries than in the
other developing countries, with 76% in 2000 and 83%
expected in 2030. In contrast, Africa and Asia are far
less urbanized (around 37% in 2000) and could each
remain separated in this context from the rest of the
world (barely 55% in 2030).

b. The Large Cities in 2015

The last two tables describe the very large cities.
However, the results for these are given only up to
2015, no doubt to avoid the failures of previous pro-
jections that were bolder but completely contradicted
by the facts.18

Table 77–10 gives the number of agglomerations
that have over a million inhabitants according to three
size categories, their cumulated population, and their
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18 In their 1990 urban projections, the United Nations (UN,
1991b) had predicted an incredible growth for Mexico City that
would increase the population from 14.5 million in 1980 to 25.6
million in 2000. However, the 1992 urban projections (UN, 1993)
quickly corrected this, predicting a more modest increase from 13.9
million in 1980 to 16.2 million in 2000 and was guilty of underesti-
mation. In the 2001 urban projections, the UN (2002) estimated the
population of Mexico City at 18.1 million in 2000.

TABLE 77–9 1970–2000 Trend and 2000–2030 Projection of the Urban Population Proportion (%) of the World and of 
the Large Regions

World and large regions 1970 1975 1980 1985 1990 1995 2000 2005 2010 2015 2020 2025 2030

World total 36.7 37.9 39.6 41.4 43.5 45.2 47.0 49.0 51.1 53.4 55.7 58.0 60.3
Developed countries 67.6 70.0 71.5 72.7 73.8 74.9 76.0 77.2 78.4 79.7 81.1 82.3 83.5
Developing countries 25.1 26.8 29.3 32.1 35.1 37.4 39.9 42.5 45.2 48.0 50.8 53.5 56.2
Africa 23.1 25.2 27.3 29.5 32.1 35 37.9 40.8 43.7 46.5 49.2 51.8 54.5
Latin America 57.4 61.2 64.9 68.1 71.0 73.3 75.3 77 78.6 79.9 81.1 82.2 83.2
North America 73.8 73.8 73.9 74.7 75.4 76.2 77.2 78.3 79.6 80.9 82.1 83.3 84.4
Asia 23.4 24.7 26.9 29.4 32.4 34.4 36.7 39.2 41.9 44.7 47.6 50.6 54.6
Europe 64.5 67.3 69.4 70.9 72.3 73.6 74.8 76 77.3 78.6 80.0 81.3 82.6
Oceania 70.8 71.8 71.2 70.8 70.6 70.3 70.2 70.2 70.5 71.2 72.2 73.3 74.4

Data from United Nations, 2001c:10, 96, 164–171.



proportion in the total population for 1975, 2000, and
2015. In 1975, only five cities had over 10 million inhab-
itants. There are currently 19, and that number could
increase to 23 in 2015. These cities would then have 375
million inhabitants, 10% of the total urban population.
If agglomerations of more than 5 million are consid-
ered, then 59 cities, 600 million inhabitants, and a
quarter of the urban population would be counted in
2015.

Table 77–11 gives the list of the agglomerations 
that could number more than 10 million inhabitants 

in 2015 and their size in 1950, 1975, 2000, and 2015. 
It gives an idea of the diversity in the growth rates 
of the large agglomerations. Cities that in 1950 
had hardly more than a million inhabitants (Karachi,
Istanbul, Hyderabad, etc.), others that had already
more than 5 million (Tokyo, Shanghai, Buenos 
Aires) and even over 10 million (New York) are found
in this list. There is not one European agglomeration
included in this table, not even those that approached
10 million inhabitants during the 1950s such as
London or Paris.
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TABLE 77–10 Number and Population of the Agglomerations with 5 Million or More Inhabitants in 1975, 
2000, and 2015

Agglomeration size Number of agglomerations Population (in millions) Proportion (%) of total 
population

1975 2000 2015 1975 2000 2015
1975 2000 2015

World total
10 million and over 5 19 23 68 262 375 1.7 4.3 5.2
5 to 10 million 17 22 36 127 155 248 3.1 2.6 3.5
1 to 5 million 173 370 505 327 704 1006 8.0 11.6 14.1

Developed countries
10 million and over 2 4 4 36 67 69 3.0 6.0 10.0
5 to 10 million 8 6 7 62 45 51 6.0 4.0 4.0
1 to 5 million 75 109 127 145 219 250 14.0 18.0 21.0

Developing countries
10 million and over 3 15 19 33 195 306 1.0 4.0 5.0
5 to 10 million 9 16 29 64 110 197 2.0 2.0 3.0
1 to 5 million 98 261 378 182 485 756 10.0 10.0 13.0

Africa
10 million and over 0 2 2 0 24 37 0.0 3.0 3.0
5 to 10 million 1 1 4 6 5 25 1.0 1.0 2.0
1 to 5 million 7 40 62 13 75 135 3.0 10.0 13.0

Latin America
10 million and over 2 4 4 21 59 66 7.0 11.0 10.0
5 to 10 million 2 3 5 17 19 34 5.0 4.0 5.0
1 to 5 million 17 44 62 32 89 133 10.0 17.0 21.0

North America
10 million and over 1 2 2 16 30 32 7.0 10.0 9.0
5 to 10 million 2 1 2 16 7 13 7.0 2.0 4.0
1 to 5 million 28 38 44 52 84 96 21.0 27.0 28.0

Asia
10 million and over 2 11 15 31 150 241 5.3 11.1 12.4
5 to 10 million 7 12 20 51 86 137 8.6 6.3 7.1
1 to 5 million 77 183 267 142 333 510 24.0 24.6 26.2

Europe
10 million and over 0 0 0 0 0 0 0 0 0
5 to 10 million 5 5 5 37 38 38 5.0 5.0 5.0
1 to 5 million 42 59 64 82 111 118 10.0 15.0 16.0

Oceania
5 to 10 million 0 0 0 0 0 0 0 0 0
1 to 5 million 2 6 6 6 12 13 29.0 40.0 36.0

Data from United Nations, 2001c.



CONCLUSION

Like any projection, the World Population Projec-
tions published by the UN give hypothetical results.
Since the end of the 1950s, however, they have always
given surprisingly reliable results for the 2000 horizon.
Initially, this was made possible only by the improve-
ment in the source data and the adoption of a method
capable of taking into account the diversity of situa-
tions (projection by country) and the principles of pop-
ulation dynamics (component method). But it is also
owing to the existence of a general theory (the demo-
graphic transition) robust enough to express most of
the current trends, at least in the mid term. In fact, no
other rival attempt has produced better results.

This is, however, not the case for very long term pro-
jections, which predict very different futures because
slight variations in the evolution of fertility and mor-
tality can have radically different consequences when
they are projected over a century or over a century and
a half.

But without even going as far as exploring the long-
term future, the mid-term future is today as difficult to
predict as it was in the past. In an era in which the great

historical change, called the demographic transition, is
coming to an end, the paradigm of the same name is
of no assistance in predicting what will follow. As to
what will follow, we can imagine multiple scenarios
leading to consequences that, as extravagant as they
may seem, are no less plausible than the improbable
prediction of a permanent stabilization.
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INTRODUCTION

As we have seen in the previous chapter, the
hypothesis of widespread and conclusive stabilization
of the world’s population, which in the mid-1990s still
remained the focus of projections of the United
Nations (UN, 1995), is of course no more than a refer-
ence model—that of the demographic transition. It is
fairly plausible that, initially, populations will tend to
follow this model. However, this is not certain, and 
it is unlikely that after this transition, things will 
continue as before. Regarding the first point, the UN
projections comprise, on both sides of the average
hypothesis, low and high hypotheses (the difference
with the former lies in the level to which fertility
would tend), with mortality remaining unchanged
(UN, 1995). The UN was studying the consequences of
a convergence of fertility levels toward 1.7 children per
woman and toward 2.5 as an alternative to the 2.1 that
ensures strict generation replacement. Of course, in
both cases the assumption that the size of the world’s
population will stabilize is no longer valid. Over the
very long term, a level of 2.5 children per woman cor-
responds to infinite growth, whereas with 1.7 children,
growth would soon give place to decrease and the
population would tend to become extinct. Toward the
end of the 1990s, the UN, within its central hypothe-
sis, dismissed the assumption of a systematic return to
the fertility level necessary to ensure replacement in all
northern countries, where fertility has already reached
even lower levels.

However, whether we are dealing with the central
hypothesis of a population size stabilization or the

hypotheses of continuous growth or decline, the
world’s population would become a stable population
in the strict sense, that is, a population with constant
parameters and an invariable age structure. In other
words, even if the size of the population keeps chang-
ing, it would be, at the end of the transition, only under
the effect of completely frozen behaviors. Of course,
this second postulate can also be questioned; in fact, it
is very likely that it will be questioned.

Not only is it unlikely that some day human behav-
iors might definitely freeze, but it does seem to us that
we can already observe the early beginnings of new
changes that might be the sign of new demographic
revolutions to come. Indeed, some authors have
already formulated the idea of a second demographic
transition (see Chapter 69) in order to account for the
changes recently observed in northern countries in
terms of marriage and fertility (van de Kaa, 1987). On
the one hand, the recent changes in the mortality of the
very old reinforces the idea held by a number of
researchers that human life expectancy could increase
far beyond the limit of 85 years adopted in the 1994
UN projections.1 On the other hand, the current varia-
tions observed in fertility, particularly the recent
changes in its tempo, could lead to the adoption of fer-
tility models by age that are completely different from
those that have been referred to up to now. In other
words, not only is the current transition probably not
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the only foreseeable demographic trend, but new
trends might appear even before the generalization of
the current transition referred to in UN projections.
Thus, it is not wholly ludicrous to suggest that the
ostensible limits to the main population parameters of
life expectancy at birth, average parity, or sex ratio at
birth may not be fixed as they seem. The underlying
idea is that there may be some value in exploring the
demographic impacts of biological or social behavior
that could extend some of these limits sufficiently 
to give rise to demographic regimes that are radically
different from those referred to in the UN’s current
long-term projections.

However, we do not mean to assert that the social
and biological behaviors of our species can endlessly
change. Although this exercise requires some imagi-
nation, it remains within strict limits, compared with
scenarios of infinite life expectancy, zero fertility, or
hermaphroditic reproduction.

Tempting as it may be to imagine situations wildly
beyond things as they are or even beyond what is 
generally allowed as possible, we have no wish to 
take the exercise further than stretching a few more or
less established facts or trends. For the same reason,
we will limit our investigations to changes in fertility
and mortality, because although migratory scenarios
can modify the trends observed for a given population,
they do not have an impact on the world population
as such, not unless we begin to consider interplanetary
migrations, which are far from likely to happen in 
the imaginable future. Let us thus consider a few
unconventional but not completely unthinkable possi-
bilities for each of our three indicators of natural
increase (fertility, mortality, sex ratio at birth). What
would then happen in terms of population size and
age structure?

But before moving on to wild conjecture, we must
set the baseline.

I. THE BASELINE: WORLD
POPULATION IN 2050

The baseline itself has to be resolutely probable.
Unlike what follows, however, it will be set in the most
conventional possible way: at that mythical cusp when
the entire world population will have completed its
demographic transition. So mythical is that moment,
in fact, that it requires some ingoing massaging of the
facts.

The planet’s various populations are today at very
different transitional stages. Most countries in the
northern world completed this long historical process
over half a century ago (see Chapter 68), although no
precise point in time can be pinpointed. The restored

fertility–mortality balance of the interwar years was
thrown out of kilter by the baby boom, and it was not
until the 1970s or 1980s that it evened up again, or,
more accurately, temporarily redressed, as a protracted
fertility decline has brought it well below replacement
level (see Chapter 69). At the same time, the southern
world displays a wide mix of situations: some coun-
tries have already joined the northern world in an
early post-transitional stage, whereas others remain in
high fertility, rapidly rising life expectancy scenarios.
Granted, transition theory is borne out by across-the-
board, and in most cases rapid, fertility decline; but it
will still be some decades (perhaps close to a century)
before what is still a large percentage of the world pop-
ulation chiefly in sub-Saharan Africa will achieve 
the stabilization predicted by transition theory (see
Chapters 69, 77).

Strictly, then, we should wait on this culmination of
demographic globalization when all the world’s pop-
ulations have completed their transition. But the rub is
that no evidence points to a general, post-transition
stabilization. Although all the world’s populations
seem likely to adopt increasingly convergent demo-
graphic behavior (which vindicates our world
approach), there are no grounds for suggesting that
such behavior will meet the stationary population 
criteria. On the contrary, recent 10-year trends in 
northern and some southern countries show sharp
deviations from this model, which could soon exceed
anything we plan to hypothesize.

Our baseline, then, will be the year 2050 a point
when the UN medium variant population projection
estimates that the overall world population will more
or less stabilize with fertility of 2.1 children per woman
and a life expectancy of 78 years. This is cheating on
two scores, because not only do we know that this
transition point will not in any sense be a baseline for
stabilization but, for practical reasons, we are taking
the 1994 projections,2 which, at the time, were still pro-
jecting an early return for the northern world to fertil-
ity of 2.1 children per woman (UN, 1995). In the 1998
projections, this hypothesis has itself been dropped in
favor of a less unrealistic variant of below replacement
fertility for several decades to come (UN, 1999, 2001,
2003).

This baseline is read subject to trend projections for
our three key indicators. Average parity will remain
indefinitely fixed at 2.1 under the UN age-specific fer-
tility model. Life expectancy will continue to rise at its
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2 We could have also used the 1996 projections, which are based
on the same hypothesis, but they were not yet available at the time
we were working on the paper for the Siena seminar (Vallin et al.,
1996). Because there was very little difference at this level between
the 1994 and the 1996 projections, we did not consider it necessary
to make an entire new set of computations.



current rate to 85 years for both sexes combined (i.e.,
82.5 years for men and 87.5 years for women), which
is regarded by the UN as the uppermost limit toward
which all the world’s populations are moving (see
footnote 1, page 235). Lastly, the sex ratio at birth will
remain unchanged at its initial value of 1.05 males per
female. Fortunately, taking the whole world popula-
tion as our baseline lets us off factoring in migration
projections, as this exercise in science fiction will not
be pushed as far as interplanetary flows.

The UN 1994 medium variant projects a world 
population of 9.8 billion inhabitants by 2050. By then,
however, although stationarity may be on the way 
to being achieved, two population growth factors
will continue to have an influence for some time. On
one hand, past developments mean that the age struc-
ture still contains a significant growth potential. On the
other hand, as long as life expectancy increases, the
population also continues to grow. So, the total world
population would rise to 12.2 billion by 2150 and even
to 13 billion in 2250 and 13.4 billion by 2300 (Appendix
1). But its age structure would flatten quite quickly once
the rapid aging process begun in past decades had com-
pleted (Fig. 78–1). Whereas the UN projection gives 28%
aged under 20 years, 52% aged 20 to 59 years, and 20%

aged 60 years and over in 2050, the almost final age
structure of 24% “young people” to 46% “adults” and
30% “older people” is reached by 2100 (Appendix 5).

II. FROM GENERATION
REPLACEMENT TO THE ONE 

CHILD WORLD

The recent long-term trends observed in the north-
ern world prompt two types of questions about where
the fertility trend is heading. First, far from following
the (until recently) UN consistent scenarios of a return
to the crucial 2.1 children per woman, fertility rates
have stayed resolutely below it or continued to
decline. Today, Italy and Spain are below 1.2 children
per woman (Council of Europe, 1999). Some northern
Italian regions have even fallen to 0.8 (Liguria) or 0.7
(Emilia-Romagna) (Santini, 1995; Zanatta and De Rose,
1995). Instead of a two-child family, are we not heading
toward the one-child world? Is the one-child model
that Chinese leadership has been trying to impose on
its people for the past 20 years now being willingly
embraced as the European ideal and perhaps spread-
ing worldwide? This is not beyond the bounds of 
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possibility, and it deserves to be explored. But it would
be pointless to explore anything below that level,
which would just exacerbate a situation already amply
catered for by the one-child model.

But recent decades have also seen a slower, more
unobtrusive general trend emerging toward postpone-
ment of childbirth. In Italy, for example, mean age at
first birth rose from under 25 years in 1976 to nearly 28.2
years in 1996 (ISTAT, 2000). So very low fertility may
simply result from this later family formation. Delayed
motherhood may drive period fertility very low by
combining the now very low fertility of women who
achieved their desired family size when younger with
the still very low fertility of younger women who have
put off family formation until later. Overall, desired
family sizes may have remained unchanged, but period
fertility could in these circumstances actually fall to
very low levels. To take this reasoning a step further, if
the age of menopause could one day itself be deferred, a
new fertility transition might occur that ultimately
returns to replacement level. However, the shift from an
early model with a normal age around 25 years (UN
model) to a late model with a normal age nudging 50
years takes period fertility into a very low phase, possi-
bly even sinking to zero for the space of a few years.

Mean age at motherhood is not only rising, but age
at childbearing is also growing more diverse. Some
women are still having their children very young,
others increasingly later, whereas others are testing out
a two-stage fertility, perhaps foreshadowing a model
postulated by Jean Bourgeois-Pichat back in the mid-
1960s, although admittedly in an altogether different
context. Later-onset menopause, he thought, ought to
allow women to spread out family formation over a
longer time. The day might even come when couples
could have two children first between the ages of 25
and 30, then a later pair around the age of 50 after
raising the earlier family. That, he said, would create
the serious problem of over-rapid population growth,
putting society in the position of having to apportion
the right to this latter stage of reproductive life (Bour-
geois-Pichat, 1966). Twenty years on, Jean Bourgeois-
Pichat revisited this idea and updated it to reflect the
declining European fertility. The issue was not now
fear of overpopulation, but using this two-stage fertil-
ity as the means of minimum generation replacement
(Bourgeois-Pichat, 1987). It is this last possibility that
will be explored below.

1. The Transition to the One-Child World

Many one-child fertility models are clearly possible.
We have deliberately chosen here to use a relatively
early model, patterned on the tempo referred to by the

1994 UN’s fertility hypothesis at 1.7 children per
woman. Thus, the transition to the one-child model
imagined here spreads over 35 years, on the basis of
the latter UN model. The intermediary stages are
obtained through linear interpolation (Fig. 78–2).

For consistency’s sake, our baseline in this case is
the UN’s (according to the 1994 projection) low variant
world population by 2050 of 7.9 billion inhabitants
(instead of the 9.8 billion of the medium variant).3 A
transition to the one-child world with constant fertil-
ity at that level over the long-term clearly widens the
gap with our baseline variant to a staggering extent.
The world population would decline after a century to
2.4 billion by 2150. A century later (2250), it would be
no more than 200 million, barely higher than the end
of the Neolithic era (see Chapter 66). In 200 years,
humankind would have regressed down the same
population road along which it had advanced over the
past 6000 years. At this rate, of course, total extinction
would not be far away. Like a supernova, after flaring
up in a breakneck 20th century growth spurt, world
population would die out with the same speed.

Meanwhile, it would obviously have aged to a con-
siderable extent (Fig. 78–3). By 2150 the age structure
would have stabilized at 8% under 20 years of age, 36%
aged 20 to 59 years, and 56% aged 60 years and over
(Appendix 5).
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3 Rather than projecting long-term population stability by
tending toward stationarity (United Nations’ medium scenario), the
low scenario provides a more suitable baseline for the transition to
the one-child world in 2050 by assuming a drop in fertility below
the generation replacement level of 2.1 children per woman.



2. Toward New Constant Replacement
Level Fertility Scenarios

But the transition to the one-child world is far from
the only possible extrapolation of recent trends
observed in the northern world. Consider the other
two scenarios mentioned above: the bimodal timing of
family formation and postponed childbirth, both 
of which would in the long term restore the balance of
births and deaths.

a. Two-Stage Fertility?

Here again, there are an infinite variety of possible
bimodal scenarios and many ways of moving from the
current scenario of 2.1 children per woman (UN
medium scenario) to whatever new model is chosen.
We hypothesize that women’s lifetime births occur by
combining an initial period of reproductive life, with
a mean number of 1.4 children born per woman at a
modal age of 25 years, and a second period, 30 years
later, with a mean number of 0.7 children ever born;
the slight deferral of the menopause allows a modal
age of 55. Around each of these two modes, the timing
of family formation is patterned on the age distribu-
tion taken from the UN medium scenario.

The transition from the baseline scenario (in this
case the UN medium variant) to the new bimodal
variant is based on an assumed gradual take-up of this
new schema by younger generations.4 So earlier repro-
ductive life fertility starts to decrease before the second
period of later reproductive life begins (Fig. 78–4).
Thus, the total fertility rate first decreases sharply, and
then after a period of 50 years (Table 78–1), it reaches
its level of equilibrium (set here at 2.06 to settle at the

virtual disappearance of mortality below the repro-
ductive ages). From its putative 2.1 in 2050, the total
fertility rate drops to 1.4 by 2065, before rising again
until 2100, where it stabilizes at the generation replace-
ment level then set at 2.06 to settle at the virtual dis-
appearance of mortality below the reproductive ages
entailed by a life expectancy of 85 (Vallin and Caselli,
1997).

Far-fetched as may seem, the transition to this
bimodal fertility would not produce major demo-
graphic upsets. On the contrary, it would act as a sort
of regulator on the total world population beyond 2050
by absorbing the surplus growth expected in the base-
line variant. Starting from 9.8 billion human beings in
2050, this would give us 9.4 billion instead of 12.2
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FIGURE 78–4 Age-specific fertility rates in the transition from
the United Nations’ medium variant (2.1 children per woman) to a
bimodal model.



billion by 2150, and 9.2 billion rather than 13.4 billion
by 2250. This should not come as a surprise, as what
is being projected is the long-term stability of fertility
at replacement level, whereas the shift between sce-
narios involves a transitory decrease in the total fertil-
ity rate. This low fertility period simply allows the
twofold potential inherent in the age structure by 2050
and the transition to a life expectancy of 85 to be
absorbed without increase.

It is clear that, ultimately, the age structure will be
identical to the baseline variant, the only difference
being the less consistent path taken to achieve stabil-
ity. Population aging will first exceed long-term expec-
tations and then rejuvenate to settle at the proportions
indicated above. The proportion aged 60 years and
over, in particular, rises sharply from 20% to 34% in 50
years before ultimately slipping back gradually to 30%
(Vallin and Caselli, 1997).

b. Or Postponed Childbirth?

Suppose that recent fertility decline in the northern
world—or, more generally, the convergence of the dif-
ferent populations worldwide toward the UN low sce-
nario (1.7 children per woman for the world as a whole
in 2050)—is the result only of delayed motherhood
rather than a reduction in the number of desired births,
and take the reasoning to the extreme by positing 
later-onset menopause, a much later reproductive life
with a mode at age 45 to 54 years instead of age 20 to
29 years. Taking as our baseline the UN low scenario
of 1.7 children per woman in 2050, we would again, 
as in the preceding model, end up 50 years later with
the rate of 2.06 children, which will ensure equilibrium
but after a much more testing transition period for the

total fertility rate. Here, all fertility rates under age 40
years fall rapidly to zero, and rates among those more
than 40 years start from zero but still remain low (Table
78–2 and Fig. 78–5). As a result, the total rate falls to
0.3 in 2065 before returning to 2.06 in 2100 (Vallin and
Caselli, 1997). In fact, the paradox could easily have
been taken further to make total period fertility zero
for a period of several years.

So, the most salient outcome of such a change is to
cause wide swings in the trend of different demo-
graphic parameters, starting with the growth rate (Fig.
78–6) and considerably extending the time frame to

240 Vallin and Caselli

TABLE 78–1 Trends in Fertility Rates by 5-Year Age Groups in the Transition from the United Nations’ Medium Variant
to a Bimodal Model 

Age (years) Calendar year

2050 2055 2060 2065 2070 2075 2080 2085 2090 2095 2100

15–19 0.252 0.223 0.194 0.165 0.165 0.165 0.165 0.165 0.165 0.165 0.165
20–24 0.651 0.571 0.492 0.412 0.412 0.412 0.412 0.412 0.412 0.412 0.412
25–29 0.651 0.571 0.492 0.412 0.412 0.412 0.412 0.412 0.412 0.412 0.412
30–34 0.336 0.293 0.249 0.206 0.206 0.206 0.206 0.206 0.206 0.206 0.206
35–39 0.168 0.153 0.138 0.124 0.124 0.124 0.124 0.124 0.124 0.124 0.124
40–44 0.042 0.042 0.042 0.042 0.042 0.042 0.042 0.041 0.041 0.041 0.041
45–49 0.000 0.000 0.000 0.010 0.022 0.034 0.046 0.057 0.069 0.081 0.082
50–54 0.000 0.000 0.000 0.028 0.061 0.093 0.125 0.158 0.190 0.223 0.227
55–59 0.000 0.000 0.000 0.028 0.061 0.093 0.125 0.158 0.190 0.223 0.227
60–64 0.000 0.000 0.000 0.015 0.033 0.051 0.068 0.086 0.104 0.121 0.124
65–69 0.000 0.000 0.000 0.005 0.011 0.017 0.023 0.029 0.035 0.040 0.041

Total fertility rate 2.1 1.85 1.61 1.45 1.55 1.65 1.75 1.85 1.95 2.05 2.06
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FIGURE 78–5 Age-specific fertility rates according to the United
Nations’ low variant (1.7 children per woman) in the transition to a
postponed childbirth model ensuring equilibrium (2.06 children per
woman).



achieve a stationary population once stationarity con-
ditions are fulfilled. Although the transition to the one-
child world or even bimodal fertility scenario required
only a hundred years for the growth rate to become
constant, this scenario will take several centuries: not
until over 5 centuries later, after 2570, would the
amplitude of oscillations diminish to less than 1%.

Throughout this entire period of fluctuations, the
age structure concertinas wildly. So, for example, the
proportion aged 60 years and over would rise from
25% in 2050 to 44% by 2090, dropping to 25% in 2145,

rising 36% in 2175, dropping again to 26% in 2200, and
so on for over 5 centuries (Vallin and Caselli, 1997). By
way of illustration, Fig. 78–7 compares the population
pyramids for 2150 for fertility following the UN
medium scenario and the postponed childbirth variant
considered.

As these wild swings are caused by a short-lived
collapse in fertility, they would also start with a sharp
fall in total population size, which would never be
made up. Of the 7.9 billion in 2050, only 4.3 billion
would remain a hundred years later in 2140, rising
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TABLE 78–2 Fertility Rates by 5-Year Age Groups in the Transition from the United Nations’ Low Variant to the 
Postponed Childbirth Model 

Age (years) Year

2050 2055 2060 2065 2070 2075 2080 2085 2090 2095 2100

15–19 0.204 0.136 0.068 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
20–24 0.527 0.351 0.176 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
25–29 0.527 0.351 0.176 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
30–34 0.272 0.181 0.091 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
35–39 0.136 0.091 0.045 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000
40–44 0.034 0.055 0.077 0.098 0.119 0.141 0.162 0.183 0.205 0.226 0.247
45–49 0.000 0.000 0.000 0.080 0.171 0.262 0.354 0.445 0.536 0.627 0.639
50–54 0.000 0.000 0.000 0.080 0.171 0.262 0.354 0.445 0.536 0.627 0.639
55–59 0.000 0.000 0.000 0.041 0.088 0.135 0.182 0.230 0.277 0.324 0.330
60–64 0.000 0.000 0.000 0.021 0.044 0.068 0.091 0.115 0.138 0.162 0.165
65–69 0.000 0.000 0.000 0.005 0.011 0.017 0.023 0.029 0.035 0.040 0.041

Total fertility rate 1.70 1.17 0.63 0.32 0.60 0.89 1.17 1.45 1.73 2.01 2.06
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FIGURE 78–6 Population growth rate trend in different fertility scenarios (life expectancy of 85 years, sex
ratio at birth of 1.05 males per female).



back up only to 4.8 billion around 2165, at the begin-
ning of a long series of oscillations around its future
stabilization level of 4.45 billion inhabitants.

Finally, the least improbable of these three fertility
scenarios, the one-child variant (which requires no bio-
logical change), would also be the most detrimental.
But what about mortality?

III. LIFE EXPECTANCY: 
85 OR 150 YEARS?

As mentioned in Chapter 48, the prospects for
increasing longevity are a hotly debated issue. 
There is general agreement, in light of recent steadily
rising trends in the most advanced countries, that the
mean length of life is likely to increase further in the
coming decades. But to what point is where opinions
diverge.

In the very early 1950s, Jean Bourgeois-Pichat (1952)
calculated a biological limit life table, giving the life
expectancy that might be attained by removing all the
exogenous causes of death that, being owing to clearly
identified pathogens or external causes, could be
avoided if the benefits of medical progress were

extended to the world population. He calculated
maximum life expectancies of 76 years for men and 78
years for women. The UN world population projec-
tions (UN, 1982), indeed, long assumed an age close to
this maximum (75 years) as the level toward which all
populations would tend.

It is clear that reality has now overtaken fiction, at
least as far as women are concerned, because female
life expectancy is already above 80 years in a score of
industrialized countries, topping 83 years in France
and 85 years in Japan. The question is whether that is
owing to the discovery of hitherto unknown or ill-
identified pathogens and ways of defeating them, or
whether recent advances in life expectancy are actually
owing to a retreat in endogenous mortality itself, which,
for Jean Bourgeois-Pichat, was owing to the biological
makeup of the human organism and would be much
more difficult to influence.

Revisiting the distinction between endogenous and
exogenous mortality 30 years later, but in the light of
the most recent knowledge about the nature of disease
factors, Bernard Benjamin (1982) calculated signifi-
cantly higher life expectancy limits of around 85 years
of age for both sexes together. This is very close to the
result obtained if degenerative diseases are taken as 
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the only cause of death (Vallin and Meslé, 1988). More
recently, Jay Olshanski (1990), drawing on the work of
the biologist James Fries (1980, 1989), finds it unlikely
that life expectancy can ever exceed 85 years: it will
continue to rise for a time through conventional rec-
tangularization of the survival curve but will neces-
sarily reach a maximum that, because of the inviolable
longevity of humankind, cannot be above the age of 85
years. This maximum of 85 years (82.5 for men and
87.5 for women) is what the UN projections have been
using since the early 1980s.

But there is another take to be had on recent devel-
opments. Have we not now developed the means of
effectively slowing down people’s biological aging
and increasing their longevity? In other words, where
we have so far only allowed a growing number of 
individuals to near the biological limit, are we now 
not raising the bar? First, the main reason why life
expectancy has been lengthening in the northern
world since the 1970s is the reduction in cardiovascu-
lar diseases, which (along with cancers, in Jean Bour-
geois-Pichat’s time) were the main age-dependent
diseases. And what has mainly prevented a sharp drop
in cancer deaths is smoking, although this has been
declining (among men) for some time now, especially
in the United Kingdom, the United States, and now
France and Italy. Also, recent decades have seen a
rapid increase in the rate of mortality decline among
the oldest old (Kannisto, 1996). In France, for example,
the female probability of dying between ages 80 and
89 years was still 72% in the early 1970s, but had fallen
to 54% by the mid-1990s (Meslé, 1995; Vallin and
Meslé, 2001). Declining mortality is also occurring
among 90- to 99-year-olds, but life expectancy among
centenarians has risen among women from 1.5 years
in the 1950s to 2.2 years in the 1990s (Allard et al., 1996;
Meslé et al., 2001; Meslé and Vallin, 2002). That does
not necessarily mean that the upper limit of life is
rising, but it seems increasingly obvious that, even
were it to be otherwise, life expectancy at birth would
be very likely to considerably exceed the 85 years that
some have taken as an all-but absolute limit. For
example, by simply extrapolating recent age-specific
mortality trends by reference to a constant life
expectancy of 101.5 years, it has been possible to show
that French men could have a life expectancy of 84.2
years by the turn of the century; French women, 91.3
years (Vallin and Meslé, 1989).5 But what if longevity
itself is already increasing? For a start, the oldest age

at death is rising steadily year over year in the most
advanced countries (Wilmoth and Lundström, 1996).
Jeanne Calment is probably the first woman ever to
have lived to over 120 (Allard et al., 1994; Meslé et al.,
2000). Also, the clearer research into mortality at
extreme ages becomes, the more it appears that 
exponential growth in age-specific mortality rates,
generally interpreted as the direct result of the process
of biological aging which leads to death, slows down
beyond a certain age. This slowdown can be construed
as the product of extreme selection operated by the
high death rate at these ages on an initially very 
heterogeneous population growing more homoge-
neous around the hardiest individuals (Vaupel et al.,
1979, 1998; Barbi et al., 2003). How long will it be before
we can identify why some individuals are so long-
lived, so as to extend the benefits to the greatest
number? In other words, are we on the threshold or
even at the start of an effective revolution in the 
sphere of human longevity? It was that belief that
prompted Roy Walford (1984a,b) to announce a life
expectancy of close to 150 years during the next
century as quite within the bounds of possibility. The
fact that there is little likelihood of that happening
during this century should not stop us exploring some
of the ramifications.

But simply setting the new limit of life expectancy
at 150 years does not tell us the new bounds of human
life. We must still know what survival curve will take
us to that figure, which, as yet, is beyond comprehen-
sion. There are two extreme possibilities. Either a life
expectancy of 150 years is achieved through a techno-
logical quantum leap that could immediately benefit
the greatest number—in other words, one that is con-
sistent with the rectangularization of the survival
curve within which we have evolved for 2 centuries
—or the same result is achieved by an accelerated 
mortality decline at the oldest ages, entailing a rapid
expansion in ages at death and a derectangularization
of the survival curve. Let us consider both.

To illustrate the first hypothesis, we simply step-
shifted the survival curve corresponding to the UN
upper limit table toward increasingly higher ages. So,
survival at 15 in the UN table becomes, 10 years later,
survival at 20; 10 years after that, survival at 25; and
so on. However, the share of survival under 15 years
had to be considered differently: so we gradually
increased this to completely eliminate child mortality.
Above the age of 100 years, which is where the UN
table stops, we have expanded it by extrapolating the
quinquennial death probabilities so as to achieve one
at 135 years before making changes in the correspon-
ding proportions of survivors. This takes us from a UN
life expectancy of 85 years to a life expectancy of 150
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5 According to recently updated calculations, based on more
recent data that take into account the decline of mortality owing to
road accidents and the increase of life expectancy at very old ages,
life expectancy could reach 91.1 years for males and 94.9 years for
females in 2100 (Vallin and Meslé, 2001).



years for both sexes in 140 years’ time. In other words,
taking the UN projection for 2050 as the baseline, the
new upper limit sanctioned by technological advance
will not be achieved until 2190. It is a revolution, cer-
tainly, but a very gradual one. We favor this conserva-
tive projection to a more rapid evolution. In fact, for
population projections, we must work on a sex-specific
basis. This leads us to raise the male life expectancy of
82.5 (UN upper limit) to 147.4 years and the female one
from 87.5 to 152.5 years (Fig. 78–8; Table 78–3).

The alternative scenario, a derectangularization of
the survival curve, is portrayed here no less simply: all
the quinquennial death probabilities are reduced by
10% every 5 years so that the age at which the proba-
bility is equal to one is lowered by 5 years each time.
Clearly, this proportional reduction more greatly ben-
efits ages in which mortality is highest, which is more

than enough to amply derectangularize the survival
curve (Fig. 78–9; Table 78–3). This brings us to a life
expectancy of 150 years within the same time as before
(150.5 years for men and 153.0 years for women after
140 years), but with a very different extreme age: the
final deaths occurring between ages 270 and 275 years
instead of 190 and 195 years in the preceding case.
Figure 78–10 illustrates this approach for women.

The first result of the shift to a life expectancy of 150
is to upset the conditions of population growth for a
century, regardless of the fertility scenario (Fig. 78–11).
In the UN generation replacement scenario, a life
expectancy of 150 years irrespective of the shape of the
survival curve would almost double the world popu-
lation in 2320 to nearly 25 billion rather than 13.5
billion. The only difference between the maintained
survival curve rectangularization and the expansion of
age at death scenarios is that this doubling of the final
result comes earlier in the former case than in the latter
case.

In the case of postponed childbirth, the lengthening
of life expectancy to 150 years compensates, either
immediately (rectangularization) or in the longer term,
the population fall attributable to the low fertility
period.

Last, in the scenario of a transition to the one-child
world, lengthening life expectancy, although it clearly
cannot stave off the threat of ultimate extinction, can
at least defer the drop by several decades (in the event
of rectangularization, there is even a short-lived
increase) such that by around 2225, the world popula-
tion is still above 2 billion, whereas with a limit of 85
years, it has already fallen below 400 million.

Figure 78–12 shows in more detail how, throughout
the century in which life expectancy increases, the
growth rate, although quickly turning negative, does
not collapse as it would with a maximum limit of 85
years. It is also clear how the maintenance of survival
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TABLE 78–3 Life Expectancy Trends in the Hypothesis of a Transition to 150 Years, Depending on the Type of 
Transformation Undergone by the Survival Curve

Sex Calendar year

2050 2060 2070 2080 2090 2100 2110 2120 2130 2140 2150 2160 2170 2180 2190

Maintaining the rectangularization of the survival curve
Males 82.5 87.5 92.5 92.5 97.5 102.5 107.4 112.4 117.4 122.4 127.4 132.4 137.4 142.4 147.4
Females 87.6 92.6 97.6 97.6 102.6 107.5 112.5 117.5 122.5 127.5 132.5 137.5 142.5 147.5 152.5
Total 85.1 90.0 95.0 95.0 100.0 105.0 110.0 115.0 120.0 125.0 130.0 135.0 140.0 145.0 150.0

With expansion of ages at death
Males 82.5 85.1 87.8 90.7 94.0 97.7 101.9 106.6 111.9 117.8 124.2 131.2 138.6 146.4 150.5
Females 87.6 90.0 92.5 95.3 98.5 102.1 106.1 110.7 115.8 121.4 127.6 134.3 141.5 149.1 153.0
Total 85.1 87.5 90.1 93.0 96.3 99.9 104.0 108.6 113.8 119.6 125.9 132.7 140.0 147.7 151.7

FIGURE 78–8 Female survival curve in the transition from the
United Nations’ maximum life expectancy (87.5 years) to a life
expectancy of 153 years, with rectangularization.
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FIGURE 78–9 Female survival curve in the transition from the United Nations’ maximum life expectancy
(87.5 years) to a life expectancy of 153 years, with expansion of ages at death.
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curve rectangularization initially staves off that col-
lapse. But going to the other extreme, this scenario is
one in which the growth rate collapses abruptly once
the period of lengthening life expectancy has ended.

The second major consequence of a rise in life
expectancy to 150 years is to radically transform the
age distribution of the population; the shape of the sur-
vival curve is clearly crucial. Consider just two cases
of fertility: the UN model with 2.1 children per woman
and the transition to the one-child world. In the former
(Fig. 78–13), there is a clear trend toward a stationary
population, and the pyramid shape corresponds
exactly to the survival curve. If life expectancy rises to
150 years and the survival curve remains rectangular,
the age structure increases by 70 increments but the
shape remains essentially unchanged. By contrast,
with an expansion of age at death, the pyramid top

reverts to a tapered profile that has long since disap-
peared from the landscape of the northern world.

The question then arises which of the two pyramids
so obtained is the “oldest.” Ostensibly, it could be the
second (the third in Fig. 78–13), which rises much
higher in age. But what if greater longevity can only
be achieved if there is an age-for-age improvement in
health and if old age-related problems are clustered in
the final third of the maximum human life span (cur-
rently, between 80 years and Jeanne Calment’s 120
years, i.e., 9% of the population). With a life expectancy
of 150 years in the first case (rectangularization), our
calculations give survivors up to 190 years, so the same
age bracket would rise from 130 to 190 years, i.e., 13%
of the population. In the second (expansion of ages at
death), the final survivors reach 270 years of age,
widening this age bracket from 180 to 270 years but
compressing it to just 4% of the total population. In this
definition of the truly “old” population, the transition
to a life expectancy of 150 clearly ages the population
if the survival curve remains rectangular but would
have the reverse effect of “rejuvenating” the popula-
tion in the event of an expansion of age at death, to
some extent turning centenarians into the “young-
sters” of the age force.

The situation would be worse in the one-child
world variant; with a life expectancy of 150 years,
aging would assume such a magnitude that the popu-
lation would contain little more than centenarians and
supercentenarians (Fig. 78–14).

The effect of the one-child world variant on a popu-
lation with a maximum life span of 85 was seen earlier:
ultimately, 56% of the population would be more than
60 years of age and 24% over 80 years. But only 1%
would be over 100 years. With a life expectancy of 150,
more than 90% of the population would be over 60
years (91% or even 95% with an expansion of age at
death), and centenarians alone would make up 74% of
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FIGURE 78–12 Comparative trends in the annual rate of growth
(2050–2315) according to the three life expectancy hypotheses in the
transition to the one-child world scenario.

FIGURE 78–13 Age structures in 2300: effect of the transition to a life expectancy of 150 by type of 
survival curve, in the case of the United Nations’ fertility variant of 2.1 children per woman (population in
millions).



the total population in the event of rectangularization
and even 84% in the event of an expansion of ages at
death! In either case, young people under the age of 20
would account for less than 2%.

IV. THE EFFECTS OF A RADICAL
CHANGE IN SEX RATIO AT BIRTH

Returning to the classic scenario of 2.1 children per
woman and a life expectancy of 85, what would be the
result of a long-term change in the sex ratio at birth?
To gain some insights into this, we explored three
assumptions that deviate to differing extents from the
1.05 males per female norm:

At 1.5, the level is barely above that extractable from
the current situation in a handful of Chinese and
Indian provinces (Zhang et al., 1983; Calot and
Caselli, 1988; Miller, 1996).6

At 2.0 the level merely extends slightly the
consequences of a strong son preference.

At 0.5, the level finally portrays the consequences of
a female birth resurgence.

In all three scenarios, even when unceremoniously
applying the new norm as of the projection baseline
year of 2050, stabilization is almost entirely achieved
within a bare century, by 2150. However, each of these
three assumptions radically changes not just the sex
structure but also the age structure of the population
(Fig. 15). Were the sex ratio (rm) to rise to 1.5 at birth,
then in the stabilized population the share of women
would fall from just over 50% (with rm = 1.05) to under
42% and the population would have aged consider-
ably: the proportion of young people under 20 would
fall from 24% to 19%, whereas the proportion aged 60
and over would rise from 30% to 36%. Obviously, with
a sex ratio of two males per female, this twofold devel-
opment is accentuated: the proportion of women falls
to 35% and that of young people to 15%, and the share
of 60 years or more rises to 42%.

In both variants, the baseline replacement-level
population declines at varying rates according to the
ratio chosen. From a baseline of 9.8 billion in 2050, the
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FIGURE 78–14 Age structures in 2300: effect of a rise in life expectancy to 150 years by type of survival
curve, combined with a transition to the one-child world (population in millions).

6 The increase in the sex ratio at birth is a phenomenon that has
very recently affected three countries of the Caucasus, with the
sudden and perfectly simultaneous rise observed since 1995 in:
Armenia, Azerbaidzhan, and Georgia (Badurashvili et al., 2003).
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world population would be no more than 3.6 billion
by 2300 (rm = 1.5) or even 1.2 billion (rm = 2) instead of
the 13.4 billion projected by the benchmark scenario.
After 100 years, the growth rate levels off at a
markedly negative level: -0.6% with rm = 1.5 and even
-1.2% with rm = 2. That is because as the proportion of
women declines at equal fertility rates, the birth rate
stabilizes at a level below that of the benchmark sce-
nario: instead of 12 per 1000, it rises to no more than 9
in the first case and even to less than 7 in the second
(Appendix 2). At the same time, as the population
ages, the death rate stabilizes conversely at the higher
level of 15 or even 18 per 1000 instead of 11, according
to the sex ratio used (Appendix 3).

Conversely, if the sex ratio at birth favors females,
then not only does the proportion of women in the
total population increase but the population also reju-
venates. With a ratio of 0.5, after stabilizing (from
2150), women’s share of the total population rises to
68%, and the proportion of young people increases
from 24% to 33% and that of the 60 and older falls from
30% to 21%. So, although in the benchmark scenario
women’s life expectancy gain makes them more con-
tributory than men to the aging of the population, the
excess of females to males at birth would produce an
unhoped-for rejuvenation.

Obviously, that would come at the price of very
rapid population growth. With women far outnum-
bering men, at constant fertility, the birth rate stabilizes
at a much higher level than in the benchmark scenario
(just over 18 per 1000 against 12). However, with a
rejuvenated population, the crude death rate stabilizes
at 7 per 1000 instead of 11. With a clearly positive rate
of increase of 1.1%, the 9.8 billion population of 2050
would be 113 billion by 2300.

Would this high growth and rejuvenation potential
be enough to offset the reverse effects of the transition
to the one-child world? As Fig. 78–16 clearly shows,
from this point of view, the result obtained with a sex

ratio at birth of two females per males, is much better
than those stemming from a rise in the sex ratio at
birth, which actually worsens the baseline situation.
Even so, a sex ratio at birth of two females per males
remains manifestly too low to restore balance.

After stabilization in 2150, there would be 13.5%
young people under 20 years of age (instead of 8.5%
with rm = 1.05) and 46% aged 60 and over (instead of
56%). Population loss would be substantially delayed,
with the world population still at 400 million instead
of 60 million in 2300 (Appendices 1 and 5).

What sex ratio at birth, then, would fully offset the
effects of the transition to the one-child world? There
could not be one, because it would entail women
bearing only girls and reproducing without men. Only
parthenogenesis or cloning could achieve that, bar
establishing a huge sperm bank before allowing the
last man to be extinguished.

The same sex ratios were combined with a rise in
life expectancy to 150 years (in the sole case of a rec-
tangularized survival curve). The results (see chapter
appendix) are illustrated in Figs. 78–17 and 78–18,
which speak for themselves: unsurprisingly, the effects
specific to greater longevity (longer stabilization time,
rise in the age structure) intersect with those of the sex
ratio variation, whether 2.1 children per woman or the
one-child scenario.

To add one final wild imagining, suppose that the
sex life expectancy gap were to widen such that only
women lived to 150 years (more precisely here 152.5
years) and the men’s maximum longevity was 85 years
(more precisely, 82.5 years). To cap it all, let us suppose
that happens in a one-child world.

Figure 78–19 shows two final pyramid variants: one
with a sex ratio at birth of two males per female, the
other with two females per male. Both cases clearly
end with an overwhelmingly female population and,
perhaps less immediately evident, identical pro-
portions in both cases: 87.1% when the population 
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stabilizes. However, a male dominance at birth again
produces a much more marked aging of the popula-
tion than does a female dominance. A sex ratio of 
two males per female gives 93% aged 60 years and
over, and even 76% aged over 100 years, whereas 
two females per male gives proportions of just 77%
and 52%.

In the first case, it is clear that a very large number
of women aged between 130 and 150 years would have
to live with a very small number of comparatively
youthful 75-year-old men. However, working on the
earlier male health assumptions, these men would not
be younger than them. Such a situation would not
endure, however, because, just to complicate matters,
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we have kept the current tempo of fertility for this sce-
nario, so that the left-hand pyramid in Fig. 78–19
clearly shows that the population is likely to be extin-
guished very quickly for want of women of reproduc-
tive age: on stabilization, the annual rate of population
increase is -3.7%, such that by 2300, the world popu-
lation would be just 33 million (instead of 60 million
with rm = 1.05 and a life expectancy of 85 years for both
sexes, or even 331 million at 150 years for both sexes).
The right-hand pyramid leads a little less quickly but
no less inexorably to disaster (the final rate of growth
would be -1.4%, and the world population would be
still 1 billion by 2300).

CONCLUSION

Life expectancy is clearly set to continue rising in
many countries over the coming decades. The UN proj-
ects are likely to converge around a maximum world
limit of 85 years. Should world fertility itself converge
toward the absolute minimum replacement level of just
under 2.1 children per woman with a life expectancy of
85, all the world’s populations would stabilize not just
in size but also age structure, at 24% under 20 years of
age, 46% aged 20 to 59 years, and 30% aged 60 years
and older. But although this life expectancy of 85 years
is an absolute limit for some authors, for others it is a
downbeat prognosis on two counts. First, even if
longevity increases no further, there is a sufficiently
wide gap between this putative limit and Jeanne
Calment’s age of 122 years to give the average person
hope of passing it. But not only is there no proof that
human longevity is an intractable constant, but there is
good evidence that its boundaries are not fixed. As a
result, there are no limits to what is possible. We have
taken a conservative tack, hypothesizing a rise in life
expectancy to around 150 years. All other things being
equal, that would double the final prestabilization pop-
ulation size, but obviously at the cost of an unprece-
dented population aging: at 2.1 children per woman,
there would be only 14% of young people aged under
20 years, and 27% of adults aged 20 to 59 years , but 59%
aged 60 years and older (and even 30% aged 100 years
or more). But there is no evidence that fertility is set to
level off permanently at 2.1 children per woman. Were
the sporadically observable one-child trend to spread,
then the world population would be doomed to die out
within a matter of centuries but not before its age struc-
ture had altered even more spectacularly: with a life
expectancy of 150, the under-20s would account for less
than 2%, the 20- to 59-year-olds under 7%, and the 60-
year-olds or older more than 91%. Even more acutely,
74% would be centenarians.

However, this brief incursion into an imaginary
future clearly lifts only a very tiny corner of the veil on
the infinity of scenarios that could be hypothesized.
Taking the world population as a whole as the base-
line for speculation, we painlessly sidestepped the
need for projections on migration, even though that is
a phenomenon that is likely to loom large in coming
decades. We nevertheless thought the exercise would
be more productive if confined to a few basic param-
eters with a clearly identified role in population
dynamics. Migration is a much more complex case that
brings into play the population’s relations with its
exterior. That not only raises the problem of defining
that exterior but the nature of the relations between the
population and its exterior: in the case of immigration,
for example, does the host population attract migrants,
or are they imposed on it by exogenous factors. In
other words, what population is the benchmark for
devising rates from which to extrapolate trends for
population forecasts?

For example, by keeping to the world level, we
could have gone as far as projecting interplanetary
migrations. But not knowing the supply of migrants,
how can we apply to it migration rates to the Earth?
Granted, departures could have been allowed for,
including toward as-yet uninhabited planets.

But, many other equally far-fetched scenarios 
could have been devised: for instance, a 22nd century
raiding party of extraterrestrials abducting large
numbers of young women to regenerate their repro-
ductive potential in a latter-day rape of the Sabine
women. What impact would this have on the popula-
tion of our planet? What if it were repeated at regular
intervals like the Norman incursions in 9th and 10th
century Europe what would the consequences of a per-
manent regime that included this type of periodic
culling be?

In the same vein, one could clearly also muse on all
kinds of events likely to set back life expectancy, such
as the AIDS epidemic in Africa or the health crisis in
Eastern Europe. And why not consider more drastic
occurrences such as thermonuclear war or a meteorite
crash?

In a more unassuming vein, however, the fertility
and mortality trends sketched out and explored here
are just a few of the infinite number of possibilities.
The field remains wide open for those who wish to
imagine other demographic never-never lands.

Of course, in themselves, none of the hypotheses
explored here have much of a chance of ever really
occurring, and the same is true for the various combi-
nations that can be derived from them. Nonetheless,
the possibility cannot be totally excluded, and our aim
in studying their demographic consequences is to
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show that these scenarios are no more improbable than
is perfect stabilization in strict terms of generation
replacement.
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APPENDIX Different World Population Parameter Trends 2050 to 2315 According to Two Fertility Scenarios, 
Three Mortality Projections, and Four Sex Ratios at Birth (rm)

Projections 1. Population (millions)

2050 2075 2100 2125 2150 2175 2200 2225 2250 2275 2300 2315

UN maximum life expectancy (85 years)
Fertility: UN = 2.1

rm = 1.05 9.833 11.342 11.808 12.007 12.201 12.393 12.587 12.785 12.985 13.189 13.396 13.522
rm = 1.50 9.833 11.327 11.262 10.452 9.216 7.903 6.775 5.808 4.979 4.268 3.659 3.336
rm = 2.00 9.833 11.315 10.852 9.381 7.344 5.398 3.966 2.913 2.140 1.571 1.154 959
rm = 0.50 9.833 11.375 12.933 15.689 20.392 27.119 36.073 47.987 63.843 84.939 113.005 134.120

Fertility: Single child
rm = 1.05 7.918 7.672 5.887 3.972 2.360 1.282 696 377 205 111 60 42
rm = 1.50 7.918 7.666 5.752 3.700 1.979 913 421 194 89 41 19 12
rm = 2.00 7.918 7.662 5.651 3.507 1.722 684 272 108 43 17 7 4
rm = 0.50 7.918 7.684 6.164 4.588 3.305 2.331 1.642 1.157 815 575 405 328

Life expectancy 150 years with survival curve rectangularity
Fertility: UN = 2.1

rm = 1.05 9.833 11.966 14.014 16.004 17.989 20.014 21.631 22.234 22.695 23.164 23.646 23.940
rm = 1.50 9.833 11.950 13.469 14.455 15.008 15.212 14.654 12.855 11.073 9.536 8.216 7.513
rm = 2.00 9.833 11.938 13.058 13.388 13.139 12.473 11.027 8.432 6.221 4.588 3.386 2.823
rm = 0.50 9.833 11.998 15.141 19.676 26.178 35.399 47.845 63.975 85.540 114.375 152.934 182.052

Fertility: Single child 
rm = 1.05 7.918 8.269 7.783 6.877 5.829 4.782 3.537 2.045 1.115 607 331 230
rm = 1.50 7.918 8.264 7.649 6.611 5.460 4.341 3.043 1.543 713 329 152 96
rm = 2.00 7.918 8.259 7.547 6.421 5.212 4.057 2.734 1.240 492 196 78 45
rm = 0.50 7.918 8.281 8.060 7.482 6.745 5.968 4.955 3.592 2.544 1.802 1.277 1.038

Life expectancy 82.5 years (males) and 152.5 years (females) ( survival curve rectangularity)
Fertility: Single child 

rm = 2.00 7.918 7.956 6.602 4.965 3.350 2.120 1.228 530 210 84 33 19
rm = 2.00 7.918 7.979 7.118 6.075 5.228 4.588 3.855 2.820 1.998 1.415 1.002 815

(continues)
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APPENDIX (continued)

Projections 2. Birth rate (per 1000)

2050 2075 2100 2125 2150 2175 2200 2225 2250 2275 2300 2315

UN maximum life expectancy (85 years)
Fertility: UN = 2.1

rm = 1.05 13.92 12.34 12.08 12.08 12.09 12.09 12.09 12.09 12.09 12.09 12.09 12.09
rm = 1.50 13.92 11.41 9.96 9.19 8.93 8.92 8.93 8.93 8.93 8.93 8.93 8.93
rm = 2.00 13.92 10.71 8.33 7.03 6.60 6.60 6.60 6.61 6.61 6.61 6.61 6.61
rm = 0.50 13.92 14.20 16.31 17.89 18.37 18.43 18.43 18.43 18.42 18.42 18.42 18.42

Fertility: Single child
rm = 1.05 10.45 6.26 4.43 3.57 3.30 3.30 3.30 3.30 3.30 3.30 3.30 3.31
rm = 1.50 10.45 5.79 3.57 2.54 2.22 2.23 2.23 2.23 2.23 2.23 2.24 2.23
rm = 2.00 10.45 5.42 2.94 1.85 1.52 1.53 1.53 1.53 1.53 1.53 1.54 1.53
rm = 0.50 10.45 7.22 6.22 5.93 5.86 5.87 5.87 5.87 5.87 5.87 5.87 5.87

Life expectancy 150 years with survival curve rectangularity
Fertility: UN = 2.1

rm = 1.05 13.92 11.57 10.07 9.00 8.17 7.50 7.13 7.09 7.09 7.10 7.09 7.09
rm = 1.50 13.92 10.70 8.22 6.56 5.43 4.62 4.18 4.12 4.12 4.12 4.12 4.12
rm = 2.00 13.92 10.04 6.83 4.85 3.62 2.82 2.39 2.33 2.33 2.33 2.33 2.33
rm = 0.50 13.92 13.32 13.82 14.25 14.38 14.24 14.12 14.11 14.10 14.10 14.10 14.10

Fertility: Single child
rm = 1.05 10.45 5.71 3.27 2.01 1.29 0.86 0.65 0.62 0.62 0.62 0.62 0.62
rm = 1.50 10.45 5.28 2.62 1.38 0.77 0.45 0.31 0.29 0.29 0.29 0.29 0.29
rm = 2.00 10.45 4.95 2.15 0.98 0.48 0.25 0.15 0.14 0.14 0.14 0.14 0.14
rm = 0.50 10.45 6.59 4.66 3.57 2.82 2.27 1.97 1.93 1.93 1.93 1.93 1.93

Life expectancy 82.5 years (males) and 152.5 years (females) ( survival curve rectangularity)
Fertility: Single child 

rm = 2.00 10.45 5.18 2.48 1.28 0.76 0.48 0.34 0.32 0.32 0.32 0.32 0.32
rm = 0.50 10.45 6.90 5.33 4.43 3.65 2.95 2.52 2.46 2.46 2.46 2.46 2.46

Projections 3. Death rate (per 1000)

2050 2075 2100 2125 2150 2175 2200 2225 2250 2275 2300 2315

UN maximum life expectancy (85 years)
Fertility: UN = 2.1

rm = 1.05 5.42 9.84 11.32 11.44 11.48 11.47 11.46 11.46 11.46 11.46 11.46 11.46
rm = 1.50 5.42 9.88 11.94 13.37 14.93 15.05 15.09 15.10 15.10 15.10 15.09 15.09
rm = 2.00 5.42 9.91 12.46 15.10 18.48 18.83 18.96 18.98 18.96 18.95 18.95 18.95
rm = 0.50 5.42 9.77 10.20 8.47 7.11 7.04 7.01 7.00 7.00 7.00 7.00 7.00

Fertility: Single child 
rm = 1.05 6.68 13.96 18.35 22.00 27.37 27.76 27.78 27.75 27.73 27.72 27.73 27.73
rm = 1.50 6.68 13.99 18.85 23.94 32.25 33.11 33.31 33.27 33.20 33.17 33.13 33.10
rm = 2.00 6.68 14.01 19.24 25.52 36.73 38.25 38.65 38.57 38.43 38.34 38.27 38.23
rm = 0.50 6.68 13.91 17.40 18.53 20.00 20.02 19.89 19.84 19.85 19.86 19.86 19.86

Life expectancy 150 years with survival curve rectangularity 
Fertility: UN = 2.1

rm = 1.05 5.42 4.75 4.45 4.12 3.77 3.42 5.67 6.25 6.28 6.27 6.27 6.27
rm = 1.50 5.42 4.77 4.64 4.58 4.55 4.55 8.52 10.09 10.10 10.07 10.08 10.09
rm = 2.00 5.42 4.78 4.80 4.97 5.22 5.60 11.49 14.56 14.50 14.44 14.46 14.49
rm = 0.50 5.42 4.72 4.08 3.31 2.55 1.89 2.48 2.46 2.48 2.49 2.49 2.48

Fertility: Single child 
rm = 1.05 6.68 6.69 7.39 8.03 8.74 9.47 19.56 24.76 24.81 24.83 24.85 24.85
rm = 1.50 6.68 6.70 7.53 8.37 9.36 10.52 23.14 31.11 30.96 30.98 31.04 31.04
rm = 2.00 6.68 6.71 7.64 8.63 9.83 11.32 26.10 37.08 36.65 36.69 36.83 36.81
rm = 0.50 6.68 6.66 7.11 7.35 7.49 7.45 13.47 15.51 15.70 15.74 15.73 15.71

Life expectancy 82.5 years (males) and 152.5 years (females) (survival curve rectangularity)
Fertility: Single child 

rm = 2.00 6.68 10.21 12.46 14.85 19.21 18.13 30.97 37.15 36.70 36.88 37.05 36.96
rm = 0.50 6.68 10.13 11.38 10.95 8.90 8.24 13.03 16.06 16.23 16.27 16.26 16.24

(continues)
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Projections 4. Rate of natural increase (per 1000)

2050 2075 2100 2125 2150 2175 2200 2225 2250 2275 2300 2315

UN maximum life expectancy (85 years)
Fertility: UN = 2.1

rm = 1.05 8.50 2.49 0.76 0.64 0.61 0.62 0.62 0.62 0.62 0.62 0.62 0.62
rm = 1.50 8.50 1.53 -1.98 -4.19 -5.99 -6.12 -6.16 -6.17 -6.17 -6.16 -6.16 -6.16
rm = 2.00 8.50 0.80 -4.13 -8.07 -11.88 -12.23 -12.35 -12.37 -12.36 -12.34 -12.34 -12.35
rm = 0.50 8.51 4.43 6.11 9.41 11.25 11.38 11.42 11.43 11.42 11.42 11.42 11.42

Fertility: Single child 
rm = 1.05 3.77 -7.70 -13.93 -18.43 -24.07 -24.46 -24.48 -24.45 -24.43 -24.42 -24.43 -24.42
rm = 1.50 3.77 -8.21 -15.28 -21.40 -30.03 -30.89 -31.08 -31.04 -30.97 -30.94 -30.89 -30.86
rm = 2.00 3.77 -8.59 -16.30 -23.67 -35.21 -36.72 -37.12 -37.04 -36.90 -36.81 -36.73 -36.69
rm = 0.50 3.77 -6.69 -11.18 -12.60 -14.14 -14.14 -14.02 -13.97 -13.98 -13.99 -13.99 -13.99

Life expectancy 150 years with survival curve rectangularity
Fertility: UN = 2.1

rm = 1.05 8.50 6.82 5.62 4.88 4.40 4.08 1.47 0.85 0.81 0.82 0.82 0.82
rm = 1.50 8.50 5.94 3.58 1.98 0.88 0.06 -4.34 -5.97 -5.98 -5.95 -5.95 -5.97
rm = 2.00 8.50 5.26 2.02 -0.12 -1.60 -2.78 -9.09 -12.23 -12.16 -12.11 -12.12 -12.15
rm = 0.50 8.51 8.61 9.74 10.94 11.83 12.35 11.63 11.65 11.62 11.61 11.61 11.62

Fertility: Single child 
rm = 1.05 3.77 -0.97 -4.12 -6.03 -7.45 -8.61 -18.91 -24.14 -24.19 -24.20 -24.23 -24.23
rm = 1.50 3.77 -1.42 -4.91 -6.99 -8.59 -10.07 -22.83 -30.83 -30.67 -30.69 -30.76 -30.75
rm = 2.00 3.77 -1.76 -5.50 -7.66 -9.36 -11.08 -25.95 -36.94 -36.51 -36.55 -36.69 -36.68
rm = 0.50 3.77 -0.07 -2.45 -3.78 -4.67 -5.18 -11.51 -13.58 -13.77 -13.81 -13.80 -13.78

Life expectancy 82.5 years (males) and 152.5 years (females) (survival curve rectangularity)
Fertility: Single child 

rm = 2.00 3.77 -5.03 -9.98 -13.57 -18.46 -17.66 -30.63 -36.83 -36.39 -36.56 -36.73 -36.64
rm = 0.50 3.77 -3.24 -6.05 -6.53 -5.25 -5.28 -10.51 -13.61 -13.78 -13.82 -13.81 -13.78

(continues)
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Projections 5. Population shares (percentage)

rm Age 2050 2075 2100 2125 2150 2175 2200 2225 2250 2275 2300 2315

UN maximum life expectancy (85 years)
Fertility: UN = 2.1

1.05 0–19 27.7 24.5 24.0 23.9 23.9 23.9 23.9 23.9 23.9 23.9 23.9 23.9
20–59 52.3 47.6 46.4 46.4 46.4 46.4 46.4 46.4 46.4 46.4 46.4 46.4
60+ 20.0 27.9 29.6 29.7 29.7 29.7 29.7 29.7 29.7 29.7 29.7 29.7

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

1.50 0–19 27.7 24.4 20.9 19.4 18.9 18.9 18.9 18.9 18.9 18.9 18.9 18.9
20–59 52.3 47.7 48.0 46.6 45.1 45.0 45.0 45.0 45.1 45.1 45.1 45.1
60+ 20.0 27.9 31.1 34.0 35.9 36.0 36.0 36.0 36.0 36.0 36.0 36.0
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

2.00 0–19 27.7 24.4 18.4 15.8 15.0 15.0 14.9 14.9 14.9 14.9 14.9 14.9
20–59 52.3 47.7 49.3 46.4 43.1 42.9 42.9 42.9 43.0 43.0 43.0 43.0
60+ 20.0 27.9 32.2 37.8 41.9 42.1 42.1 42.1 42.1 42.1 42.1 42.1
Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

0.50 0–19 27.7 24.8 29.5 32.2 32.8 32.8 32.8 32.8 32.8 32.8 32.8 32.8
20–59 52.3 47.5 43.5 44.9 46.3 46.4 46.5 46.5 46.5 46.4 46.4 46.4
60+ 20.0 27.8 27.0 22.8 20.9 20.8 20.7 20.7 20.8 20.8 20.8 20.8

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Fertility: Single child
1.05 0–19 21.2 16.3 11.5 9.3 8.5 8.5 8.5 8.5 8.5 8.5 8.5 8.5

20–59 53.9 46.5 45.2 39.5 36.0 35.9 35.9 35.9 35.9 35.9 35.9 35.9
60+ 24.8 37.1 43.2 51.2 55.5 55.6 55.6 55.6 55.6 55.6 55.6 55.6

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

1.50 0–19 21.2 16.3 9.9 7.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2 6.2
20–59 53.9 46.6 45.9 38.0 32.4 32.2 32.2 32.3 32.3 32.3 32.3 32.3
60+ 24.8 37.2 44.3 54.8 61.4 61.6 61.6 61.6 61.6 61.6 61.5 61.5

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

2.00 0–19 21.2 16.2 8.6 5.6 4.6 4.5 4.5 4.5 4.5 4.5 4.5 4.6
20–59 53.9 46.6 46.4 36.7 29.1 28.8 28.8 28.8 28.9 28.9 29.0 29.0
60+ 24.8 37.2 45.1 57.7 66.4 66.7 66.7 66.6 66.6 66.6 66.5 66.4

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

0.50 0–19 21.2 16.5 14.7 13.9 13.5 13.5 13.5 13.5 13.5 13.5 13.5 13.5
20–59 53.9 46.4 44.0 41.5 40.9 41.0 41.0 41.0 41.0 41.0 41.0 41.0
60+ 24.8 37.1 41.3 44.6 45.6 45.6 45.5 45.5 45.5 45.5 45.5 45.5

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

(continues)
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Projections 5. Population shares (percentage)

rm Age 2050 2075 2100 2125 2150 2175 2200 2225 2250 2275 2300 2315

Life expectancy 150 years with survival curve rectangularity
Fertility: UN = 2.1

1.05 0–19 27.7 23.3 20.2 18.0 16.4 15.0 14.2 14.1 14.1 14.1 14.1 14.1
20–59 52.3 45.3 39.4 35.2 31.9 29.2 27.6 27.4 27.4 27.4 27.4 27.4
60–99 19.9 30.7 34.8 33.3 30.8 28.2 26.6 26.4 26.4 26.4 26.4 26.4
100+ 0.1 0.7 5.6 13.5 21.0 27.6 31.6 32.1 32.1 32.1 32.1 32.1

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

1.50 0–19 27.7 23.2 17.5 14.1 11.7 10.0 8.9 8.8 8.8 8.8 8.8 8.8
20–59 52.3 45.4 40.5 34.1 28.1 23.8 21.3 20.9 20.9 20.9 20.9 20.9
60–99 19.9 30.7 36.2 36.8 35.0 30.1 27.0 26.5 26.5 26.5 26.5 26.5
100+ 0.1 0.7 5.8 15.0 25.2 36.1 42.8 43.9 43.9 43.8 43.8 43.8

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

2.00 0–19 27.7 23.1 15.4 11.2 8.4 6.6 5.5 5.3 5.3 5.3 5.3 5.3
20–59 52.3 45.4 41.3 32.9 24.5 18.9 15.8 15.3 15.3 15.3 15.3 15.3
60–99 19.9 30.7 37.3 39.8 38.3 30.6 25.7 24.8 24.7 24.8 24.8 24.8
100+ 0.1 0.7 6.0 16.2 28.8 43.9 53.0 54.7 54.7 54.7 54.7 54.7

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

0.50 0–19 27.7 23.5 25.2 25.8 25.8 25.4 25.2 25.2 25.2 25.2 25.2 25.2
20–59 52.3 45.2 37.4 36.1 36.4 36.1 35.7 35.7 35.7 35.7 35.7 35.7
60–99 19.9 30.6 32.2 27.1 23.3 22.7 22.3 22.3 22.3 22.4 22.4 22.4
100+ 0.1 0.7 5.2 11.0 14.4 15.7 16.8 16.8 16.8 16.8 16.8 16.8

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Fertility: Single child
1.05 0–19 21.2 15.2 8.7 5.4 3.5 2.3 1.7 1.6 1.6 1.6 1.6 1.6

20–59 53.9 43.4 34.5 23.1 14.8 9.8 7.2 6.8 6.8 6.8 6.8 6.8
60–99 24.7 40.4 47.2 46.1 38.7 25.9 19.1 17.9 17.9 17.9 17.9 17.9
100+ 0.1 1.0 9.5 25.4 43.1 62.0 72.0 73.6 73.7 73.6 73.6 73.6

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

1.50 0–19 21.2 15.1 7.5 4.0 2.3 1.3 0.9 0.8 0.8 0.8 0.8 0.8
20–59 53.9 43.4 34.8 21.6 11.9 6.9 4.6 4.2 4.2 4.2 4.2 4.2
60–99 24.7 40.4 48.0 48.0 39.8 23.8 15.7 14.3 14.3 14.3 14.3 14.3
100+ 0.1 1.0 9.7 26.4 46.0 68.0 78.9 80.8 80.8 80.7 80.7 80.7

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

2.00 0–19 21.2 15.1 6.4 3.1 1.5 0.8 0.5 0.4 0.4 0.4 0.4 0.4
20–59 53.9 43.4 35.0 20.3 9.8 5.0 2.9 2.6 2.6 2.6 2.6 2.6
60–99 24.7 40.4 48.7 49.4 40.6 21.7 12.9 11.3 11.3 11.3 11.3 11.3
100+ 0.1 1.0 9.8 27.2 48.2 72.6 83.7 85.7 85.7 85.7 85.7 85.7

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

0.50 0–19 21.2 15.3 11.3 8.5 6.7 5.3 4.5 4.4 4.4 4.4 4.4 4.4
20–59 53.9 43.3 34.0 25.7 20.3 16.3 13.9 13.6 13.6 13.6 13.6 13.6
60–99 24.7 40.3 45.6 42.4 35.9 28.4 24.0 23.4 23.4 23.4 23.4 23.4
100+ 0.1 1.0 9.2 23.3 37.2 50.0 57.6 58.6 58.6 58.6 58.6 58.6

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

(continues)
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APPENDIX (continued)

Projections 5. Population shares (percentage)

rm Age 2050 2075 2100 2125 2150 2175 2200 2225 2250 2275 2300 2315

Life expectancy 82.5 (males) and 152.5 years (females) (survival curve rectangularity)
Fertility: UN = 2.1

2.00 0–19 21.2 15.6 7.4 4.0 2.4 1.5 1.0 0.9 0.9 0.9 0.9 0.9
20–59 53.9 44.9 39.8 26.0 15.0 9.4 6.4 6.0 6.0 6.0 6.0 6.0
60–99 24.7 38.6 45.8 50.0 41.7 26.7 18.4 16.9 17.0 17.0 17.0 17.0
100+ 0.1 0.8 7.0 20.1 40.9 62.4 74.1 76.2 76.1 76.1 76.0 76.0

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

0.50 0–19 21.2 15.9 12.7 10.5 8.6 6.9 5.8 5.7 5.7 5.7 5.7 5.7
20–59 53.9 44.8 38.2 31.5 26.0 21.0 17.7 17.2 17.2 17.2 17.2 17.2
60–99 24.7 38.5 42.5 41.6 39.2 31.3 26.2 25.3 25.3 25.3 25.3 25.3
100+ 0.1 0.8 6.5 16.4 26.2 40.7 50.3 51.9 51.9 51.9 51.9 51.9

Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0





S E C T I O N  

II

POPULATION AND SOCIETY
Introduction

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Volume I, Section I focused on the essence of demography as a discipline: the study
of the intrinsic mechanisms of population dynamics. Volumes I, Section II, and Volume
II each focused on one of the three main forces in population dynamics—fertility, 
mortality, and migration—to discuss their determinants. This laid the groundwork for
Section I in this volume, which gives an overview of the underpinnings of demographic
history and geography and considers prospective medium- and long-term trends. With
this section we take a further step, placing population dynamics in its biological, socio-
economic, and cultural setting. The final volume, following the original plan of the 
treatise, will cover the history of ideas and policies on population, and the observation
methods and analysis tools used in demography.

Section II is in two rather different parts. The nine chapters of Part I discuss the con-
sequences of demographic change, whereas Part II addresses more broadly the inter-
actions between population dynamics, or demography in general, and the main aspects
of the life of populations and societies.

The volumes devoted to fertility, mortality, and migration gave in-depth treatment,
in connection with each of those three components, to the biological, economic, social,
cultural, and political determinants of population change. In Part I of this section, we
consider these determinants from a different angle. It will be a more succinct exami-
nation, not because they are less important—far from it—but because the demogra-
pher’s role is more to develop understanding of demographic processes as such than
to describe all the effects demographic change may have in fields that are mainly
studied by other disciplines. We will systematically address the main areas affected by
demographic change (human biology and health, the economy, society, the environ-
ment), but others will be left aside, partly because the causal link is less clear-cut and
partly because they lend themselves less readily to quantitative approaches. Admit-
tedly, these reasons are not relevant in all cases; for example, we might very well have



explored such cultural consequences as the distribution of languages1 or religions. 
It would have been more difficult to examine the relationship among population
dynamics and political regimes or legal systems, or the psychological consequences of
changes in demographic regime.2 We had to set ourselves reasonable limits, and we
hope we have covered the essentials. We have not focused on fertility, mortality, and
migration in turn but have considered the combined consequences of changes in these
components from the standpoint of the overall demographic changes they produce in
terms of population size and composition. In so doing, we will briefly point out what
is mainly owing to fertility, mortality, or migration, but rarely in isolation from the rest.

In the previous volumes and in Part I of this section, we have rarely strayed from
the basic principle of demographic analysis, which is to consider a population as a set
of individuals who, in the course of their life events and experiences, affect the size and
structure of the whole. However, although this approach opens the way to a sound
understanding of demographic processes and their determinants, it does not give a suf-
ficient grasp of all the interactions between demography and society. For this reason
(although making no claim to exhaustive treatment, because here, too, the fields
addressed belong primarily to other disciplines), Part II will put a demographic per-
spective on the biological, economic, social, and cultural aspects of the life of popula-
tions, which transcend the reduction of a population to a sum of individual elements.
First, we will view the individual and the demographic events of their life in the context
of their life cycle as a whole; and then, we will consider families and households, social
structures, sex, economic categories, and genetic heritage.
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1 See “La dynamique des langues” by Francois Hêran, Alexandre Filhon, and Christine Deprez, 2002. 
Population et sociêtê, no. 376.

2 See Jacques Vallin, 1993. “Dêmographie et anxiêtê,” L’exo, tribune de l’ anxiêtê, no. 22, p. 2–4.



P A R T  

I

CONSEQUENCES OF
DEMOGRAPHIC CHANGE

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Demographic change, particularly the spectacular growth populations have under-
gone or are still undergoing today through the major historical shift demographers call
the demographic transition (see Chapters 68, 69 of Volume III), has numerous conse-
quences, affecting almost every aspect of human life from biology and health to the
economy, the environment, sociology, and culture. We make no claim to cover all these
exhaustively here. More modestly, we have tried to illustrate the diversity of these
effects by addressing particular aspects in fields in which they are most striking: biology
and health, economy and society, and environment.

The first two chapters discuss consequences for biology and health. The principle of
natural selection, which gave rise to the human species as to all others, is based on the
evolution of a population’s genetic heritage. It is therefore crucial for the future of our
species to consider the influence demographic behaviors and changes may have on the
evolution of human genetic heritage. This is addressed in Robert Cliquet’s chapter on
population change and genetic diversity (Chapter 79).

Regardless of the long-term evolution of genetic heritage, all else being equal, a 
population’s health may be affected simply by the fact that medicine has become suf-
ficiently effective to enable many men and women to live to an age which in earlier
times only a tiny minority attained. Generally speaking, health declines with age, and
if more people live on into old age, the average health of the population is likely to
deteriorate. The only possible remedy is for health at any given age to improve sys-
tematically as life expectancy increases. Whether we really have this remedy is a matter
of some debate. To answer the question, one must be able to make realistic observa-
tions in a field that arouses strong subjective reactions. Jean-Marie Robine and Carol
Jagger discuss the question methodically and precisely in Chapter 80, “Lengthening of
Life and the Population Health Status”.



Partly because of its effects on the health situation, the aging of the population also
has important consequences in the economic, social and cultural fields. The next two
chapters address this in different but complementary ways. Chapter 81, by Antonio
Golini, covers “Demographic Trends and Relationships between Generations,” whereas
Chapter 82, by Jacques Légaré, covers “Economic, Social, and Cultural Consequences of the

Aging of the Population.”
Two chapters deal more particularly with the consequences of migration. We saw in

Volume III, Section I how closely migration depends on economic factors, but it clearly
impacts on the economy in return. In Chapter 83, Manon Domingues-Dos-Santos
addresses “The Economic Consequences of Migration” as such. But migration has other
consequences, and besides the genetic mixing it encourages, which is discussed in
Chapter 79, it also contributes to the mixing of cultures and social strata, be this suc-
cessful or conflicting. Although it is far beyond the scope of demography to address
this subject as a whole, in Chapter 84 Victor Piché discusses the integration of 
immigrants.

After these chapters on relatively specific consequences of demographic change in
particular fields such as health, or particular aspects of demographic change such as
aging and migration, Part I is rounded off with three chapters that address changes in
population dynamics more broadly. Chapter 85, by Arnaud Dellis and Pierre Pestieau,
reviews theories on the relationship between “Economic Growth and Population
Growth.” Then in Chapter 86, Jean Coussy discusses the relationship between “Popu-
lation and Development.” In the final chapter, Chapter 87, Françoise Bartiaux and Jean-
Pascal van Ypersele discuss “The Relationships between Population and Environment.”
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INTRODUCTION

This chapter addresses the effects demographic
mechanisms and processes may have on the genetic
composition and structure of populations. It is an issue
that is, in a long term, of fundamental importance,
because the basic demographic variables—mating, 
fertility, migration, and mortality—are the proximate
instruments of population genetic changes, eventually
leading to biological evolution. In this perspective,
demography appears to be of much greater impor-
tance than is often thought, even in the demographic
community itself. Whereas demographic variables are
routinely included in bio-anthropological and popula-
tion genetic work (see Cavalli-Sforza and Bodmer,
1971; Adams et al., 1990; Lasker and Kaplan, 1995),
demography only occasionally deals with these inter-
relationships (see Léridon, 1973; Sheps and Menken,
1973; Bongaarts and Potter, 1983; Keyfitz, 1984).
However, in recent years renewed interest in bio-
demography seems to be emerging (see Wood, 1994;
Wachter and Finch, 1997; Rodgers et al., 2000, 2002;
Wachter and Bulatao, 2003).

All of the basic demographic mechanisms and
processes, as well as the population genetic mecha-
nisms and processes, are closely associated and 
interact in multiple ways (Fig. 79–1). Every basic
demographic mechanism corresponds with one or
more of the population genetic mechanisms, and most
of the demographic end products are largely the result
of population genetic processes. In turn, the basic

demographic mechanisms are the channels through
which the genetic population composition, that is, the
gene or allele frequencies, is changed or maintained.
Moreover, the population mating structure and the
population size can influence the genetic population
structure (i.e. the genotype frequencies).

This chapter first provides a brief overview of the
effects the basic demographic variables may have on
the genetic composition and structure of populations.
Then I will discuss the effects the modern demo-
graphic transition has or might have on the genetics of
populations.

I. DEMOGRAPHIC AND POPULATION
GENETIC INTERRELATIONS 

IN GENERAL

1. The Behavior of Genes in Populations

In sexually reproducing organisms such as the
human species, individuals possess a double set of
homologous chromosomes—a set from the female
parent and a set from the male parent—on which most
of the genes are located that determine or influence
hereditary features. With the exception of the features
determined by the genes located on the different sex
chromosomes of the male (X and Y), every hereditary
characteristic is genetically determined by at least two
genes. In the case of monogenetic inheritance, only one
pair of genes influences a particular feature; in the case
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of polygenetic inheritance, several pairs of genes influ-
ence a particular feature. The corresponding genes 
on the homologous chromosomes are called alleles.
During the process of gamete production, which
occurs through a special form of cell division called
meiosis, the homologous chromosomes of the germ
line cells are distributed over two daughter cells, so
that the alleles segregate and the gametes include only
one single set of genes. At fertilization, male and
female gametes unite, resulting in the reestablishment
of a double set of chromosomes with their correspon-
ding alleles for each genetically determined or influ-
enced characteristic. Because a gene for a particular
characteristic can take slightly different forms, several
allele combinations, named genotypes, can be formed.
For a monogenetic feature, determined by two alleles
(A and a), three genotypes—AA, Aa, and aa—can be
formed. The genotypes with two identical alleles (AA

and aa) are called homozygotes, whereas the 
genotypes with different alleles (e.g., Aa) are called
heterozygotes.

The exact genetic composition and structure of a
population cannot always be directly deduced from
the observation of the phenotypic distribution, that is,
from the way the biological features manifest them-
selves. Some alleles may be dominant, masking the
phenotypic effect of recessive alleles. In the case of a
dominant allele A and a recessive allele a, the geno-
types AA and Aa can not be distinguished phenotyp-
ically. Moreover, in many cases (particularly for
polygenic characteristics), environmental factors also
influence the phenotypic expression and hide or rein-
force the genetic effects. With a view of describing 
correctly the population genetic composition (i.e., the
relative proportions of the alleles) and the population
genetic structure (i.e., the relative proportions of all of
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the possible combinations of the alleles in genotypes)
for a particular variable in a population in which gene
exchange takes place (i.e., in a reproductive com-
munity or mendelian population), both the allele 
frequencies and the genotype frequencies for that vari-
able have to be known. These can be calculated by
means of the Hardy–Weinberg law (Hardy, 1908; Wein-
berg, 1908). In case of a monogenetic variable with two
alleles (A and a), respectively, with frequencies p and
q, three possible allele combinations or genotypes (AA,
Aa, and aa) with the following frequencies can be
obtained:

(pA + qa)2 = p2
AA + 2pqAa + q2

aa = 1

The allele frequencies in a population are deter-
mined by four evolutionary mechanisms and their
interactions: mutation, selection, gene drift, and
genetic migration. The genotype frequencies depend
on the allele frequencies and the mating system in the
population (Wright, 1969; Cavalli-Sforza and Bodmer,
1971; Jacquard, 1974).

Mutation is a change in the chemical structure—the
DNA—of a gene or a group of genes. Mutations are at
the basis of the genetic variability and, consequently,
form the basic condition for possible changes in the
genetic composition of the population. Most mutations
are deleterious and are eliminated from the gene pool
quite quickly by means of selection.

Selection, originally proposed by Darwin (1859) 
as the major explanatory mechanism for biological
evolution, is today usually defined in population
genetics as the differential reproduction of carriers of
different alleles. Positive selection results in genetic
adaptation; negative selection leads to a decrease 
and eventually the elimination of the targeted genes.
At the population level, the selection intensity can 
be measured by the selection coefficient s, which can
vary between zero and one. The degree of genetic
change of the population by means of selection can 
be calculated by introducing the selection values in 
the Hardy–Weinberg equation. Selection against a
recessive allele e.g. changes the Hardy–Weinberg 
equilibrium to

p2
AA + 2pqAa + (1 - s)q2

aa = 1 - sq2
aa

Gene drift, also called Sewall-Wright effect (Wright,
1931), can change the allele frequencies as a result of
the accumulation of random fluctuations in the inter-
generational transmission of the alleles in small popu-
lations. The formation of each new generation is, in
fact, a sampling process of the gametes available in the
gene pool of the population. The smaller the popula-
tion, the greater the risk that the allele frequencies in
the next generation will deviate from the preceding

one. In the absence of the other evolutionary mecha-
nisms, gene drift always leads to the fixation of one
allele and the loss of the other(s).

Genetic migration occurs when a genetically differ-
ential population section leaves or joins a population.
Genetic migration can occur on a small scale, at the
level of individual (mate) exchange, or on a large scale,
as a massive population invasion. It can occur as a
single, non-recurring population move, or as a contin-
uous gene flow between two or more populations. It
can be of a unidirectional or a bidirectional nature. 
It can be merely of a deterministic nature, assuming
infinite population size, so that no random elements
resulting in drift are included, or it can also be subject
to stochastic forces that result in complex interactions
between migration and drift (see Piazza, 1990). Genetic
migration obviously changes the genetic make-up
either of the sending or the receiving population.
Genetic immigration leads to an increased heterozy-
gosity and an increased genetic variability within the
invaded population, and to a decrease of the between-
population variance. It lowers the ratio of the variance
between populations to the total (between and within)
variance (Wright, 1965). Genetic migration decreases
endogamy and increases exogamy (mating within 
and outside, respectively, the mendelian population).
Endogamy is to be distinguished from consanguinity,
which refers to the practice of marrying within a geo-
graphically or culturally defined population. If the
population is small, the risk of consanguinity increases
because the number of potential partners is more
limited and the chance of meeting a close relative
increases. Exogamy is the opposite of endogamy,
resulting in an increase of heterozygote genotypes at
the expense of homozygotes. The crossing of geneti-
cally strongly different populations is an extreme
example of exogamy.

Mating can occur at random or not. In the latter
case, one can get either a positive or a negative assor-
tative mating. In the first case, the homozygote geno-
types (AA and aa) will be favored at the expense of 
the heterozygotes (Aa) and the population variance
increases; in the second case, the opposite occurs. A
special case of assortative mating concerns the positive
or negative choice of blood relatives. A positive assor-
tative mating for blood relatives leads to inbreeding,
whereas a negative results in outbreeding. Inbreeding
is a genetic consequence of biologically consan-
guineous matings, resulting in offspring with a higher
than an at random risk to carry a double dose of the
genes that were present in a single dose in the common
ancestor (Wright, 1921, 1922; Malécot, 1948). Inbreed-
ing changes the Hardy–Weinberg equilibrium to
Wright’s equilibrium:
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(p2 + Fpq)AA + [2pq(1 - F)]Aa + [q2 + Fpq]aa = 1

whereby F represents the inbreeding coefficient which
can take values from zero to one. The proportion of the
homozygous genotypes (AA and aa) increases and the
proportion of the heterozygote genotypes (Aa)
decreases according to the size of the inbreeding coef-
ficient F. The average consanguinity in a population is
usually measured by the average inbreeding coeffi-
cient of its members

whereby pi is the relative frequency of individuals with
inbreeding coefficient Fi (Wright, 1922). Because many
genetic diseases are controlled by recessive genes,
inbreeding increases the appearance of such diseases
through the formation of homozygote recessive geno-
types. The major difference between positive assorta-
tive mating and inbreeding is that the first is character
specific; the second involves all of the genetically
determined characteristics.

The increased genetic risks of consanguineous
matings not only are based on population genetic
theory but also have been extensively confirmed by
empirical studies that systematically show inbreeding
to be associated by substantially increased levels of
pre- and postnatal mortality and morbidity. These
results have been reviewed many times (see Cavalli-
Sforza and Bodmer, 1971; Freire-Maia and Elisbão,
1984; Khlat and Khoury, 1991; Bittles, 1994). The
inbreeding depression has been shown for major, reces-
sively inherited malformations, for intelligence, and
for other biometrical characteristics. For the latter,
however, socioeconomic factors may partially be
involved because inbreeding often prevails more
among the less well to do (Bittles, 1994). Data on fecun-
dity and fertility seem to be inconclusive for the
moment. Some studies show reduced levels of primary
sterility in consanguineous marriages, but others point
to lower fecundability. Fertility levels often are higher
among consanguineous couples, but this could be
owing to demographic factors, such as younger age at
marriage related to cultural traditions or as a repro-
ductive compensatory behavior for increased postnatal
mortality (Bittles, 1994). Under high levels of inbreed-
ing, unfavorable recessive alleles become visible and
may be subject to negative selection, thus lowering 
the equilibrium allele frequency for lethal genes (see
Khoury et al., 1987). The lower incidence of some of
those diseases might, however, also be owing to the
higher mortality rates in isolates and to the depletion of
lethal alleles through inbreeding (Neel, 1992).

Notwithstanding the risks of inbreeding depres-
sion, many societies favor modest forms of inbreeding,

a p Fi i= Â

taking advantage of the socioeconomic profits associ-
ated to the maintenance or the increase of the family
property (Van den Berghe, 1980). At the same time, the
salient negative effects of close inbreeding involving
relatives of the first degree (father–daughter,
brother–sister relations) are avoided, the latter being
the result of Darwinian selected inbreeding avoidance
behavior and incest taboo (Westermarck, 1922; Wolf,
1995).

2. The Effects of Demographic Behavior
on Genetic Diversity

a. Mating Behavior

Whereas in the past demographers limited them-
selves often to the study of nuptiality, it has become
quite evident that this narrow approach is inappropri-
ate if one wants to comprehensively analyze the 
demographic effects of relational behavior. A broader
perspective is, in any case, indispensable for the study
of the genetic effects of partnership. Mating behavior
is one of the essential components of the reproductive
process. Hence, it can influence the genetic outcome of
that process. Broadly, mating behavior can influence
the genetic diversity of a population in two respects: it
can influence the genetic population composition (i.e.,
the allele frequencies) and the genetic population
structure (i.e., the genotype frequencies).

The first issue to be dealt with is mate selection, the
question of whether one chooses a mate or not. From
a genetic point of view, mate selection obviously is
only relevant when the people who do not choose a
mate have genetically distinct features from those who
do. In that case (sexual) celibacy constitutes one of the
mechanisms by which genes are eliminated from the
gene pool. It is a selective mechanism that is often lost
out of sight. More refined studies on differential repro-
duction (see Higgins et al., 1962; Bajema, 1963; Waller,
1971; Retherford and Sewell, 1988) have amply shown
the methodological and empirical importance of con-
sidering mating behavior in a comprehensive way and
of not limiting it to nuptiality.

In the second place, mate assortment has to be con-
sidered. Assortative mating influences the genotype
frequencies: positive assortative mating favors the pro-
duction of homozygotes and increases the population
variance; negative assortative mating results in the
increase of heterozygotes and lowers the population
variance (see Crow and Felsenstein, 1968). Whereas
negative assortative mating is only substantially found
for sexual orientation, positive assortative mating has
been observed for many particularly polygenetic char-
acteristics: intelligence, body height and weight, con-
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stitution type, complexion, physiognomic details of
the face, and even sociopathological features such as
criminal behavior, alcoholism, and psychiatric disor-
ders (see Suzanne, 1967; Spuhler, 1968; Roberts, 1977;
Epstein and Guttman, 1984; Rushton and Nicholson,
1988). More importantly, positive assortative mating is
associated with higher relational stability, fecundity,
and fertility (see Thiessen and Gregg, 1980; Epstein
and Guttman, 1984). The latter findings imply that
assortative mating not only influences the genotype
frequencies but also, indirectly, can influence the
genetic composition of the population by facilitating
selection through the differential fertility of extreme
genotypes. Assortative mating for polygenetically
determined features obviously occurs via the pheno-
types. The genetic effect of this phenotypic assortment
depends on the heritability of the traits, that is, on the
degree to which the population variability of these
traits is determined by genetic factors (Mather and
Jinks, 1982). Positive assortative mating for blood rela-
tionship results in inbreeding, which increases the risk
of all of the gene loci to be brought into homozygous
condition. Consanguinity, however, increases the risk
of inbreeding depression, which is characterized by an
increased morbidity and mortality.

b. Fertility

Fertility behavior includes two major aspects:
timing and intensity of reproduction.

The timing of births is not independent of its genetic
outcome. The frequency of a number of genetic impair-
ments is positively correlated to the age of the parents,
either of the mother or of the father, owing to the
increase of the mutation rate with parental age: genetic
conditions, such as Down syndrome and other tri-
somies, and syndromes owing to nondisjunction of the
X chromosome increase with mother’s age; conditions
such as achondroplasia, Apert syndrome, Marfan syn-
drome, and myositis ossificans increase with father’s
age (Vogel and Motulsky, 1982). Some impairments,
such as rhesus incompatibility, are related to birth
order. Whereas the above-mentioned associations have
only a generational or ontogenetic effect, the timing of
births can also have an intergenerational genetic effect
by increasing or decreasing the generation length of
the reproductive period. When genetically different
sections of the population are characterized by differ-
ences in average generation length through a variation
in average birth interval, this can speed up or slow
down the intergenerational transmission of genes.
Genetic differentials in generation length form one of
the mechanisms that result in selective processes (see
Cole, 1954; Bajema, 1963).

Differences in the number of children related to
genetic diversity obviously are of greater importance.
The differential fertility of carriers of different alleles,
indeed, forms one of the most powerful mechanisms
producing selection. It influences, proximately, the
reproductive fitness and, ultimately, evolutionary
adaptation (Fisher, 1930).

c. Mortality

Mortality is the other major demographic tool of
selection. In each generation, a broad genetic variation
appears. Genetically differential mortality consider-
ably reduces this initial variation by eliminating geno-
types that are not able to meet the challenges of the
environment. The largest part of this elimination
process occurs prenatally, particularly during the very
early stages of embryonic life (see Hertig, 1967; Wilcox
et al., 1988; Macklon et al., 2002). Karyotypological
research shows that intrauterine mortality largely 
consists of a genetic elimination process (see Boué
et al., 1975; Creasey et al., 1976; Clark, 2003; Rubio
et al., 2003).

In preindustrial living circumstances, mortality con-
tinued this elimination process virtually during the
whole life cycle, resulting in a survivorship curve that
approached closely the constant death-rate logarith-
mic curve (Comfort, 1979). Although it is probably
impossible to document the genetic component of this
earlier elimination process properly, it is difficult to
imagine that the earlier mortality pattern would not
have considerably decreased the genetic diversity,
leaving the more fit as survivors up to high age. The
genetically differential effect of mortality must have
shown up in the population age structure, in which the
older age groups may be supposed to have been genet-
ically less variable.

Senescence is the time-dependent accumulation of
genetic damage that progresses during the life course,
resulting in increasing levels of frailty, impaired func-
tion, disease, and ultimately death (see Carnes and
Olshansky, 1993). According to some scholars, senes-
cence evolved through the accumulation of deleterious
mutations that act only in later life, after the repro-
ductive phase of life or the period of life during which
the survival of grandchildren can be influenced, that
is, when the force of selection decreases or disappears
(Medawar, 1952). Others are of the view that senes-
cence is the result of antagonistic pleiotropy; that is,
genes with favorable effects during the early years of
life would have unfavorable side effects later in life
(Williams, 1957). Whatever mechanism may be at the
basis of senescence, genes with late deleterious conse-
quences can only accumulate and show up among
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individuals who live long enough (Kirkwood and 
Holliday, 1986).

d. Migration

Demographic migration is only of relevance here if
it is associated to genetically differential population
movements. Obviously, this is often the case. For
example, long-distance migrants usually come from
populations that are genetically different from the pop-
ulations in the immigrant regions (Mascie-Taylor 
and Lasker, 1988). Although the genetic differences
between populations constitute only a small fraction
of the total genetic variation in humans (see Lewontin,
1972; Rosenberg et al., 2002), they remain important
biological markers of group identity and continue to
play a crucial role in in-group/out-group relations
(Reynolds et al., 1987; Thienpont and Cliquet, 1999).

Migrants may differ not only from the populations
they join but also from the populations they leave. In
the latter case, selective emigration is seen (see
Shapiro, 1939; Martin, 1949; Illsley et al., 1963; Mascie
Taylor, 1984; Steegman, 1985). Migrants may differ
from the sedentary population in fecundity, morbidity,
longevity, intelligence, energetic drive, etc. (Termotte,
1984). Often, selective migration movements appear to
be cases of social assortment, effecting the genetic com-
position of both the population of destination and the
population of origin (Bogin, 1988).

In principle, the effects of genetically differential
migration are easy to understand: they change the
allele frequencies and genotype frequencies of the pop-
ulations involved in the directions and the degrees of
the migration movements. However, the specific bio-
logical characteristics of migrants should be carefully
assessed: they may, indeed, be the result of a genetic
assortment, but they may also be caused by an assort-
ment of features that are the result of environmental
influences (e.g., nutrition, education, infection) or even
of a phenotypic adaptation to their new environment
(Bogin, 1988).

Migration may change the gene frequencies in two
different ways. It may lead to the splitting up of a pop-
ulation in several subpopulations that further evolve
in isolation, and it may lead to the fusion of several
populations, resulting in hybridization. The splitting
up of populations leads to genetic isolation by dis-
tance, that is the decrease of genetic exchange between
populations with increasing geographical (or social)
distance, resulting in decreasing (coefficients of)
kinship and genetic similarity (see Wright, 1943). Geo-
graphic isolation (lack of gene migration) is an impor-
tant factor that determines the extent of the genetic
distance, that is, the degree of genetic differentiation

between populations (see Constandse-Westermann,
1972). The less migration there is, the more relatedness
will build up within groups. According to Hamilton
(1975), the number of migrants, rather than the size of
the colonies, determines the degree of intrarelatedness.
Fusion of genetically different populations can occur
with different intensity: it may occur on a massive
scale in a short period of time, but it may also be
achieved by a slow but continuous gene flow, spread
over a very long period of time. It may involve neigh-
boring, closely related populations or geographically
and genetically more distant populations. Most migra-
tion, however, occurs over a short range, among neigh-
boring populations who are often genetically similar.
Demographic and population genetic research on mar-
riage distance in traditional societies has shown that
the reproductive communities on average only slightly
transcended the village or parish (see Cavalli-Sforza et
al., 1964). The effects of emigration may, moreover, be
compensated or counterbalanced by return migration
(see Relethford and Lees, 1983).

Almost all known experiences of contacts between
human populations, even in agonistic situations, lead
to bridal exchanges and/or gene flow. This is the
reason why isolation by distance explains most of the
genetic variation in large populations settled for a long
time and on a large scale (see Morton et al., 1972). It is
also one of the reasons why interpopulation variation
is characterized by genetic gradients or genoclines:
these are neighboring populations isolated by dis-
tance, forming small overlapping mendelian popula-
tions and approaching a stepping-stone model with
continuous variation of genetic traits between adjacent
groups of people (see Reddy, 1984).

Migration movements may involve much more
complex population genetic situations. Genetically dif-
ferential immigration may lead to the establishment of
new, hybrid populations in which the immigrants are
genetically integrated. However, in many cases, the
immigrants remain in endogamous communities,
reproductively isolated from the main, autochthonous
populations. In such cases, the geographical popula-
tion may be composed of a series of endogamous
reproductive communities, which each one of them
sharing a different gene pool. The African-American
population is an interesting case in this respect,
because it combines features of both migration
processes: partial genetic isolation and partial
hybridization. Although the social prevalence of
formal marriages between blacks and whites in the
United States is extremely rare, the European contri-
bution to the gene pool of the African-American pop-
ulation has been estimated to accumulate to 30% on
average, with a strong regional variation going from
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10% to 50% (see Reed, 1969; Workman, 1973). The 
gene flow from the European to the hybrid African-
American population, over a period of ±12 genera-
tions, has been calculated to be on average 2.5% to
3.5% per generation (Glass and Li, 1953; Roberts, 1955).
A continuous gene flow, which is not counteracted by
other population genetic processes, inevitably results
in population genetic replacement and overall homog-
enization (see Hiorns et al., 1969; Mascie Taylor and
Lasker, 1988). The degree of substitution only depends
on the rate of gene transfer. If the European gene trans-
fer to the African-American population continues at its
past rate, the genetic identity of the African-Americans
will disappear in a few millennia (see Benoist, 1986;
Cavalli-Sforza et al., 1994). In their mathematical analy-
sis of the effects of migration on the relatedness
between populations, Hiorns et al. (1969) obtained the
surprising result that, even with modest degrees of
exogamy, it takes only a limited number of generations
to produce genetic homogeneity in a defined geo-
graphical space. The present increasing trends in
migratory movements and exogamic behavior defi-
nitely stopped the earlier fission in favor of an increas-
ing fusion movement.

The genetic effects of migration are not necessarily
limited to population genetic fission or fusion. It 
may also be related to or induce other demographic
processes, resulting in genetic changes. For example,
migration may be associated to differential fertility.
Immigrants with higher fertility levels will speed up
the change of the genetic composition of the popula-
tion. A typical example is Brussels, where Moroccan
and Turkish immigrants have a cohort fertility of more
than 4 children, and the autochthone inhabitants and
Flemish and Walloon immigrants have, on average, 1.5
children (Schoenmaeckers et al., 1997). Migration may
also be associated to genetically differential mortality
and hence to selection processes. Migrants may arrive
in environments to which they are less well adapted
or in which they are freed from their former selective
pressures, as has been clearly shown for sickle-cell
anemia (see Devoucoux et al., 1991). Migrants may
increase the mortality of the autochthones, either by
introducing diseases to which the natives are not
resistant or by genocide (see Vogel, 1992). Both these
migration-induced population genetic effects have
been observed in the partial, and in some cases even
total, population genetic replacements of the Indian-
American populations in North America and the
Caribbean by populations of European and African
origin during the colonization of the Americas.

Immigration may also induce emigration and
strengthen local or regional population genetic substi-
tution processes. The residential segregation of genet-

ically distinguishable ethnic minorities in many Euro-
pean and American metropolitans is a well-known
phenomenon (see de Lannoy, 1978; Van der Haeghen,
1995). Last but not least, migration may lead to 
population fragmentation, resulting in small isolates
that then become sensitive to phenomena such as 
the Sewell-Wright-effect, the founder effect, and
inbreeding.

e. Population Size

The demographic size of a reproductive community
may have different, although partially interrelated,
effects on the genetic diversity of the population. All
of them, however, manifest themselves when a repro-
ductive community is small and when there is little or
no immigration. The combination of endogamy and a
small population size results in the production of iso-
lates, that is, relatively homogeneous populations sep-
arated from related groups by geographical or social
factors (see Wahlund, 1928; Dahlberg, 1929; Jacquard,
1976).

Usually two major types of isolates are distin-
guished, the genetic effects of which may be different:
(1) primary isolates, tribal populations of ancestral
origin closely approaching genetic equilibrium and
often characterized by the presence of private poly-
morphisms (i.e., alleles restricted to a single tribe), and
(2) secondary isolates, offshoot populations detached
from a large, national population itself usually being
an amalgamation of earlier smaller groups. Secondary
isolates are usually not (yet) in genetic equilibrium
(Neel, 1992).

In the first place, a small population size triggers
random genetic drift. Population genetics has knowl-
edge of many and different types of small reproduc-
tive communities—isolated island or mountain
populations, religious, ethnic, or other social isolates—
with (monogenic) allele frequencies that fluctuated or
diversified owing to the sampling processes linked to
the formation of new generations by a small number
of individuals (see Cavalli-Sforza and Bodmer, 1971;
Roberts et al., 1992). Hence, the demographic size of a
population can influence its genetic composition.

A special case emerges when a population goes
through a demographic bottleneck, as a result of emi-
gration, high mortality, low fertility, age, or sex imbal-
ance (see Leslie, 1990). It then becomes susceptible to
the founder effect: particular genes, carried sometimes
by one single individual, get easily spread over the
small population. The presence of bottlenecks leads to
a rapid increase of the genetic distance and a reduction
in heterozygosity. It produces long branches in phylo-
genetic trees (Livshits and Nei, 1990).
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In combination with the absence of immigration, the
small size of a reproductive community inevitably also
leads to inbreeding. When the number of potential
mates decreases, the chance of meeting a (close) rela-
tive increases. As was already explained, consanguin-
ity promotes the formation of homozygote genotypes
for all genes and consequently leads to inbreeding
depression. Population genetics has documented this
phenomenon with amazing examples of small isolates
in which many and rare genetic diseases showed up
with high frequencies (see Pollitzer et al., 1964; Witkop
et al., 1966; Roberts, 1968). Not only do recessive genes
show up in homozygous combination, but also unfa-
vorable dominant alleles can spread easily owing to
the close web of kinship (Roberts, 1992).

Population size may also affect the genetic popula-
tion composition when it becomes too large, particu-
larly with respect to its available resources. Population
pressures may then increase the within- and between-
population competition and induce selective
processes, or it may lead to selective outmigration, for
example, in the form of brain drain (UNESCO, 1984).
However, the immediate cultural effects of this phe-
nomenon may prove to be of more importance than are
the population genetic effects, which may appear only
on a longer-term basis thanks to the greater genetic sta-
bility of polygenetically influenced characteristics.

II. THE EFFECTS OF THE MODERN
DEMOGRAPHIC TRANSITION ON

GENETIC DIVERSITY

The human species has experienced several demo-
graphic transitions (Muhsam, 1979). Here, only the
recent transition is considered, associated to industri-
alization and other aspects of modernization demo-
graphically, the transition is mainly characterized by a
substantial acquisition of control over mortality and
fertility (Landry, 1934; Kirk, 1996). Although mortality
and fertility control are undoubtedly the most impor-
tant characteristics of the modern demographic transi-
tion, it must be acknowledged that virtually all
demographic variables are involved in this transition.
For the issues at stake in this chapter, the discussion
has to deal with mating behavior, fertility, migration,
mortality, and population size.

1. Mating Behavior

Modernization is characterized by several societal
changes that may influence mating behavior: there is,
for example, a shift from a socially controlled toward
a more personally determined way of life; the popula-

tion size and the communication and travel oppor-
tunities increased; or scientific knowledge became
available about the detrimental genetic effects of
inbreeding. All of those changes result in the presence
of larger pools of possible mates. Notwithstanding the
existing tendencies with respect to in-group behavior,
it can be expected that the new opportunities for
choosing mates will be taken advantage of. This is
what is being observed.

In the first place, the traditional small marriage dis-
tance or mate pools that were largely limited to the
town and to neighboring villages or towns, increased
considerably. On average, people in modern society
choose their partner(s) from a much larger geographi-
cal or social area (see Walter, 1956; Boyce et al., 1968).
This broadening of the marriage or mate distance 
has two distinct population genetic effects. First, iso-
lates are broken up, reducing inbreeding and dimin-
ishing the inbreeding depression. Second, exogamic
matings increase, leading to interpopulation mixtures
and, in some cases, to crossing between genetically
strongly distinct populations (see Lionetti and Newell-
Morris, 1982), thus resulting in a higher population
heterogeneity.

In the second place, assortative mating on the basis
of preferred mate characteristics may increase. This
increase is difficult to document, because no historical
data are available that can be compared with more
recent data. The latter, however, clearly show that
assortative mating is a common behavioral pattern in
modern society (Fig. 79–2). Assortative mating results
in increased homozygosity and larger population
genetic variance, obviously to the extent that the char-
acteristics involved in mate choice are (partly) geneti-
cally determined.

A particular question relates to mate selection. In
the past, at least in Western societies, celibacy was not
an uncommon phenomenon, either for religious or for
economic reasons. In modern culture, religious as well
as economic celibacy seems to be regressing. However,
the recent decrease in nuptiality may not be considered
as a new increase in celibacy. Marriage has simply 
been replaced by other forms of unions (cohabitation;
living apart together [LAT] relations; loose relations)
(Villeneuve-Gokalp, 1997). It is difficult to evaluate the
genetic effects of changes in mate selection. The earlier
forms of celibacy probably had very diverse genetic
effects (de Lapouge, 1896). The current strong reduc-
tion of those who obey the call in Catholic regions, and
who were formerly undoubtedly belonging to the
more intellectually gifted individuals of the popula-
tion, might be considered to have a eugenic effect. But
what about the other changes in mate selection? On the
whole, one would expect that the decrease of celibacy
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might induce a decrease in selection, resulting in an
increase in population genetic heterogeneity.

2. Fertility

The modern demographic transition is character-
ized by profound changes in both the timing and
intensity of fertility. As far as the timing is concerned,
births are no longer spread over the fecund period of
life. With respect to fertility intensity, both the average
and the variance decreased. Last but not least, the tran-
sition from a high to a low fertility regime has, in many
cases, been associated with strong sociobiological dif-
ferentials in reproductive behavior.

In demographically post-transitional societies,
births are avoided at younger ages, in particular
during adolescence, and at higher ages, especially after
age 35. The latter phenomenon is generally considered
to have a eugenic effect, because the prevalence of
several genetic impairments increases with parental
age and/or birth order and, hence, can be avoided by
controlling fertility at higher ages or parity (see Mat-
sunaga, 1966). In recent decades, however, the post-
ponement of births is pushed further up in the life
course. In some countries such as The Netherlands, the
average age of a woman at her first birth is close to 30
(see Beets et al., 1994), which means that most women
will have their children in their 30s instead of their 20s.
In addition to increased risks of fecundity problems

(primary and secondary sterility start to increase sub-
stantially after age 30), relatively older parents also
risk higher frequencies of particular genetic disorders.
Fortunately, more genetic impairments can be detected
prenatally and eliminated by selective abortion, if so
desired.

The availability of selective abortion may have two
distinct effects on the genetic composition of the pop-
ulation. First, it allows families who have a substantial
risk to get genetically impaired children to avoid the
birth of seriously handicapped offspring and to
replace them with phenotypically normal children.
Selective abortion not only avoids genetic impairments
but also avoids infertility: it allows couples to build up
a normal family with healthy children (see Evers-
Kiebooms, 1994). However, the reproductive compen-
sation resulting from the replacement of defective
offspring by normal children increases the relative fre-
quency of carriers of the genetic condition in het-
erozygote individuals, who may transmit the defective
allele to future generations and contribute to the
increase of the allele frequency in the population.
However, it may be expected that more refined future
genetic screening techniques will be able to prevent
such an increase.

Fertility regulation, resulting in a lower parity com-
bined to an earlier timing, may have other, but perhaps
less important, genetic effects. In fact, all genetic phe-
nomena that are differentially related to maternal or
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paternal age may be supposed to be influenced by fer-
tility regulation. Walter Fuhrmann (1969) has argued
that family planning may lead to an initial decrease
and a subsequent increase of dizygotic twins. Because
the prevalence of dizygotic twins increases with
maternal age, the avoidance of births at higher ages
must lead to a decrease. However, family planning
concerns pregnancies, not births. In the case of twins,
a single pregnancy results in two births. In a regime of
fertility limitation, the relative share of twin children
will become more numerous on the totality of children
born, and hence the genes involved will increase and
counterbalance the effect of the decreasing maternal
age. Fertility limitation at higher ages may also slightly
influence the sex ratio because the birth of males
decreases with maternal age, but this phenomenon
cannot be supposed to have intergenerational effects.
Smaller families result in lower numbers and pro-
portions of close relatives and, consequently, may
decrease the risk of the formation of consanguineous
unions (see Chandrasekar et al., 1993).

The modern decreases in fertility average and 
variance have to be considered together, because 
the opportunity of selection depends, according to
Crow’s index of total selection, on the ratio of the vari-
ance (Vw) to the square of the mean (w2) of the number
of first generation descendants per individual (Crow,
1958):

I = Vw/w2

This index can be separated into two components,
Im and If, due to differential mortality and fertility
respectively:

I = Im + 1/psIf

Im = pd/ps

If = Vf/x2
s

where pd is the proportion of premature deaths, and ps

is the proportion of survivors, with xs as mean and Vf

as variance of the number of births per surviving
parent.

Whereas the mortality decline of the modern demo-
graphic transition resulted in a decrease of Im, the fer-
tility decline, contrary to what might intuitively be
expected, does not necessarily induce lower opportu-
nities for selection (see Matsunaga, 1966; Spuhler, 1976;
Hed, 1987). On the contrary, when the average fertility
decreases more strongly than does its variance, the
opportunity for selection may even increase. Data
from different countries seem to suggest that, at least
in the initial stages of the demographic transition, the
If increased slightly, whereas in later stages it
decreased (Fig. 79–3).

The degree to which selection actually occurs
depends on the genetically differential fertility
observed. The modern fertility decline in most early
transitional societies occurred in a socially differenti-
ated way: birth control first spread among the higher
educational and socioeconomic strata, initially result-
ing in outspoken negative associations between fertil-
ity and a variety of indicators of social stratification
(see Wrong, 1958; Cochrane, 1979).

Given the substantial positive correlation between
educational level or other indicators of socioeconomic
status (SES) and intelligence (see Jensen, 1981; White,
1982; Lynn, 1996), the positive correlation between
intelligence of parents and children, the above-
mentioned negative correlation between social status
and fertility, as well as direct observations on the neg-
ative correlation between intelligence and fertility (see
Cattell, 1937, 1950; Vining, 1986) induced the theory of
the contraselective effect of modern culture on intelli-
gence, predicting that the intelligence level in indus-
trial societies would start to fall (see Cattell, 1937;
Graham, 1970). Contrary to this prediction, however,
large-scale surveys on the intelligence level in subse-
quent generations initially did not show a decrease,
but no change, or even an increase (see Cattell, 1950;
Flynn, 1984; Lynn and Hampson, 1987). Nevertheless,
on the basis of large-scale surveys and data on differ-
ential fertility and other demographic mechanisms
such as mate selection, differential mortality, and gen-
eration length with a view of assessing the net effects
of demographic differentials on the intergenerational
changes in intelligence levels and interpreting them in
the light of findings on the heritability of cognitive
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ability,1 several scholars concluded that the demo-
graphic transition had a slight dysgenic effect (see
Vining, 1986; Retherford and Sewell, 1988; Loehlin,
1997; Lynn, 1999). For complex features such as cogni-
tive ability that are determined by many monogenetic
and polygenetic gene pairs and can, moreover, be
influenced by environmental factors, the intergenera-
tional genetic effect of differential reproduction is
always smaller than the fertility differentials suggest
(see Carter, 1966; Cliquet and Delmotte, 1984). Last,
but not least, many industrial societies still experience
negative relations between fertility and a variety of
SES indicators, but the differentials have decreased

substantially because birth control also became a
common practice among the lower educational and
social-status strata (see Kirk, 1969; Vining, 1986;
Perusse, 1993). In some countries the earlier negative
association between fertility and SES indicators show
the first signs of a possible reversal, confirming
Osborn’s (1952, 1968) eugenics hypothesis, stating that
in a situation of free choice the distribution of births
will favor more children being born in the most favor-
able home environments. This implies that the end of
the demographic transition might be characterized by
a positive association between reproductive fitness
and socially valuable traits.

Although the modern demographic transition is in
the field of reproductive behavior mainly character-
ized by a decrease in fertility, modernization has also
increased, in absolute or in relative terms, the fertility
of particular population categories. Modern health
and welfare care, particularly therapeutic replace-
ment,2 has not only postponed mortality but also
relieved morbidity, in some cases allowing individuals
or couples, whose reproductive fitness was strongly
reduced in previous times, to get (more) children. In
cases in which genetic factors are involved in the eti-
ology of diseases, health care and therapeutic replace-
ment result in selection relaxation. Several mental 
or physical conditions are known for which medical
treatment has a positive effect on reproductive fitness.

Chapter 79/Population Change and Genetic Diversity 273

1 Although quantitative genetics (see Mather and Jinks, 1982),
and in particular behavior genetics (see Hay, 1985; Plomin et al.,
1990), are well-established disciplines, some of their concepts and
fields of application such as heritability of cognitive ability continue,
partly because of ideological interferences (see Kamin, 1974; Herrn-
stein and Murray, 1994) and partly because of methodological issues,
to raise scientific controversy (see Capron et al., 1999; Hay, 1999;
Vogel, 1999; Vetta and Courgeau, 2003). Ronald Fisher (1951) con-
sidered the heritability coefficient as one of those unfortunate short-
cuts that appear often in biometrics owing to a lack of thorough
analysis of the data. Albert Jacquard (1983) has shown that this term
covers three different concepts and argued that none of those param-
eters proposed by geneticists can be used for resolving the questions
linked to the transmission of behavioural characteristics such as
intelligence quotient. The progress in molecular genetics can be
expected to throw more light on the transmission of quantitative
trait loci (QTL), just as it is doing for monogenetic traits (see Plomin
et al., 1995; Plomin, 1997; Chorney et al., 1998; Mackay, 2001), even if
some authors believe that it is really impossible to distinguish the
effects of heredity and environment (Gottlieb, 2001).
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2 Medical intervention allowing to supplement a deficient func-
tion or to replace a deteriorated organ.



Schizophrenic patients traditionally had and still have
a lower reproductive fitness than do other people,
owing to lower marriage rates, higher divorce rates,
and lower fertility rates (Erlenmeyer-Kimling et al.,
1969; Ritsner et al., 1991). In recent decades, however,
thanks to medical treatment that allows deinstitution-
alization, the fertility rate of schizophrenic patients
shows a slight upward trend (Bodmer, 1968; 
Ödegaard, 1980; Erlenmeyer-Kimling et al., 1969). The
same phenomenon has been observed for individuals
with diabetes (Aschner and Post, 1956/57). Adams and
Smouse (1985) have illustrated the effect of selection
relaxation during the demographic transition by cal-
culating the selection coefficients for three hypotheti-
cal diseases as examples of traits with different age of
onset patterns. The selection intensity decreased,
mainly for the trait with an early age of onset, owing
to the concomitant effects of mortality decline and a
decrease in generation time as a result of a greater pro-
portion of child-bearing being accomplished at earlier
ages. Selection relaxation may also act against subfe-
cundity. More and more medical interventions are
developed aimed at treating subfecundity conditions
(De Jonge and Barratt, 2002; Cetin et al., 2003). 
Moreover, fertility limitation profoundly changes the
parity frequency distribution in favor of the lower
parity numbers (Fig. 79–5). The combined effects of
replacement therapies and the changed parity distri-
bution might, in the long run, also decrease the fecun-
dity or at least increase the proportion of people facing
subfecundity problems (see Graham, 1972; Medawar,
1974).

In recent years an increasing interest can also be
observed on the effects of new developments in genet-
ics and evolutionary anthropology on the understand-
ing of human reproductive behavior in modern society
with its strong changes in family planning and fertil-
ity behavior (Rodgers et al., 2000, 2002; Wachter and
Bulatao, 2003).

a. Mortality

One of the major components of the demographic
transition is the epidemiologic transition. Mainly
because of the control of infectious diseases, the major
causes of death in industrial countries have shifted 
to chronic diseases of late onset (Weiss, 1990). These
diseases are much less subject to natural selection,
because the force of natural selection decreases with
age, more particularly after the reproductive period of
life, leading to an accumulation of unfavorable muta-
tions producing senescence and ultimately death
(Finch, 1990; Rose, 1990). The control of infectious dis-
eases allows people to reach higher ages, at which the

accumulated effects of deleterious mutants can mani-
fest themselves. In addition, the protective nature of
modern culture, through improved living circum-
stances of all sorts and medical replacement therapies,
allows more frail individuals to survive and even to
reproduce (see Cook, 1956–1957; Vogel, 1992). The
modern mortality control is decreasing substantially
the mortality component of Crow’s (1958) index of
opportunity for selection (Im = pd/ps) (Fig. 79–3).
Modern culture has, in this way, increased the adapt-
ability of persons who would not have lived long and
whose reproductive fitness would seriously have been
reduced in preindustrial living circumstances. In
modern culture, these individuals are better adapted
to survive, a nice illustration of the relativity of the
normal or abnormal nature of genes and genotypes
that changes with medical and social progress. A gene
that was, in premodern circumstances, experienced as
abnormal, is no longer considered deleterious if the
carrier can now have a normal life. However, it also
means that such persons depend more on the preser-
vation and further progress of a technologically highly
developed culture and society.

The modern mortality transition is rectangularizing
the human survival curve and is profoundly changing
the quantitative age composition of the population.
However, this curve-squaring strategy (Gordon et al.,
1979) also influences the quality of life because the gain
in years is partially associated to an increase in largely
genetically determined chronic diseases (see Ver-
brugge, 1984; Riley, 1990; Robine et al., 2003) (Fig.
79–6). Future efforts to further rectangularize the sur-
vival curve might even worsen this trend. The ideal of
a full rectangular survival curve might, however, not
be completely reachable owing to the genetic hetero-
geneity of the human species and its species-specific
maximum life span (Weiss, 1990). On the other hand,
future progress in molecular genetics might break
through the maximum life span and extend the
human-specific longevity (Gordon et al., 1979).

Biodemographers have tried to model the age-
specific hazard function of frailty (see Manton and
Stallard, 1994; Vaupel, 1990; Weiss, 1990). This is,
however, extremely difficult, because the life course
history of many diseases is not well known. Moreover,
both genetic and environmental factors influence
many diseases and may be responsible for phenotypic
heterogeneity. Last, but not least, the shape of the
hazard function is not necessarily uniform for all vari-
ables involved, as Weiss (1990) has recently shown for
various forms of cancer. A substantial, if not the largest
part of the frailty hazard is of a (partial) genetic nature.
In modern culture, the genetic component of the frailty
hazard is increasing, in relative as well as in absolute
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terms. The general protective effect of modern culture
and the spreading of replacement therapies results in
a selection relaxation (Cavalli-Sforza and Bodmer,
1971; Crow, 1966). The epidemiological shift and the
selection relaxation both result in an increase of the
genetic heterogeneity of the population. This increas-
ing genetic diversity induces a larger phenotypic vul-
nerability, which requires a further enhanced medical
and welfare care (see Manton et al., 1990).

The selection relaxation of mortality control, just as
the one of morbidity control, may be reinforced by an

increased reproductive fitness. Surviving individuals
may find (a) partner(s) and get children. This has
already been shown for individuals with several dis-
eases, such as diabetes (Aschner and Post, 1956–1957)
and schizophrenia (Erlenmeyer-Kimling and Parad-
owski, 1966; Ritsner et al., 1991), for which replacement
therapies or other types of medication have been
developed. The reproductive fitness of such patients
undoubtedly has been enhanced, so that an increase in
the frequency of the alleles responsible for those con-
ditions may be expected to increase.
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The quantitative effect of the selection relaxation
depends on several factors: the relation between the
mutation pressure and the degree of relaxation, the
effect of the replacement therapy on the reproductive
fitness, and the mode of inheritance (dominant, reces-
sive, polygenetic inheritance) (see Cavalli-Sforza and
Bodmer, 1971). Computer simulation shows that in all
types of inheritance, the increase of the allele fre-
quency is very slow, especially for recessive alleles or
polygenetic conditions, in which most deleterious
alleles are hidden in heterozygous combinations.

The possible dysgenic effects of morbidity or mor-
tality control may be counteracted by birth control. In
the future, it may be expected that the demographic
transition, mainly through the experience of mortality
and fertility control, will contribute to shift this control
from quantitative to qualitative goals and from phe-
notypic to genotypic concerns. This way, the human
species would control not only its demographic
growth and phenotypic development but also its
genetic composition, that is, its future evolution
(Cliquet, 1996). This proposition may, at the beginning
of this century, sound quite daring, if not appalling,
just as, in the beginning of the 20th century, quantita-
tive birth control was vigorously opposed. In a longer
time perspective, however, it is difficult to image that

humans, once they have mastered the necessary tech-
nology, will not try to avoid genetically determined
diseases and to promote genetic features that are con-
sidered socially desirable or advantageous, such as
heterosexuality, cognitive ability, sociability, beauty,
and mental and physical health in general.

b. Migration

Modernization has increased considerably the
opportunities for geographical mobility by enlarging
the communication and transportation facilities. This
has resulted in a substantial increase in migratory
movements, internally as well as internationally.

Modernization not only increased the opportunities
for geographical mobility but also influenced the
values and norms with respect to in-group behavior.
Communication and transportation opportunities and
knowledge about and experience with others via a
diversity of channels (e.g., scientific discoveries, com-
mercial and industrial activities, mass media, and
tourism) have broadened people’s minds and made
them less averse to strangers, to out-groups. Inevitably,
this leads to a further broadening of the mating and
reproductive communities and hence to the breaking
up of geographical and social isolates, in-groups, etc.

Increasing migration flows make populations
genetically more heterogeneous. On the basis of plant
and animal experiments, one might expect to witness
signs of heterosis or hybrid vigor. Some authors are 
of the view that the modern secular increase in 
body height is partly owing to increasing exogamy.
However, conclusive proof of the effect of heterosis in
the human has not yet been established.

Wherever the increasing migratory movements are
of a massive nature and the immigrant populations are
not well integrated, new isolates may be formed. Such
forms of migration may lead to population genetically
stratified societies, in which the immigrant groups
often are confined to the lower socioeconomic and
occupational strata and are residentially segregated 
in less attractive quarters (de Lannoy, 1978; Van der
Haeghen, 1995). It is a picture that is traditionally well
known in the Americas, but which, in recent decades,
has also emerged in many Western European metro-
politan areas and even in fast-growing economies in
the Near East and the Far East.

It is difficult to judge whether the demographic
transition has also influenced selective migration
processes. There are indications that such forms of
migration do occur (Bogin, 1988). Migration policies
are, in most cases, selective in one or another way.
Guestworkers are usually attracted on a temporary
basis in periods of economic boom and are afterward

276 Cliquet

Number of 
survivors

Almost healthy

Very healthy

Not so healthy

INED
19104

100

90

80

70

60

50

40

30

20

10

0

Number of survivors (in thousands)

0 10 20 30 40 50 60 70 80 90
Age

Ill

Receiving 
medical treatment

FIGURE 79–6 Survival and frailty curves of females in modern
society. (From Koizumi, 1982.)



expected to return to their countries of origin. For per-
manent migrants, on the contrary, selection policies
seek to attract highly skilled or economically well-off
people. To the extent that such social characteristics are
correlated to partially genetically influenced features
such as intelligence and physical health, the migration
flows may be in part genetically selective. “Brain
drain” is an issue that increasingly preoccupies devel-
oping countries (UNESCO, 1984). However, because
the biological features (intelligence, health) involved in
such migratory processes, are largely determined by
polygenes, the immediate effects of such migratory
processes are largely of a cultural and not of a genetic
nature. Such migration flows might have genetic
effects only on a long-term basis (Mather and Jinks,
1982).

A fundamentally important effect of the increased
opportunities of geographical and social mobility is
that it enhances the size of the population, particularly
of the breeding unit or effective population size.

c. Population Size

The modern demographic transition is character-
ized by the broadening of the marriage or mating 
distances (see Walter, 1956; Lebel, 1983; Walter, 1956;
Wijsman and Cavalli-Sforza, 1984), the breaking up 
of isolates (see Sheets, 1980; Yanase, 1992), the increase
of interclass, inter-religious, intertribal, and intereth-
nic matings (see Coleman, 1992; Relethford and 
Mielke, 1994), and the increase of population genetic
exogamy (see Leonetti and Newell, 1982). All of these
processes, in fact, involve increases of (effective) 
population size.

The population genetic effects of increasing popu-
lation size are obvious: decrease or even disappear-
ance of genetic drift, founder effect, and inbreeding.
These changes have been most extensively docu-
mented for inbreeding, which is observed not only in
developed countries (see Sutter and Tabah, 1955;
Imaizumi, 1992) but wherever modernization and
industrialization spreads (Fig. 79–7). Studies have 
documented this phenomenon in developing coun-
tries (see Khlat, 1988; Chandrasekar et al., 1993). The
decreasing inbreeding levels are obviously associated
to the decrease, if not the disappearance, of inbreeding
depression.

Of course, these changes do not occur everywhere
at the same speed; it may, in some cases, even be 
counteracted by rising fundamentalism, the isolation
of immigrant minorities, or the traditional socioeco-
nomic advantages of modest forms of consanguinity
(Bittles, 1994). Hence, in some countries the early
stages of modernization were characterized by an

increase of consanguinity, not because of a lack of
available mates but because some population cate-
gories wanted to keep their wealth in the family on
basis of social status and ethnic identity (Jorde et al.,
1992). Moreover, the early demographic changes them-
selves, among others resulting in an increase of 
surviving children and consequently of available rela-
tives, produced a temporary increase in consan-
guineous marriages (Sutter, 1969).

CONCLUSIONS

This chapter examined the effects demographic
mechanisms and processes may have on the genetic
composition and structure of populations and, in par-
ticular, the effects the modern demographic transition
has or might have on the genetic diversity of popula-
tions. These are important issues because the basic
demographic variables—mating, fertility, migration,
and mortality—are the proximate instruments of pop-
ulation genetic changes, eventually leading to biolog-
ical evolution. Demography and genetics are closely
intertwined: all of the basic demographic mechanisms
and processes, on the one hand, and the population
genetic mechanisms and processes, on the other hand,
interact, often in multiple ways.

The demographic transition influences via all of the
major demographic variables—mating, fertility, mor-
tality, migration and population size—the genetic
composition and structure of populations.

The broadening of the marriage or mate distance
has two distinct population genetic effects: isolates are
broken up, reducing inbreeding and hence diminish-
ing the inbreeding depression, and exogamic matings
increase, leading to interpopulational mixtures and
enhanced genetic heterogeneity. Assortative mating on
the basis of preferred mate characteristics increases,
leading to a higher population genetic variance. The
decreasing levels of celibacy may reduce selection
intensity and increase genetic heterogeneity.

Changes in fertility—timing as well as intensity—
may have different effects. The avoidance of births at
higher ages lowers the frequency of genetic impair-
ments, the appearance of which is correlated to
parental age. The practice of selective abortion has the
same effect, but may, in the long run, raise the equi-
librium level of harmful recessive alleles owing to
reproductive compensation. Whereas the mortality
decline of the demographic transition resulted in a
decrease of Im, the fertility decline does not necessar-
ily induce lower opportunities for selection. Data from
different countries seem to suggest that, at least in the
initial stages of the demographic transition, the If

Chapter 79/Population Change and Genetic Diversity 277



increased slightly, whereas in later stages it decreased.
Although intelligence-related differential fertility is
decreasing, the demographic transition seems so far to
have had a slight contraselective effect.

The mortality reduction results in a selection relax-
ation. Improved living circumstances of all sorts and
medical replacement therapies allow more frail indi-
viduals to survive and to reproduce. This results in a
selection relaxation and in an increased adaptability of
persons who would not have lived long. The increased
survival rates are associated to an increase of biologi-
cal frailty and of genetic heterogeneity.

Increasing migration flows also enhance population
genetic heterogeneity. In combination with increasing
population size, they break up isolates, decrease con-
sanguinity levels, and lower inbreeding depression.

The present increasing trends in migratory movements
and exogamic behavior stopped the earlier fission 
in favor of an increasing fusion movement. 
Modern culture may have strengthened selective
migratory processes, for example, by means of brain
drain migration.

In the future, it can be expected that the demo-
graphic transition, mainly through the experience of
mortality and fertility control, will contribute to shifts
in life goals from quantitative to qualitative concerns
and from phenotypic to genotypic concerns. Some less
favorable genetic effects that may have been associated
with the demographic transition are probably to be
considered as temporary consequences of a major shift
in demographic regime. They might be neutralized, 
if not reversed, by a future progress in genetic 
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knowledge and genetic engineering and by raising
expectations about quality of life.
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INTRODUCTION

Over the past 2 decades, in many developed and
developing countries, life expectancy has greatly
increased owing to the decrease in mortality. However,
this positive change has raised new questions con-
cerning the quality of the years of life gained, particu-
larly for older people. Indeed, the individuals who
escape death may still accumulate disabilities, after
effects of accidents, or consequences of chronic dis-
eases. So is there reason to fear that current and future
progress in life expectancy will bring a deterioration 
in the mean health status of the population? Several
theories have been put forward to answer this ques-
tion. We will begin by presenting the general outlines
of these theories.

These theories need to be confirmed with facts, 
and an accurate appreciation of the direction in which
the facts are evolving is essential to adapt public 
health policies accordingly. This is why the concepts of
health state expectancy, a composite measure of mor-
bidity and mortality, and disability-free life expectancy
(DFLE; or active life expectancy [ALE]) have been
developed to address this question. We will discuss the
development and definition of health state expectan-
cies, defining the concepts underpinning the measure-
ment of health states and giving some results of
differentials in health state expectancies to demon-
strate the relevance and utility of these indicators.

I. EXPANSION OR COMPRESSION 
OF MORBIDITY?

For a long time, the increase in life expectancy
meant an improvement in the health of populations.
Today, this is no longer enough because chronic dis-
eases have replaced, or are progressively replacing,
infectious diseases and the risk of becoming ill is not
solely linked to the risk of dying (Riley, 1990). Thus,
with a constant recovery rate, if the risk of dying
diminishes more than the risk of becoming ill, the risk
of being ill increases. In other words, the prevalence 
of chronic disease in the population can increase as a
result of an increase in the duration of survival if the
decrease in fatality is not offset by an equivalent
decrease in incidence.

In the absence of pertinent data on the evolution of
morbidity, the relationships that can exist between the
patterns of evolution of these risks have been debated,
gradually focusing on three theories: (1) an improve-
ment in the state of health or a compression of morbidity
(Fries, 1980, 1989); (2) a decline in the state of health
leading to an expansion of morbidity (Gruenberg, 1977;
Kramer, 1980; Olshansky et al., 1991); and (3) dynamic
equilibrium, a kind of status quo (Manton, 1982).

The theory of compression of morbidity states that
(1) if the morbid period is defined as the period from
appearance of the chronic disability until death, and
(2) if the moment when such a morbid event appears
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can be postponed, and (3) if adult life expectancy is rel-
atively constant, then (4) morbidity will be compressed
into a shorter time (Fries, 1989).

According to Ernest Gruenberg and Michael
Kramer, the decline in mortality is owing to the de-
crease in the fatality rate of chronic diseases and not to
a reduction in their incidence or a slowing down in
their rate of progression. Postponement of the moment
of death causes more severe states of chronic disease
to appear. This is the theory of the pandemic of mental
disorders and disabilities or, more generally, expansion of
morbidity.

Kenneth Manton (1982), who introduced the
concept of dynamic equilibrium, proposed that the in-
crease in life expectancy could be explained partly by
a slowing down of the rate of progression of chronic
diseases. Thus, the prevalence increases as mortality
falls, but the prevalent states are, on average, less
severe.

These three theories require the development of
additional concepts such as the severity of prevalent
states or that of disability. Indeed, the consequences of
chronic disease are varied, ranging from death to the
absence of any discomfort. They have been the object
of international classifications (WHO, 1980, 2001),
which place disability at their center. Disability is, at
the same time, an indicator of the severity of morbid
states and an indicator of the quality of years lived. Its
introduction led to a considerable improvement in
models of health (Fig. 80–1); the risks of disability can

thus be added to the risks of disease. By distinguish-
ing levels of severity, the risks of decline or improve-
ment in the functional state of an individual can be
measured.

First, the concept of disability allows us to rigor-
ously define the progress of different scenarios of a
populations’ health corresponding to the three theories
summarized above. Second, the breakdown of life
expectancy into the years lived with or without dis-
ability provides the necessary tools to observe empir-
ically which of these scenarios is confirmed. Thus, the
theory of expansion of morbidity corresponds to the
scenario in which the proportion of years lived with
disability increases within life expectancy. The theory
of compression of morbidity translates into the sce-
nario in which the proportion of years lived with 
disability decreases within life expectancy. It thus
becomes clear that the theory of compression of 
morbidity is not inevitably linked to the rectan-
gularization of the survival curve (see Chapter 48). 
It is simply a verifiable fact that the survival rates
without disability increase relatively more than do
standard survival rates. Finally, taking into account the
severity level of the disability, the theory of dynamic
equilibrium corresponds to the scenario in which the
proportion of years lived with disability—all levels
combined—increases while the proportion of years
lived with severe disability remains the same or even
decreases within life expectancy. These theories corre-
spond to different displacements of the survival curves
of Fig. 80–1 to the right. One can imagine that they cor-
respond to different phases in the health transition (see
Chapter 57).

The first indicators of health state expectancy to 
be proposed were disability-free life expectancy 
(Sullivan, 1971) and, more particularly for the elderly,
ALE (Katz et al., 1983). A first calculation of health state
expectancy, mostly DFLE, has been made for 49 coun-
tries, and repeated calculations exist for 14 of them
(Robine and Romieu, 1998; Robine et al., 1999). These
calculations pertain to 20 of the 25 developed market
economy countries; 4 of the least developed countries;
22 of 97 other developing countries; and 3 of the 22
economies in transition (Table 80–1). At present, it is
impossible to compare these health state expectancies
directly as the methods and the data used are very dif-
ferent from one country to another (UN, 1990). Simi-
larly, for lack of comparable data, the World Health
Organization (WHO) is currently producing crude
estimates of disability-adjusted life expectancy for the
191 countries belonging to the organization (WHO,
2000).

An international research network, REVES 
(Réseau Espérance de Vie en Santé/Network on
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Health Expectancy and the Disability Process) was set
up in 1989 to facilitate international comparisons by
examining the requirements for harmonization of
health state expectancies (Bone, 1992). The network
includes nearly 200 researchers from more than 100
research institutes or universities worldwide. The
growth in the numbers of calculations shows there 
are as many possible health state expectancies as there
are health concepts.

II. DEFINING AND CALCULATING
HEALTH STATE EXPECTANCIES

An important first step toward valid international
comparisons of health state expectancies is the harmo-
nization of the conceptual approach to health state
measurement. In the following section, we outline the
functional approach to health, this being the main cat-
egory of health state expectancies calculated to date.
We also present the calculation methods actually used,
because their convergence and harmonization consti-
tute the second step in permitting international com-
parison of health state expectancies. However, it is
important to note that other factors also require har-
monization—such as the severity of the states of health
taken into account, the protocol of surveys, and the
formulation of questionnaires—before the calculations
are strictly comparable.

In contrast to mortality, notions such as health or
morbidity are complex and thus difficult to define.
Health is “a composite of current state and prognosis
(i.e., the probability of movement to other states) that
occurs throughout an individual’s life” (Fanshel and
Bush, 1970). In this way, health is not only “the ability
to function now, but the outlook for future functional

ability” (Fanshel, 1972). This life-course definition 
of health is the justification for the use of health 
state expectancies, as fundamental health indicators
for populations, because they measure the lifetime
spent in different health states.

During the 20th century, the epidemiological 
framework changed from communicable and acute
diseases to long-term chronic diseases, with a conse-
quent change in the approach to diseases and health.
Beyond the presence or absence of disease, the 
classical biomedical approach, health status may be
assessed through perceptual, functional, or adaptive
approaches. With the functional approach, good health
relates to ideas of effective achievement of roles and
tasks, the fulfillment, without difficulty, of different
activities. With the perceptual approach, good health
relates to ideas such as well-being; a happy attitude to
life; or a full, fruitful, and creative life. With the adap-
tive approach to health, good adaptation testifies to a
harmonious relationship with one’s environment. The
functional approach and the underlying conceptual
framework of the disablement process are key factors
in the health assessment of older people, making health
state expectancies in combination with this approach
and the resulting DFLE, of the utmost importance.
Because the majority of health state expectancies calcu-
lated can be classified under the functional approach,
we will look at this in more detail.

1. The Functional Approach

The functional approach to health is mainly
addressed by four models, with some overlap: the
model of disablement process (Nagi, 1965, 1976, 1991);
the model of the International Classification of Impair-
ments, Disabilities, and Handicaps (ICIDH) (WHO,
1980); the model proposed for the revision of the clas-
sification, the International Classification of Function-
ing, Disability and Health (ICF, WHO, 2001); and the
model of handicap creation process (Fougeyrollas et
al., 1998). The majority of these models distinguish
between a maximum of five states: disease, impair-
ments, functional limitations, activity restriction, and
handicap.

Saad Nagi (1991) has the first three states (disease,
impairments, functional limitations) followed by dis-
ability, which is defined as the inability or limitation in
the fulfillment of activities and social roles in relation
to work, the family, and an independent life (Nagi,
1991).

The ICIDH combines functional limitations and
activity restriction under disability (Fig. 80–2), corre-
sponding to any restriction or lack (resulting from an
impairment) of ability to perform an activity in the
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TABLE 80–1 Health State Expectancy in the World
According to Level of Economic Development

Level of Number of countries Countries with 
development calculations

n %

DMEC 25 20 80.0%
LDC 47 4 8.5%
ODC 97 22 22.7%
ET 22 3 13.6%

Total 191 49 25.7%

DMEC, developed market economy countries; LDC, least devel-
oped countries; ODC, other developing countries; ET, economies in
transition.

From Robine and Romieu, 1998.



manner or within the range considered normal for a
human being. Under this framework, handicap is 
characterized by discordance between the activity and
status of the individual and the expectations of his
social environment (WHO, 1980). For fuller definitions
see Appendix 80–1.

The boundary difficulties encountered, together
with a need to further specify the area of mental health
in the framework, made a revision of the ICIDH nec-
essary. This revision, the ICF (WHO 2001), defines
“functioning” and “disability” as umbrella terms cov-
ering the three new dimensions: (1) body functions
and structure; (2) activities at the individual level, from
simple to complex activities; and (3) participation in
society. Functioning and disability are conceived as
dynamic interactions between health conditions and
contextual factors, which include both personal and
environmental factors.

At the same time as the revision, an alternative
model was devised that established the importance 
of the environment in the creation of handicap 
(Fougeyrollas et al., 1998). This model of handicap cre-
ation puts the interaction between personal factors
(organic systems and abilities) and environmental
factors (facilitators or obstacles) at the heart of the
model, the result of handicap situations (life habits).
Risk factors (causes) are associated with personal
factors, organic systems range from integrity to impair-
ment, and abilities range from ability to disability.

Several attempts have been made to combine all 
or a part of the models described above through a 
disablement process (Verbrugge and Jette, 1994) or a
general model (Robine et al., 1997). The distinction
between functional limitations and activity restrictions
is central to these attempts, and the scheme with five
levels (Fig. 80–3) (Wood, 1975) is preferred by those

concerned with international comparisons as it clari-
fies the limits between impairment and disability and
between disability and handicap. Thus, a difficulty
concerning actions such as bending or reaching an
object is a functional limitation, whereas difficulties
concerning activities of daily life (dressing or domes-
tic chores) are activity restrictions. The distinction
between functional limitations and activity restrictions
has been further blurred by existing measurement
instruments that often combine these two levels and
rely on apparently similar questions. Moreover, it has
been suggested that functional limitations may be
used as early indicators of activity restriction, thus
avoiding potential heavier care burdens (Fried et al.,
1996; Lawrence and Jette, 1996). This two-step
approach opens the way for research into new
methods of measuring the functional health of popu-
lations by using functional limitation and activity
restriction as two levels at which public health action
could intervene.

2. The Health Expectancy 
Classification System

Initially, the term disability-free life expectancy was
used without any reference to specific disability con-
cepts. It was sometimes even used as a generic term 
to designate all health state expectancies. The concepts
of the ICIDH (WHO, 1980) makes an initial distinction
between life expectancies with or without impair-
ment, life expectancies with or without disability, and 
life expectancies with or without handicap (social 
disadvantage). The clarification of concepts and ter-
minology is very important; it facilitates communica-
tion between scientists at national and international
levels and provides a means to promote these concepts
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more effectively among those responsible for 
health policy and the general public. It is the first step
toward international harmonization of health state
expectancies.

Table 80–2 summarizes the classification system
currently used (Mathers, 2002; Robine 2002), which
generalizes a first system developed by REVES for the
WHO on the occasion of the first World Health Report
(Robine et al., 1995; WHO, 1995) and is based on pre-
vious work by The Netherlands Organization for
Applied Scientific Research (Boshuizen and van de
Water, 1994) and REVES (Mathers et al., 1994).

Health expectancy is a generic term for all the 
health-related indicators expressed in terms of
expectancy. It includes two main classes of indicators,
the health state expectancies and the health-adjusted
life expectancies.

Health state expectancy is a generic term for all the
health-related indicators that express a defined state of
health in terms of life expectancy. These indicators

apply equally to positive and negative states of health.
Thus, the sum of a complementary series of health
state expectancies must always be equal to total life
expectancy (Mathers et al., 1994). The calculations of
health state expectancy aim to provide indications on
the current conditions of mortality and health. The rep-
etition of calculations would make it possible to assess
the progress of these conditions.

According to the concepts of the International Clas-
sification of Diseases (WHO, 1992), life expectancy with
or without disease is the average number of years an
individual can expect to live with or without disease
if the current conditions of mortality and morbidity
persist. A well-known example of this indicator is that
of life expectancy with or without senile dementia (Ritchie
et al., 1993).

The International Classification of Handicaps
(WHO, 1980) distinguishes among the concepts of (1)
life expectancy with or without impairment, the average
number of years an individual can expect to live with

Chapter 80/Lengthening of Life and the Population Health Status 289

TABLE 80–2 Classification System of Health Expectancies

Concepts Indicators

Expectancy Health expectancies (generic term for all)
Health state Health state expectancies
Biomedical approach Disease (ICD) Life expectancy with or without disease 

e.g., life expectancy with or without dementia

Functional approach 
Current system (REVES, 1994)a

—Impairment —Life expectancy with or without impairment
—Disability

—Functional limitation —Life expectancy with or without functional limitation
—Activity restriction —Life expectancy with or without activity restriction

—Handicap —Life expectancy with or without handicap
—Reduction in physical independence —Life expectancy with or without reduction in physical independence

—ADL measures —Active (independent) life expectancyb

—Mobility —Life expectancy with or without mobility handicap
—Occupation —Life expectancy with or without occupational handicap
—Other ICF (2001) —Life expectancy with or without other handicap

—Impairment
—Activity limitation —Life expectancy with or without impairment
—Participation restriction —Life expectancy with or without activity limitation

—Life expectancy with or without participation restriction

Perceived health approach Life expectancy in good perceived health / life expectancy in bad perceived healthc

Health-adjusted Health-adjusted life expectancies
Functional approach Disability adjusted life expectancy (DALE)d (WHO, 2000)
Disability

a The current REVES system for the functional approach combines the International Classification of Impairments, Disabilities, and Hand-
icaps concepts, (WHO, 1980), the activities of daily living measures (Katz, 1983) and the REVES recommendations (1990).

b The use of the term independent life expectancy in place of active life expectancy is recommended to facilitate translation and compara-
bility between countries.

c The terms healthy life expectancy or unhealthy life expectancy are often used for life expectancy in good perceived health or life expectancy
in bad perceived health respectively. This was previously recommended by REVES, but given the current use of healthy life expectancy as a
synonym of health expectancy by the WHO, this terminology should no longer be used.

d As proposed by the WHO (2000) to summarize the health of a population.



or without impairment; (2) life expectancy with or
without disability, the average number of years an 
individual can expect to live with or without disabil-
ity; and (3) life expectancy with or without handicap, the
average number of years an individual can expect to
live with or without handicap if the current conditions
of mortality and impairment, disability, or handicap
persist (cf. definitions in Appendix 80–1). The ICF
(WHO, 2001), for its part, distinguishes among (1) life
expectancy with or without impairment, the average
number of years an individual can expect to live with
or without impairment (i.e., with functional and 
structural integrity); (2) life expectancy with or without
activity limitation, the average number of years an 
individual can expect to live with or without activity
limitation; and (3) life expectancy with or without partic-
ipation restriction, the average number of years an indi-
vidual can expect to live with or without participation
restriction if the current conditions of mortality and
impairment, activity, or participation persist (cf. defi-
nitions in Appendix 80–1). The correspondence
between the two classifications has yet to be defined,
but life expectancy with a handicap in the original
ICIDH meaning (WHO, 1980) is the nearest indicator
to consequences of accidents and chronic diseases in
daily life. Fortunately, all deficiencies (impairments)
do not lead to a disability (or an activity limitation),
and all disabilities do not lead to a handicap in daily
life (or a participation restriction). The original 
ICIDH defines seven major dimensions of handicap
(social disadvantage): handicaps of orientation, phys-
ical independence, mobility, occupation, social inte-
gration, economic self-sufficiency, and the other
handicaps. In the same way, definitions are given for
life expectancies with or without handicap of physical inde-
pendence, of mobility, of occupation, etc. However, when
the handicap is measured in a global manner, the cor-
responding indicator is a life expectancy with or without
handicap in a general sense.

According to the recommendations of the commit-
tee of REVES on conceptual harmonization (Chamie,
1990) and to the attempts to combine the different con-
ceptual models (Verbrugge and Jette, 1994; Robine et
al., 1997), life expectancy without disability sensu orig-
inal ICIDH, encompasses the following concepts: (1)
life expectancy with or without functional limitation, the
average number of years an individual can expect 
to live with or without functional limitation; and (2)
life expectancy with or without activity restriction, the
average number of years an individual can expect to
live with or without activity restriction if the present
conditions of mortality and functional limitation or
activity restriction, respectively, persist (cf. definitions
in Appendix 80–1).

According to Katz et al. (1983), the ALE measures
the average number of years an individual can expect
to live without needing help to accomplish a whole
series of basic activities of daily life or activities of
daily living (ADL), if the current conditions of mortal-
ity and disability persist (cf. definitions in Appendix
80–1). ALE is, therefore, a life expectancy without
handicap of physical independence in the sense of the
original ICIDH. For this reason, it has been suggested
that the term active life expectancy be replaced by inde-
pendent life expectancy. This calculation can be extended
to the need for help in realizing a whole series of com-
plementary activities or instrumental activities of daily
living.1

According to the perceived health approach, it is
necessary to distinguish between perceived health
expectancies. Perceived health expectancy is a generic
term for all health state expectancies based on data 
on the perceived state of health. Thus, life expectancy in
good perceived health is the average number of years an
individual can expect to live in the favorable part of
the distribution of perceived states of health (generally
according to a scale of the form very good, good, fair, bad,
or very bad).

Health-adjusted life expectancy is a generic term for all
the life expectancies weighted by the social value given
to different states of health in which the years are lived.
The weighting used generally ranges from zero for
death to one for perfect health (Mathers et al., 1994;
Mathers, 2002). This class of indicators is much less
developed and contains mainly the disability-adjusted
life expectancy, the new WHO indicator for the World
Health Report (WHO, 2000), partly drawn from a
Canadian indicator (Wolfson, 1996).

3. Calculation Methods

There are three calculation methods for health state
expectancy: (1) the method of observed prevalence
tables (Sullivan, 1971), (2) the method of double extinc-
tion tables (Katz et al., 1983), (3) and the method of
multistate tables (Rogers et al., 1989). In this section the
historic DFLE is taken as an example, but the different
methods discussed here apply equally well to any
other health state.

The main advantage of the method of observed preva-
lence tables (or Sullivan’s method) stems from separate
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1 In French espêrance de vie active means working life expectancy,
with actif meaning in the labor force (occupied or unemployed). In
English active life expectancy means life expectancy without physi-
cal dependence for personal care activities. As demographers have
always paid attention to ease of translation, we strongly recommend
the common use of independent and dependent life expectancy.



data collection on mortality and disability. The data 
on mortality come from standard mortality tables, 
and the data on prevalence of disability come from
independent cross-sectional surveys.2 However, the 
indicator obtained is not really a period indicator as
the period prevalence is approximated by the preval-
ence observed in the survey.

The method of double extinction tables is based on 
the observation of two events during the study corre-
sponding to two possible departures from the state of
good health: death and entry into disability. In prac-
tice, it is sufficient to observe directly the probabilities
of survival without disability. The main advantage of
this method is that it provides a true period indicator
from data that are not too difficult to collect. However,
the method assumes that the disability studied is irre-
versible, which is the case with dementia, and that the
recovery of lost functions is negligible.

The method of multistate tables was proposed to take
recovery to good health into account. The main advan-
tage of this method, based on transitions between 
different states of health, is that it provides a period
indicator that takes the reversibility of states of dis-
ability into account. However, the data necessary for
the calculation are scarce as they are difficult and
expensive to collect. Finally, note that the multistate
methods, as the method of double extinction, imply
that the data on mortality and disability are collected
in the course of the same study. The precision of mor-
tality data depends, as a consequence, on the sample
being of a sufficient size.

Most of the calculations of health state expectancy
have been obtained with the method of observed
prevalence tables (Sullivan’s method, cf. Appendix
80–1). This method provides a very useful indicator as
long as its limits are well understood (Robine and
Mathers, 1993). The difference between the Sullivan
and the multistate methods is not the use of preval-
ence versus the use of incidence and recovery. In both
methods the prevalence is used in the calculation and
comes from incidence and duration (recovery and
lethality). But in the Sullivan method, the cross-
sectionality observed (or current) prevalence comes
mainly from past flows of incidence and recovery,
whereas in multistate methods, the equilibrium preva-
lence (or table prevalence) comes from current flows

only.3 So the use of observed prevalences is not a suit-
able method for making instantaneous comparisons 
of health conditions in two countries or for establish-
ing projections concerning the future health of popu-
lations. For all these reasons, it is preferable to observe
and to use the period transitions between the different
states of health. (For more details on the standard 
and advanced methods, respectively, see Cambois 
et al., 1999; Laditka and Wolf, 1998.) EuroREVES, the 
European REVES committee has produced a first
manual on the Sullivan method (Jagger, 1997), and a
software application on the multistate approach has
been finalized (Lièvre et al., 2003).4

The health state expectancies aim to answer practi-
cal questions. Is the increase in life expectancy accom-
panied or not by an increase in the time lived with
disability? Is DFLE increasing faster than is life
expectancy, leading eventually to a compression of 
the time lived with disability? With the current con-
cepts of disability, health state expectancies now aim
to assess eventual differentials in the evolution of life
expectancy without functional limitation and life
expectancy without activity restriction. The disable-
ment process—leading from accidents or chronic dis-
eases to activity restrictions and social participation
limitations—is complex, and measures to halt the
process may be taken at different levels. Thus, an
increase in the time lived with functional limitation
may not necessarily be followed by an increase in the
time lived with activity restriction or social participa-
tion limitation. Another question is whether or not 
an increase in the time lived without disability is
accompanied by an increase in the time lived in good
perceived health, a closer indication of individual sat-
isfaction.

The goal of health state expectancies is clearly to
monitor health transitions at work through the differ-
ent components of health: mortality/longevity, meas-
ured or reported morbidity, functional limitation at the
body level, activity restriction in daily life (i.e., in 
the daily environment), and perceived health. The
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2 In epidemiology, cross-sectional surveys study a population at
one point in time: they serve to collect information on stocks (preva-
lence) or on past events. Longitudinal surveys follow a group of sub-
jects over a period of time and allow the registration of new events
(incidence). Demographers would prefer the term point survey to
cross-sectional survey and the term prospective survey to “longitudi-
nal survey”, but the terms cross-sectional and longitudinal are 
standard throughout the literature.

3 In this regard, the Sullivan method is much more robust than
is the multistate approach. The methodology to assess the accuracy
and quality of data collected through cross-sectional surveys is well
developed, known, and used. It constitutes the topic of several chap-
ters in statistical textbooks about the accuracy of estimations 
(e.g., confidence interval) and in epidemiology textbooks about the
validity of indicators (e.g., sensitivity, specificity). Conversely, the
methodology to assess the quality of data on individual transitions
through longitudinal surveys is underdeveloped: in particular, how
should expected misclassifications be separated from true transi-
tions (according to the sensitivity-specificity of the indicator used)
in the successive waves?

4 Imach Version 0.8 (Lièvre et al., 2003) available via the Internet
(http://euroreves.ined.fr/imach).



period life table offers a strong conceptual and 
statistical framework for this, making it possible to
design a complete family of integrated indicators.
Health state expectancies, together with life ex-
pectancy, thus form a coherent set of health indicators
to monitor health transitions at work in different coun-
tries. All the indicators are expressed in years so that
basic combinations, such as summation or ratios, are
easy to calculate and are immediately meaningful. The
aim of these indicators is to summarize the health and
mortality conditions over a period of time. This 
period characteristic is the essential precondition for
monitoring change over time by repetition of the 
calculations.

III. TRENDS AND DIFFERENTIALS IN
HEALTH STATE EXPECTANCIES

In addition to change over time, the estimates of
health state expectancies already reported have
brought information on sex, socioeconomic, and geo-
graphic differentials. They have also supplied infor-
mation on the causes of morbidity and disability. The
references of the studies summarized here can be
found in Robine and Romieu (1998) or Robine et al.
(1999), otherwise they are given in notes.

1. Sex Differentials

The wide differential between sexes found in life
expectancies is not reproduced as strongly with the
health state expectancies. Most studies indicate that
life expectancy and positive health state expectancy
(e.g., handicap-free, disability-free) are longer for
women, and that the proportion of positive health
state expectancy to total life expectancy is slightly
lower for women in developed (Fig. 80–4) and in
developing countries (Lamb, 1999).

Results from studies using data from repeated
waves of surveys have suggested that the greater pro-
portion of years lived with disability or handicap by
women may be explained by the relatively higher 
survival of women after the development of these 
disabilities or handicaps (Robine and Ritchie, 1991;
Mor et al., 1994).

2. Socioeconomic and 
Sociodemographic Differentials

To date, socioeconomic variables have been
included in studies from nine developed countries:
Austria, Belgium, Canada, Finland, France, The
Netherlands, Sweden, the United Kingdom (London),

and the United States. All studies except one from the
United States (Guralnik et al., 1993) have demonstrated
that social inequalities in health are much greater than
has been shown by differential mortality: not only do
the poorest and the least educated not live as long, but
they also experience a greater part of their life with dis-
ability or handicap.

This was first observed in Canada, according to
income levels (Wilkins and Adams, 1983). The gap in
life expectancy between the richest and poorest sec-
tions of the community increased from 6.3 years for
overall life expectancy to 14.3 years for occupational
handicap-free life expectancy (Table 80–3).

Finnish and Dutch studies point to socioeconomic
inequalities by level of education. The conclusions are
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FIGURE 80–4 Proportion of disability-free life expectancy (%
DFLE/LE): males versus females at age 65 in developed countries.
(From Robine and Romieu, 1998.)

TABLE 80–3 Occupational Handicap-Free Life
Expectancy in Canada, by Sex and Income Level, 1978

Income levels At birth

Male Female

LE HE LE HE

Lowest 67.1 50.0 76.6 59.9
Second 70.1 57.9 77.6 61.8
Third 70.9 61.1 78.5 64.3
Fourth 72.0 62.6 79.0 63.5
Highest 73.4 64.3 79.4 67.5
Total 70.8 59.5 78.3 63.6
Differences highest/lowest 6.3 14.3 2.8 7.6

LE, life expectancy; HE, health expectancy.
From Wilkins and Adams, 1983.



similar: the higher the educational level, the higher 
the life expectancy and positive health expectancy. 
The calculations comparing different ethnic groups 
in the United States (Hayward and Heron, 1999) 
show dramatic differences to the detriment of the 
black population and to the benefit of the Asian 
population.

In France, repetition of the calculations at 10-year
intervals shows that social inequalities in health
remained constant for men over age 35 over the 1980s:
gaps between the managerial staff group and the
manual workers group in terms of life expectancy and
DFLE, at ages 35 and 60, have not changed. In 1980 and
1991, at age 35, the managers group could expect an
additional 5.4 years of life and an additional 7 years of
life without disability compared with levels for the
manual workers group. At age 60, the gaps reached 3
expected years of life and 4 expected years of life
without disability. Nevertheless, this upholding of
inequalities over the period is the result of an equivalent
increase in life expectancy and DFLE for the socio-occu-
pational groups (Cambois et al., 2001). See Table 80–4.

3. National Geographic Comparisons

Several countries have computed estimates in order
to make geographic comparisons across large geo-

graphic areas (Australia, Canada, France, Italy, Spain,
and United Kingdom) (Robine and Romieu I, 1998) or
between rural and urban areas (China and India). As
with differences in life expectancy, differences in
health expectancy across different geographic areas in
the same country vary widely, although no general
trends can be inferred.

In India, for example, comparisons in physical
DFLE have been made between rural and urban males
and females. Both life expectancy and physical DFLE
are longer in more developed urban areas than in the
less developed rural areas (see Table 80–5).

Figure 80–5 illustrates the area variations by using
data for the United Kingdom. British researchers have
computed expected years of ill health for numerous
local areas, using data from the 1991 census. These cal-
culations show that the local area with the shortest life
expectancies also have the largest expected number of
years in ill health. Whatever the causes of these area
variations, it is more obvious that there may be a
strong relationship between short life expectancy and
amount of morbidity.

In all the situations studied and presented here
based on sex, socioeconomic status, and geographic
differentials, life expectancy and DFLE are positively
associated with little evidence of the hypothetical
trade-off between quantity and quality of life.
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TABLE 80–4 Life Expectancy and Disability-Free Life Expectancy for Two Occupational Groups and for the Total French
Male Population, 1980 and 1991

Occupational groups Life expectancy Disability-free life expectancy

35 years 60 years 35 years 60 years

1980 1991 1980 1991 1980 1991 1980 1991

Managers 41.3 43.5 19.1 21.1 35.9 38.2 14.3 17.0
Manual workers 35.9 38.1 15.8 18.0 28.6 31.4 10.5 12.8
Total male population 37.9 40.2 17.3 19.2 31.2 33.9 12.0 14.3

From Cambois et al., 2001.

TABLE 80–5 Physical Disability-Free Life Expectancy in India by Sex and Residence, 1991

At birth At age 65

Male Female Male Female

Rural Urban Rural Urban Rural Urban Rural Urban

Life expectancy 58.4 63.7 59.1 67.1 12.7 12.8 14.3 15.2
Physical disability-free life expectancy 56.6 60.7 56.6 62.6 6.6 7.4 7.1 7.8

From Guha, 1995.



4. Causes of Handicap, Disability, 
and Mortality

Potential gains in DFLE can be calculated after 
elimination of various pathologies, with a resulting
ranking of the causes contributing to mortality and
prevalence of morbidity (disability or handicap).
Studies of this type have been undertaken to date for
five developed countries (Australia, Canada, The
Netherlands, United Kingdom, and United States).
These studies have demonstrated an important effect
produced by the elimination of osteo-articular diseases
and accidents; in developed countries, these causes are
of major importance after cardiovascular disease.

The results for The Netherlands in 1987–1988 show
that although the elimination of fatal diseases leads to
an increase in life expectancy and DFLE, it may also
lead to an increase in life expectancy with disability,
thus increasing the burden of disability to society
(Nusselder et al., 1996). However, the elimination of
disabling nonfatal diseases results in a decline in life
expectancy with disability (Table 80–6). Thus, the sup-
pression of certain cancers would strongly increase life
expectancy without increasing DFLE in the same pro-
portion and therefore would strongly increase life
expectancy with disability. Conversely, the suppres-
sion of nonfatal diseases, such as arthritis, would
strongly increase DFLE without changing total life
expectancy and therefore would strongly decrease life
expectancy with disability. Between these two
extremes, the suppression of fatal disabling diseases,
such as heart diseases, would increase life expectancy
and DFLE in various proportions.

5. Time Trends

Several time series of handicap-free life expectancy
or DFLE have now been produced for 15 developed
countries. A time series consists of at least two cross-
sectional health surveys using the same measure of
disability and handicap and comparable samples
allowing comparisons over time. When the series 
are juxtaposed, they cover a period that extends over
more than 30 years. Most authors distinguish between
life expectancy without severe disability and life
expectancy without disability, all levels of severity
combined. DFLE most often means all levels of dis-
abilities combined.

Figure 80–6 presents total life expectancy and life
expectancy without disability—all disability levels
combined—at age 65 in men in eight countries (United
States, United Kingdom, Finland, Australia, France,
New Zealand, Germany, and Canada) from 1970 
to 1995. The analysis of the oldest series demonstrates
that life expectancy without disability—all levels 
combined—is stagnating. However, the series across
countries differentiate over time. For instance, the
Canadian and Finnish series still suggest that DFLE is
leveling off, whereas the American, French, British,
and German series show that DFLE is now increasing,
and the Australian series is decreasing. Hence, no
general conclusion can be firmly drawn for this level
of disability even if the general perception—when
looking at Figure 80–7—is that although life
expectancy is increasing whatever the country,
DFLE—all severity levels combined—is apparently
leveling.
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TABLE 80–6 Change in Total Life Expectancy, Disability-Free Life Expectancy, Life Expectancy with Disability, and 
Percentage of Life Free of Disability Owing to the Elimination of the Specific Disease, The Netherlands, 1987–1988

Disease Male at age 65 Female at age 65

LE DFLE LED % DFLE/LE LE DFLE LED % DFLE/LE

At baseline 14.2 6.9 7.3 48.9 18.8 6.2 12.6 33.1
Chronic nonspecific lung disease 0.3 0.5 -0.2 2.2 0.1 0.2 -0.1 1.0
Heart disease 3.1 1.5 1.6 0.0 2.7 0.9 1.8 0.0
Cancer 2.7 0.9 1.8 -2.3 1.9 0.4 1.5 -1.2
Diabetes mellitus 0.1 0.0 0.1 -0.1 0.3 0.3 0.0 1.0
Arthritis/back complaints 0.0 0.7 -0.7 5.0 0.1 1.0 -1.0 5.3
Migraine/severe headache 0.0 0.1 -0.1 0.4 0.0 0.1 -0.1 0.4
Other neurological diseases 0.1 0.1 0.0 0.3 0.1 0.1 0.0 0.3

From Nusselder et al., 1996.
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Total life expectancy and life expectancy without
severe disability at age 65 is shown for men in six
countries (United States, Japan, United Kingdom, 
Australia, France, and Canada) from 1970 to 1994 
(Fig. 80–7). Life expectancy without severe disability
roughly parallels total life expectancy, meaning that
the number of years lived with severe disability is 
leveling off. This result can be verified whatever the
developed country or the period of time studied or the
indicator of severe disability considered (e.g., institu-
tionalization in the United States; institutionalization
or confinement to house for France; personal help or
supervision required or impossibility to perform basic
tasks in relation with self care, mobility, and verbal
communication in Australia).

It is probable that the difference between the results
obtained for severe disability and disability (all levels
combined) is attributable to the less subjective decla-
ration of severe disability compared with declaration
of light disability. As time goes on, health requirements
are increasing, and what was once considered normal
for an age, sex, or social position is now considered
disabling. This may well explain an apparent decrease
in DFLE as well as incoherent trends between coun-
tries, with cultural differences explaining different per-
ceptions of health. Nevertheless, this type of subjective
trend has a greater effect on light disabilities than on
severe disabilities, as the latter have always been per-

ceived as disabling. The trends in severe DFLE are
probably much more representative of the health
status of the population.

In summary, it is apparent from the data available,
that the increase in life expectancy is not accompanied
by an increase in the time spent with severe disability.
The results indicate at worst a pandemic of light and
moderate, but not severe, disabilities. These results
therefore tend to confirm the theory of dynamic equi-
librium, which partly explains the increase in life
expectancy by a slowing down in the rate of progres-
sion of chronic diseases (Manton, 1982). Thus,
although the decline in mortality can lead to an
increase in the prevalence of disabilities, these disabil-
ities are less severe.

In France the general model of health transitions
(WHO, 1984) has been used to compare the evolutions
of life expectancy, DFLE, and life expectancy without
chronic disease. The results show that the increase 
in life expectancy between 1981 and 1991 has been
accompanied by a parallel increase in DFLE, and life
expectancy without chronic disease has remained con-
stant (Fig. 80–8). This apparent contradiction in the
evolutions of morbidity and disability again illustrates
the theory of dynamic equilibrium proposed by
Manton in 1982: with the decline in mortality, the
prevalence of chronic diseases increases but the dis-
eases are less severe (Robine et al., 1996).
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IV. WHAT CONDITIONS CONSTITUTE
THE YEARS LIVED IN BAD HEALTH

OR WITH DISABILITY?

Finally, Tables 80–7 and 80–8 are given to illustrate
the nature of years lived in bad health or in disability
by people over 65 years.

In France, the health survey of 1991–1992 showed
that a problem of disability or of handicap affected
39.8% of years lived outside institutions by men over
65 in France and 51.2% of years in women (Table 80–7).
In men, 28.7% of years lived were with functional lim-
itations of mobility and agility (unable to walk 200m
without stopping and without severe discomfort, great
difficulty in going up and down stairs, or picking up
an object from the floor), whereas 14.7% of years were
with difficulties of communication (great difficulty in
reading or following a conversation on the telephone),
12.1% of years were confined to the home, and 9.0% of
years were lived with handicaps of physical inde-
pendence (confined to a bed or an armchair or great
difficulty getting dressed, washing, going to the toilet,
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TABLE 80–7 Different Health State Expectancies at 
Age 65, France, 1991

Quality of life Male Female

Years % Years %

Life expectancy 15.7 20.1
Institutionalized 0.5 1.2

Noninstitutionalized 15.2 100 18.9 100
of which
With functional limitations of 4.4 28.7 7.9 41.6

mobility and agility
With a diff. of communication 2.2 14.7 3.7 19.5
Home confined 1.8 12.1 3.2 17.2
Physically dependent (ADL) 1.4 9.0 2.1 11.0
Dependent for eating 0.5 2.9 0.7 3.6
Confined to bed or armchair 0.4 2.8 0.6 2.9
At least one of these problems 6.0 39.8 9.7 51.2
Without difficulty and 5.7 37.8 8.3 43.8

performing
Without dementiaa 15.1 19.2

With dementia 0.6 0.9

a Life expectancy with or without dementia (Ritchie et al., 1994).
From Robine et al., 1995.



or feeding oneself). For 2.9% of the time lived, men had
great difficulty in feeding. It can also be seen that each
of the most severe levels (time lived with great diffi-
culty in feeding, in institutions, or with a dementia or
time confined to a bed or an armchair) concerns only
a small part of the years lived. The table also shows
that although women declare many more functional
limitations of mobility and agility, there are no great
differences in the handicaps of physical independence.
On the contrary, with regard to the proportion of years
lived, not only without disability but also with good
performance in the instrumental activities of daily life
such as preparing a meal or filling in care expenditure
claim forms, the proportion is higher for women
(43.8%) than for men (37.8%).

Table 80–8 shows similar information from longitu-
dinal surveys in Nottingham and Leicestershire,
England, in 1985: 37.3% of years lived by men over 
65 years are not perceived as years of good health
(52.0% for women), 14.6% of years are lived with
urinary incontinence, 8.9% with depression, 8.3% 
with mental impairments, and 4.5% with impairments
of mobility (idea close to confinement to bed or an
armchair).

The development of dementia-free life expectancies
initiated by Ritchie (1991) has been conducted in 10
countries (Australia, Belgium, Denmark, France,
Japan, The Netherlands, Spain [Catalonia], Switzer-
land, United Kingdom, and United States), although
only 4 of the calculations are presented at a national
level. In parallel with dementia-free life expectancies,
other types of mental health expectancies are now
being developed such as depression-free life expect-
ancy and life expectancy in good mental health (Jagger
et al., 1998).

CONCLUSION: POLICY 
RELEVANCE OF HEALTH STATE

EXPECTANCY INDICATORS

Health state expectancies can be considered as a
family of indicators in which each can be analyzed
independently or according to each other. They can be
added to each other: for example, the sum of DFLE
plus life expectancy with disability is equal to total 
life expectancy. They can also be presented as a ratio
of DFLE to total life expectancy—generally expressed
as a percentage—indicating the proportion of life
expectancy lived without disability. Health state
expectancies offer a positive assessment of the time
spent in different health states, similar to the way that
life expectancy provides a positive indication of
human longevity. They provide positive indications on
the health of populations, on their vitality, or on their
quality of life.

Health state expectancies can also assist in estab-
lishing public health priorities when potential gains
are calculated. Gains in health state expectancies make
it possible to classify priorities according to the sur-
vival or health criteria used in the calculation. This
leaves a degree of choice to public health authorities
by providing them with all the elements necessary to
decide between longevity and, for example, duration
of life with or without disability.

Health state expectancies can be used for direct
comparison of the different groups that make up 
the population, whatever the distribution criterion
used—e.g., sex, socio-occupational category, region—
because, for their calculation, the years lived are
divided by the number of survivors, which make 
them independent of the size and age structure of the
populations from which the data are obtained.

As a rule, the calculations of health state expectan-
cies are based on observed data: period life tables,
results of population censuses, and results of various
surveys (e.g., living conditions, health, disability,
labour force).5 This explains why estimations of health
state expectancies are currently available for only
about 50 countries, and why these estimations are not
directly comparable from one country to another. In
fact, the national characteristics of the different
surveys, in terms of protocol, questionnaire, or ques-
tion formulation, make international comparisons dif-
ficult. This is the major weakness of the present
calculations of health state expectancy.
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TABLE 80–8 Different Health State Expectancies at 
Age 65, United Kingdom, Nottingham, 1985

Quality of life Male Female

Years % Years %

Life expectancy 13.4 100 17.4 100
With mental impairment 1.1 8.3 2.0 11.3

Institutionalized, or with a
Visual impairment 2.8 20.9 5.1 29.4
Hearing impairment 5.2 38.5 5.8 33.2
Poor or fair perceived health 5.0 37.3 9.0 52.0
With urinary incontinence 2.0 14.6 4.1 23.8
With mobility impairment 0.6 4.5 1.4 8.1
With depression 1.2 8.9 2.9 16.6
At least one of these problems 9.5 70.6 13.7 78.7

From Jagger et al., 1994; Bone et al., 1995.

5 However, when the data necessary to the methodological
works devoted to health expectancies and its calculation methods
were not available, they have been simulated (Mathers and Robine,
1997).



The profusion of possible indicators, as illustrated
by Tables 80–7 and 8, makes it necessary to make a
choice, consistent with the basic conceptual frame-
work, because too many indicators may divert atten-
tion and too few indicators may hide the possible
trade-off between the different facets of health as well
as the effects.

Standardization of disability data should become a
priority. A first objective could be the harmonization of
the underlying concepts followed by the measurement
of disability according to severity levels in the general
population. For the most severe states, a consensus
should not be too difficult to find, as almost all the
countries use measures of personal care activities 
limitations to calculate severe disability (e.g., eating,
dressing, washing). Moreover, these elementary activ-
ities are universal. The extension of this approach to
other types of activity is worth exploring to standard-
ize the measurement of less severe disability levels
(e.g., mobility, household care activities, professional
or school activities).

In conclusion, health state expectancy indicators are
relevant and meaningful indicators for policymaking.
Health state expectancies are not summary measures
of population health aimed at replacing life expectancy
or the most basic indicators, such as the prevalence or
the raw figures. However, they do make it possible to
assess whether the increase in life expectancy is accom-
panied by a compression of morbidity or by an expan-
sion of disability. Very recent studies show that people
with the lower risks (defined on the basis of smoking,
body mass index, and exercise patterns) not only live
longer but experience fewer years of disability before
death (Vita et al., 1998; Ferrucci et al., 1999; Nusselder
et al., 2000). None of these three studies suggest that
there is a trade-off between quantity and quality of life
but rather, at least for two of them, that there is a pos-
sible compression of disability, with quantity and
quality going hand in hand. Thus, if future increases
in life expectancy are owing to better behaviors, they
could be accompanied by a larger increase in DFLE,
leading to a compression of morbidity. In fact, in the
United States, certain forecasts of disability in elderly
populations are very optimistic (Manton et al., 1997).

Nevertheless, health state expectancies have not
become a routine indicator of the health status of the
population as they are not currently comparable across
countries. Standardization of the concept and of the
disability questionnaire used to calculate health state
expectancies would resolve this problem. Direct com-
parisons across countries would then be as easy as the
comparisons of life expectancies are today, and this
task has already begun in the European Union (Robine
et al., 2001).
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APPENDIX 80–1

1. International Classification of
Impairments, Disabilities, and Handicaps

In the International Classification of Impairments,
Disabilities, and Handicaps (ICIDH), the World Health
Organization distinguishes among impairments, disabil-
ities and handicaps (WHO, 1980). Basically, one finds an
organic or functional anomaly corresponding to the
intrinsic situation, which can be exteriorized by the
impairment, objectivized by the disability, and social-
ized by the handicap.

Impairments

In the field of health, impairment corresponds to 
all loss of substance or alteration in a physiological or
anatomical structure or function (WHO, 1980). Impair-
ments are linked to pathologies that can be organic as
well as functional.

Note that impairment is wrongly interpreted as 
an organic or functional lessening as it also means 
all forms of organic or functional surplus (having six
fingers on one hand is a impairment) likely to hinder
the normal function of an individual’s faculties.

Disabilities

In the field of health, a disability corresponds to any
partial or total reduction (resulting from a impairment)
in the capacity to carry out an activity in the manner

or in the limits considered normal for a human being
(WHO, 1980).

Within the subject of disability, a distinction can be
made between functional limitations and activity restric-
tions if one chooses to distinguish between the realiza-
tion of actions and the realization of activities, which the
WHO does not do.

Note that disability is wrongly interpreted only as
an “impossibility or a difficulty in realizing an activ-
ity,” whereas all forms of inappropriate, exaggerated,
or untimely realization of an activity outside the
normal must be considered.

Handicaps

“In the field of health, the handicap (social disad-
vantage) for a given individual results from an impair-
ment or a disability which limits or prevents the
accomplishment of a normal role (consistent with age,
sex, social and cultural factors)” (WHO, 1980). Such a
handicap is assessed on the basis of a judgment, which
depends on the performance of activities making up the
role studied.

2. Functional Limitation and Activity
Restriction, REVES Classification System

Functional Limitation

Depending on the degree of severity, functional limi-
tation is impossibility or difficulty in performing an
action. The measurement of functional limitation is



complicated, as individuals generally have daily activ-
ities in common (eating, personal hygiene, housework,
etc.), but they are not always challenged by the same
actions in the course of these activities (e.g., housework
does not necessarily mean climbing stairs, reaching up,
bending down, etc., for everyone). It thus becomes 
difficult to obtain information on the performances of
the subject; to reveal a specific functional limitation, it
is preferable to obtain information either on the apti-
tude in performing a defined action or the cause of the
difficulty encountered when faced with a particular
activity, generally including the realization of the action
being studied.

Activity Restriction

This represents impossibility or difficulty, depend-
ing on the degree of severity in performing an activity. It
is measured in terms of performances when the activity
is considered to be an unavoidable component of a 
role studied. For example, all subjects whose social role
is housekeeping will be questioned on their ability to
wash the dishes, do the housework, and do the
laundry.

Finally, a distinction can be made between the dif-
ficulty or impossibility, depending on the degree of
severity, of carrying out a gesture, an action, an activ-
ity, or a role. When limited to the field of locomotion,
which is more illustrative, a correspondence table
grading these different types of difficulty can be drawn
up. A difficulty in performing a gesture is an impair-
ment. A difficulty in performing an action a functional
limitation. A difficulty in performing an activity corre-
sponds to an activity restriction. A difficulty in per-
forming a role corresponds to a handicap.

3. Activities of Daily Living, Basic or
Instrumental, Proposed by Katz et al.

(1963) or Lawton and Brody (1969)

Personal Care Activities

These are a set of activities considered to be indis-
pensable for ensuring minimal independency such as
washing and eating. They correspond to activities that
the subject must do for himself, with or without help,
and that nobody else can do for him. From this defi-
nition, Sydney Katz et al. (1963) elaborated a model
bringing together six activities of daily living consid-
ered to be common to all with the aim of minimal inde-
pendency: feeding, bathing, going to toilet, dressing,
transfer (moving in and out of bed or chair), conti-
nence. This forms the model of reference for many
studies.

Household Care Activities

These are all the activities representing the ability to
live alone in a private home. They include household care
activities known as instrumental activities of daily
living such as filling in forms, shopping, or cooking.
They correspond to activities normally carried out by
the subject in daily life, with or without help, but that
may possibly be carried out by someone else. The
model of reference was proposed by Powell Lawton
and Eliane Brody (1969).

4. International Classification of
Functioning, Disability, and Health 

(ICF, WHO, 2001)

In the context of a health condition:

Body functions are the physiological functions 
of body systems (including psychological
functions).

Body structures are anatomic parts of the body such
as organs, limbs, and their components.

Impairments are problems in body function or
structure such as a significant deviation or loss.

Activity is the execution of a task or action by an
individual.

Activity limitations are difficulties an 
individual may have in the performance of
activities.

Participation is involvement in a life situation.
Participation restrictions are problems an 

individual may experience in involvement in life
situations.

Environmental factors make up the physical, social,
and attitudinal environment in which people live
and conduct their lives

Sullivan’s Method

Principle

The years lived by the population in a life table are
separated into years lived with or without disability.
The rates of institutionalization (which generally come
from population censuses) and the short-term or long-
term disability prevalence rates (which generally come
from health or disability surveys) can be used for this
purpose. Once the table is modified, life expectancies
with or without disability are calculated in the usual
way. Thus, by including only the years lived with-
out disability, a life expectancy without disability is
obtained, or conversely, by including only the years
lived with disability, a life expectancy with disability
is obtained.
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Calculation

Using the survivors (b) from a life table (cf. table
below), the number of years lived between each age (c)
is calculated. The prevalence rates of disability (d) can
then be used to calculate the number of years lived
with disability. By simple subtraction, the number 
of years lived without disability (e) is obtained. 
These years are then added together (f) from any age
x and divided by the total number of survivors at 
this age (b) to obtain the life expectancy without 
disability (g).

Example

The total number of years lived without disability
from 65 years of age is 1,153,013.2 in the table. This
total is divided by the number of survivors at 65 years
old to estimate life expectancy without disability at
this age: 1,153,013.2 (f) divided by 89,347 (b), i.e., 12.9
years (g).

For more information, see Jagger (1997).
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TABLE 80–A Disability-Free Life Expectancy According to Sullivan’s Method, France, 1991, Female 
(Simplified Estimation Calculated from Long-Term Disability)

Age (x) Survivors Years lived Prevalence of Years lived without Years lived without Long term
(a) (Sx) between x disability between disability between disability from x DFLE from x

(b) and x + a x and x + a x and x + a (f) (g)
(c) (d) (e)

0 100,000 496,176.5 0.0097 491,366.7 7,075,234.3 70.8
5 99,242 496,287.5 0.0242 484,295.5 6,583,867.6 66.3

. . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . .

. . . . . . . . . . . . . . . . . . . . .
65 89,347 436,686.7 0.1885 354,389.6 1,153,013.2 12.9
70 84,952 408,481.5 0.2740 296,546.1 798,623.6 9.4
75 78,000 363,545.5 0.3455 237,955.9 502,077.5 6.4
80 66,522 290,185.4 0.4675 154,519.8 264,121.6 4.0
85 48,434 297,869.1 0.6320 109,601.8 109,601.8 2.3

DFLE, disability-free life expectancy.
Data from Robine and Mormiche, 1994.





INTRODUCTION: A FEW DEFINITIONS

Almost every discipline has its own definition of the
word “generation.” Jurists, economists, sociologists,
historians, teachers, politicians, and even technocrats
have their own understanding of the word, which
depends on each discipline’s interpretation of how
individuals, events, or objects succeed each other in
time. Thus, in political science, a group of persons who
went through major experiences together are referred
to as a generation, such as postwar generations or the
1968 generation. In the field of computer science, a
recent discipline, the word generation refers to each of
the successive stages of technological development
corresponding to the creation of ever more sophisti-
cated products; computer scientists speak of second-
generation or third-generation computers.

Demographers use two different words, depending
on whether a person’s birth is considered in the
context of the general population (cohort) or in the
family context (generation). The two notions, however,
are closely linked both structurally and conceptually,
and for this reason, they cannot be dissociated.

Indeed, on one hand, when dealing with all the indi-
viduals that make up a population, demographers
consider that all persons born in the same year repre-
sent a birth cohort (sometimes the group includes
persons belonging to several cohorts, for instance over
a 5-year span) and study their demographic behavior;
in this case, for example, they speak of the fertility and
mortality of the cohort born in the year t. The notion

of cohort is very frequently referred to in demographic
analyses (see Chapters 6 to 13).

On the other hand, when population specialists deal
with individuals within a family and study how each
person is related to the rest of the family at the time of
his or her birth, they use the word generation, which
comes from the Latin generare, to give birth to, to
describe all the members of a family who are equally
related to a common ancestor. Thus, from generation
to generation, a newborn baby can be linked to its most
distant ancestor, and conversely, the chain can be
linked going back the other way, from the ancestor
down to the most recent generation: upward from the
children to the parents, grandparents, great-great-
grandparents, great-great-great-grandparents and
downward to the grandchildren great-grandchildren,
etc.

In this sense, it is interesting to determine how
many generations coexist at a given moment. The
number of coexisting generations obviously depends
on (1) biological or voluntary infertility (the more
childless women there are, the more cases in which the
generation chain is broken); (2) the distance between
generations at the time of birth (the older the average
age of the mother and the father at the time of child-
birth, the lower the probability, all other things being
equal, of observing a large number of coexisting gen-
erations); and (3) mortality conditions (the higher the
life expectancy, the higher, all things being equal, the
probability of having a large number of coexisting
generations).
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In most European countries today, we observe a sit-
uation of low fertility, an increase in the distance
between generations and low mortality. Developing
countries may soon follow, even though such a
prospect seems quite remote for most. European 
countries, however, may be considered as precursors
in dealing with problems tied to the aging of the pop-
ulation, in particular those that will be discussed in
this chapter. Even though our description of these
problems is limited to Europe, it can be used as refer-
ence by “young” countries when their turn comes to
face the same type of demographic trends and deter-
mine the number of coexisting generations.

However, from a social, familial, and individual
point of view, the important point is not only the
number of coexisting generations but also, and espe-
cially, the percentage of the population that finds itself
in a situation of coexistence with several generations
and the duration of the period of coexistence; we may
also consider the number of years of life spent by each
individual in the position1 of child, grandchild, parent,
grandparent, or other positions. In the past, families in
which four generations coexisted for a short period of
time were rare, and cases of five coexisting generations
were extremely rare, limited to families in which
people had children young and lived very long. Today,
cases of five coexisting generations remain quite 
rare, but cases of four coexisting generations have
become relatively common. However, the proportion
of persons coexisting at a given age with living rela-
tives going back one, two, and three generations and
the duration of this coexistence have radically changed
and will continue to change because elderly persons,
especially women, are living longer. Indeed, at the age
of 65 or 70 years, some women are still the child of a
living parent, something that recently was hardly 
conceivable.

This chapter deals essentially with the notion of
generation. We will describe mainly the dramatic
changes in the quantitative balance (within a popula-
tion or a family) among living children, parents,
grandparents and great-grandparents, as well as
between adult children and elderly parents. We will
then describe a few typical traits pertaining to psy-
chological, cultural, social, or economic relationships
between the different generations. Last, we will
address the question of transmission, as well as the
various aspects linked to changes in the distance
between generations: these changes have had an
impact well beyond simple material inheritance and

age difference. In each case, our angle of analysis will
be essentially demographic.

I. SEEING THE GENERATIONS

Figure 81–1 shows the situation of four successive
generations: their life courses, the system of relations
linking them within the general population (in rela-
tionship to their cohorts) or within the family and
linking them to periods when demographic events 
are likely to occur (first union, marriage, childbirth,
divorce, migration, chronic degenerative diseases or
disabilities, death). The four diagonal stripes corre-
spond to both cohorts and generations, according 
to the definitions given in the Introduction, whereas
the number of diagonal stripes crossing the vertical
columns corresponds to the number of generations
coexisting during a given calendar year or a given
period of time.

This diachronic and synchronic study shows the
complexity of the links among generations, age, and
period, in all respects: economic (both micro- and
macroeconomic), educational, professional (aspects
tied to social advancement), or even those concerning
legislation, norms, etc.

Indeed, the number of events in each parallelogram
of the Lexis diagram (i.e., the number of marriages,
births, divorces, migrations, and deaths occurring
within a given cohort during a calendar year and thus
at a given age) depends not only on the conditions
under which a given cohort was born and grew up—
on the social, economic, political, and health context of
that year or brief period (and especially, as concerns
migrations and divorces, on changes in the current 
legislation)—but also on the person’s age at the time
and the type of support (family or social) she or he
received. One example of the link between context and
age, in Italy, is that of the generation of women born
in 1950, whose formative years (18 to 20) took place in
1968 to 1970 in a very specific political and ideological
climate; this combination occurred once again in 1974,
when they turned 24, at the time of the first large-scale
referendum on divorce. The events of 1968 and 1974
obviously had a different impact on women born in
1964, who were only 4 in 1968 and 10 in 1974.

These examples show the complexity—highlighted
several times in this treatise2 and widely researched in
the literature—not only of the links among age, gen-
eration, and period but also of interrelations between
generations; it seems that the instruments developed
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1 This position exists when both persons concerned in the 
family relationship (parent and child, grandparent and grandchild)
are alive.

2 In addition to Chapters 6 to 13 of Volume I, which have already
been referred to, see also Chapters 17 and 18 (also in Volume I).



through the APC (age/period/cohort) method of
analysis are not sufficient to fully describe and explain
this complexity. For example, the point drawn in Fig.
81–1 represents a woman belonging to the group of
cohorts born in 1965–1970, and who reached the age of
25 to 30 years around 1995. The demographic behav-
ior of this woman depends of course on her age but
also on the period when she was 25 to 30 years old 
and on her own past as well as that of her cohort. 
These factors will all influence her future life in the
next 10 to 20 years. But there are other factors as well,
such as the coexistence of her parents or grandparents,
along with the intense influence of the generation of
remembrance.3 This underscores the importance of how
this woman experienced her formative years in her
family of origin, how she perceived and internalized
her remembrances of her parents’ relationship as a
fertile couple, and how she as an adult perceives her
parents’ marital life. A kind of parental or grand-
parental legacy thus emerges, a nonmaterial, emo-
tional legacy taht carries its own specific risks, such as
divorce or illness.

II. THE COEXISTENCE OF
GENERATIONS IN THE FAMILY

It is not easy to determine the number of persons
who, at different ages, still have at least one living
grandparent, and how many grandparents, on

average, are still alive. The same is true for the number
of adults or elderly people who have grandchildren.
Different studies have yielded estimates on these situ-
ations, which are the basis of significant (and widely
researched) relationships between grandparents and
grandchildren. Our main, though not exclusive refer-
ence is an Italian survey conducted by National Insti-
tute of Statistics (ISTAT).

1. Grandparents and Grandchildren

Figure 81–2 shows that the number of living grand-
parents varies considerably according to the age of the
person and very little according to the respondent’s
sex. It can be seen that 97.8% of Italian children under
15 years have at least 1 living grandparent, and on
average, they have 3 living grandparents; in other
words, for 100 children, there are 293 grandparents;
compared with the maximum allowed of 400 grand-
parents, this figure is very high. For children aged 15
to 25 years, the proportion and the average number
remain high, respectively 82.8% and 2.2, representing
a total of 182 grandparents for 100 children. For those
aged 25 to 34 years, the number drops to 68 grand-
parents for 100 persons, and only 6 grandparents for
100 persons aged 35 to 69 years.4

If we change our perspective, we can see in Fig.
81–3, for Italy, how many adults or elderly persons
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from Golini, 1992:779.)

3 I would like to thank Chiara Saraceno for having suggested this
evocative phrase.

4 It is difficult to understand why, in order to analyze a phe-
nomenon such as relationships between grandparents and grand-
children, the National Institute of Statistics constructed its tables on
the basis of such a large and inadequate age group (35 to 69 years). 



have grandchildren and how many they have on
average. One hundred years ago, the shortness of life
spans made it quite unlikely that a person would 
live long enough to see all his/her grandchildren and
especially long enough to see them grow up, whereas
today it has become quite frequent. However, in 
the past, grandparents who were fortunate enough 
to survive long enough to see their grandchildren 
had a large number of them, whereas today grand-
parents are numerous but the number of grand-

children has diminished, with many already teenagers
or adults. As a result, the grandchild/grandparent
relationship is often more intense, and grandparents
often find themselves playing an important role in the
daily lives of not only their grandchildren when they
are young children but their grown-up grandchildren
as well.

Among persons aged 65 years and over, only 70.8%
have at least one grandchild, and those who do have
grandchildren have an average number of four grand-
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children. This number varies considerably according
to sex.5 For 100 men aged over 65 years, there are 259
grandchildren (70.0% of the men of that age group are
grandfathers, and each has on average 3.7 grand-
children), whereas for 100 women there are 307 

grandchildren, an additional 19% (71.3% of the women
of that age group are grandmothers, and they have on
average 4.3 grandchildren). The fact that the average
age of women over 69 years is much higher than that
of men of the same age group increases the probabil-
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5 It is hardly necessary to mention that there is no perfect sym-
metry between the relationships linking grandchildren to grand-
parents, or young children to elderly adults, and those linking
grandparents to grandchildren or elderly adults to young children.
Indeed, although a child necessarily has two parents and four grand-
parents (not necessarily living), an elderly adult does not necessar-

ily have children, and if she or he does, these in turn do not neces-
sarily have children either. This explains the difference between the
very high proportion of children under 15 years who have a living
grandparent (97.8%) and the lower proportion of persons over 65
years who have grandchildren (70.8%). Of course, this reasoning
only concerns biological relationships between generations. 



ity that the average number of grandchildren will be
higher than that observed for grandfathers. But one
must also underscore the fact that about 30% of
persons over 65 years do not have living grand-
children.6 In these persons’ families, the generational
chain has been broken off and the elderly have been
deprived of an entire category of descendents (grand-
children) to whom they could have transmitted an
inheritance and on whom they could have relied for
support.7 The proportion of persons who do not 
have grandchildren is naturally much higher among
persons aged 55 to 64 years, an age at which nearly
50% of the women do not yet have any grandchildren:
this high proportion is owing in part to the age of 
the person concerned and to the increase in the
average distance between generations or in the
average number of children who decide not to 
have children themselves, an increasingly frequent
phenomenon.8

According to a French survey conducted in 1999, the
number of grandparents has reached 12.6 million, of
whom 2 million are great-grandparents (Cassan et al.,
2001). At the age of 56 years, one out of two persons
has at least one grandchild; at 66 years, three out of
four. Among persons aged 70 years, 20% have no
grandchildren, a lower proportion than that observed
in Italy: in France, intergenerational relationships with
descendants, down to grandchildren, are more fre-
quent, because fertility is much higher in France than
in Italy. In France, the age at which people become
grandparents has increased over the years: the pro-
portion of grandparents aged 50 years is about 35% for
the cohorts born in 1930–1935 and 25% for those 
born in 1940–1945. At the time of the survey, grand-
parents had on average a little over four grand-
children, but the number of grandchildren depends on
the number of children: persons who have one child

have barely two grandchildren on average, whereas
those who have three children have on average seven 
grandchildren. In addition, 85% of the women aged 
85 years who have more than three children have
great-grandchildren.

Most often grandparents and grandchildren enjoy
close contacts and relationships. Today, grandparents
usually do not live in the same house as their grand-
children; nonetheless, about 10% of grandparents share
the home of at least one of their grandchildren, and the
frequency increases with the age of the grandparents,
especially grandmothers (ISTAT, 1999). According to a
1999 American survey, 5.5% of grandchildren were
living with their grandparents; this proportion has
been increasing constantly. Indeed, in 1970 the propor-
tion was only 3.2% (Bryson and Camper, 1999). From
1992 to 1997, the most sizeable increase has been that of
grandchildren living with their grandparents without
either of their parents: this increase has been attributed
to growing drug abuse among parents, to the increase
in teenage pregnancies, to the increase in divorce rates
and in the number of single-parent families, and to
mental and physical diseases, AIDS, delinquency, and
incarcerated parents, sexual abuse of minors, etc.
(Fuller-Thomson et al., 1997)

In any case, in Italy, physical proximity is quite
common. Over 44% of grandparents have at least 
one of their grandchildren and his/her parents living
within a radius of less than 1km. This nearness encour-
ages close relationships: 84.2% of grandparents take
care of their grandchildren (81.2 of grandfathers and
87.0 of grandmothers) in one way or another, and in
29.8 of cases, they do so when the parents are at work
(ISTAT, 1999). The educational potential of grand-
parents who can positively contribute to the develop-
ment of their grandchildren’s personal identity should
also be mentioned. In addition, grandparents partici-
pate financially: in Italy, in 1999, their contribution to
the small and larger expenses of their adult children,
sons and daughters-in law, reached the equivalent of
the impressive amount of 82.6 billion euros, or 15% of
the total annual expenses of Italian families (Più and
Fenacom, 2001).

2. The Increasing Probability of Having
Living Parents and Grandparents

Of course, the probability of having living parents
and grandparents varies according to the age of the
person of reference and changes over time and
depends on the degree of relationship (parents, grand-
parents, great-grandparents). In the absence of direct
observations yielding information on the subject, we
may try to evaluate variations through life tables per-
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6 It is difficult to assess how many grandparents have lost all
their grandchildren and thus on a given survey date have ceased to
be grandparents. The probability is likely to be quite low, unless they
were grandparents of an only grandchild. The observations made in
this article nevertheless remain valid, even in these cases. 

7 One must take into account the fact that in the 35- to 69-year
age group, the proportion of persons who do not yet have grand-
children can be quite high, and all the more so if there is among them
a high proportion of women who had a child after the age of 35. An
National Institute of Statistics publication (1999) provides additional
details, in particular the fact that the proportion of persons aged at
least 75 years who do not have grandchildren is about 25%, a pro-
portion that is not likely to decrease as the respondents grow older. 

8 If, from one generation to the next, the average age at first
childbirth for women were constant (27 years old) and if the pro-
portion of women without children also were constant (at about
15%), it is obvious that by the age of 55 years, one would expect the
proportion of women who have grandchildren to reach 70% instead
of the 51% resulting from the data provided in Fig. 81–3.



taining to different periods for a given average age at
childbirth. The results of this computation are pro-
vided in Table 81–1 and illustrated in Fig. 81–4.9

Even though the evaluations of Table 81–1 are based
on approximations, they are very similar in terms of
quantities to those of the graphs of Fig. 81–2, which are
based on real data. Indeed, these show that in 1998,
98.1% of children aged 0 to 15 years had at least one
living grandparent, whereas the proportion for chil-
dren aged 5 to 10 years calculated on the basis of the
life tables of 1998, is of 93 to 96%.

The results of Table 81–1, which are thus relatively
reliable, may be commented as follows.

1. A phenomenal increase in the duration of the period
spent in the position of child. According to the 1911 life
table, at the age of 50 years, only one in four persons
still had a living mother, whereas in the 1998 life 
table, three out of four were in that situation. The 

proportions are even more spectacular if one consid-
ers women aged 60 years: only one out of 30 women
still had her mother in 1911, whereas according to the
most recent life table, one out of two at that age still
have their mother. This means that in 50% of the cases,
the person caring for a very elderly person (the mother
of a 60-year-old is about 87 years) is him/herself
elderly.10 Last, in 1998, one in five Italian women died
at over 90 years old, and it is most likely that they were
taken care of by daughters over 65 years.

2. A very high increase in the number of living great-
grandmothers and, as a result, frequent coexistence of four
generations. Whereas in 1911, one in 20 little girls aged
5 years had a living great-grandmother, in 1998 the pro-
portion was about one in two. Regardless of emotional
and relational considerations, the coexistence of four
generations, with the simultaneous presence in the
family of a child of 5 years and great-grandmother
aged 86 years, can clearly pose problems of organiza-
tion: if the child’s mother, age 32, is working and needs
the grandmother’s help, the latter will have to take care
not only for her own mother but also for her daughter’s
daughter. Thus, women aged 55 to 59 years are often
described as the “sandwich generation” because they
are torn between the need to care for their mothers and
to help their daughters by caring for their grandchil-
dren. This situation probably partly explains the low
fertility of Italians, because it is difficult for daughters
to ask their mothers for extra help with a second child.

3. The disappearance of orphanages. In 1911, about
3.5% of girls aged 5 years had lost their mothers; in
1998, the proportion was only 0.2%. For girls aged 10
years, the proportions were, respectively, 6.8% (one out
of 15 girls) and 0.4% (one out of 250). Biological
orphans practically disappeared during the last
century. It is true that they have been replaced by
“social” orphans, that is, children of divorced or sepa-
rated parents, but these children are often brought up
by their grandparents, as shown in the above-men-
tioned American survey. Thus, because of the decline in
the number of orphans and the simultaneous increase
in the number of living grandparents, orphanages have
practically disappeared from today’s social landscape.

In countries where fertility and mortality are low,
the age structure of multigenerational families, in
which four generations often coexist, looks like a
column with a swelling in the middle: very few young

Chapter 81/Demographic Trends and Relationships between Generations 311

TABLE 81–1 Proportions (%) of Females Who Still Have
a Living Mother, Grandmother, or Great-Grandmother,

According to Italian Life Tables of 1911, 1951, 1990, 
and 1998

Age of (in years) Life table

The female The relative 1911 1951 1990 1998

Mother
0 27 100.0 100.0 100.0 100.0
5 32 96.6 99.2 99.8 99.8

10 37 93.2 98.3 99.5 99.6
20 47 86.1 95.5 98.4 98.6
30 57 76.8 89.7 95.7 96.3
40 67 59.1 76.6 89.2 90.9
50 77 27.4 46.5 72.2 76.6
60 87 3.3 10.7 33.5 41.2
70 97 0.0 0.0 3.1 5.6

Grandmother
0 54 80.1 91.1 96.8 97.2
5 59 74.1 87.9 94.8 95.6

10 64 65.8 81.8 91.8 93.1
20 74 37.6 57.6 79.1 82.5
30 84 7.6 19.4 46.9 54.1
40 94 0.0 1.3 8.3 13.0

Great-grandmother
0 81 14.7 30.4 59.4 66.0
5 86 4.5 13.1 38.0 45.5

10 91 0.0 3.7 17.2 23.8

Data from the following: until 1990, Golini and Silvestrini, 1995;
for 1998–1999: ISTAT, 2001.

9 The results given in Table 81–1 and Fig. 81–4 were obtained by
applying a method suggested in 1986 by Noreen Goldman, which
has already been used in previous research (Golini and Silvestrini,
1995) and has been updated. The exercise consists in applying period
life tables with a constant interval between generations.

10 Indeed, one must take into account the fact that a 60-year-old
woman has a husband aged 63 years on average. If we look at the
health situation of a couple of that age, we find, according to the last
National Institute of Statistics health survey, that 66% of the women
and 62% of the men report suffering from at least one chronic
disease.
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children at the bottom, very few great-grandparents at
the top, and a large number of adults, parents, and
grandparents (biological or adoptive) in the middle.
The result are family networks that are smaller and more
complex, both because of the increase in the number of
coexisting generations and because of the increasing
frequency of divorces, separations, cohabitations, and
second marriages. This has led to an increase in the
number and diversity of family relationships, within
networks that have become more extended and less
direct.

3. Transformations in Kinship Systems

More generally speaking, the entire kinship system
has been deeply transformed by the increase in life
expectancy and the fertility decline. Within the space
of only 15 years, from 1983 to 1998, the proportion of
families with at least one child dropped from 39% to
25%, whereas the proportion of families with at least
one very elderly relative rose from 28% to 35%
(Barbagli et al., 2003). The data provided in Table 81–2
reflect the profound changes that have occurred in the
size and structure of kinship systems.

The ratio of elderly parents to adult children has
drastically changed in the past 60 years. In 1980, for
100 elderly persons, there were 163 adult children; in
2010, the ratio may drop to 100 for 100; in 2040, for 100
elderly persons, there may be only 72 adult relatives
(Barbagli et al., 2003). Over the medium and long term,
a very difficult phase seems to be in the making,

because there will be many elderly persons without
adult children or without enough adult children they
can rely on for support (Golini, 1999).

Economically advanced countries will thus soon
have to deal with the fact that because of this dispro-
portionate ratio between young people and adults,
families will no longer be able to function as a support
system for their elderly members and will not be able
to care for them consistently. It is true that technology
may be able to offset part of this problem, because new
systems are being developed, for example, the use of
microscopic cordless sensors to watch over elderly
persons and young children. These systems also have
applications in the field of the environment and traffic
regulation, and these new developments are opening
new avenues for exploration that may have many
social repercussions.11

Aging and the vertical extension of the family are an
object of concern for not only the elderly, and the issue
of who will care for them, but also young children and
young people. In countries with very low fertility,
because of the couple’s wishes, as in Italy, or because of
authoritarian policies, as in China, the number of only
children will rise and each child, or nearly, will be sur-
rounded by numerous adults or elderly persons full of
concern for him/her and eager to satisfy every one of
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TABLE 81–2A Estimate of the Average Number of Living Relatives of an Italian Woman Aged 80 Years Old 
Who Has Been Married, According to Date of Birth

Year of birth Husband, brothers, and Children and sons and Nephews and their partners Grandchildren
(year of observation) brothers or sisters-in-law daughters-in law

1900 (1980) 2.3 5.4 25.8 6.5
1930 (2010) 3.4 4.4 16.8 3.9
1960 (2040) 3.7 3.4 9.1 3.1

TABLE 81–2B Estimate of the Average Number of Living Relatives of a Yound Italian Aged 20 Years, According to 
Date of Birth

Year of birth (year of observation) Brothers Cousins Parents Uncles and aunts (including Grandparents
those by marriage)

1930 (1950) 1.8 7.1 1.7 9.8 0.8
1960 (1980) 1.4 5.8 1.8 8.5 1.2
1990 (2010) 0.8 3.7 1.9 7.2 1.9

Data from Barbagli et al., 2003:201.

11 This view was provided by Alberto Sangiovanni-Vicentelli,
technologist and professor at the University of California at 
Berkeley, in an interview published in the June 13, 2003, issue of Il
Sole-24 ore (p. 11). 



her or his physical and psychological needs. One may
wonder about the personality structure of these “little
emperors” growing up in such an emotional and 
psychological environment. Only children often
receive more attention from their parents, but this 
can sometimes have a negative impact: when this
special attention is measured, it can help the child
develop self-confidence, a sense of security, and 
wide-ranging interests, thus resulting in deep bonds
between parents and child. If this attention is excessive
and not well directed, the child may feel oppressed,
become too dependent and incapable of facing indi-
vidual responsibilities and difficulties later on in life,
and end up rejecting his or her parents (Golini,
2003:141).

4. The Pattern of the Succession of
Generations Has Changed

The growing imbalance between generations can be
seen in an analysis that compares persons aged 20 to
24 years, 45 to 49 years, and 70 to 74 years (Figs. 81–5—
81–8), over the span of a century (1950–2050), in Italy
and France.12 The aim of this research was to study
how combined trends of births, deaths, and migra-
tions have modified and will modify the relationship
between three generations separated by an average of
25 years, as well as relationships between grand-
children and grandparents in a country with long-
standing very low fertility, such as Italy, and in a
country with low fertility, such as France. Naturally,
the total population of a certain age group, separated
from the previous and the next age groups by 25 years
each way, cannot be considered as a generation in 
the strict sense of term as we have used it so far (in 
the sense of grandparents in relation to children 
and grandchildren). As concerns family categories,
however, the historical series illustrated in Figs. 81–5
and 81–6 may be considered as approximations; to
make things simpler, we will refer in the following
comments to children, parents, and grandparents.

1. The long-term trend shows the successive birth
peaks separated each time by 25 years. For example,
in Italy, in 1990 we observe a population peak at ages
20 to 24 years, which shifts to 45 to 49 years in 2015
and 70 to 74 years in 2040. Naturally, this succession
changes the relationship between the three age groups
under consideration, not only from a numerical point
of view but also from an economic and social point of
view. The 45- to 49-year age group, which in 1950 rep-

resented 2.9 million persons, should revert to 2.6
million in 2050 after peaking at 4.7 million in 2015 (15
years later, this peak will cause a crisis in the pension
system). In France, where births follow a more regular
pattern, no such peaks are observed.

2. The ratio of adult children to elderly parents (45 to
49 years/70 to 74 years) dropped from 2.6 in 1950–1955
to 1.4 in 2000–2005 and will fall to 0.7 in 2040–2045. At
that time, the present system of aid and care based on
family support will be completely ruined (also because
the life span of elderly persons is expected to increase
considerably). In France these three ratios are, respec-
tively, 2.2, 1.7, and 1.0; the system will be under much
less pressure than that in Italy.

3. The children/parent ratio is even less favorable
if one looks at the following generations (persons aged
20 to 24 years and 45 to 49 years). For the three periods
under consideration in comment 2 above, the three
values are, respectively, for Italy: 1.4, 0.8, and 0.7; for
France, the values are 1.0, 0.9, and 1.0.

4. Looking at the information given in comments 2
and 3 above, we observe that certain generations are
presently or potentially in a position of disadvantage:
in 2005, in Italy, for example, the ratio of the 45- to 49-
year age group to its parents will be 1.4 to 1, whereas
that of their children will be 0.8 to 1.

5. If the ratio of children aged 0 to 4 years to elderly
persons aged 70 to 74 years is taken as a proxy of 
the ratio of grandchildren to grandparents, the number,
in Italy, of grandchildren per grandparents would 
shift from 3.9 to 0.9 and 0.5. In France, the number 
of children and grandchildren has declined less
sharply, and the ratio is expected to drop from 2.9 to 1.5
and 0.9.

III. FAMILY INHERITANCE AND
RELATIONSHIPS BETWEEN

GENERATIONS

When speaking of inheritance and hereditary patri-
mony, we usually think in terms of either property,
personal or real estate, accumulated by parents and
grandparents during their life, or of physical or bio-
logical, genetically transmitted heredity. These sub-
jects, which play an extremely important role in the
relationship between generations, have already been
extensively written about, and for this reason, we 
will only briefly mention them in this chapter. More-
over, in the field of genetic transmission, new evidence
is being brought to light every day (see Chapters 79
and 96).

In addition to these types of heritage, there is
another kind that is less direct and less obvious and is
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12 All the data are taken from the United Nations Population
Division (United Nations, 2003).
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FIGURE 81–5 Sex-specific and age-specific population (in thousands), 1950–2050, Italy. (Data from United
Nations, 2003.)
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FIGURE 81–6 Sex-specific and age-specific population (in thousands), 1950–2050, France. (Data from
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FIGURE 81–7 Ratios of the population aged 45 to 49 years to that aged 70 to 74 years, of population aged
0 to 4 years to that aged 70 to 74 years, and of the population aged 20 to 24 years to that aged 45 to 49 years,
according to sex, 1950–2050, Italy. (Data from United Nations, 2003.)



linked to emotional relationships between generations,
to these generations of remembrance mentioned
above. These relationships (studied here from a bidi-
rectional point of view, i.e., from parents to children
and from children to parents) are often neglected
despite their significance in the lives of individuals
and in relationships between generations. Indeed,
individuals cannot be separated from their pasts and
from their relationships with persons of reference. We
will discuss here three types of transmission: inter-
generational transmission of disease risk, children
who support widowed parents, and the intergenera-
tional transmission of the divorce risk.

1. The Long-Term Consequences of 
Parental Conflicts

In 1992, an interesting and innovative French study
was conducted on the health problems of adults seen
in the light of family difficulties experienced during
childhood (Menahem, 1992). The performances in
school and in the professional world of children with
divorced or separated parents have been extensively
studied, especially in the United States, but there have
been very few wide-ranging and statistically signifi-
cant studies on the consequences of childhood traumas
in terms of health. Table 81–3 and Fig. 81–9 clearly
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show the negative impact of childhood traumas; in
particular, they reveal that even when the parents do
not separate or divorce, serious conflicts between
parents can have negative repercussions on their chil-
dren once they have become adults.

The findings of George Menahem could be inter-
preted as a statistical confirmation of the Freudian
hypothesis as to the significant impact of childhood
traumas on the later life of a person. However, regard-
less of one’s theoretical references, the survey clearly
shows that there are some individuals whose physio-
logical vulnerability is heightened in certain critical 
situations, causing them to fall ill, sometimes very 
seriously.

2. Children and their Parents’ Health

Unlike what might have been expected, persons
who have children do not have a lower mortality than
persons who do not. An interesting Belgian survey
covering 149,000 widows and widowers aged 30 to 84
years, interviewed in 1991 with a 5-year follow-up
period, showed that—age, sex, duration of widow-
hood, and level of education being equal—neither
having children nor their number seems to have any
influence on how long a person survives after the
death of his/her partner (Lusyne et al., 2002). A possi-
ble explanation can be the fact that childless widowers
or widows can find alternative networks of support
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TABLE 81–3 Average Number of Reported Illnesses, According to Several Variables Concerning 
the Adult Respondent’s Youth

Variables and variants No. of cases Average no. of reported illnesses Index

Serious conflict or separation or divorce of parents (before youth becomes 18)
Neither separation nor conflict 4,199 2.99 98
Only separation or divorce 187 3.26 106
Separation or divorce and serious conflict 114 3.62 118
Serious conflict without separation 151 4.44 145

Death or serious illness of the respondent’s mother
Neither death nor serious illness 4,127 3.01 98
Death without illness, disability or serious accident 300 3.29 107
Illness, disability or serious accident 224 3.82 125

Serious financial problems (before youths becomes 18)
Never or rarely 2,108 2.77 90
Occasionally 1,222 3.01 98
Often 1,321 3.59 117

Total 4,651 3.06 100

Data from Menahem, 1992:904.
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among their relatives, friends, and neighbors, which
play the same supporting role as a child would for his
or her widowed parent. One could also surmise that
on the contrary, from an emotional point of view, the
loss of a partner is so painful that neither the presence
of children nor that of friends can help. However, these
findings do not in any way contradict the large body
of research showing the importance of children and
relatives in the task of caring for the elderly, especially
if they are widowed, ill, or disabled.

3. Transmission of the Divorce Risk

Children of divorced parents divorce much more
often than do children of parents who stay together.
The intergenerational transmission of the divorce risk
has been observed in several industrialized countries:
in the United States (Wolfinger, 1999), Australia
(Dronkers and Hox, 1998), Germany (Engelhardt et al.,
2003), and The Netherlands (Fisher and De Graaf,
2002). Overall, five main causal mechanisms have 
been identified: (1) the stress generated by the parents’
divorce leads children to leave home early, get
married, and have their first child quite soon, thus
increasing the risk of divorce; (2) persons who, during
childhood, experienced conflictual relationships at
home may have difficulty creating and enjoying decent
interpersonal relationships later on in life; (3) the loss
of economic status after divorce has a negative influ-
ence on the children’s lives (especially in terms of 
education and professional career), and this in turn
increases their own risk of divorcing; (4) the stigma of
the parents’ divorce has a negative impact on the chil-
dren’s later opportunities in life; and (5) parents and
children have in common a few hereditary character
traits that can favor (or on the contrary prevent)
divorce. All these mechanisms are not mutually exclu-
sive may interact with one another (Engelhardt et al.,
2003).

Less is known about the influence of family policies
and family law on divorce risks. A recent survey, based
on the German Life History Study and using a multi-
variate analysis of biographies shows that the interac-
tion of family policies and laws on divorce with the
transmission of divorce risk is complex but does exist
(Engelhardt et al., 2003).

IV. TRANSFERS WITHIN 
THE POPULATION

Intergenerational transfers within a population and
their potential inequity, especially when one observes

or foresees strong, lasting, and significant numerical
imbalances between generations (as described in the
preceding chapter), are the subjects of increasingly
wide-ranging and multidisciplinary debate. Not only
does it raise the issue of the aging of the population
(the increasing number of elderly persons, on one
hand, and the decreasing number of children and
young people, on the other), but also that of the
changes in economic life cycles that will modify 
the duration of periods of economic dependence (e.g.,
the increase in the duration of studies and professional
training); another issue is the modification of the legal
context surrounding the transfers necessary to finance
these dependent stages (the lengthening of the period
of compulsory education, or changes in the legal retire-
ment age, etc.). Thus, there are at least three spheres in
which demographic changes interact with the system
of social security and intergenerational transfers (Lee,
2020). Of course, aspects of collective psychology, or
social or cultural aspects can contribute to bring about
changes both in the economic cycle of life and in the
legal framework.

These three spheres interact in turn with relation-
ships between the generations of a given family, 
whose situation, good or bad, has a strong impact 
on periods of economic dependence, because this 
factor either shortens or lengthens the period during
which a person will be receiving an education or
working. Figure 81–10 shows quite clearly that the
consequences of demographic changes for public
finances depend not only on the age structure of the
population (which as we know is the result of the
history of successive cohorts) but also on the numeri-
cal size of the population.13

The redistribution of income between generations is
a very complex problem. To quantify the phenomenon,
several economists have elaborated a framework 
of analysis called “generational accounts.” These
accounts determine how much a typical member of the
present generation and of future generations will pay
in taxes during his or her life, and will deduct 
from that what the member has received in the 
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13 Nicola Sartor (2003:33) underscores that “a fertility increase,
and thus the demographic size of a population has a positive impact
on public finance, at least on the long term, and this impact can be
perceived when assessing the per capita tax reductions necessary to
maintain public services at a constant level and ensure the long-term
sustainability of the public debt. [gli effetti che un aumento della fecon-
dità, e quindi della dimensione demografica di una popolazione, sortirebbe
sulla finanza pubblica sono positivi, sebbene nel lungo periodo, e possono
essere espressi attraverso la stima delle minori imposte pro capite necessarie
per mantenere invariati i servizi pubblici a tutti i cittadini e per assicurare
la sostenibilità di lungo periodo del debito pubblico].”



form of transfers and services (an example is shown 
in Figure 81–11). The Organization for Security and
Cooperation in Europe asked several experts (includ-
ing Professor Nicola Sartor of Italy) to elaborate gen-
erational accounts according to a constant method. The
results for Italy are shown in Table 81–4.

This theme is particularly sensitive, because the
limited nature of resources means that one must take
from one age group (that is a group of cohorts) or one
social group to give to another. This entails serious
technical and political difficulties, for many reasons;
we will only mention the most important among them.

In a democracy, a political decision aimed at with-
drawing resources or privileges from one age group or
social group in favor of another in order to offset an
imbalance must be based on a consensus. This con-
sensus is often long and difficult to obtain, and in some
cases, it is totally impossible owing to the opposition
of the concerned group or lobby. When that happens,
the problem is tied to the institutional system, with the
risk that “given the way representative democracies
function today, collective decisions may correspond

only to the preferred options of a part of the group,
those which have won over the short term, and not to
those of the entire group of citizens.” (Petroni,
2003:6).14

The population dynamics observed almost every-
where but especially in countries with very low fertil-
ity over a long period of time, such as Italy, Spain, or
China—where one observes a strong decline in the
number of children and a strong increase, both in
absolute numbers and in proportion, of elderly
persons—should necessarily result in a transfer of
physical, human, and financial resources from the
former to the latter. The best solution—which is very
difficult to determine and implement, as this is a 
completely new phenomenon for which there is no
precedent—would be to establish a horizontal transfer
of resources to ensure that the per capita resources
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accounts, Italy. (Data from Sartor, 2003:32.)

14 “La forma assunta dalla democrazia rappresentativa ai giorni nostri,
fa sì che le decisioni collettive non riescono a corrispondere all’intero
insieme delle preferenze dei cittadini, ma soltanto a una parte di esse, quelle
maggiormente legate al breve periodo.”



(which in many cases should be themselves increased)
to be received by the children do not decrease.15

For the first time in the history of mankind, and
especially in the West, we are in a situation in which
human resources have become either stationary or are
declining and in which there is an employment crisis.
Such a situation requires great flexibility on the part of
the work force and an extensive and significant system
of mutual social support to organize this flexibility and
weather the crisis. One of the most difficult problems
is that social welfare measures for adults and the
pension system for retirees are based on the prevailing
structure, which means that the entire burden is borne
by the working population; in times of demographic
or economic crisis, this burden can become too heavy
to bear.

For the pension system, the distribution pay-as-
you-go model (which divides population and society
horizontally between those who work and contribute

and those who receive pensions) weakens the capacity
to accumulate capital within the family and reduces
the time span during which individuals can make their
own decision. As a result, the responsibility of single
persons over the long term is reduced, as is the respon-
sibility of public decision makers, and their strategies
and choices are increasingly considered over the 
short-term (Petroni, 2003). However, the capitalization
advanced-funded model does not represent a fully
convincing alternative, especially given the enormous
long-term financial risk and the high management
costs. Thus, over the middle term, the pension system
seems to be in a dead-end situation; the way out seems
to be a new efficient and applicable system based on
two (or three) basic elements (distribution + capital-
ization + possibly private savings).

The close link between work and chances of sur-
vival, which has always existed in the history of
mankind and was still very strong three or four gen-
erations ago, has to a large extent disappeared from
collective, individual, and family psychology. Social
welfare now often tends to be taken for granted and is
no longer considered as something that must be
gained through long and hard work, remunerated 
by the market or by public funds. Thus, aging genera-

322 Golini and Iacoucci

TABLE 81–4 Present Values of Taxes Paid during Life, after Deduction of Transfers. Italy (Billions of Dollars*)

Productivity increase: 1 1.5 2

Interest rates: 3 5 7 3 5 7 3 5 7

Case Aa

Males
Present generations 102 54 22 114 65 29 122 77 36
Future generations 433 340 316 465 354 306 508 374 306
Imbalance between generationsb 326 533 1,336 310 446 970 315 385 741

Females
Present generations 19 14 2 12 17 5 1 19 8
Future generations 79 88 26 51 93 50 5 94 65
Imbalance between generationsb 327 532 1,333 310 446 976 325 385 737

Case Ba

Males
Present generations 122 59 24 144 72 31 166 88 39
Future generations 258 206 192 273 213 185 290 224 185
Imbalance between generationsb 111 249 709 90 195 500 74 155 369

Females
Present generations 37 19 3 40 24 7 39 29 10
Future generations 79 65 27 76 70 40 68 74 49
Imbalance between generationsb 111 248 703 92 195 499 74 155 368

Values are in billions of dollars as constant prices, adjusted according to the development of real incomes, converted according to 1993
average rates of development. The present generations correspond to cohorts born in 1993.

a Case A, World Bank population projections based on the hypothesis that fertility rates will return to replacement level in 2030; case B, a
more rapid increase in fertility rates that reaches replacement level in 2010.

b The imbalance between generations is obtained through the difference between the discounted current value of the taxes paid by a typical
member of present and future generations, expressed in percentages of the net payment of taxes by the present generation.

15 Concerning this issue, Nicola Rossi (1997) takes into account
demographic trends, economic development and social solidarity
measures and examines them also from a long-term point of view.
Less support should be given to the fathers and more to the sons
(meno ai padri, più ai figli).



tions tend to aspire more and more to the status of 
a paid nonworker rather than to that of pensioner,
according to more varied forms of professional or
social occupation.

V. SOCIAL, PROFESSIONAL, AND
PSYCHOLOGICAL DISTANCE

BETWEEN GENERATIONS

Demographic change cannot be separated from the
modernization process as a whole. Thus, both within
the family and among the general population, educa-
tional levels and all forms of mobility (professional,
social, matrimonial, and territorial) have increased
from one generation to the next.

In the realm of education, the differences among
grandparents, children, and grandchildren is consid-
erable, not only from a quantitative point of view (the
number of years spent in school is much higher than
it was in the past) but also from a qualitative point of
view (in general, in the past, education had a cultural
purpose, whereas today it is market-oriented). As con-
cerns the professional realm, today’s grandfathers and
grandmothers generally had the same occupation all
their lives, whereas their children and grandchildren
often have many different occupations, either succes-
sively or simultaneously. As regards travel, if one 
compares today’s generation of children with that of
their parents (not to mention their grandparents), 
the number, frequency, and length of trips made by 
individuals aged 20 to 40 years has considerably
increased. In addition, one must also take into account
the fact that a rising proportion of young people will
live with brothers and sisters, parents, and grandpar-

ents belonging to their father’s or mother’s second
family. In contrast, many children of divorced couples
only seldom see or will get to see their father.

All this increases the distance between generations.
Situations and family networks today do not have
much in common with those of the past and even less
with those of the future. And at the level of the popu-
lation itself, things have changed a great deal, because
relationships between cohorts can be seen as the
complex and collective consequences of the relation-
ships between generations within the family.

Modernization comes along with new technologies;
these are highly innovative and invasive and have also
widened the gap between generations. The ability to
react and adapt to modernization varies a great deal
with age. The older generations rely on their past expe-
rience, and their ability to develop new competences
is more limited. In addition, new technologies have a
heavy impact on the quantity and quality of available
employment as well as on the quality of life of the 
different generations and of society as a whole. 
Rapid modernization and the spread of Internet may 
widen the gap still further. The ability to adapt to new
technologies and take advantage of their potential, as
well as the ability to learn and master the language of
technology and the possibilities they offer, vary with
age. The paradox is that the older generations are 
providing the younger generations with the very 
technologies that contribute to the widening of the
generation gap.

Present generations have much more time at their
disposal than did their elders to accumulate property
(because of economic and professional reasons and
because the duration of life has increased). But the age
at which their heirs inherit this patrimony keeps
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increasing. In Italy, the real mean age of a husband at
the time of his death is 71 years; the children then
inherit 50% of the inheritance and the widow the other
half. On average, the widow is 68, and her remaining
mean duration of life is 17 or 18 years. The children
thus receive the first half of their inheritance at 42 years
and the second half around 60 years, at the death of
their mother. A few decades ago, people inherited at a
much younger age.

Thus, the contributing factors to the increase in the
social, professional, and psychological distance among
generations are extremely varied; today this distance
is probably the largest it has ever been. In addition, the
increase goes along with a reversal in values, because
there are few children and many elderly persons. In
the past, old-timers were valued and not children, but
today the opposite is true.

VI. A NEW SOCIAL CONTRACT
BETWEEN GENERATIONS

From a global point of view, it must be pointed out
that the conjunction of the demographic crisis with an
economic crisis is mostly a European phenomenon. It
is difficult to imagine what type of economic develop-
ment will take place in Europe, especially in countries
that are not very competitive, such as Italy. Will they
be able to remain competitive compared with China or
India, which have many young people and good edu-
cational systems? Will it be possible in Europe to main-
tain a social, cultural, psychological, and political
balance among an aging population, traditional ethnic
minorities (those linked to European history), and 
the young immigrant population that is absolutely 
necessary to these countries? It is difficult to imagine
the consequences of new technologies, in particular
robots, on the labor demand and more generally on the
economy and society (e.g., one could imagine a system
of provisional taxes on computers and robots). If the
labor demand decreases, will it not be necessary to
redesign (on schedule, on a regular basis, and as effi-
ciently as possible) the social solidarity system and
redefine the social contract between generations?

Indeed, strong measures aimed at redefining a
social contract must be developed. One could, for
example, imagine a pension system based on the 
three “foundations” (public pensions financed by 
contribution, pension funds financed by compulsory
savings, and pensions financed through private 
insurance) with a complete revision of the system of
retirement ages, and, in particular, the creation of a
transitional period between full-time work and full-
time retirement.

At the microeconomic level—still referring to the
European experience—one observes a strong rise in
individualism. This phenomenon is for the most part
rooted in the rising level of education, which is 
based on personal investment and consequently on the
necessity of taking advantage of one’s “human capital”
and taking good care of one’s physical health. Indi-
vidualism is also reinforced by the fact that during his
or her life, a person may have an increasing number of
families (in the past, people had only two families, that
of their parents and their own, whereas today they can
have three, four, or more families). The family is no
longer experienced as a basic social structure in whose
context a person will satisfactorily spend his or her
adult life, but rather as a transitional stage experienced
by an isolated adult moving from one family to
another. If intergenerational links have weakened
within families, one may expect them to weaken in
society as well.

Is it possible to imagine a new social contract that
would be increasingly intragenerational, without for-
bearing the traditional relationships and obligations
that exist between generations? Such a project could be
based on three main principles:

1. The creation of a compulsory general civil service
devoted mainly to caring for the elderly and to the
environment. This service could have several advan-
tages: reducing individualism and promoting a spirit
of self-sacrifice and team work, reinforcing or creating
intergenerational spirit outside the family context in a
social context, and reducing the cost of the social
mutual support system.

2. Encouraging the development of the nonprofit
sector, in particular volunteer work for elderly people
in good health, who could help care for older persons
with physical, psychological, or cognitive disabilities.16

The senior citizens who participate in this volunteer
work could earn credit, enabling them to receive aid if
and when they need it at a later stage.

3. Measures to reduce the numerical imbalance
between generations, whenever necessary. To achieve
this, given that a mortality increase would not be desir-
able and that none has been foreseen (even if one
cannot exclude the possibility), something must be
done about the other two components of population
dynamics: fertility and migration. As concerns fertility,
an increase must be stimulated in those areas where it
has been excessively low for a long time. This is a dif-
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16 This type of activity is already quite widespread in small
Italian mountain towns or villages, where the population is very old
and where there are absolutely no young people at all: efficient
systems of mutual support have been set up enabling senior citizens
to care for each other.  



ficult task for many reasons; one of them is that it is
difficult to imagine the goals and demographic behav-
ior of today’s youth, just as it is difficult to imagine
what kind of parents they will be once they have
decided to have children (as concerns industrialized
countries, Chapters 103 and 104 deal with the question
of fertility policies and their efficiency). As regards
migration, the solution would be to favor immigration,
but in that case, the difficulty remains of ensuring the
peaceful and productive coexistence of native and
immigrant populations.

As demographic changes accelerate and intensify
(beyond the modernization and globalization pro-
cesses that go along with these changes), the gap
between generations grows wider and more conflict-
filled. In many ways, this gap may become a poten-
tially explosive issue for societies, if the latter are
unable to establish a dynamic process of adjustment.
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INTRODUCTION

The 21st century will increasingly be characterized
by the proliferation of elderly people. Not only are the
raw figures for older people increasing in all the
national populations, but the proportion of the old in
these populations is growing considerably. Such
results were easily foreseeable as soon as the demo-
graphic transition reached its conclusion; that is, 
the control of mortality and fertility enabled these 
two phenomena to reach equilibrium. In 1956, Jean
Bourgeois-Pichat revealed by means of population
models the economic and social implications of aging
(UN, 1956), but unfortunately, this famous docu-
ment—according to the rules for United Nations (UN)
publications—did not mention his name.

Such changes in the age structure of populations 
are not without consequences for the societies that
undergo them. They have already aroused interest in
the major international organizations: the UN (1988,
UN-EEC 1992, 1994), the Organization for Economic
Cooperation and Development (OECD, 1996, 1998,
2000), and the World Bank (1994). But, as with all 
theories, the theory of demographic transition has 
its limits when confronted with reality (Chapter 69),
and the economic and social consequences of aging for
actual populations differ from the forecasts for theo-
retical populations, sometimes to a marked extent.

And it is this point that I shall endeavor to explain in
this chapter.

The demographic history of the 20th century has
shown that, for both fertility and mortality, the passage
from a relatively high to a low level does not occur in
a regular way. There have been variations both in an
upward and downward direction during the secular
decline in fertility, principally allied to civil wars and
genocides in certain countries and to the world wars
and baby boom in the West. The baby boom, fre-
quently succeeded by a baby bust, has caused impor-
tant variations in the size of the successive generations,
and these changes have effects throughout the life
cycle of these generations (Golini, 2003). However, the
recent increases observed in certain countries in the
former communist empire and those related to AIDS
in Africa were unpredictable.

Another dimension completely unenvisaged by the
demographic transition theory is that the replacement
of the generations has no longer been attained in a
good number of national populations, and the life
expectancy of many children born in the early 21st
century will probably reach 100 years. Among the
major effects on the life of individuals and populations
can be mentioned the reduction in the sizes of the total
population of influential countries on the world stage
and the dazzling increase of the very aged, including
a large number of 100-year-olds.
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I. DEMOGRAPHIC CONTEXT OF 
AGING SOCIETIES

Up to the present, the amazing decline in mortality
and its implications for the survival of children and the
growth of populations have been studied more fully
than have its relations to demographic aging.

The elderly have always existed in human societies,
but there were considerably fewer when mortality
(excluding epidemics) was high. If indeed a model life
table is interpreted correctly, it will be found that when
life expectancy at birth is around 25 years, there will
nevertheless be 15% of the initial cohort that survives
until 60, and these survivors can hope on average to
live a further 10 years. With the impressive progress in
preventing premature death and with life expectancies
at birth approaching 80 years over a large part of the
planet, more than 90% of the initial cohort will reach
advanced ages and experience an increasingly long old
age. We are therefore witnessing what I have called a
democratization of old age (Légaré, 1991), in the sense
that it is no longer reserved to a few but is available to
a very large majority of the population. One of the
principal outcomes of all democratization is to destroy
(for better or for worse) the homogeneity of the elite,
formerly fawned upon but now part of a more hetero-
geneous group in which individuals are less fawned
upon. That certainly applies to aging societies in which
the subpopulation of retired persons increasingly
resembles that of the whole population in socioeco-
nomic and cultural terms.

Although demographic projections are quite often
hazardous, especially in the long term, the same
cannot be said for the projections concerning the
numbers of older persons. Effectively, all elderly
persons of 50 years or over in 2050 are already born,
and updating these projections at national level
depends on the precise evaluation of their behavior in
terms of mortality and migration. Predicting the sizes
of yet unborn generations is much more uncertain.

The past development of fertility and mortality that
mechanically provokes the aging of populations not
only disturbs the population pyramid at its summit
but also affects the whole pyramid. Throughout the
whole aging process, it is not only the median age of
the whole population that increases but the median
age of both the subpopulation of retired persons and
the subpopulation of those of working age—those
effectively to be found on the labor market. It follows
that the population of 85-year-olds and over will grow
more quickly than will that of the 65-year-olds and
over (Suzman et al., 1992) and, in most Western coun-
tries, an important decline in both the raw and relative
numbers of persons of working age can be anticipated

(Légaré, 2001a). In light moreover of past (and also
future) differential life expectancy according to sex,
there are, and will continue to be, more elderly (and
especially very old) women than men, as is clearly
characteristic of contemporary aging societies (de Jong
Gierveld et al., 2003).

Even though the aging of populations is regarded
less as a negative phenomenon but just a logical 
consequence of one of the great advances in human
progress—the increasingly effective control of mortal-
ity and fertility—it still gives rise to considerable
apprehension. Future societies will certainly be older,
but will they be more aged and engender a pandemic
of sick or disabled persons? Are we capable of evalu-
ating the implications of administering an aging
society according to whether the total population is
increasing or decreasing demographically? In this era
of increasing globalization, such demographic muta-
tions affecting all populations on the planet—although
occurring at different times and to different degrees—
will certainly have geopolitical repercussions.

To affirm that future societies will clearly be more
aged than those of today is to assume that the thresh-
old of old age is unalterable in time and space. Such
an affirmation is being increasingly questioned, at least
by certain demographers and historians (Desjardins
and Légaré, 1984; Bourdelais, 1993). Will the physical
and economic dependence that characterize aging 
be transferred to much more advanced ages, so that
future societies will certainly be more elderly but
without necessarily being more aged?

In fact, can aging be defined? According to Furetière
(1690), “Old refers to a certain age at which, upon
attainment, one is decrepit: men are old at 60, horses
at 20.” The qualifier “decrepit” refers to dependence,
as evoked earlier. The difference between human
beings and horses refers here to the important differ-
ence in their average lifespan. Ceteris Paribus, when we
observe in human societies an important difference in
life expectancy at birth, the threshold of aging must
logically increase. To take account of this development,
Norman Ryder (1975) suggested that the threshold of
aging should not be defined as a certain time passed
since birth, such as 50 or 60 years, but rather a certain
number of years remaining to be lived. Employing the
terminology of the life table, this would be the age x
for which the life expectancy ex equals, for example, 10
years. That is admittedly as arbitrary in one case as in
another, but Norman Ryder’s proposal admits the pos-
sibility of taking better account of reality. In addition,
this period before death can be made to vary accord-
ing to the assumed compression of morbidity (Fries,
1980, 1989; Myers and Manton, 1984). With the help of
model life tables (Table 82–1), it can be seen that when
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the life expectancy at birth varies between 25 and more
than 90 years, the threshold age for 10 years remain-
ing to be lived could itself vary from 60 to nearly 85
years. With such a definition, the proportion of the aged
in an actual population (in this case that of Quebec)
(Fig. 82–1) scarcely triples over a period of 100 years,
whereas the proportion of 65-year-olds and over is
multiplied by nearly 6. Such a development doubt-
lessly applies to all human populations and dismisses
theories of hardened pessimists and smug optimists
concerning the coming aging of our civilizations (Hen-
ripin and Loriaux, 1995; Gee and Gutman, 2000).

Considerable confusion has arisen in this area
through assimilating the threshold of old age to that of
retirement (Légaré and Desjardins, 1987). Although in
the past, especially in farming societies, working only
ceased when precluded by declining strength, it is
completely different in industrial and postindustrial
societies (Guillemard et al., 1995). The right to retire-
ment has become a welfare entitlement that permits a
period within the life cycle when living is sustained
more from benefits than from earnings, but without
incurring poverty or ill health. This is the new “third
age” of Peter Laslett (1989), which extends from retire-
ment to old age and consigns to a “fourth age” the
period in the life cycle when an individual becomes
dependent on other members of the population, espe-
cially for reasons of declining health. Because this new
step in the life cycle has never previously existed in
any civilization, our societies have to invent every-
thing in order to ensure that this stage in the life of
individuals shall be as beneficial as possible both for
themselves and for the societies in which they have
evolved. This reality is so new that it is not yet known
how to designate those who form part of it. Because
the term “old people” is no longer appropriate, one
should perhaps use the Latin word seniores, or aînés’ in
French and “seniors” in English. These denominations

correspond to the roles of mentors that these persons
now play, or at least should play, in our industrialized
societies. These roles fit well into the context of “active
aging,” an expression, when applied to young retired
people, that is often understood as an extension of 
the opportunities that they may use for improving
their social and functional independence through the
enrichment of various aspects of their social life (as
full- or part-time work), as well as their physical and
mental health.

The demographic perspective illuminates in an
original way the phenomenon of aging populations
and has given birth to a well-defined niche in our dis-
cipline: the demography of aging (Loriaux et al., 1990;
Martin and Preston, 1994; NRC, 2001). This is a field of
study that clearly differs, for example, from the dis-
ciplines of gerontology and geriatrics, despite being
limited to the study of the subpopulation of elderly
persons (Myers and Légaré, 2000). Such developments
will obviously have a repercussion in the area of trans-
mitting knowledge about the aging of populations
(Golini, 2002).

After these clarifications that shed light on certain
little known demographic aspects concerning aging
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TABLE 82–1 Aging Threshold Defined as 10 Years
Remaining To Be Lived, According to the Indices 

of Model Life Tables

Aging indicators Life expectancy at birth e0

(in years)

25 40 60 80 91

Old age threshold (x) for 60 65 70 75 84
ex = 10 years

Surviving ‰ to the age (x) 150 300 500 750 840
(Sx)

Data from Coale et al., 1983 (West model, feminine sex), except
for e0 = 91: Duchêne and Wunsch, 1990.
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years and over and proportion of persons surviving beyond the age
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societies, it is now appropriate to verify the extent to
which the aging of populations is really an economic
weight and a delicate social problem for countries
(Légaré, 2001b). Must the social contract be reviewed
(Véron et al., 2004)?

II. SOME ECONOMIC
CONSEQUENCES OF 

DEMOGRAPHIC AGING

A consideration of the economic consequences of
demographic aging leads us to enquire about the costs
of the social programs allied to aging and to their
financing of them (Gillion et al., 2000; Queisser, 2000).

1. Estimated Costs of Dependence

It is customary in demography to estimate the
burden represented by the dependence of the young
and retired people relative to the economically active
persons by calculating the dependency ratios. The sum
of those from 0 to 19 years of age and from 65 and over,
for example, is related to the total number of those of
20 to 64 years of age. Strictly speaking, this is only an
indicator of the structure by age of a population and is
consequently frequently now designated in English by
the expression “demographic dependency ratio.” For
a better grasp of the development of the dependency

costs of older people, it is preferable to follow the
course of more significant indicators, such as those that
relate the inactive persons of 55 years and over to all
those who are active (Légaré et al., 1991).

This dichotomy between dependants and non-
dependants becomes completely understandable
within a family or household when responsibility for
dependency is entirely assumed by the active members
among them, as is habitually the case in traditional soci-
eties. The situation becomes complicated in the case in
which this responsibility falls to the community. Greater
reference is then made to social legislation in which the
aid given is allied to obligations based on acquired enti-
tlements, rather than assistance on a voluntary basis.
The main areas of expense involved by this legislation
are education, health, and retirement, the social costs of
the community. As these costs vary enormously accord-
ing to age, educational expenses are important in a
young society, whereas for an aging society, it is those
allied to health and retirement (Fig. 82–2).

Although children in industrial societies generally
depend on and are supported by the economically
active population, especially for their professional
training, the same does not apply to elderly people in
relation to retirement and health costs.

The first subject of preoccupation is therefore the
health expenses for elderly persons. It would be better,
in fact, to refer to the cost of illnesses and disablement,
because the costs relating to prevention in the area of
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health apply especially to the younger ages. The past
has clearly shown that the aging of populations corre-
lated little with the astronomical increases in health
expenses (Barer et al., 1995). These were first and fore-
most related to the employment of new technologies
and to a greater supply than the demand for elderly
persons. In future, it will be the expenses for social
services allied to caring that will have precedence in
relation to medico-hospital expenditures—budgetary
appropriations will have to take account of the pow-
erful medical and pharmaceutical lobbies allied to
curing. An encouraging point for the future is that
medico-hospital costs will not increase at the same rate
as the growth in the elderly population, but according
to the number of deaths of aged persons, which will
be less when the baby boomers enter into the third 
or fourth ages. This will be the case because these
expenses for elderly persons are concentrated around
the time of their death, irrespective of their age
(Zweifel et al., 1999).

Concerning the cost of retired persons, it must not
be forgotten that in general they pay taxes on their
incomes as well as the consumption taxes. The real
costs for them should be net and not gross. In fact, as
was stressed some 20 years ago by Henri Mendras and
his colleagues of the Observatoire français des conjonc-
tures économiques (Dirn and Mendras, 1984), the
members of the new third age are frequently not only
holders of the national heritage and ensured of their
revenues but also good clients, especially for food,
accommodations, and services. We may ask ourselves
whether we are not experiencing a certain aristocrati-
zation of the new third age, as within many societies
the elderly people possess a large part of the wealth
and power of their nation and greatly influence its
social and economic policies.

2. Financing of the Social Costs of Aging

According to the principle of solidarity, dependent
persons are taken cared for by those who are not
dependent. In more traditional societies, it is family
solidarity that has precedence. In social solidarity
systems (welfare societies), the state assumes a large
part of the costs allied to dependence. To ensure the
young people receive suitable training for professional
life and the elderly have a time of well-deserved rest
after the labors of an active life, an appeal is made to
intergenerational solidarity. The adult generations
support those in retirement in the hope that when they
themselves reach retirement age, they will be sup-
ported by the succeeding generations.

Before the democratization of aging as previously
defined, the impact of old people within society was

not at all dramatic. There were very few old people
and a large reservoir of adults of active age—a situa-
tion well illustrated by the population pyramid. The
aging societies of tomorrow will, however, be better
illustrated by spinning tops or age cylinders rather
than by pyramids. The size relationships will be very
different, and certain thresholds of tolerance relating
to the burden of social charges in the incomes of an
individual or household will have to be reasonably
determined and respected.

It follows that the development of the present aging
societies will generally be accompanied by structural
changes that call into question certain operational
methods in the functioning of social security within a
society (Légaré, 2001a). Among the most important
will be the development of education (especially by
way of compulsory schooling) among the young. This
is why the age of 15 years can no longer be considered
the lowest limit of the economically active age group,
because it does not accord with reality. In addition, the
life expectancy of retired people never ceases to grow.
Such changes create problems for the financing of the
social expenses and induce governments to review
certain methods of financing.

For retired persons, because there must be a certain
equilibrium between payments and benefits and
because the global amounts depend on the numbers of
contributors and beneficiaries, certain parameters of
the equation have to be changed (OECD, 2001). There
is therefore a choice among increasing the contribu-
tions, reducing the benefits or raising the age of retire-
ment, or employing a combination of these three
elements. To maintain a reasonable living standard on
retirement and to avoid possible poverty arising from
the demographic structural changes, retired people
will have to diversify their sources of income (Smeed-
ing, 2003). As suggested by the “Four Pillars” model
(AIEEA, 1996), these diversified sources could be the
following:

State retirement benefits, via social security;
Retirement benefits coming from public or private

systems, allied to employment;
Individual income from savings; and
Secondary employment incomes, for the younger.

This fourth source of income is directly allied to the
calling into question of the low rates of employment
for persons of 55 years and over (Guillemard, 2003). 
At the individual level, it is not imperative that the 
age at which the principal employment ceases should
necessarily coincide with that of the access to social
retirement benefits, because there may be several
sources of income on retirement. Clearly, however,
independent of age, social assistance should always be
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concerned with the most vulnerable and the most
impoverished.

The baby boom generations decided to have fewer
children; they had to accept their responsibilities
regarding their retirement and avoid encumbering the
less numerous cohorts that they had created with too
heavy social charges. Even in a system of financing by
distribution (pay as you go), certain reserve funds
have to be set up to provide for important variations
between the sizes of the younger and older genera-
tions. There are many ways of paying for these
reserves, one of them being that of the user-payer. The
same reasoning applies to the financing of health costs
(Légaré et al., 2005). Inaction in this area risks the dis-
astrous consequences in terms of intergenerational
iniquity. With the help of demographers, economists
have devoted themselves to measuring methods for
limiting the damage, known as “generational account-
ing” (Auerbach et al., 1994, 1999; Gauthier, 1995). While
continuing to improve the long projections needed for
this approach, the use of these methods, despite their
precariousness, should not be avoided.

III. SOME SOCIAL CONSEQUENCES
OF DEMOGRAPHIC AGING

As the social consequences of aging are numerous,
we shall limit ourselves here to addressing only those
that are directly linked to demography.

1. Succession of Very Different Cohorts:
Toward an Increasing Greater 

Autonomy for Old People

As was said in the preceding chapter, the acceler-
ated demographic aging experienced by our societies
is usually accompanied by important social mutations.
The cohorts of old people follow but do not resemble
one another (Stone, 1999). Not only are they different
in terms of size (Golini, 2003; preceding chapter), but
also they differ especially according to their socio-
economic characteristics (Marcil-Gratton and Légaré,
1987). The more important role of education among 
the young has already been mentioned, without losing
sight of its repercussions throughout the various
stages of life. In particular, a better level of education
for women has the effect of increasing their participa-
tion in the remunerated labor market, of enabling them
to acquire a certain degree of both economic and social
independence, and of ensuring them an old age very
different from that of their mothers and grandmothers.
It follows, that when we wish to project the future by

observing old people of today, we must always clearly
distinguish between the effect of age and that of the
birth cohort. The best example is the observation that
relatively few old women drive a car, and those who
do so have taken driving lessons at an advanced age.
Most of tomorrow’s old women, however, will have
learned to drive in their youth and will be able to con-
tinue driving in their old age without any particular
stress. Similar conclusions would be reached (though
doubtlessly more negative) by studying the effects of
smoking.

2. Ways of Living: Living Alone No
Longer Necessarily Implies Isolation

Among adults, the most usual way of living is as 
a couple. In light of the important effect of mortality
in producing widows and widowers, the diversity 
is sometimes greater among old people (Légaré and
Martel, 2003). Even more so, the fact of having lost a
spouse through divorce, a comparatively rare situation
nowadays but one that can be envisaged as being more
frequent in the future, places the individual entering
old age in a quite different context from that of having
lost a spouse by death (Martel and Carrière, 2003).
Living without a spouse among other people generally
reflects a certain physical, affective, or economic
dependence (UN, 2001). In Third World countries,
however, it is more often the case that elderly people
with or without a spouse go to live in an extended
family (Légaré et al., 2002), even though, with popula-
tions becoming increasingly urbanized and living
spaces frequently more limited, accommodating a
dependant relative at home is not easy.

The proliferation of single-person households in the
Western world is doubtlessly allied to the high degree
of economic independence enjoyed by adults without
spouses. It must be stressed, however, that this applies
equally to the young and old people. Among old
people, it is principally women who live alone, partic-
ularly if they are in good health. Whereas, in the past
people lived alone out of necessity, it is nowadays, a
reasoned choice that does not necessarily imply isola-
tion for the old person (Marcil-Gratton and Légaré,
1992). In Europe, if these people living alone are very
old, this may mean that there is an extreme precarious
state of accommodation (Gaymu, 2003). This is another
good example of a cohort effect rather than one of age.

Everything, of course, is brought into question
when the old person becomes disabled. Living in an
institution often then becomes a necessity, even though
this arrangement frequently entails being among very
old people with social rather than health problems
(Trottier et al., 2000). One must, however, be very

332 Légaré



careful when analyzing the way of life in an institu-
tion. The fact of there being more old people in insti-
tutions does not necessarily imply an increase in the
population of old people suffering from bad health.
This way of life is first and foremost much more a func-
tion of supply and demand. Nevertheless, the weaker
the supply, the more the persons accommodated will
be old and disabled.

3. Quality of Life Versus Quantity of Life: 
A Choice for the Aging Society

Although it is observable that old people live
increasingly longer, can it be assumed that they are
healthier (Légaré and Carrière, 1999)? It has already
been observed that more members of a cohort are
reaching retirement and old age, and that once this
threshold is attained, they have an increased life
expectancy. Effectively, in modern and therefore aging
societies, premature deaths from disease have to a
large extent been eliminated—most of the deaths
among young people are allied to our ways of living,
such as death by suicide or road accidents.

But even though establishing a death is simple,
determining the health of an elderly person is 
much more complex (see Chapter 41). There are
grounds, moreover, for clearly distinguishing the
observed state of health from that as discerned by 
the person concerned. Among old people, the latter
aspect often varies considerably from country to
country, especially for cultural reasons (Egidi, 2003).
Nevertheless, thanks to data arising from health
surveys, demographers and epidemiologists have
created indicators, such as life expectancy in good
health, that enable a better understanding of the real
situation (see Chapter 80). By comparing the evolution
of life expectancy in all states of health with life
expectancy in good health, it can be seen whether the
years gained are those in the latter state. In short, has
there been an increase in the years of life or of life in
good health? It is easier to ask this question than it 
is to answer it. It can be affirmed, however, with con-
siderable reserve, that although disability-free life
expectancy (at all levels) has scarcely improved over
the past 30 years, life expectancy without severe dis-
ability has tended to follow the improvement in life
expectancy for all states of health (Robine and Romieu,
1998). Such an assertion does not automatically imply
a future increase in disability among old persons
(Jacobzone et al., 1998).

There is increasing insistence, moreover, that indi-
viduals deliberately lead a healthy life throughout
their life cycle to preserve their physical and mental
health better in old age. Campaigns against bad eating

habits and nicotine addiction are concrete examples
that are attaining a certain success. When asked, more-
over, the large majority of healthy old people declare
their preference for living less long but in good health,
rather than much longer but disabled and ill (Somers,
1988). Respecting such a choice on the quality of life
that transcends the apprehended increase in health
costs (Bonneux et al., 1998) implies the abandonment
of prolonging life by medical means and reorienting
the current priorities of biomedical research on mortal
diseases, such as cancer, toward such chronic diseases
as Alzheimer’s (van de Water et al., 1995; van de Water,
1997). Even more, it implies that in aging societies, pri-
orities for the health of old people should move farther
toward caring than toward curing, and that health per-
sonnel should learn to listen as much as to cure.

For some people, living for 120 years (which bio-
genetic engineering, having already proved itself in
the veterinary domain, appears to make possible) may
seem an objective. Yet there is still so much left to do
in order to make all individuals equal in relation to 
the risk of death, even in our advanced societies but
especially in the Third World countries, where the 
differences in mortality and morbidity are enormous
compared with those that are industrialized.

4. Aid to Old People Who Are Losing 
their Autonomy: The Role of Informal

Support Networks

Loss of autonomy is an evolving process for old
people. Most people of 65 or over are not impaired—
something that is too frequently forgotten. Subse-
quently, the need for assistance is gradually felt both
for activities of daily living as defined by Sidney Katz
et al. (1963):

Attending to personal care (feeding, washing,
dressing, and going to the toilet unaided);

Getting into and out of bed;
Moving about the house.

Also important are the activities of domestic life,
called instrumental activities of daily living as defined
by Lawton and Brody (1969), such as,

Preparing meals;
Doing the shopping;
Carrying out domestic chores;
Managing personal finances;
Moving about outside the home.

Also included are activities of everyday life 
(Carrière et al., 1996), a mixture of certain activities
from the two preceding categories.
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Because, in light of the implied costs, institutional-
ization has increasingly become a solution of last
resort, the leaders of aging societies wish to reinsert aid
services for old people into the community and, in par-
ticular, to develop home care. They hope, moreover,
that the informal networks (inferring principally fam-
ilies) will make up for the formal networks whether
private or public, and ideally readopt the role that was
allotted to them in former or more traditional societies.
Now, in the course of the aging process, populations
and families have themselves undergone considerable
mutations; conjugal and parental life have been trans-
formed in a radical way. The old people of tomorrow
will have seen their married life more frequently
ended by divorce. As for the parental dimension, even
though in the succession of cohorts the decline in fer-
tility was less brutal than in the period perspective, the
size of the families fell by at least 50% (Carrière et al.,
2003). Lastly, given the extreme mobility of modern
populations, children frequently do not live in the
same region as that of their old disabled parents. In
consequence, health service managers will have to
apply themselves to developing the organization of
formal aid networks for old people.

IV. SOME CULTURAL CONSEQUENCES
OF DEMOGRAPHIC AGING

Two principles among the social characteristics 
that distinguish societies across the world and within
multicultural countries are ethnic groups and reli-
gions. Given their demographic behavior during the
second demographic transition (van de Kaa, 1987),
several industrialized countries have had, are having
and will have to resort to important international
immigration—especially from southern countries—in
order to mitigate partly their accelerated aging and
apprehended negative growth. Societies, often mono-
lithic from the point of view of ethnic groups and 
religions, will have to adapt to a new status of multi-
cultural societies.

For rulers, the management of an aging society has
not the same implications in Pakistan as in Canada or
in China, both in the management of the aging phe-
nomenon itself and for the services offered to old
people. The role of the state in relation to the demo-
graphic problem is often ambiguous, especially for cul-
tural reasons. In many Third World regions, an aging
society will have to be administered even though the
young population is still exploding, which is obvi-
ously not the case with industrial countries. The same
will apply to the questions of the rights and duties of
old people (UN, 2002).

It is first necessary to distinguish old people who
are healthy from those who are not. The social role of
the first will vary tremendously from one culture to
another, in particular according to the sex and the mat-
rimonial status of the individual. The independence
observed for aged women in most industrialized coun-
tries, whether economic or social, has still a long way
to go before being currently accepted in societies in
which the emancipation of women is still in question.
The role of the close or extended family will vary con-
siderably from one culture to another.

This latter point becomes fully significant at the
moment when an old person becomes disabled or ill,
especially in multicultural societies. Contacts among
old people, their family, and the medico-hospital
system will vary enormously according to the ethnic
group and religion. In addition, the services offered 
by immigrants in industrialized countries will often 
be more sympathetic than are those sometimes by the
nationals. In contrast, the probable incompatibility
between the cultural baggage of the person treated and
that of the person treating greatly endangers the effec-
tiveness of such a measure. Lastly, the decision to place
a person in an institution will raise many problems
according to the cultural environment of the old
person.

As to death and the circumstances surrounding 
it, this then touches the foundation of the cultures,
whether it concerns a premature decease such as with
a child or the death of an elderly person. Religion and
destiny are clearly opposed to the more individualis-
tic positions of modern societies. Over time, it is indi-
viduals and not the collective households and their
standards that have chosen the partner to the union,
the number of children they will have, and the divorce
in case of a failed marriage. It is difficult to see how
society will be able to stop individuals in the near
future from choosing the moment of their death, if 
they so desire (Légaré and Marcil-Gratton, 1990). The
medical means and palliative care (its counterpart)
appeal to values that differ enormously according to
the cultures, so that those concerned with the health
and social services must be very aware of these prob-
lems in multicultural societies.

CONCLUSION

The aging of populations is a great step forward and
a benefit for humanity. And aging societies are here to
stay. One of the main effects of this development is that
several generations are now present at the same time
and quite often for a fairly long period, whereas, in the
past, two generations at most rubbed shoulders for a
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good part of their life cycle. This is not without a major
implication at the level of intergenerational rela-
tionships. Can intergenerational conflicts be avoided
(Kessler, 1996)? The best way to achieve this is to
manage these aging societies in a climate of intergen-
erational ethics, which will only be achieved by a 
reasonable equilibrium between intergenerational sol-
idarity and equity.
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INTRODUCTION

In 2002, 175 million people were living outside of
their country of birth or citizenship, representing only
3% of world population (United Nations, 2002).
Should we conclude from the relative weakness of
recorded migration that international migration does
not constitute (or no longer constitutes) an important
economic phenomenon? Certainly not.

As a first objection, it is useful to note that this
global evaluation conceals quite pronounced regional
differences: although foreign-born persons represent
only 1.5% of the population of southeast Asia or Latin
America, they constitute 5% of the European popula-
tion, 8.6% of population of North America and 18% 
of the population of Oceania. International migration
thus constitutes a major contemporary phenomenon
for a good number of countries.

Moreover, observed migration very likely repre-
sents only a part of potential migration. Over the past
quarter century, numerous traditional receiving and
sending countries have established restrictive and
selective migration policies that strongly limit migra-
tion. Indeed, as in he past, migration generates ten-
sions that push legislators to want to regulate these
flows. Natives in the receiving countries often fear the
impact of immigration on their well-being and most
especially on pay and employment opportunities. In
contrast, in the sending countries emigration is often
perceived by those who do not move as a loss of their

most capable compatriots, which is able to compro-
mise or slow their development.

Thus, the question of international migration 
constitutes a major political issue. To what degree can
economic analysis allow us to understand the conse-
quences of migration, in order to evaluate 
the pertinence of the migration policies that have been
put in place? This chapter seeks to respond to this
question.

The economic literature devoted to migration has
experienced remarkable growth over the past 25
years.1 There is, nonetheless, a marked dichotomy
between, on the one hand, contributions focused on
the determinants of the migration choice and the indi-
vidual characteristics that may influence that choice
and, on the other hand, more macroeconomic
approaches analyzing the consequences of the
observed migration flows for incomes, employment,
or growth, without reference to an explicit microeco-
nomic choice. The first set of contributions generally
considers migration to be a rational economic choice,
the individual freely choosing to locate in the region
where his well-being is highest, taking into account
possible migration costs. These works provide us with
information on the qualitative and quantitative char-
acteristics of unconstrained migration flows, that is,
flows freed from the effects of all government inter-
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ventions that could shut off or modify them. Substan-
tial differences can be observed between this hypo-
thetical migration, which would result directly from
the implementation of individual choices, and actual
migration, most notably when international migration
is concerned. In fact, international migration is subject
to migration policies seeking to facilitate entry of some
people and to prevent the arrival of other people,
depending on criteria that are sometimes economic but
also political (right to exile) or social (family reunifica-
tion). Migration policies thus constitute a selection
prism between hypothetical migration and actual
migration between nations.

It is useful to evaluate the pertinence and efficacy 
of this prism. More specifically, confronted with a rela-
tive deterioration of employment opportunities for
unskilled workers, but also facing ongoing population
aging, numerous developed countries, such as Aus-
tralia, Canada, and the United States, have already
adopted selective migration policies favoring immi-
gration of skilled workers. Thus, the traditional wel-
coming countries are looking to limit immigration of
less-skilled workers but stimulate that of elites, which
the sending countries disapprove of. It therefore
should be noted that, at present, the skills of migrants
constitute the central focus of migration policies. A
question thus emerges: to what degree do the relative
skills of migrants effectively influence the economic
performances of the countries involved? The objective
of this contribution is precisely to spell out the
responses to this question, theoretical and empirical,
that economics can provide.

To understand the impact of migrant skills, a two-
step procedure can be adopted. This procedure 
consists first in analyzing the determinants of salaries,
of unemployment rates, and of national growth 
rates in order to be able to evaluate the degree to which
the skills of migrants influenced these determinants.
But worker skills are an established essential determi-
nant of employment and growth. Training constitutes
an effective bulwark against unemployment and a
means to earn a higher salary. The accumulation of
knowledge is likewise perceived as one of the princi-
pal engines of economic development. Thus, observ-
ing that worker skills are indeed a major determinant
of economic prosperity is tantamount to acknowledg-
ing that the impact of migration very much depends
in an essential way on the skills of migrants. Under-
standing the consequences of migration therefore
requires that we study how skill level interacts with
the migration choice in order to be able to define the
relative skill level of migrants, with regard to their
country of origin and of destination. It will then be
possible to understand and evaluate the economic con-

sequences of the migration flows on the countries
involved.

The first part will thus deal with the lessons from
theoretical and empirical work analyzing the skill level
of migrants, and the second part will address the con-
sequences of migration in the labor market. Finally, in
the last part, the links between migration and eco-
nomic growth will be made explicit.

I. IS MIGRATION SELECTIVE?

Worker skills being one of the keys to prosperity, 
it is necessary to know and evaluate the extent 
to which migration can be determined to be selective.
That is, do the skill levels of emigrants and immigrants
differ from those of their counterparts who remain or
of the people in the country of destination? To illumi-
nate this question, we begin by reviewing the lessons
from work looking at the determinants of the migra-
tion choice before examining results of empirical
studies.

1. Skills and Migration Choice

Most work bases the decision to migrate on a simple
axiom: a worker will choose to locate in the region that
assures him the highest well-being, taking into account
possible migration costs. Thus, as Larry Sjaastad
showed as early as 1962, migration may be considered
as an investment, resulting from a weighing of the
expected benefits and the costs that it entails. It is thus
useful to analyze the impact of level of skill on the
propensity to migrate by first analyzing the impact of
skill on returns and then on the costs incurred by the
move.

a. Skills and Expected Returns

Conforming to human capital theory, initiated by
Gary Becker, individuals can choose to improve them-
selves in order to acquire the abilities that will enhance
their productivity. Education facilitates their entry to
the labor market and allows them to seek higher-
paying jobs. The best-trained workers thus have an
incentive to locate in an area where their skills are well
remunerated. Consequently, the impact of skill level
on the propensity to migrate is ambiguous, a priori: it
depends on the relative earnings of human capital in
the potential regions of residence (see Roy, 1951; Katz
and Stark, 1987; Heckman and Honoré, 1990; Borjas et
al., 1992). In short, when the most prosperous regions
provide a higher return to skill, it is the most skilled
workers who have an incentive to migrate there,
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whereas in the opposite case, it is the least trained
workers who are motivated to migrate.

b. Skills and the Costs of Migration

Emigration may also turn out to be costly. Migra-
tion engenders financial costs that one must be able to
finance, such as transportation costs, liquidation of real
estate, or the search for new housing or new employ-
ment. Migration also entails psychological costs attrib-
utable to being far from friends and family, to the
necessary adaptation time, and to the difficulties inher-
ent in integration to a new environment. But there are
a number of arguments that suggest that migration
costs diminish as the individual’s skill level rises. First
of all, if the migration entails substantial financial
costs, the potential migrant may be subject to a liq-
uidity constraint that prevents him from financing 
his move. Thus, as emphasized by John Vanderkamp
(1971) or Gary Fields (1979), if current income, highly
correlated with the initial skill level, is too low, this
may prevent a worker from realizing a move that oth-
erwise is optimal. Moreover, skilled workers generally
have access to a more-developed network of acquain-
tances that, among other things, allows them to reduce
their costs of job search or housing (Schwartz, 1973;
Inoki and Suriban, 1981; Da Vanzo, 1983). Finally,
knowledge of a foreign language can reduce migration
costs and promote integration.

Theoretical work devoted to migration choices thus
tells us that the selectivity of migration with regard to
skill depends a priori on the relative returns to human
capital in the regions of potential location. And this is
so even if the costs of migration may be larger for less-
skilled workers.

2. An Empirically Established Selectivity

To analyze the consequences of migration for the
economies of sending and receiving countries, it is
essential to estimate if the average skills of emigrants
and immigrants differ from those of their counterparts
who remain or those of natives living in the destina-
tion regions.

a. Relatively Skilled Emigrants

A considerable consensus emerges from the empir-
ical work examining the impact of individual charac-
teristics on the propensity to emigrate. The majority of
studies show, in effect, a positive influence of the skill
level of workers on their propensity to migrate (for the
United States, see Nakosteen and Zimmer, 1980; for the
United Kingdom, see Gordon and McCormick, 1981;
for Japan, see Inoki and Surugan, 1981; for Cote

d’Ivoire, see Vijverberg, 1993; for Kenya, see Hod-
dinott, 1994). William Carrington and Enrica Detra-
giache (1998, 1999), in a study of 61 developing
countries, show that for some of these countries, the
emigration rate of the most skilled workers is espe-
cially high, a phenomenon commonly referred to as a
brain drain. A good number of countries, especially 
the small countries of Africa, the Caribbean, or South
America, have lost more than 30% of their natives who
have attained tertiary-level education. In Guyana, the
country statistically most affected by this phenome-
non, close to 70% of workers with a tertiary education
have emigrated to the United States.

In total, emigrants appear to be relatively skilled
compared with their those compatriots who remain.
This selectivity of migration with regard to skill level
can thus be explained by the importance of the phe-
nomenon of diminishing migration costs as the level
of skill rises.

b. Relatively Unskilled Immigrants

Evaluation of the relative capabilities of immigrants
raises numerous methodological problems, as
reflected by the numerous contributions on this theme.

A first approach consists of simply comparing the
skill levels (diploma obtained or number of years of
school completed) reported by immigrant workers and
natives in specific surveys. Such a procedure usually
shows that the natives are more skilled than are the
immigrants (Table 83–1). The pertinence of this proce-
dure is, however, limited. Indeed, one must think
about the question to which an immigrant worker is
responding, a worker who has done all or a part of his
schooling in another country, when asking him about
his level of schooling. Does he reply using a conver-
sion scale that adequately compares diplomas given in
his country of birth to those given in his present
country? Can he evaluate the diploma that he would
have been able to have given his capabilities? More-
over, can one compare the accumulated abilities from
a year of study when the school systems are different?
Are these abilities really transferable?

Mitigating the limits of this first approach, numer-
ous authors, beginning with the original contribution
of Barry Chiswick (1978), seek to estimate the initial
relative skill level of immigrants and the evolution of
their capabilities during their residence by evaluating
the evolution of their performance in the labor market.

A number of these authors base their results on
cross-sectional analysis (for Germany, see Dustmann,
1993; for Canada, see Baker and Benjamin, 1994). In
simplifying, this approach consists, at a date t, of clas-
sifying immigrants according to the duration of their
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stay, D. It rests on the central hypothesis that the earn-
ings received after x years by an immigrant who
arrived at date t are equivalent to the earnings received
at date t by a worker having immigrated x years pre-
viously. The procedure consists, in short, of estimating
the following equation:

ln (wi) = a1Xi + a2Ii + a3Di + ei,

where wi represents the wage received by individual i,
Xi is the vector of his socioeconomic characteristics
such as education (in addition to age and sex), Ii is a
dummy variable equal to one if the individual is an
immigrant and zero otherwise, and Di is the number of
years since immigration if the individual is an immi-
grant and otherwise equal to zero.

Generally, a2 is estimated to be negative and a3 

is estimated to be positive. In his study using Ameri-
can data for 1970, Barry Chiswick found that at 
their arrival, immigrants earned 17% less than did
natives, but this gap diminished by 1% per year.
Chiswick concluded that at their arrival immigrants
experienced a loss of productivity, largely owing to 
the nontransferable nature of a part of their knowl-
edge. Then, in the course of their stay, they accumu-
late human capital, which allows them to become
assimilated with the native work force (Lalonde and
Topel, 1991).

The interpretation of these results is, however,
subject to caution. As George Borjas (1995) has empha-
sized, the sign of the coefficient a3 may be owing to a
cohort effect. That is, it may reveal a reduction in the
relative skill level of cohorts, with the most recent
immigrants being less qualified than the earlier ones.
Longitudinal studies allow one to circumvent this con-
straint. They follow the same cohort of immigrants and
natives over time, allowing one to observe individuals
for a long period. For the United States, George Borjas
(1999) shows that in 1960, immigrants earned, on
average, 4% more than natives, whereas in 1990, they
earned 16.3% less. According to the author, close to
half of this reduction in the relative earnings of immi-
grants can be explained by changes in their observable
characteristics, and especially their level of education.

Further, George Borjas shows that in 1960 immigrants
who had emigrated less than 6 years earlier earned
13.9% less than did natives compared with 38% less for
immigrants who had arrived less than 6 years earlier
in 1990. These results appear to confirm the lowering
of the relative skill level of new cohorts of immigrants
and the existence of a process of assimilation contin-
gent on the duration of the immigrant’s stay.

At the end of this first part, an observation is
evident: although emigrants are more skilled than
those compatriots who remain, immigrants are in
general less qualified than are the native workers, even
if they have a tendency to assimilate with the nonim-
migrant population. Until recently, effective migration
represented a departure of relatively skilled workers
from the countries of emigration and arrival of com-
paratively less skilled workers in the receiving coun-
ties. Clearly, then, emigration had a tendency to reduce
the size of the working population and the share of
skilled workers, whereas immigration will have con-
tributed to a larger labor force and growth in the share
of less-skilled workers.

II. DOES MIGRATION INFLUENCE
SALARIES AND EMPLOYMENT?

Evaluation of the influence of immigration on the
well-being of native workers provokes much debate,
often polemic, and made concrete by an abundant 
literature. Two hypotheses may, however, be envis-
aged. Certain authors advance the hypothesis of
replacement, according to which immigrant workers
substitute for natives. Immigration thus contributes to
reducing earnings of natives and to increasing their
likelihood of unemployment. Other authors favor
instead the hypothesis of segmentation, according to
which immigrants have jobs that natives do not want,
or they would generate, in the long run, a demand for
labor equivalent to the number of jobs they hold. To
evaluate the pertinence of these two hypotheses, it is
useful to review the lessons from economic theory in
order to interpret the principal results of empirical
work.

1. Lessons from Theory

The impact of migration on the conditions of remu-
neration and employment depend, of course, on the
horizon that one is considering. Salaries and company
hiring policies take time to adapt to a change in their
environment. Taking account of these adjustment
delays, it is useful to distinguish the short-term influ-
ence of migration from the long-term effects.
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TABLE 83–1 Percentage of Individuals
Having Less than a Secondary-Level Diploma

Country Foreigners Natives

United States 35 15.7
Germany 48.5 13.2
France 63.3 33.4
Canada 22.2 23.1

Data from OECD, 2000.



a. Short-Term Impact of Migration

The Lessons from Neo-Keynesian Models

With regard to the conditions prevailing in the labor
market, an inflow or substantial departure of workers
is like a shock that affects the size and the structure of
the supply of labor. But whatever the manner in which
the labor market being considered is regulated, earn-
ings always take a certain time to react to a change in
the economic environment. In the same manner, enter-
prises observe a certain delay before changing their
production methods. Most traditional macroeconomic
models, seeking to represent the short-run functioning
of an economy, thus assume that prices, salaries, and
productive capital are fixed. Their functioning may be
summarized as such. In the short term, with prices
being assumed fixed, it is the demand for goods and
services coming from households, firms, and the 
government that determines output and employment.
Unemployment thus results from the imbalance
between the demand for labor needed to satisfy the
demand for goods and services, given the state of tech-
nology, and the supply of labor, largely determined
outside of the model. From a longer-term perspective,
the wage-price spiral plays an important role. The
unemployment rate affects the rate of growth of earn-
ings, by virtue of the Phillips curve2, and the evolution
of wages and salaries has implications for prices. Infla-
tion then feeds back on the demand for goods and
services.

In the context of these neo-Keynesian–inspired
models, immigration is analogous to an exogenous
increase in the supply of labor and emigration is a
decrease in supply. Thus, immigration3 immediately
increases the number of workers without affecting the
level of employment, because prices and wages are
fixed. The inflow of workers translates to an increase
in unemployment, because the same number of jobs
must be divided among a greater number of workers.
However, this increase is only transitory. The increase
in the unemployment rate moderates salary demands:
wages fall and prices follow. This then stimulates
demand for goods and services and hence for labor,
this latter effect thereby contributing anew to reduce
the unemployment rate. In the end, the reduction in
prices is such that the initial effect on the unemploy-

ment rate is entirely offset. Immigration thus has only
a transitory impact on the unemployment rate, and
this effect persists less when prices and wages adjust
rapidly.

By way of illustration, for the case of France, in
relying on the estimates by Pierre Cahuc and André
Zylberberg (2001) of the Phillips curve for the period
1970–1998, one can calculate that immigration result-
ing in an increase in the growth of the labor force by
1% would lead to a short-term increase in the unem-
ployment rate by 2.4%. However, estimation of an
average delay of adjustment of wages to prices of less
than a semester (Artus and Muet, 1995) leads one to
anticipate weak persistence of this effect.

The Lessons of Matching Models

Matching models (Pissarides, 1990) postulate that
some time is required for a worker to find a job suited
to his capabilities and for a firm to find a worker suited
to the job vacancy that it seeks to fill. These delays
imply that at any moment in time in the labor market
there exist both unemployed workers searching for
jobs and vacant positions. In this context, if one con-
siders an inflow of immigrants, those who are newly
arrived will devote some time to finding a job con-
forming to their expectations. Immigration4 thus trans-
lates instantly into an equivalent increase in the
number of unemployed, which raises the unemploy-
ment rate. Nonetheless, this increase from the recruit-
ment pool increases the probability for an enterprise of
rapidly filling a vacant position, which will diminish
the cost of doing so. Thus, by increasing the profit asso-
ciated with the creation of a job, immigration stimu-
lates job creation. This process remains operative as
long as the gain associated with listing a newly vacant
employment remains positive, that is, until the unem-
ployment rate returns to its initial level.

Hence, when wages and prices show a certain delay
in adapting to changes in the economic environment
and workers take some time to find a job suited to 
their skills, immigration can temporarily increase the
unemployment rate and emigration can temporarily
reduce it.

b. On the Long-Term Impact of Migration

The long-term impact of migration on wages and
working conditions depends on how the labor market
in question is regulated. There is a certain dichotomy
between the lessons of Anglo-Saxon work, which is
done in the context of a flexible labor market, and the
lessons of European-inspired work, which favor the
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evolution of nominal earnings and the unemployment rate. More
specifically, an increase in unemployment induces a decline in the
rate of growth of earnings. One of the usual explanations for this
causality is grounded in the process of salary negotiations. Basically,
when the unemployment rate rises, employed workers are led to
moderate their salary demands.

3 For emigration, the direction of the effects is opposite. 4 For emigration, the direction of the effects is opposite.



hypothesis of a rigid labor market characterized by the
persistence of substantial unemployment. The former
concentrate on the impact of migration on salaries,
whereas the latter focus on the consequences of immi-
gration for unemployment.

Flexible Labor Market, Migration, and Wages

To analyze qualitatively the impact of migration on
wages, it is useful to consider an elementary model of
the supply and demand for labor. This approach
assumes that wages adjust to equilibrate supply and
demand for each type of labor. The supply of a factor
is constituted by the sum of the quantities of the factor
held by natives and immigrants. Thus, immigration
directly increases the supply of the kind of labor
similar in productive characteristics to immigrant
labor. The demand for labor coming from firms
depends on the cost of labor, technological possibilities
for substitution, and their situation in the market for
goods and services. These are the properties of factor
demands that condition the impact of immigration on
the remuneration of all factors of production: the effect
of an increase in the supply of a certain factor of pro-
duction on the payments to all factors will depend
principally on the elasticity of substitution between the
different types of factors and their share in the total
factor costs. Basically, labor immigration contributes to
reducing the remuneration of factors of production
that are perfectly substitutable for the labor of the
immigrants, and it increases remuneration of factors of
production that are complementary to it. Thus, in sup-
posing that capital and skilled labor are complemen-
tary factors, and that unskilled labor is substitutable
(Hamermesh, 1993), immigration of unskilled workers
tends to reduce the wages of unskilled workers but
increase remuneration of capital and of skilled labor.
Furthermore, the emigration of skilled workers tends
to increase remuneration of skilled workers and of
capital, but it reduces compensation of unskilled
natives.

Rigid Labor Market, Migration, and Unemployment

Numerous countries confront substantial unem-
ployment. Wage rigidity and the structure of the
working population are largely evoked to explain the
persistence of a situation of underemployment. Basi-
cally, a country’s unemployment rate may be consid-
ered as a weighted average of the unemployment rates
of different categories of workers. Thus, migration can
influence the national rate of unemployment via two
mechanisms. Migration can influence category-specific
unemployment rates: immigration of unskilled
workers can affect the unemployment rate of unskilled

native workers, whereas emigration of skilled labor
can affect the unemployment of skilled labor who
remain. Migration can also modify the respective
shares of the different categories of labor in the total
labor force. If migration increases or decreases the
share of workers having structurally a higher rate of
unemployment, this effect, called a structural effect or
compositional effect, can likewise modify the average
unemployment rate. Consider successively the mech-
anisms dealing with these two effects.

Migration, Equilibrium Category-Specific 
Unemployment Rates, and Unemployment

As previously noted, immigration (emigration)
increases (reduces) the size of the labor force with 
productive characteristics similar to those of the 
immigrants (emigrants). From this perspective, evalu-
ating whether migration influences the unemployment
rate of the category of labor to which the immigrants
belong entails examining the long-term links between
the unemployment rate and the size of the labor 
force.

Recent findings in labor economics shed light on the
sources of long-term category-specific unemployment.
Endogenous mechanisms of salary determination are
largely invoked. Thus, salary negotiations between
employees and employers or salary policies adopted
by firms, confronted with the turnover costs of labor
or information asymmetries with regard to the char-
acteristics of workers and the intensity of effort they
put forth (for a review, see Cahuc and Zylberberg,
2001), can bring about a salary rigidity that gives rise
to unemployment. In a general way, specifying the
determinants of wages tends to limit the impact of
migration on long-term unemployment rates by cate-
gory (see Stiglitz, 1974; Calvo, 1978; Schmidt et al.,
1984; Bulow and Summers, 1986; Domingues Dos
Santos, 1999b). Indeed, in equilibrium unemployment
models, equilibrium category-specific unemployment
rates turn out to be independent of the size of the labor
force being considered. One result thus emerges:
immigration (emigration) of a certain type of worker
increases (reduces) the number of this type in the labor
force, but this increase (reduction) will not have any
impact on the long-term unemployment rate of the
labor category being considered. Hence, immigration
of unskilled workers will increase the number of
unskilled workers, but this increase will not, in the
long run, have any impact on the unemployment rate
of unskilled workers. Correspondingly, emigration of
skilled workers reduces the number of skilled workers
but will have no long-term impact on the unemploy-
ment rate of skilled workers who do not migrate.
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Migration, Compositional Effect, and Unemployment

Immigration and emigration can influence average
unemployment rates if the migrants have, on average,
a tendency to be unemployed that is different from the
unemployment of natives or those who do not
migrate.

Empirical work shows that immigrants have, on
average, a higher unemployment rate than that of
natives. For the case of France, the average unem-
ployment rate of immigrants in 2000 was around
20.9%, compared to 9.9% for the entire labor force. This
greater vulnerability to unemployment primarily can
be explained by their lower skill level, with skill level
clearly being one of the most effective bulwarks
against the risk of unemployment.

Moreover, the propensity to emigrate seems to be
greater when the individual is unemployed. Numer-
ous arguments explain this selectivity of migration
with regard to labor force status. Employed workers
have, in effect, a higher opportunity cost of emigrat-
ing. With regard to speculative migration,5 they are
confronted with a risk of unemployment. They may
also lose some of the advantages they had acquired,
especially those linked to seniority.

Compositional effects would thus contribute to
increasing the average unemployment rate in receiv-
ing nations and to reducing it in sending nations,
because the tendency of migrants to be unemployed is
greater than that of natives or of those who do not
migrate.

The lessons from theoretical work lead us to think
that migration has a negligible long-term effect on
long-term category-specific unemployment rates.
However, immigration could produce a transitory
increase in unemployment in the receiving region, and
emigration could result in a transitory decrease in
unemployment in the sending region. It is useful now
to evaluate the empirical relevance of these assertions.

2. Empirical Results

Empirical work on the impact of migration on
wages and employment has two peculiarities. First,
until recently, the majority of these studies looked at
immigration to the United States. The specific features
of American immigration and the functioning of the
American labor market have thus limited the ability to
generalize results to other countries. In addition, dif-
ferent econometric methods have been used, with
approaches in terms of factor proportions, spatial cor-

relations, and natural experiments being the most
widely utilized.

a. Factor Proportions

The factor proportions approach, initiated by Jean-
Baldwin Grossman (1982), entails three steps. The first
step consists of determining, given the assumed tech-
nology of production, the theoretical labor demand
functions. Then plausible values are determined for
the elasticities of substitution among the different
factors and the share of their remuneration in income
as well as the relative skills of immigrant labor, in
order to evaluate with which type of labor it is substi-
tutable and the degree to which immigration modified
the relative factor endowments. Finally, one can 
simulate the impact of immigration on the earnings 
of natives. George Borjas, Richard Freeman and
Lawrence Katz (1997) estimated that between 27% and
55% of the reduction in relative earnings of unskilled
workers in the United States between 1979 and 1995
could be attributed to immigration, which apparently
increased by 15% to 20% the share of these workers in
the labor force. In his own work George Borjas (1999)
considers a technology with three factors of produc-
tion: capital, unskilled labor, and skilled labor, with
workers having less than a completed high school edu-
cation being considered as unskilled. Using U.S. data,
he estimates that in 1995, skilled workers represented
91% of the total labor force but only 68% of the immi-
grant population. He estimates that in the short run,
that is, with the stock of capital fixed, a 10% increase
in the labor force induced by immigration would
reduce by 2.29% the earnings of skilled workers, and
the earnings of unskilled workers would decline by
3.72%. In the long run, once the capital stock is
adjusted by firms, earnings of skilled workers would
rise by 0.46%, whereas earnings of unskilled workers
would fall by 4.27%. However, the relative weakness
of this effect has recently been called into question by
George Borjas (2002). In refining the categorization of
the work force by level of education and most notably
in integrating work experience, he estimates that
between 1960 and 2000, an increase in immigration
that would have increased the supply of certain types
of labor by 10% would have reduced by 2% to 3% the
earnings of natives and by 2 weeks the number of
weeks worked.

The approach in terms of factor proportions 
thus concludes that there is an important influence 
of immigration on the relative earnings of unskilled
natives. However, this approach may prove to 
be unsatisfactory. The applications are all on the 
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American case, in which the labor market is presumed
to be flexible. Further, this approach does not 
consist of estimating the actual influence of immigra-
tion but rather of simulating that influence by using a
counter-factual method that should be viewed with
caution.

b. Spatial Correlations

The approach in terms of spatial correlations con-
sists of identifying the correlations that exist at a given
moment between observed earnings or employment
opportunities in a sample of regions and the density of
their respective immigrant populations. In short, if, for
example, it turns out that the regions having a high
density of unskilled immigrant workers or substantial
immigration of this type of worker are those in which
earnings of unskilled native workers are the lowest 
or increase the least, this approach tends to conclude
that there is a causal relationship. Work based on this
approach typically finds a not very significant or
insignificant effect of migration on local employment
conditions, as well as a strong dependence on the
period being considered (for United States: Lalonde
and Topel, 1991; Altonji and Card, 1991; Borjas et al.,
1997; Card, 2001; for Germany: De New and Zimmer-
man, 1994; Pischke and Velling, 1997).

However, the spatial correlation approach presents
two drawbacks that limit the significance of certain of
the results.

The first is linked to the problem of simultaneity
resulting from self-selection of migrants. In brief, if
migrants are attracted by the regions where employ-
ment opportunities are favorable, observation of a 
positive correlation between immigration rate and
employment opportunities may simply reflect the
causes of the migration choice and not the conse-
quences. Utilization of the method of instrumental vari-
ables permits one to relax this constraint somewhat
(Altonji and Card, 1991; Pischke and Velling, 1997).
This procedure consists of identifying certain variables
that influence the location choice of immigrants but do
not affect conditions in the labor market being consid-
ered. However, it appears that introduction of instru-
mental variables has little effect on empirical results:
immigration does not seem to influence in any sub-
stantial way earnings and employment opportunities
of natives.

The second drawback of this approach is to obscure
the mobility of native populations that can vote with
their feet. Clearly, if immigration pushes natives to
emigrate, this will limit the impact of immigration 
on conditions of employment. However, David Card
(2001), for the United States, and Jörn-Steffen Pischke

and Johannes Velling (1997), for Germany, estimate
that this phenomenon is not very consequential.

Evaluations using the method of spatial correlations
thus show generally that the impact of migration 
on remuneration and employment opportunities of
natives is relatively modest or even insignificant.

c. Natural Experiments

The authors of some empirical work base their esti-
mates on what are called natural experiments. These
studies exploit the consequences of policies that gen-
erated intense migration flows for a specific period in
certain regions.

Thus, David Card (1990) evaluated the conse-
quences of the “Mariel boatlift.” In 1980, after a 
disagreement between the Cuban and Peruvian gov-
ernments, Fidel Castro announced the opening of the
port of Mariel for any Cuban desiring to leave Cuba.
This announcement provoked an exodus of more than
125,000 Cubans to the United States between April and
September 1980, with half of these migrants settling in
Miami, where the labor force grew by nearly 7%. To
evaluate the consequences of this massive immigra-
tion, David Card compared changes in unemployment
rates and earnings in Miami with the changes
observed between 1979 and 1985 in other cities having
similar characteristics, such as Los Angeles, Houston,
Atlanta, and Tampa/St. Petersburg. During the 1970s
these cities had experienced changes in employment
similar to those in Miami, and similar to Miami, they
also had important black and Hispanic communities.
The similarity of the labor markets of Miami, 
the experiment city, and the control cities, allows 
one to attribute to the Cuban immigration the 
differences in performance of the labor market 
subsequently observed. David Card concluded 
from his analysis that changes in unemployment rates
and earnings in Miami were very close to those
observed in the other cities. In the long term, then, the
impact on unemployment and earnings of this immi-
gration, even though it was massive, was apparently
negligible.

Another study, done by Jennifer Hunt (1992),
looked at the consequences of the flow of French repa-
triated from Algeria during 1962. After the signing of
the Evian agreement granting independence to
Algeria, 900,000 French returned to the mother country
in 1962, principally in the southern regions. To evalu-
ate the impact of this migration flow on employment
opportunities of natives, Jennifer Hunt compared
changes in unemployment rates and earnings in the 
90 metropolitan departments, controlling for a set of
external variables that could also influence the vari-
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ables studied. She estimated that an increase of 1% in
the labor force induced by this immigration would
have increased the unemployment rate of nonmigrant
natives by 0.2%. Moreover, their average salary in 1967
would have been at most 1.3% lower than what it 
otherwise would have been. The comparison of the
results of David Card and Janet Hunt suggests that the
American labor market has a greater absorption capac-
ity than does the French labor market. The rigidities of
the European labor market, characterized notably by a
more marked protection of employment and higher
replacement rates, can be evoked to explain the greater
impact of immigration on unemployment rates.

In this regard, work by Joshua Angrist and Adriana
Kugler (2003) seems to confirm the role of labor market
rigidities on the capacity of concerned regions to
absorb a flow of immigrant labor. These authors eval-
uate the impact of consecutive exoduses from the
Bosnia and Kosovo wars on each of the receiving coun-
tries, using a database covering the period from
1983–1999. Their results suggest that an increase of
10% in the proportion of immigrants induces a reduc-
tion in the rate of employment of natives of between
0.2% and 0.7%. In addition, the authors show that this
reduction is more pronounced if the country in ques-
tion is characterized by a rigid labor market.

The work based on the analysis of natural experi-
ments seems to confirm a moderate impact on the con-
ditions of employment of natives. However, this
apparent capacity of receiving economies to absorb the
newly arrived appears to be weaker in the presence of
institutions limiting the flexibility of the labor market.

At the end of this section, an observation is perti-
nent: empirical work seems to validate the lessons of
theoretical work concerning the impact of migration
on earnings and unemployment. The effect of migra-
tion on salaries and the propensity of natives to be
unemployed appears to be relatively weak. In total, the
replacement hypothesis seems to be invalidated:
economies are not characterized by a given number of
jobs that must be divided among the individuals
present. Rather, they have a tendency to create jobs in
proportion to the number of individuals who work
and consume there.

III. MIGRATION AND GROWTH

Up until now, we have ignored any possible impact
of migration on the prospects for growth of the coun-
tries involved. But the international mobility of
workers, bringing with them their knowledge and a
part of their belongings, can influence growth and
technical progress in both the sending and receiving

regions. Let us be explicit about the pertinent mecha-
nisms here, so as to highlight the results of empirical
work.

1. The Lessons of Empirical Work

The impact of migration on growth depends, of
course, on its influence on the two principal engines of
expansion: capital accumulation (physical and human)
and technological progress.

Although the authors who base their analyses on
the Solow growth model6 exclude, a priori, any impact of
migration on technological progress, because this vari-
able is considered exogenous to the model, they
nonetheless make explicit the effects of migration on
the dynamics of overall capital accumulation. These
works conclude that there is a positive influence of
migration on the convergence of standards of living of
sending and receiving regions (Barro and Sala-I-
Martin, 1995). Two arguments support this conclusion.
In the first place, workers have an incentive to migrate
to the region where income per capita is highest. But
because income per capita will be determined by the
per capita stock of capital, migration flows will be from
the region where the per capita stock of capital is
lowest to the region where it is highest. In the second
place, migrants bring with them relatively little capital.
In total, then, emigration increases the capital stock per
capita and hence income per capita, whereas immi-
gration reduces these two variables.

However, these assertions are worth discussing in
view of the selectivity of migration with regard to skill
level. Indeed, it is assumed that migrants bring rela-
tively little capital with them. Hence, evaluating the
relative capital, physical and human, brought by
migrants turns out to be essential.

We know in reality that on average, immigrants are
less qualified than are natives. Moreover, if we consider
the costs of mobility of physical capital held by individ-
uals before their migration (costs of sale and purchase
of personal property and real estate), it is reasonable to
think that, on average, immigrants will have an overall
stock of capital that is less than that of natives.

Nonetheless, we saw that emigrants on average are
more skilled than are their compatriots who remain.
Hence, the proposed assertion is only pertinent if emi-
grants experience substantial losses of physical capital
or if they leave to their next of kin a large part of their
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goods. However, consideration of the financial trans-
fers that emigrants send to their countries of origin can
relax this condition. Numerous studies document the
importance of the share of their income that emigrants
remit to their country of origin (Blitz, 1977; Chan-
davarkar, 1980; Lebon, 1994; Cashin and Loayza, 1995).
Thus, these substantial capital transfers, conditioned
by prior emigration, can have a favorable impact on
income of the sending region, a priori the less devel-
oped region.

However, work on migration in the context of
endogenous growth models is primarily oriented toward
the problem of brain drain. The principal objective is
to explain the consequences of emigration of the most
skilled workers from developing countries. According
to endogenous growth theories, the average skill level
of the labor force constitutes one of the principal
engines of economic development. Thus, emigration of
skilled workers would have a negative effect on both
the income of workers who do not emigrate (Miya-
gawa, 1991) and the rate of growth of the sending
region (Haque and Kim, 1995). Andrew Mountford
(1997) shows, however, that this effect may be attenu-
ated if the choice of training is taken into account. In
brief, because remuneration of a skilled worker is
greater in developed countries, a nonzero probability
of being able to emigrate toward these regions
increases the return to education and thus provides
greater motivation for workers to acquire training. If
some of these workers cannot emigrate, the effect of
greater motivation to acquire training can compensate
for the direct adverse effect of the brain drain. More-
over, I have shown (Domingues Dos Santos, 1999a)
that it may be optimal for the region where innovation
activity is less efficient to allow a part of its skilled
manpower to emigrate if the region can benefit from
technological advances realized in the receiving
region, via a process of imitation. Finally, migration
may favor the growth of developing countries if
workers return home and diffuse some of the knowl-
edge they acquired during their stay abroad
(Domingues Dos Santos and Postel-Vinay, 2003).

Thus, when one excludes a priori any impact of
migration on technological progress, migration will
tend to favor the convergence of standards of living
between the sending and receiving countries. Never-
theless, the brain drain may compromise the growth
prospects of developing countries, which limits the
generality of this assertion.

2. Results of Empirical Work

It is necessary to acknowledge that up until now,
there is little work that tries to evaluate the impact of

migration on the convergence and the growth
prospects of the regions involved. The lack of homo-
geneous international data that would allow estima-
tion of these phenomena is certainly one of the
essential explanations for this deficiency. Let us
nonetheless consider the principal results that have
been found.

a. Migration and Convergence

Robert Barro and Xavier Sala-I-Martin (1995)
studied the process of convergence for regions of the
United States (for the period 1920–1990), for Japan (for
the period 1955–1990), and for Europe (for the period
1950–1980), both with and without migration. They
show that the differences in estimated convergence
speeds are small. The work of Alan Taylor and Jeffrey
Williamson (1994), however, suggests that these results
are not robust with respect to modification of the
period being considered. In carrying out a counterfac-
tual analysis of 17 countries of the old and new world
for the period 1870–1910, the authors conclude that
73% of the reduction in the dispersion of output per
worker, and 50% of the dispersion of output per capita
can be attributed to migration. Work by Moses
Abramovitz (1986), Angus Maddison (1991), and
Jeffrey Williamson (1995) tends to confirm this asser-
tion. They decompose the period from the mid-19th
century to the present into four subperiods based on
the criterion of dispersion of per capita income: the
initial period, when the dispersion is substantial; the
period from 1870–1913, characterized by a conver-
gence of per capita incomes; the interwar period,
during which there was substantial divergence; and
the period from 1950 to the present, one of strong con-
vergence. But according to Jeffrey Williamson, it is pre-
cisely migration that differed across these periods: the
reduction in transportation costs resulted in massive
migration after 1870, whereas migration flows sub-
stantially declined owing to introduction of migration
quotas and the increase in transportation costs and the
uncertainty linked to the war.

Although work on migration in developed coun-
tries for recent periods suggests that the influence of
migration flows on convergence is limited, it does
seem that there was a considerable influence in earlier
periods.

b. Brain Drain

The absence of work seeking to evaluate the conse-
quences of brain drain is especially obvious. Michel
Beine, Frédéric Docquier, and Hillel Rapoport (2001)
nonetheless shed some interesting light on this ques-
tion. Exploiting data constituted by William Carring-
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ton and Enrica Detragiache (1998), these authors seek
to explain investment in human capital and the rate of
growth for a sample of 50 developing countries. They
confirm the assertion of a motivating effect on train-
ing. However, ex post the effect becomes negative once
the migration rate exceeds 20% or when the percent-
age of educated workers is greater than 5%. The con-
sequences with respect to growth remain generally
limited, when the brain drain is not too intense.

Work on the links between migration and growth
thus teaches us that international mobility of workers
should tend to favor convergence when it occurs
between relatively developed countries. At the same
time, emigration of skilled workers from developing
countries tends to limit the prospects for growth of
these countries and thus their chance of reaching a
level of prosperity comparable to that of better-off
countries. The selective migration policies that have
recently been implemented by these latter countries
can only strengthen this observation.
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INTRODUCTION

The pattern of international migration to and from
developed countries has changed radically since the
early 1970s. Immigration to North America and
Europe has gradually originated mainly from the
developing countries, producing significant shifts to
ethnic and racial compositions (Kuijsten, 1994; Massey
et al., 1998). Over time, Western countries have awoken
to their multiethnicity, mostly through heated public
debates on the need (or not) to shut the door on immi-
gration. But at the same time, multiethnicity was not
just pervasively present but an inescapable reality,
requiring political and social responses to the many
challenges posed by the new immigration. In countries
such as the United States, Canada, and Australia,
whose histories are inextricably bound to large-scale
immigration, multiculturalism has long been a focus of
debate and policy. Western European immigration
countries, in contrast, have only recently been com-
pelled to consider the relationships among ethnic
diversity, national identity, and citizenship, and to 
consider multiculturalism-oriented policies (Castles,
1993:28; Bauböck and Rundell, 1998).

It is against this changing background that integra-
tion of immigrants has become a key policy and
research issue. Demography has not stood aside 
from this resurgence of interest in integration research
because “there is a political demand which demogra-

phers and statisticians cannot ignore” (Magaud,
1997:2). Over and above the purely descriptive 
studies of migration and indicators of integration 
that have long typified demography’s contribution, 
a growing body of demographic research focuses on 
the process of integration and especially on factors 
of inclusion and/or exclusion of immigrants and
minorities.1

Research into the determinants of integration is still
lacking in many respects. First, the indicators of inte-
gration are too often one-dimensional. Studies on the
measures of economic integration are a case in point:
comparative studies that find immigrant incomes to 
be lower than native-born incomes are often held to 
be evidence of immigrants’ disadvantage on the labor
market. But, the validity of this type of exercise
depends on factoring other variables into the equation,
such as period of arrival, age, educational level, sex,
and previous work experience. In short, integration is
a multidimensional process that involves a great many
factors that are linked to immigrants’ social and eco-
nomic status in a given society.

Second, the wide variations in the number and
types of factors included in empirical studies 
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constitute a serious obstacle to a comparative perspec-
tive. Factors of integration vary along theoretical and
conceptual lines: hence, two schools of thought have
developed in a parallel fashion. One approach insists
that integration is mainly predicated by individual,
human capital-related factors (e.g., educational level,
age), whereas another perspective gives more impor-
tance to macrostructural and political factors. It is
worth pointing out that the micro approach, heavily
influenced by human capital theory (Borjas, 1994) and
culturalism (D’Souza, 1995), has largely dominated
North American research, whereas European (espe-
cially Western European) research on immigration has
centered almost exclusively on historical and struc-
tural factors (Castles and Kosack, 1985; Simon, 1999)
with a particular focus on racism and discrimination
(Wrench and Solomos, 1993; Wieviorka, 1994).
Arguably, this compartmentalization can yield partial
or distorted results, because integration is a process
that results from the complex interplay between immi-
grants’ characteristics and the specific historical (eco-
nomic and political) contexts of the host societies
(Portes and Rumbaut, 1990).

What is proposed here in order to account for the
complexity of the integration process, and especially
its multidimensional character, is a conceptual frame-
work that pinpoints what current research considers to
be the key factors of integration. It aims to incorporate

multiple types of factors and levels of analysis (Fig.
84–1).

I. DEFINING AND MEASURING
INTEGRATION

There is no clear consensus on what is meant by the
concept of “integration,” which tends to be used in the
literature to cover a wide range of situations. In some
cases it is equated with assimilation and involves “the
filtering out of migrants’ cultural differences and
migration characteristics” and “the convergence of
behaviors in key areas” (Tribalat, 1996:254). Areas of
convergence include indicators such as labor market
performance, family and marriage practices, language,
religion, education, housing, and citizenship. In this
approach, immigrants’ behaviors must converge, that
is, resemble those of the native-born population. In
most cases, however, integration refers to the multi-
cultural model and involves both convergence in 
very narrow areas (e.g., relating to human and civic
rights) and retention of certain cultural and other dif-
ferences of migrant communities (Kymlicka, 1998).
Inherent in this latter concept, therefore, is that 
immigrants should not entirely forsake their identity
(Breton, 1994:240). In fact, there is an interplay of influ-
ence between immigrants and members of the host
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society in the process of integration, leading both
groups to change over time.

Over and above theoretical concepts, what concerns
us here are the operational and empirical definitions of
integration. Broadly speaking, most authors conceptu-
alize integration as a process that is measurable on a
continuum ranging from nonintegration (e.g., leaving
the country) to “successful” integration (e.g., exhibit-
ing the same performance as the nonimmigrant or
native-born populations). For many aspects of inte-
gration (e.g., economic, linguistic, residential), the
indicators seem readily measurable and, as such, are
the subject of consensus in so far as they are widely
used and not routinely criticized. For example, the cri-
terion of linguistic integration is knowledge of the 
language of the dominant group (or community).
Whether in the home, at work, and during socializing
and/or choosing media or a residential neighborhood,
the basic questions are “which of the two languages
(language of origin or language of the host country) is
preferred?” and “what factors facilitate or hinder the
adoption of the official language(s)?” As to economic
(essentially the labor market) and educational integra-
tion, success is often measured against the average of
the native-born population. The factors of economic
and educational integration are therefore those that
facilitate or hinder performance in these areas. Hence,
successful economic, linguistic, and residential inte-
gration is achieved when differences in indicators
between immigrant and native-born communities
become nonsignificant.

By contrast, the indicators of social and cultural
integration are much more problematic (Rallu, 1997).
There is no ready consensus on a norm in these areas
(Breton, 1994:243), and thus, the issue of successful
integration poses huge problems of definition and
remains normative and ideological. What are the cri-
teria of success, and to whom do they apply: to immi-
grant groups or the host society? It is legitimate to
suppose, for example, that indicators of success in the
labor market are as valid for the economic integration
of members of the host society as for immigrants. 
But the modes by which economic performance is
achieved may be a critical issue. Ethnic enclaves are a
case in point. Although some would argue that
enclaves provide readily-available jobs and on-the-job
training for immigrants (positive aspect), others con-
siders enclaves as reflecting a measure of refusal to
integrate into the supposedly nonethnic dominant
economy (negative aspect).

Residential integration raises more problems still.
However apparently neutral residential segregation
measures may be, ethnic concentration, for instance, is
seen as both positive and negative: positive because it

is an expression of solidarities and the pooling of com-
munity resources enabling access to housing, and neg-
ative because the host society often perceives ethnic
concentration as barriers to interaction between the
immigrant and nonimmigrant populations. The same
can be argued for educational integration. There seems
to be a consensus on the measures of educational
achievement (e.g., marks, drop-out rates, educational
difficulties and low rates of education). However,
where the values transmitted by the school and those
of immigrant children and parents diverge, it is harder
to define measures of integration or nonintegration.
That, indeed, holds true for all indicators of social 
and cultural integration. The difficulty here, to quote
Breton (1994:240–241), is “to identify the assemblage of
attitudes and behaviors from which to conclude that
an individual or category of individuals has become
completely integrated.” How are we to determine the
cultural norm that should be the benchmark against
which to measure the degree of integration? In a 
pluralistic society with such a diverse mix of values,
defining that norm can be a highly controversial
undertaking.

Ultimately, the definition of integration used here is
very close to that of David Coleman (1994:43): inte-
gration involves the opportunity for immigrant popu-
lations and minority groups to participate fully in all
aspects of society (social, economic, and political). And
although equality of opportunity in society and the
absence of discrimination on the grounds of national
origin are certainly key factors in successful integra-
tion, so, too, are the characteristics of immigrants
themselves, and the circumstances of their migration.
That is what is conveyed by the conceptual framework
presented below.

II. CONCEPTUAL FRAMEWORK 
FOR STUDYING THE FACTORS 

OF INTEGRATION

Figure 84–1 shows a simplified version of the con-
ceptual framework proposed here to study the factors
of integration.2 Three broad groups of factors are iden-
tified. First are factors linked to the world context (A-
type factors), which affect both societies of origin and
host societies: generally, these are mainly but not
exclusively macrostructural-type factors impinging on
the economic and political spheres. This group of
factors refers to such things as international relations,
north–south relations, external/foreign policies, and
globalization. They shape the conditions at origin,
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which act as push factors, and the host country poli-
cies on selection and integration: in Fig. 84–1, this is
called the society of origin context (B-type factors) and
the host society context (C-type factors).

Figure 84–1 shows that the B- and C-type context
variables are symmetrical. Three sets of factors are
identified for origin (sending country) and destination
(receiving country): (1) contextual determinants or
structural factors (B1 and C1); (2) the pre- or postmi-
gration micro-individual characteristics (B2 and C2);
and (3) networks (B3 and C3). In the first case (B1),
examples for the society of origin include factors such
as economic and social development, industrializa-
tion, new urban development, and educational levels;
political systems; state policies affecting migration;
wars; and natural disasters. For the host society, (C1)
factors would include economic and demographic
conditions, the degree of pluralism, levels of discrimi-
nation, new urban development and stratification, and
government policies, especially immigration policies.

Premigration characteristics (B2) refer to indivi-
duals: these may include education or vocational 
qualifications, demographic characteristics, previous
experience, and motives. Likewise postmigration char-
acteristics (C2) include immigration status, age, sex,
occupational mobility, and social class. One character-
istic—length of residence—is singled out in this model
as a key factor in the integration process.

Implicit in the network variables are the circum-
stances in which the migration proper (B3) and the
process of integration in the host society (C3) unfold.
In both cases, these refer essentially to the role of the
family, formal networks (e.g., churches, ethnic volun-
tary organizations, trade unions, employers’ associa-
tions), and informal networks (e.g., intermediaries,
friends) in facilitating emigration (origin) and integra-
tion (destination).

Finally, the conceptual framework identifies two
types of dependent variables by which integration can
be measured: the objective (D1) and subjective (D2)
aspects of integration. The objective measures of inte-
gration tend to comprise behavioral or performance
indicators such as type of participation in political and
social life, type of media consumption, and economic
activities (e.g., employment, unemployment, income).
The subjective aspects are more perceptual and attitu-
dinal and concern ethnic or linguistic identity and 
satisfaction with postmigration living conditions. The
remaining part of this chapter will focus on the objec-
tive aspects of integration only.3

III. INFLUENCE OF THE 
WORLD CONTEXT

Contemporary international migration cannot be
examined in a purely national, or even regional,
setting. The formation of a world system (Wallerstein,
1979) requires international migration trends to be con-
ceptualized within their global context, and a body of
recent research has sought to demonstrate the rele-
vance of such an analytical framework (Gungwu, 1997;
Applebaum, 1999; Dieckhoff, 2000; Simmons, 2002).
Stephen Castles (1993:17), for example, argues that the
world is entering into a new phase of mass population
shifts in which Europe-bound migration and the 
situation of ethnic minorities in Europe can only be
approached in the global context. Likewise, Alan
Simmons (1995:343) argues that the history of interna-
tional migration cannot be separated from the history
of the growth of world capitalism. He also hypothe-
sizes three possible explanations for the changing
directions and forms in the global system of international
migration since the mid-1960s: they have acquired a
more global scope (involving a growing number of
hitherto comparatively remote countries), more flexi-
ble time-scales (a rise in short-term migration), and
more decentralized control mechanisms (growing
importance of families and networks in migration
strategies increasingly outside state control).

Although it may appear obvious that the world eco-
nomic context shapes not only the volume and direc-
tion of world migration patterns but also integration
processes, research in this area is still mostly specula-
tive and conjectural. Also, the effects of the world
context are still unclear as to their positive or negative
role in integration. As an illustration, five hypotheses
can be suggested as ways in which the world context
may be linked to integration.

1. The world economic situation—with its numer-
ous crises and responses in the form of structural
adjustment programs—has led to labor market tight-
ening that more specifically affects the economic living
conditions of recent immigrant groups (for the United
States: Borjas, 1994; for Canada: Bloom et al., 1994; for
Europe: Coleman, 1994), which may block economic
integration and fuel anti-immigration sentiments.

2. Trade globalization, reflected among other things
in the formation of large-scale regional blocs, shifts dis-
cussions of immigration to the international level and
makes immigration a strategic issue in treaty negotia-
tions, be it North American Free Trade Agreement4 in
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Piché et al. (2002a,b).

4 North American Free Trade Agreement (NAFTA) concluded in
1992 by the United States, Canada, and Mexico, applied from
January 1994.



North America (Simmons, 1996) or the Maastricht
Treaty in Europe5 (Miles, 1992). These reorganizations
may either favor integration through such things as
freedom of movement for nationals in the new regional
spaces and the adoption of universal antidiscrimina-
tory measures, or impede it through the development
of restrictive immigration and integration policies (e.g.,
exclusion of nonmember countries, tightening up of
admissible categories, especially relating to families
and refugees, restriction in welfare programs).

3. One frequently cited consequence of globaliza-
tion is a trend toward the strengthening of local 
identities (Gungwu, 1997:8), which may reflect new
solidarities or degenerate into ethnic conflicts (Weiner,
1997:101).

4. Globalization also affects ideologies and norms,
thereby encouraging the emergence of a world public
opinion (Badie, 1997). This arguably creates leverage
in favor of human rights6 (Withol de Winden, 1994)
and antiracist, antidiscriminatory, and nonassimila-
tionist policies (Gungwu, 1997:15–16). But at the 
same time, it can be responsible for the rise in anti-
immigration sentiments (Wrench and Solomos, 1993:7)
and an upsurge in nativism7 (Weiner, 1997:100).

5. Finally, migration-driven transnationalization
brings international relations into the forefront (Badie,
1993), often allowing immigrant populations to live in
networks that may represent a threat to national sover-
eignty (Hollifield, 1994; Schnapper, 2001). New forms
of international migration, the demands for recogni-
tion of minority identities, and the growing importance
of transnational networks make national borders more
permeable and lead to a radical rethinking of national
identities and the very concept of citizenship (Castles,
1998; Soysal, 1998). For some, the forces of globaliza-
tion are undermining the very foundations of the
nation-state (Dieckoff, 2000; Seymour, 2002).

In short, the current context of globalization is pro-
ducing radical changes to the way we approach inte-
gration. As was said earlier, research in this area is still
conjectural and insufficiently comparative. Also, the
effects of such global (and sometimes very abstract)
phenomena are not readily measured by current
methods. In any event, there is no denying the real and
often opposing effects exerted by current world forces.

Immigrant groups and their allies may be comforted
by the portion of world public opinion that favors
more tolerance and multicultural pluralistic systems
that aim to facilitate the integration of immigrant pop-
ulations. But at the same time, opposing forces are
calling for more restrictive measures to stem the new
migration flows that, they argue, pose a threat to
national identities and political stability. Be that as it
may, the study of the factors of integration can no
longer afford to brush this kind of issue aside.

IV. CONTEXTUAL FACTORS IN 
THE COUNTRIES OF ORIGIN 

AND DESTINATION

However necessary the world system may be to the
equation, it is not enough to address the practical
modes of integration. In a sense, the world setting is
often remote of the real life of immigrant populations,
which unfolds in specific countries and societies in
which the pressures of the world system are mediated
through national histories (Tarrius, 2002). Integration
research, therefore, must consider the contexts charac-
terizing societies from which immigrant populations
leave and into which they enter. There is a growing
consensus among analysts of migration on the neces-
sity to take into account factors related to the country
of origin: international migration is therefore defined
as a system comprising a set of countries interchang-
ing a relatively large number of migrants (Kritz and
Zlotnik, 1992:2). In this context, the countries are
linked to one another by migration and other flows
(e.g., capital, goods).

With respect to integration research, little considera-
tion has been given to the macrostructural aspects of
the country of origin. It is reasonable to think, however,
that integration of immigrant groups will vary with the
greater or lesser social, cultural, and economic distance
between the country of origin and the country of immi-
gration. Local social and economic indicators include,
among other things, language, religion, types of family
organization, and the level of economic development
of the country of origin. In a recent study, for instance,
it was demonstrated that the economic level of the
country of origin of immigrant populations had a sig-
nificant influence on their degree of economic integra-
tion measured by income and socioeconomic status:
other factors being equal, immigrants from poor coun-
tries have more problems than do others integrating
into the labor market (Renaud et al., 1997).8
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6 Myron Weiner (1997:114) goes so far as to talk of “global human
rights.”

7 Nativism is a school of thought that aims to preserve the cul-
tural character of a country as it has been shaped by the native-born
population.

8 The question of national origins will be considered further in
the section on micro-individual factors.



Host country contextual factors have received far
more extensive attention. Three factors are particularly
relevant for immigrant populations: government 
policies regarding selection and integration, labor
market conditions, and the characteristics of their
ethnic community (Portes and Rumbaut, 1990:85).
Political factors relate to how open or closed the
country is to certain groups. To that extent, integration
policies may become a key factor in the success or
failure of integration. With growing pluralism, some
countries are striving to develop integration policies
either by encouraging assimilation and discouraging
the perpetuation of minority groups, or by adopting 
a policy of multiculturalism designed to help immi-
grant minority groups to preserve their language,
culture, and traditions (Coleman, 1994:41). Unfortu-
nately, the present state of research in this field does
not allow any conclusion to the effect that one model
of integration is better than any other; that conclusion
would require a comparative approach that does 
not currently exist. However, selection and integration
policies may arguably have tangible effects within 
a country (Portes and Zhou, 1995), with the success 
of integration varying between groups of immigrants
as a function of differential access to integration 
measures.

The second contextualizing factor for integration is
the labor market situation. Labor market integration
theories distinguish two levels of factors: macro and
micro. Micro-individual factors will be dealt with in
the following section. The macrostructural approach
focuses on organizational aspects of the labor market
that determine the rules of entry according to specific
internal market rationales. Strictly speaking, what we
are dealing with are multiple, differentiated markets
rather than a single market. Hence, in a segmented
labor market, the methods of integration will vary by
segment, and some groups, regardless of their indi-
vidual characteristics, will end up concentrated in spe-
cific segments (Portes, 1981). Arguably, therefore, there
are institutional barriers to employment, at least in
certain particular sectors, which in a way act as factors
of exclusion of certain categories of workers, including
immigrant groups. As a result, various groups of
immigrants will either end up concentrated in insecure
jobs (Coleman, 1994:55) or will develop strategies for
integration based on the ethnic economy and form
niches (Light, 1984) or even enclaves (Portes and
Manning, 1986). In short, in this approach, some
groups of immigrants, especially the lesser-skilled
ones, are consigned to the bottom rung of the socio-
occupational ladder (Castles and Kosack, 1985),
mainly because of their vulnerable position on the
market or institutional barriers that often involve 

discrimination against them.9 This body of literature
focuses on discrimination and racism that some cate-
gories of immigrants suffer, and that occur more or less
across the developed world (for the United States:
Poston, 1994; for Canada: Richmond, 1992; for France:
Tribalat, 1996; for Western Europe: Castles, 1993).
Authors such as John Wrench and John Solomos
(1993:4) are in no doubt that immigration and racism
are becoming critical issues for many European 
countries.

The third and final contextual factor affecting inte-
gration is linked with community and ethnic support
structures (Musterd and Murie, 2001). Most immi-
grants move to societies in which there is already 
an established community, prompting a number of
authors to argue for a strong family and ethnic
network influence on integration. In many countries,
massive immigration has resulted in the formation of
strong ethnic identities (Featherstone, 1990; Gungwu,
1997:15). Networks operate at all levels: they are
involved in the search for jobs and housing, as well as
the organization of cultural and religious activities.
Two types of integration have been particularly
studied in connection with community networks:
ethnic enclave labor markets and residential concen-
tration. Although the ethnic factor is important in both
cases, its impact remains moot. Does it facilitate inte-
gration, or does it rather contribute to the formation of
ethnic ghettos? The same question has been asked
about the influence of Islam in Europe (Coleman,
1994:67–69). In the case of North America, the ethnic
diversity that has resulted from immigration is seen as
an asset for society and plays a major role in the rede-
finition of national identities (Piché, 2002).

V. MICRO-INDIVIDUAL FACTORS

Contextual factors may be important in accounting
for differential modes of integration between various
groups of immigrants, but they do not explain all the
inter- and intragroup differences. Intergroup differ-
ences may also be connected with the characteristics of
the individuals that make up the different migration
flows. A number of individual factors have been iden-
tified as potentially influencing the process of integra-
tion: length of residence, period of arrival, age at entry,
language skills, education, sex, and immigration status
(admission class and type of migration). If integration
is seen as a long-term process (Bastenier and Dassetto,
1995), time variables such as length of residence and
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period of arrival are key factors (Goldlust and 
Richmond, 1974; Tribalat, 1996). As economic integra-
tion is also the key to social integration, human capital
variables will also be central factors: immigrants who
are young and educated and who know the official lan-
guage(s) find integration easier. Finally, migrant status
plays a major part in the integration process: (1) illegal
(undocumented) immigrants have many more prob-
lems integrating than do migrants entering through
official categories; (2) among selected immigrants,
refugees have more difficulties than do other cate-
gories of immigrants; and (3) among the refugee
groups, refugee claimants are the most disadvantaged.

Research into the individual factors of integration 
is mostly based on cross-sectional data, mainly from
censuses and, more occasionally, immigrant surveys.
These studies usually establish comparisons between
immigrant and native-born populations, with a strong
emphasis on economic aspects. Income gaps between
the two groups show generally that immigrants are on
arrival disadvantaged in comparison to the native-
born population. There is however a time-related
rising trend in immigrant incomes after a period of
adjustment to the new environment, which enables
them to optimize their skills. American and Canadian
research suggests that immigrants quite quickly rise
up to the average income levels of the native-born pop-
ulation, except for recently arrived cohorts (Chiswick,
1986; Lalonde and Topel, 1992; Bloom et al., 1994;
Beaujot, 1997). Furthermore, between-group variations
can be observed in immigrants’ probability of eco-
nomic success. In the United States, a social and eco-
nomic hierarchy of immigrant groups by region of
origin can be observed, with immigrants of European
origin at the top of the hierarchy and non-Europeans—
especially Latin Americans (Poston, 1994), recent Third
World immigrants (Lalonde and Topel, 1991, 1992),
and more specifically Mexicans (Chiswick, 1978) at the
bottom. The same trend is found in Canada (Bloom 
et al., 1994). In continental Europe, the use of ethnic 
categories is more problematic than in America or
England, especially so in France (Simon, 1998). Never-
theless, recent surveys in France also show the exis-
tence of ethnic stratification (Tribalat, 1996).

These studies on the process of differential integra-
tion by national or ethnic origin have been consider-
ably enriched by recently conducted longitudinal
surveys. Three such surveys merit particular mention.
The first is the establishment of new immigrants (ENI)
survey carried out in Montreal, Quebec (Canada). This
is a longitudinal 10-year follow-up survey of a sample
cohort of newly arrived immigrants in Montreal in
1989. The study confirmed that the individual charac-
teristics mentioned above were important for eco-

nomic integration (measured by access to first job and
income): age at entry, sex, migrant status, and lan-
guage skills are all discriminant factors. But more
importantly, even after all these factors are taken 
into account in multivariate analyses, national origin
remains a significant factor in integration, suggesting
that some form of discrimination is operating (Piché 
et al., 2002a,b).

After 10 years, however, between-group income
and employment status differentials have disappeared
(Renaud, Piché and Godin, 2003). Three possible expla-
nations may be advanced for this finding. First, the
only way these groups of immigrants can counteract
stigma and job mismatching entailed by initial dis-
crimination is by developing “reskilling” strategies.
What this amounts to is a strategy of overcompensa-
tion (these groups must do more to achieve the same
results as the native-born population): this may
account for the disappearance of differentials after 10
years. A second alternative explanation is that recruit-
ment practices in Quebec may be very different from
those found in some immigrants’ countries of origin.
The organizational culture, which includes interview
practices, comes readily to mind. Over time, immi-
grant groups learn the host country’s specific labor
market culture, thereby experiencing a labor market
socialization process. Hence, the idea of differentiated
social capital on entry may offer insights into differ-
ential processes of economic integration. The third 
and final hypothesis is that host societies, especially
employers, have changed in the past 10 years, becom-
ing as it were more receptive and less exclusionary 
or discriminatory. The implementation of charters of
rights, the demands and lobbying of immigrant
groups, and the setting up of equal opportunity 
programs may have had a significant effect on 
discriminatory practices. Taken to the extreme, this
third hypothesis would mean that job segregation
would to all intents and purposes have vanished,
which appears unlikely. Obviously, these are not
either/or conjectures, and the three mechanisms may
have operated simultaneously and in conjunction with
one another.

A second example is provided by the National Insti-
tute for Statistics and Economic Studies (INSEE)’s 
Permanent Demographic Sample, from which a 
subsample of respondents, aged between 4 and 18
years in 1975, were followed-up in France from
1975–1990 (Héran, 1998). The multivariate analyses of
unemployment-related factors for men and women
aged 25 to 33 years in this population also show the
importance of national origin for certain groups, espe-
cially young people from the Maghreb, who are sig-
nificantly disadvantaged on the job market (Richard,
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2000). The study concluded that “the likelihood 
is that some firms practice discriminatory policies
towards young people of foreign origin, especially
Muslims and those from the Maghreb” (Richard,
2000:72–73).

A third and final example is the joint INED/INSEE
“geographical mobility and social integration
survey”10 carried out in France in 1992. This was
another longitudinal survey, this time on three
samples: immigrants, children of immigrants born in
France, and a control population representative of the
French population (Dayan et al., 1997:115). The find-
ings on the role of national origin concur with those of
the Quebec study: (1) human capital factors—espe-
cially age at entry, year of entry, educational level, and
French language skills—have significant effects on
economic integration; (2) sex is also significant, with
female immigrants having more difficulties on the
labor market than do males, particularly because of
domestic responsibilities; and (3) the net effect of
national origin (i.e., after control of other factors) is still
significant, with a negative effect for immigrants of
both sexes from Algeria, Turkey, Asia, and sub-saharan
Africa, whereas no discernible disadvantage was
found compared with the control population for male
immigrants from Portugal and Spain (Dayan et al.,
1997:123–131).

What explanations can be advanced for ethnic strat-
ification found in all developed countries? First, recent
research has discarded the idea of race or ethnic group
as essential categories that brand certain groups as
having innate characteristics that make them less 
fitted to the labor market (Zuberi, 2001). Also, differ-
ential integration cannot be attributed to human
capital factors only, because even after controlling for
these factors, some groups of immigrants still have
greater difficulty than do the native-born population
or other groups of immigrants in finding and keeping
a job. Three possible explanations may be suggested.
First, some immigrant groups may have more diffi-
culty negotiating and securing the recognition of skills
acquired in their country of origin (Borjas, 1994). Indi-
rect discrimination would arguably be at play here,
with training undergone in some countries being
wrongly and unjustifiably undervalued. Second,
access to ethnic networks may vary widely by immi-
grant group, which may explain the greater difficulty
experienced by certain groups (Poston, 1994). Finally,
differential labor market access by national origin may
result from direct discrimination. This seems to be the
most popular conclusion given countless references 
to discrimination in the literature on immigration

(Richmond, 1992; Coleman, 1994; Wrench and
Solomos, 1993; Richard, 2000).

CONCLUSION

What is clear from this review of factors is that inte-
gration is a multidimensional process, and it is point-
less to oppose macrostructural and micro-individual
factors or economic and ethnic factors. Recent research
shows that a multiplicity of factors are involved in the
integration process and that they vary over time. Fur-
thermore, this research also tends to suggest that 
integration processes in developed countries are suffi-
ciently similar to warrant more comparative studies
(Lloyd, 1993). The typically individualist tradition
(United States, Canada, Australia) would benefit from
being more greatly informed by the more historical
and macrostructural European perspectives, and vice
versa.

Various shortcomings in the research on integration
need to be addressed in the planning of future
research. First, the concept of integration itself raises
problems of definition and measurement that are too
infrequently ignored. Yet it is very difficult to lay down
benchmark criteria of successful integration by which
to measure the degree of integration, so that what is
considered as an indicator of integration by some is not
by others. Arguably, the measure of integration is
always normative: the benchmark is usually set by ref-
erence to the control group, which is either the native-
born population or the whole population (national
norm). But, as was stated at the beginning, there is no
consensus on the norm that should hold for cultural
and social dimensions. In the economic sphere, by con-
trast, there is a consensus on the need for immigrant
groups to have the same employment opportunities as
those of the general population.

The second conclusion relates to methodology. The
research data are drawn from censuses and mainly
quantitative surveys. These are basically cross-
sectional data and, as such, are unsuited to the study
of an essentially longitudinal phenomenon. Simply
put, the problem stems from the fact that integration
is a process whereas the indicators are derived from
cross-sectional data. Longitudinal studies such as
those carried out in Canada and France are really the
path of the future. Event history-type retrospective
surveys and methodologies make this type of survey
very useful if not essential.

Third, data collection methods remain highly
divided. In particular, there is a sharp division
between the quantitative and qualitative approaches.
Arguably, this separation is futile, and what is required
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is more multimethod research. Also, there is too little
multidimensional research on the factors of integra-
tion. The focus is too often on a very limited set of
factors taken in isolation. Where multiple factors are
considered, the net effects, or the relative weights of
the factors, are rarely assessed.

Finally, the selectivity bias inherent in any study of
integration cannot be underrated. The immigrant
samples studied are affected by two types of selectiv-
ity. The first—selective immigration—stems from the
selection criteria used. Here, the categories of immi-
gration are in effect synthetic variables that are closely
related to the modes of integration, more specifically
on the labor market. Any comparative study must
therefore always take into account (factor out) the
sample composition by admission categories. The
second type of selectivity—selective emigration—is
more significant. It is a known fact that a significant
percentage of immigrants—with wide intergroup vari-
ations—leave the host country sometime after entry.
What is being studied, therefore, are immigrants who
have stayed, or are still there at the time of census or
survey. The fact that several factors of emigration are
directly linked to the factors of integration may seri-
ously contaminate the results based purely on immi-
grants who have stayed. If those that have most
difficulties integrating have left, then studying those
who remain will skew the results upward (overesti-
mating success). The opposite may also happen (the
most highly skilled leave, skewing the results down-
ward). Furthermore, the direction of the biases may
vary between periods. Only a longitudinal approach
would, in theory at least, check this bias. But there is
a risk of attrition and, hence a risk of bias, even there.
Future research should make more allowance for these
biases in interpreting the results.
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INTRODUCTION

The purpose of this chapter is to explore the
hypothesis of an influence of population on produc-
tivity and technological progress. The recent past has
seen the various indicators of productivity and tech-
nological progress follow an uncertain evolution. Most
recently, a convergent trend to a decline in productiv-
ity has been detected in many industrial countries.
What does this evolution owe to demographic factors?
Ready-made answers to these questions exist. For
some, there is an unavoidable connection between
falling productivity and an aging population; for
others, a smaller work force necessarily implies higher
productivity.

We attempt to provide an economist’s answer to
these questions, based on rigorous reasoning and con-
firmed by factual evidence. Anticipating on what
follows, it will appear that the empirical relationships
among population, productivity, and technology—
however those three terms are defined—are both
tenuous and ambiguous in the present period. Conse-
quently, it would be misplaced, supposing it were pos-
sible, to adopt an active population policy with the aim
of modifying the current evolution of productivity and
technological progress. It would be more efficient to
use other instruments that are more certain in their
effect.

The theoretical relationship between population
and production has been the subject of extensive dis-
cussion ever since Malthus and has recently received

fresh attention in certain formulations of the theory of
endogenous growth. The strength of this theory lies in
incorporating the dynamic and interactive dimension
of this relationship; its weakness in being too often at
variance with empirical evidence and in producing
disparate conclusions that depend closely on the initial
assumptions.

Our purpose in this chapter is not to present a com-
prehensive synthesis of the theoretical and empirical
works devoted to the influence of population on eco-
nomic growth but to give a selective presentation of a
small number of works and new estimates.

I. POPULAR WISDOM AND 
SCIENTIFIC UNCERTAINTY

Economics is often compared to medicine. Both can
be understood at several levels, most specifically those
of the man in the street and of the specialist. Imagine
your child comes home from school with a cold. 
Even before you do anything about treating it, you
start looking for the cause, hesitating little between
considering a draft and the classmate with a cold. If
you ask your family doctor (and a fortiori a specialist),
he or she will be more concerned about treating the
young patient than explaining the origin of the
problem. And any answer that is given will be hedged
with qualifications.

The same duality, the same contrast between the
assurance of the man in the street and the hesitancy of
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the specialist, is found in economics. Ask an economist
for his view about the influence of population growth
on productivity, and the answer will be anything but
simple and precise. The economist will explain that the
question is badly formulated or that it is meaningless.
Or the economist will suggest that the terms be
reversed, acknowledging that variations in productiv-
ity perhaps have an influence on fertility and family
structure. The economist may ask if you are interested
in the levels of population and production or in their
rates of growth. And when your question does receive
an answer, chances are that it will take the form of
some 20 pages of qualified and careful arguments. It is
in this spirit that the present chapter is written.

Popular wisdom, however, does not trouble with
these intellectual precautions. It opts without hesita-
tion for a clear and unequivocal answer. Yet at this
level there is no single answer. Two in particular are
encountered, which we will refer to as 
Ricardo-Malthusian and Boserupian. It can be noted
that both are usually presented in a dramatic context,
that of an aging and declining population or, con-
versely, that of an uncontrolled population explosion.

The Ricardo-Malthusian thesis (see Malthus, 1803;
Dupâquier, 1980; Fauve-Chamoux, 1984), for which
precursors can be found in the work of Giovanni
Botero and of David Hume, is based on two funda-
mental principles: diminishing returns and the pres-
sure of population on the means of subsistence. It leads
to one recommendation: zero growth. We can summa-
rize this thesis by using a diagram (Fig. 85–1). If the
means of subsistence in a country are sufficient, the
population will tend to grow faster than these means.
According to Malthus, the means of subsistence
increase at an arithmetic rate, and population increases
at a geometric rate. The results are (1) a reduction in

the subsistence goods available for each person,
causing prices to rise; and (2) an expansion of the
active population with a decrease in wages. This takes
us to the threshold of subsistence. This is the 
Malthusian trap.

At this stage of the process, two types of check to
population growth come into operation:

Moral restraint (or the preventive check)—in the
form of delayed marriage, which causes fertility 
to fall;

Misery and vice (or the positive check)—in the form
of wars, epidemics, etc., which cause mortality 
to rise.

The combined effect of these two phenomena is a
reduction in population.

In contrast, the higher price of subsistence goods
plus the fall in wages is an incentive for farmers to
bring new land into cultivation. The resulting rise in
the output of the means of subsistence, combined with
the decline in population, means that we cross back
over the threshold of subsistence, and the Malthusian
cycle begins again.

The main criticism of the Malthusian theory formu-
lated by the Boserupian theory concerns the assump-
tion that technological progress is exogenous. More
fundamentally, these two theories differ in their
approach to the causality of the relationship. For
Malthus, the means of subsistence is the key variable
in the process of population regulation. For Boserup,
population, by exerting a pressure on the economy, is
the engine of growth.

The Boserupian thesis—which is also sometimes
described as populationist—argues forcefully that a
population that is declining, and hence aging, creates
a mentality, a value system, and a social balance 
that are unfavorable to growth and technological
progress. Conversely, a population that is growing and
young is a guarantee of social and economic
dynamism. The symbolism of this thesis is obvious.
The idea is simple and powerful and has been incor-
porated into the programs of politicians sympathetic
to this view. It has also found many supporters among
the most famous names of economics: Stein Hansen,
John Maynard Keynes, Colin Clark, and Simon
Kuznets, for example.

The theory rests on several arguments that,
although intuitively attractive, often turn out to be
unsatisfactory when applied to the developed 
countries.

Simon Kuznets (1960) and Julian Simon (1981) have
developed an argument that holds that the larger the
population the greater the likelihood of it containing a
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genius who will make a major discovery.1 The diffi-
culty comes from the fact that this argument is not
empirically verified. How could we explain that levels
of economic growth and innovation are far higher in
countries such as Luxembourg or Germany compared
with very populated countries of Asia or Africa? Cor-
relating large numbers of major discoveries,2 as
recorded by historians of science, with population size
in ancient Greece and Rome is not really a convincing
method of proof (Simon, 1981).

Creative pressure: the pressure exerted by popula-
tion growth is a stimulus to improve production tech-
niques and innovation. This thesis was keenly
defended by Eugène Dupreel (1928). A few decades
later, Alfred Sauvy (1966, 1979) noted that “La pression
démographique fait jaillir le progrès” (“Population pres-
sure brings forth progress”).

A third type of argument, presented notably by
Esther Boserup (1981, 1992), who drew her inspiration
from the history of agriculture and urbanization, rests
on the hypothesis that certain technological innova-
tions require a critical mass.3

Finally, there is an argument whereby a rise in 
the relative price of capital, after an increase in the
active population, could induce capital-augmenting
technical changes. But it can equally be observed 
that in the case of a fall in population, wages will
increase, and as a consequence, we would expect to 
see labor-augmenting technical changes (Arthur,
1989).4

II. SOME DEFINITIONS

The debate over the relations among population,
productivity, and technology often suffers from ambi-
guities and misunderstandings that are easily avoided
if care is taken over definition of the terms. Let us begin
with the demographic component. The expression
“population trends” can denote a variety of phenom-
ena. First and foremost, it includes the population’s
size and rate of growth, two different concepts. There

are also the variations of demographic structure,
including the ratio between the economically active
and nonactive populations and, within the active pop-
ulation, the age structure of the labor force for we
know that the population size varies much more
slowly and less extensively than does its structure
(Coale, 1986). Many countries have thus experienced a
net growth in their active population although their
total population was stagnating.

The expression “demographic variable” is often
applied to phenomena that are more cultural and 
sociological in nature: the growing labor force partici-
pation of women, urbanization, new modes of family
life. In general, these phenomena—sometimes incor-
rectly described as sociodemographic—have a much
greater incidence than do population growth and struc-
ture on economic growth and technology. We will not
discuss this here (see Volumes I and II devoted to the
determinants of fertility, mortality, and migration). In
addition, through the next section we will consider
only variations in the size of the population.

Similar ambiguities are found in the economic com-
ponent. How many times, for example, is technologi-
cal progress confused with productivity? In the terms
proposed by André Vincent (1968:1), “productivity is
the ratio between an output and the factors of pro-
duction with which it was obtained, or indeed
between an output and some of the factors with which
it was obtained.”

If only one factor is considered, this is partial pro-
ductivity. A common approach is to divide the volume
of output by the amount of labor used; this gives the
partial (or average) productivity of labor, a concept
widely employed in the works discussed here. There
are several problems associated with this concept.
First, if population is taken as an indicator of labor,
labor productivity and average income are one and the
same although their economic significance is com-
pletely distinct. Average income is an aim of economic
policy, a measurement of its performance; labor pro-
ductivity, in contrast, is held to represent the state of
technology. Furthermore, any variation in the partial
productivity of labor may well reflect interaction
effects with the other factors as much as the specific
action of the labor factor.

In any analysis of productivity, therefore, we need
to consider simultaneously all the factors employed to
establish a diagnosis of the behavior of the national
economy. By proceeding thus, we obtain an indicator
of total factor productivity. In a sense this indicator
could be taken to reflect the state of technology and its
variation, the rate of technical change. Technological
progress is usually associated with the introduction
and application of new production procedures that
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1 For example, Simon Kuznets (1960:328) writes: “Population
growth . . . would, therefore, produce an absolutely larger number
of geniuses.”

2 On this point, it can be noted that it is not so much discover-
ies as their technological applications which interest us here.

3 See also John Maynard Keynes (1937) and William Reddaway
(1939), who stress the importance of demand and investment in tech-
nological innovation and see a direct relationship between popula-
tion and demand.

4 On the Ricardo-Malthusian and Boserupian theses, see also
Ahlburg (1987), Blanchet (1990), Cigno(1984), Hansen (1994), Keyfitz
(1996), Kuznets (1973), Lee (1986, 1992), and Srinivasan (1988).



enable existing factors of production to produce more.
It can be noted that the equivalence of technological
progress and variation in total productivity only holds
if the technology is always used efficiently. If this is not
the case—in other words, if for any given level of tech-
nology, it is possible to produce more by making more
efficient use of the factors of production—we speak of
technical inefficiency. It can then be shown that the
variation in total factor productivity can be catego-
rized into two terms: technical progress and gains in
technical efficiency.

In many respects, the populationist arguments
based on the idea of population pressure have much
more to do with technical efficiency than with techni-
cal progress. The correlation between discovery and
technological advance, on the one hand, and popula-
tion growth, on the other, appears doubtful as a uni-
versal law, even if it has been empirically verified in
certain countries and at certain periods. However, it is
plausible to think that population growth and its corol-
lary, the relative scarcity of the other factors of pro-
duction, will cause a society to use its resources more
efficiently, to avoid any kind of waste, and, in short, to
move closer to the efficiency frontier.

Thus, it appears that the gap between labor pro-
ductivity and technical progress can be both concep-
tually and empirically very wide. It follows that the
effect of population changes on one or other of these
variables could be quite different. As an example, let
us accept the idea of a positive correlation between
population growth and technical progress. For popu-
lation growth also to have a positive effect on labor
productivity, we need to be certain that the technical
efficiency and the amounts of the other factors can be
held constant.

At the empirical level, it has to be admitted that it
is relatively straightforward to calculate the partial
productivity of labor. The difficulty lies in measuring
the labor force that diverges from the total population
as a function of age structure, male and female partic-
ipation rates, retirement and schooling, and the length
of the working week—multiple variables that vary
greatly across time and space. In contrast, measuring
technical progress is an impossible undertaking. The
closest approximation that can be achieved is the total
factor productivity, estimation of which requires many
assumptions. It may be added that measuring techni-
cal progress by the amount of investment in research
and development or by an enumeration of major
inventions or patents is even more questionable. Clear,
then, is that the concept of technical progress, at least
at the macroeconomic level, remains a black box into
which economists hesitate, more than others, before
plunging.

III. EMPIRICAL STUDY

In the most aggregated models, production involves
only two commodities: one that is produced and can
be used either for consumption or for investment; the
other figures only as a factor of production and repre-
sents labor. The transformation of the inputs, capital
(K) and labor (L) into output (Y) can be represented by
a production function such as

Yt = F(Kt, Lt, t)

where t denotes the period considered. This function
reflects the presence of technological constraints and
depends on the experience and knowledge prevailing
at the time. It varies between periods; hence the inclu-
sion of t in the function. A simple form of production
function is the Cobb-Douglas function, which is written

Yt = Kt
aLt

1-aeg t

where a stands for the share of national product going
to capital and g denotes the rate of technical progress.5

We can also write yt = kt
aeg t, where y = Y/L and k = K/L.

Suppose that the rate of technical progress is a func-
tion of n, the rate of growth of labor, which in the
present case is equated with the population. We write

t = a(K̂t - nt) + g (1)

where t is the rate of growth of average labor 
productivity and K̂t is the rate of growth of the 
capital stock. What impact does the rate of population
growth have on the growth of productivity? 
Deriving t relative to nt, we obtain

Put differently, for population growth not to
depress the growth of productivity, an effect generated
by diminishing returns, it will have to influence sig-
nificantly technical progress.

Empirical studies of the relationship between pop-
ulation growth and economic growth are numerous.
For a long time, no conclusion could be reached one
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5 We can illustrate the distinction between technical progress and
efficiency gains by rewriting this function:

Yt = Kt
aLt

1-aeg tEt

where E denotes the rate of efficiency (between zero and one).
Differentiating, we obtain

t = ak̂t + g + Êt

In other words, the growth in income per head depends on
growth in capital per head, technical progress and the variation in
technical efficiency (Êt). Naturally, where this efficiency does not
vary Êt = 0.

ŷ



way or the other. In the past decade, an increasing
number of authors seem to obtain a significant nega-
tive relationship.

Didier Blanchet (1996), James Brander and Steve
Dowrick (1994), and Allen Kelley and Robert Schmidt
(1994) represent this new type of research, which has
access to more complete retrospective data and more
sophisticated statistical techniques compared with
earlier studies (see also Kormendi and Meguire, 1985;
Barro, 1989; Ehrlich and Lui, 1991; Yip and Zhang,
1996). It should also be noted that recent years have
been marked by new attempts to model the interaction
between fertility and economic growth in a context of
endogenous growth. The majority of these models
usually end up with a negative relationship between
fertility rate and economic growth rate. Rather than
produce a synthesis of these recent works, we pre-
ferred to conduct our own verification of this new and
relatively recent consensus. We decided to verify the
relationship by using two approaches: a cross-sectional
approach and a time-series approach.

In the cross-sectional approach, we used the data
compiled by Robert Summers and Alan Heston (1991),
known as the Penn World Tables (for a description of
the different version of the tables, see Summers and
Heston, 1991). These authors formed an economic and
demographic data set covering the period 1950–1990.
We divided these 40 years into seven subperiods of 
10 years with 5-year overlaps. The results of estimat-
ing the simple model = a + bn (where is the rate
of growth of real gross national product per person, n
the rate of population growth, and a and b the 
parameters to be estimated) are given in Table 85–1.
They show a negative relationship between these two
variables.

Ideally, this relationship would be tested over a long
period, not only 40 years. This is what we do in the
time-series approach. Here we used the data compiled
by Angus Maddison (1995). These cover 56 countries

ŷŷ

over a period from 1870–1994. This 124-year period has
been divided into subperiods of 15 years, with 5-year
overlaps. Three cases are studied:

One in which all the data are used as if we were
dealing with a single entity.

One in which the constant a is country specific. In
this way the national particularities are taken into
account.

One in which the constant a is specific to each
period, which captures the temporal differences.

The regression results are presented in Table 85–2.
As in the cross-sectional approach, we obtain a nega-
tive relationship that is significant except when the
constant is country specific. In the latter case, the time-
series approach produces a weaker association
between population growth and economic growth
than does the cross-sectional approach; in the latter,
parameter b, which measures the relationship, is
almost always over one-half in absolute terms,
whereas it is always below this value in the time-series
approach.

Tables 85–3 and 85–4 present the correlation coeffi-
cients by country and by period. A difference is
observed depending on the group of countries. For
most of the “industrialized” and African countries, the
relationship is negative; in contrast the majority of the
countries of Asia and eastern Europe present a posi-
tive correlation. Regarding the evolution of the rela-
tionship over time, a stable negative correlation does
not emerge until the second half of the 20th century.

IV. THE GROWTH THEORY
PERSPECTIVE

Traditional growth theory (see Barro and 
Sala-I-Martin, 1995) devotes little attention to the
demographic dimension nor a fortiori to its links with
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TABLE 85–1 Estimation of the Simple Model (Cross-Sectional Approach)

Period No. of observations Constant (a) Population growth (b) R squared

1950–1960 60 3.78 (0.4785)a -0.6576 (0.2058)a 0.1497
1955–1965 74 4.196 (0.4858)a -0.6140 (0.1976)a 0.1182
1960–1970 125 4.1687 (0.5102)a -0.5190 (0.2163)b 0.0447
1965–1975 126 3.7052 (0.479)a -0.3942 (0.2119)c 0.0272
1970–1980 133 3.7928 (0.4581)a -0.6549 (0.1911)a 0.0823
1975–1985 134 2.8058 (0.4386)a -0.7987 (0.1784)a 0.1318
1980–1990 111 2.5418 (0.4055)a -1.0441 (0.1815)a 0.2329

Total 763 3.5 (0.19)a -0.6537 (0.0820)a 0.0771

Value in parentheses is the standard error.
a Significant at the 1% level; b significant at the 5% level; c significant at the 10% level.
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TABLE 85–2 Results of the Time-Series Approach

No. of observations Constant (a) Population growth (b) R squared

1 944 2.1102 (0.1189)a -0.1722 (0.0706)b 0.0063
2 944 individual for each country 0.0386 (0.1225)c 0.1380
3 944 individual for each period -0.4377 (0.0666)a 0.2171

Value in parentheses is the standard error.
a Significant at the 1% level; b significant at the 5% level; c nonsignificant.

TABLE 85–3 Correlation Coefficients by Country

Country Correlation coefficient Country Correlation coefficient

Industrialized countries Latin America
Australia -0.1723 Argentina 0.4611
Austria 0.0039 Brazil 0.7058
Belgium -0.1620 Chile -0.2045
Canada -0.0243 Colombia -0.1618
Denmark -0.2919 Mexico 0.4644
Finland -0.4927 Peru 0.0763
France 0.7941 Venezuela -0.3891
Germany -0.0272
Great Britain -0.4539 Asia
Italy -0.0674 Bangladesh 0.5723
Japan -0.2477 Burma -0.6711
Netherlands 0.1284 China 0.6110
New Zealand -0.1585 India 0.7162
Norway -0.1131 Indonesia 0.5313
Sweden 0.0664 Pakistan 0.6918
Switzerland 0.1253 Philippines 0.0441
United States -0.1292 South Korea -0.3315

Taiwan 0.0530
Other European countries Thailand 0.5961

Greece -0.4871
Ireland 0.5184 Africa
Portugal -0.6728 Democratic Republic of Congo -0.7366
Spain 0.1324 Ivory Coast -0.4076
Turkey -0.6498 Egypt -0.1042

Ethiopia -0.8417
Eastern Europe Ghana 0.6664

Bulgaria 0.4379 Kenya -0.6176
Czechoslovakia -0.3320 Morocco -0.7990
Hungary 0.3696 Nigeria -0.7458
Poland -0.4243 South Africa 0.1080
Romania 0.3104 Tanzania 0.1453
Soviet Union 0.3716
Yugoslavia 0.3044

productivity and technical progress. Both population
growth and the rate of technical progress are treated
as exogenous. In the long run, growth in labor pro-
ductivity or in average income depends solely on the
rate of technical progress. From Eq. 1 above, in equi-
librium, we get

= g/(1 - a) (2)

where, it will be remembered, = Ŷ - n is the 
difference between the rate of growth of national

ŷ

ŷ

output and the rate of population growth, g is the rate
of technical progress, and (1 - a) is the share of
national income accruing to labor.

A rise in population growth will have no effect on
the growth of productivity; however, it depresses the
level of productivity. Because increasing returns are
excluded from this analysis, the effects of scale that
population growth brings about, according to Colin
Clark (1978), cannot occur. Julian Simon (1986) and
Julian Simon and Gunter Steinmann (1992) have 



developed the concept of induced technological
progress, a concept first introduced by Kenneth Arrow
(1962). Technological progress is viewed here as a
cause and as a consequence of growth. Population
growth would have a positive feedback effect on sci-
entific knowledge, leading to an acceleration of growth
and progress. With this hypothesis, we rewrite Eq. 2:

(n) = g(n)/(1 - a) (2¢)

Most of the works that have attempted to formalize
the influence of population on productivity and eco-
nomic growth consider the situation before long-term
equilibrium and often resort to simulation techniques
(see Steinmann and Komlos, 1988). It has to be con-
fessed that the conclusions they produce usually
follow from the initial assumptions about the relations
between population and technology, which need to be
checked for empirical validity.

In an empirical perspective, a whole series of works
have attempted to quantify the role of particular
factors in economic growth. Working with the pro-
duction function used above, the exercise would start
with the following equation:

Ŷ = g + aK̂ + (1 - a)n (3)

In this equation the growth of output thus appears
as the sum of the contributions of technical progress,
capital, and labor. Authors such as Edward Denison
(1967) and Jean-Jacques Carré et al. (1972) have
attempted to disaggregate the contribution of each
factor. Thus, for population they distinguish its size,
time spent working, educational level, activity rates,
and the age–sex structure of the population.

Inclusion of age and sex reflects the hypothesis that
productivity varies with these two characteristics and,
more specifically, that young and old workers are less
productive than are those in their middle years and

ŷ

that female workers have lower productivity than do
male workers. In the case of France, the inclusion of
age caused the index of labor quality to rise by 2%
between 1949 and 1962; at the same time, the inclusion
of a sex variable has a negligible effect. Overall, the
contribution of the age and sex variables to growth in
the various Organization for Economic Cooperation
and Development countries is tiny. The contributions
of capital and above all of technical progress predom-
inate clearly.

These works are based on the paradigm of what is
known today as exogenous growth, the rate of which
is determined by the growth—quantitative but also
perhaps qualitative—of the population. Two decades
ago a new paradigm emerged, that of endogenous
growth, under which the rate at which the economy
grows can be influenced by the savings ratio, invest-
ment in education, or the size of the population.

This paradigm is founded on recognition of increas-
ing returns to scale and of a technological externality.
Whether for physical or human capital, economic
agents fail to see that not only their own investments
but the sum of all investments influence output. Hence
they underestimate the real return of their actions,
which makes necessary intervention by the public
authorities.

In the original version developed by Paul Romer
(1986), endogenous growth depends on population
size, which can be seen as reflecting the scale of the
economy.

Let there be a Cobb-Douglas production function:

Yt = AtKt
aLt

1-a

where At is a technology function that depends on the 
capital stock , where Ki

t is the stock 
accumulated by agent i at period t. Each agent thinks 

that the return on his investment is 

whereas in reality if At = Kt
1-a, its real return is aLt

1-a. If
the rate of savings, s, is fixed in this economy, we write
the following:

K̂t = s(1 - a)Lt
1-a

Thus, we see that both the rate of growth of the
economy and the social return to capital depend on
population size. Naturally this is an elementary
version of an endogenous growth model. Yet it illus-
trates well the main message of this new paradigm: the
rate of economic growth does not depend on popula-
tion growth alone.

The problem with endogenous growth is that its
message depends on assumptions made about tech-
nology and externalities. Depending on these 

∂
∂

= - -Y
K

A K L
t
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TABLE 85–4 Correlation Coefficients
by Period

Period Correlation coefficient

1870–1885 0.3544
1880–1895 -0.6564
1890–1905 0.1902
1900–1915 0.0932
1910–1925 -0.1555
1920–1935 -0.1963
1930–1945 0.0888
1940–1955 -0.2420
1950–1965 -0.5505
1960–1975 -0.4823
1970–1985 -0.3324
1980–1994 -0.1426



assumptions, the relationship between the rate of eco-
nomic growth and the size of the population, its rate
of growth, and even the population structure can vary
in opposite directions.

An interesting line of research is the one that com-
bines the endogeneity of fertility specific to the new
home economics inspired by the work of Becker, with
the technological externality of the endogenous growth
models. Two articles provided the initial impetus for
this research (Barro and Becker, 1989; Becker et al., 1990;
see also Challier and Michel, 1996; Ehrlich and Lui,
1997); it has been validated by several empirical studies
(Rosenzweig, 1990; Barro, 1991). These authors work
from the idea that agents choose both the number of
their children and the level of skills—known as the
level of human capital—they wish to give them. Based
on the choice—one might even say the trade-off—
between these two variables that the authors describe
as the quantity and quality of children, we can identify
two stable equilibria for the economy: one has high fer-
tility but low levels of human capital and economic
growth, the other has low fertility but high levels of
human capital and economic growth.

This theory of endogenous fertility sheds fresh light
on the negative relationship that we obtained in the
previous section.

V. DEMOGRAPHIC STRUCTURE 
AND PRODUCTIVITY

So far, emphasis has been placed on population
increase or decrease without considering the question
of age structure. Yet as the most pessimistic projections
indicate, it is going to take time for the populations of
the industrialized countries to fall significantly,
whereas soon we will be witnessing radical changes in
their age distributions. Changes in age structure can
influence productivity in two ways. First, it is observed
that profiles of activity and of productivity vary with
age and that, in addition to the age effect, there is a
double cohort effect: a size effect (the productivity of
a cohort is a function of its size) and a technical change
effect (the training of young people incorporates tech-
nical progress). Second, at any given date the contents
of the basket of goods and services differ sharply when
different age groups are considered. This difference
influences the productivity of the economy considered
in the aggregate.

1. Age and Productivity

Are the efficiency and productivity of labor differ-
entiated by age? An affirmative answer would mean

that as regards productivity, for an active population
constant over time, some demographic structures are
more favorable than are others. We immediately come
against the question of how to measure individual pro-
ductivity. Because the productivity of labor cannot be
observed directly, the usual solution is to approach it
through its earnings, that is, its cost. This convention
amounts to accepting that wages are determined by
the marginal productivity of workers. This is a ques-
tionable assumption, at least in some respects,
although rejecting it is hard in the absence of an effec-
tive alternative (for a discussion of this question, see
Chesnais, 1978).

Age-earning profiles have an asymmetric hump
shape that varies with sex, type of employment, edu-
cational level, sector of activity, size, and nature of the
firm. Incomes rise up to a certain age more or less close
to retirement and then level off and fall back slowly.

It should be noted that what we usually observe are
cross-sectional profiles and not the evolution of wages
over the life cycle of a cohort. Thus, there is an age
effect and a cohort effect, with the latter being a func-
tion of technical progress and of cohort size. A younger
cohort will tend to have a higher productivity and
hence a higher wage at a given age. But in addition to
this technological factor, it would seem that both the
level and the form of the age-earnings profile are a
function of cohort size. A large cohort, such as that of
the baby boom, would have a lower wage level and a
less steeply rising profile than would a small cohort
placed in the same circumstances. This hypothesis has
been shown to be correct for many countries. In some
European countries, the arrival in the labor force of
large cohorts has also had the effect of raising rela-
tive unemployment levels (Lee et al., 1988; Bloom
et al., 1987).

Thus, a change in the age structure of the economi-
cally active population, in the sense of aging, for
example, will have contrasting effects on the average
productivity of labor. We make the assumption of a
constant active population whose membership is
subject to aging. The age effect should lead to a pro-
ductivity increase owing to the relative decline in the
number of young workers and the concomitant
increase in the proportion of older workers. The size
effect mentioned above should also have an incidence
of this kind, the young workers present in smaller
numbers having a higher productivity. However, the
“technical progress” effect should imply a decrease in
productivity. There will be relatively fewer young
people with technical skills that are more advanced
than those of their elders.

Paul Levine and Olivia Mitchell (1988) have
attempted to evaluate the influence that the American
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baby boom can be expected to have in 2020, when old
workers will belong to this cohort and when young
workers will be relatively few in number. Their con-
clusion is of a generalized increase in wages, particu-
larly for the young workers. In a long-term simulation
on the Netherlands, Evert van Imhoff (1988) highlights
the crucial importance of the relative number of young
workers whose skills encompass the most advanced
technology. He assumes that it is more expensive and
harder for the older workers to acquire equivalent
skills. For this reason, the growth and productivity of
the Dutch economy are extremely sensitive to popula-
tion variations.

2. Age and Consumption

A distinction must be made between the level and
structure of consumption. The theory of the life cycle
assumes that individuals save while they are econom-
ically active to fund their consumption in old age. Two
phases can be identified—that of saving, which con-
cerns the period of activity; and that of dis-saving,
which covers the period of retirement—of varying
intensity depending on whether or not the individual
in question leaves accumulated assets at death. This
produces a typical age-specific assets profile that rises
and then falls. At the macroeconomic level, the older
the population, the lower the savings ratio. In the
short-term, a strong consumption demand may be
favorable to productivity, but in the medium-term, a
low level of savings implies a reduction in the capital
stock, which will contribute to depressing labor 
productivity.

An age effect also emerges clearly in the structure
of consumption. The basket of goods and services at a
given date is very different according to whether we
consider young or retired couples. This is clear in the
case of expenditure on the home and consumer
durables, which is more concentrated at the beginning
of the active period and is influenced by family behav-
ior (Ermisch, 1988). The age effect is also observed in
expenditure on food, leisure, and clothing, but the
effect is most marked in health expenditure, which
rises sharply over the life cycle.

If the emphasis is shifted from losses of expenditure
to commodities in particular, we can speak of “old”
commodities (e.g., televisions) and “young” com-
modities (e.g., motorcycles). For the present discus-
sion, we need to know whether the basket of goods
and services for elderly people incorporates a more
advanced technology, a greater use of capital, than that
of young households. Not much empirical work has
been done on this question (see Luptacik and
Schmoranz, 1980, 1986, 1989; Serow, 1984; Ekert-Jaffé,

1989). One widely held view is that elderly people
have greater recourse to services than do younger
people, and consequently, their basket of goods 
and services would imply a lower productivity. Tech-
nical progress, as measured by the growth in the total
productivity of the factors of production, is known to
be much lower in the service sector (zero for
1979–1983) than in manufacturing industry as a 
whole (1.8% per year for 1979–1983) (Englander and
Mittelstädt, 1988).

Even if this idea was empirically correct for the
present, it could be invalidated in the future. One of
the consequences of population aging and longer life
spans is the need for a gradual substitution of the tra-
ditional care services for elderly people by techniques
based on smaller labor inputs.

VI. BACK TO SOCIOLOGY

The preceding sections sum up quite well the posi-
tion of the majority of economists. Overall, demo-
graphic variations have no predictable influence on
technical progress. They influence the partial produc-
tivity of labor to the extent that they are not 
accompanied by parallel changes in the other factors
of production. Can nothing more be said? Are there not
grounds for going beyond the economic standpoint?
As is known, the strength—but also the weakness—of
economic methodology lies in its scientific ambition. It
aspires to rigor and universality and shuns particular
and transitory considerations of a psychosociological
origin.

Now if it is true that we cannot say that population
growth necessarily has a positive influence on the state
of technology and skills in a society, nor can we deny
that such an influence has operated in some cases.
Thus, to explain the rapid and sustained growth expe-
rienced by France in the period 1950–1970, some
authors have invoked the recovery in the birth rate and
the behavioral changes it is thought to have produced.
According to Carré et al. (1972:252), “An attitude of
narrow pessimism and economic conservatism
(‘malthusianism’) may have given way to the desire to
prepare a better future for the young people coming
along; then, with the arrival of the new generations,
the dynamism characteristic of the young would have
spread to the rest of society. The changes on which
growth depends thus came to be accepted where they
had hitherto been rejected.”

In their study of French economic growth published
in 1972, Jean-Jacques Carré et al. challenge this expla-
nation but do not actually reject it. The authors even
admit that it could be of some importance. In his 
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critique of the populationist thesis, which he judges
unverifiable, Joseph Stassart (1965) acknowledges that
there may be links between demographic change and
a psychosociological structure of a nation, and that 
this linkage could provide some basis for the idea of
creative pressure.

In other words, because there is no definitive theory
of technical progress and because empirical studies on
growth factors often conclude that for some explana-
tions a historical and sociological analysis extending
further into the past is needed, we cannot say that
demographic variables never have an effect on growth
and technology.

As Ron Lesthaeghe and Johan Surkyn (1988) have
shown for fertility, economic factors do not explain
everything; cohort effects also play an important role.
Some birth cohorts are more motivated, more inven-
tive, and more dynamic than are others. Why should
this be? A desire for vengeance, an armed conflict, a
political challenge, a recovery in fertility? To address
these questions, we must proceed case by case, and
even then, many areas of uncertainty remain. There is
no better illustration of the present limitations of the
social sciences, including economics.

There is another angle from which sociology can
shed light on the relationship between population
growth and economic growth. An aging population
will tend to have a more static organization; levels of
occupational mobility will be lower (Keyfitz, 1982).
However, it will contain more small families, and
members of smaller sibling groups are known to
achieve greater educational and labor market success
(Blau and Duncan, 1967). Lastly, the way in which fer-
tility is reduced across income groups is important. An
extreme case can be imagined: families experiencing
chronic economic insecurity continue to have many
children, whereas the middle class adopts a lower fer-
tility. The consequences of such a change are obvious.
Few studies have been conducted on this specific point
(McNicoll, 1986).

Empirical works dealing with these social 
changes are not only rare but should be treated 
with caution. They are based on a period of higher
population growth, and there is a possibility that social
behavior, modes of family life, and the rules of social
and spatial mobility become modified in an aging
society.

CONCLUSION

The purpose of this chapter was to review the works
dealing with the influence of population variations on
economic growth. We have attempted to provide a

synthesis and a critical analysis. Three lessons can be
drawn.

First, there are no theoretical arguments or empiri-
cal studies that enable us to conclude unequivocally in
favor of any kind of relationship between population
growth and technical progress. It may be added that at
present we possess no good explanatory theory of
technical progress. Historians and economists are
reduced to supplying interpretations and explanations
on an ad hoc basis.

Next, the influence of population on productivity
and, in particular, the partial productivity of labor 
is obvious. This is consistent with the law of 
diminishing returns. An aging population should 
experience rising productivity. This influence can,
however, be countered by four factors: the variable gap
between population and active population, the 
constraint of scarce resources, capital accumulation,
and technical progress.

Lastly, the aging of a population has multiple con-
sequences, both economic and noneconomic. These
consequences can ultimately affect the culture and
values of our societies. In what way and how? No one
can say. By contrast, what is likely is that these muta-
tions can have an effect on technical progress and effi-
ciency in production. This effect is as unpredictable as
the effect of aging on culture and social values.
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INTRODUCTION

“Population and development” is a dated concept.
Its introduction in the 1950s was inspired by the con-
junction of the “discovery”1 of underdevelopment and
fears aroused by the first phase of the demographic
transition. The formulation was intended to respond
to the needs of emerging states and aid donors, and
posed its questions in macroeconomic terms: what was
the role of population growth in underdevelopment
and its reproduction? Was there an optimal population
for a given area of land (problem of density)? Was
there an optimal rate of population growth? Did large
countries have an advantage in the process of devel-
opment (problem of dimension)? How does popula-
tion growth increase the costs of development by
requiring demographic investments and the accumu-
lation of capital? What demoeconomic strategy 
should emerging nations adopt? Were international
inequalities a function of differences in demographic
regulation? Was economic growth a necessary condi-
tion for improvement in demographic indicators
(reduction of mortality and morbidity)? Would
increases in the standard of living lead to increased fer-
tility (and a Malthusian trap) or fertility decline (and
the second phase of the demographic transition)?
Could international action (financial aid and informa-
tion) help resolve the effects of underdevelopment and
population growth?

In sum, traditional macroeconomic and macrode-
mographic questions were reformulated and quanti-
fied at the world level. Ideological debates and
traditional politics exercised a strong influence on
early research and the first statements of position.

There was a rapid re-emergence of Ricardo’s classi-
cal ideas: a limited supply of land, decreasing returns
to agriculture, and the increasing price of food prod-
ucts (wage goods) would lead to a decrease in both
profits and the rate of accumulation, and eventually
the halt of economic growth. The conclusions can be
refined slightly by hypothesizing a phase of increasing
returns preceding the phase of decreasing returns. This
modification leads to a rediscovery of the concept of
optimum population, the level of population that max-
imizes per capita production.

Ideas based on decreasing returns to agriculture
were counterbalanced by a vision that was more opti-
mistic and more favorable to agriculture. This school
of thought borrowed several themes from the phys-
iocrats: the capacity of agriculture to create a surplus,
making reproduction possible; the complementarity 
of productive activities (illustrated by the zig-zag of
François Quesnay2); the necessity of a boost in agri-
cultural activity preceding the takeoff of an industrial
economy (Bairoch, 1967); and the possibility that 
technical progress in agriculture would make it possi-
ble to avoid any obstacles imposed by food supply,
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even with a spectacular growth in world population
(Klatzman, 1983).

Contemporary thinkers retained little of Malthus’
highly elaborate analysis of development; his analysis
of demand was notably neglected in the analyses of
development of the 1950s. Instead, attention was
focused on his analysis of the positive effects of
increases in standard of living on birth rates and the
negative effects of population growth on standards of
living. The succession of these two relationships pro-
duces the Malthusian trap. The term “Malthusian”
continued to denote a pessimistic vision of the effects
of population growth, and it will be used in that sense
in the following analysis.

In opposition to the Malthusian vision, both in sci-
entific analysis and at the major world population con-
ferences (notably the one in Bucharest), Marxist
positions refuse to attribute poverty and underdevel-
opment to population growth. Instead, they argue that
capitalist dynamics are at the root of these negative
outcomes, as well as excesses or deficits of population
themselves.3 Countries disconnected from capitalism
could use population as an instrument of development
until rising standards of living led to a voluntary
reduction in birth rates.

Mercantilist populationism, the quest for popula-
tion growth as a means toward economic growth 
and power, resurfaced in numerous poor states.
Though less explicitly cited than are Marxist views,
this ideology was incontestably present in the outlook
of many leaders. According to this perspective, all
population growth was desirable, even when it
lowered average revenue, because leaders hoped 
that it would result in an increase in the number of
people available to join military forces, an opportunity
for revenue from taxation, or an increase in rates of
accumulation.4

I. THE GLOBAL ANALYSES OF THE
PERIOD 1950–1960

During the years 1950–1960, the growing availabil-
ity of statistics and the introduction of the first models
transformed the traditional debates. The available sta-
tistics stimulated comparative studies on the growth
of per capita gross domestic product (GDP).

A surprising number of tests simply demonstrated
that subtracting the population growth rate from the
rate of growth of the GDP led to a sharply reduced per
capita GDP rate, and even occasionally a negative rate,
and suggested that population growth was thus
responsible for the slow pace of development. This
conclusion confounded arithmetic operations with
causal explanations and relied on the strong unstated
hypothesis that population growth had not produced
any increase in GDP.

Serious studies of the relationship between the
growth rate of per capita income and the population
growth rate repeatedly showed that there was no
observable correlation (Chesnais and Sauvy, 1993).
These findings led to doubt over the Malthusian inter-
pretation of underdevelopment and criticism of the
results of the macro models then under construction.

The authors of the first macro models worried about
the influence of population growth on needs and the
possibilities of accumulation. Prasanta Chandra 
Mahalanobis (1953–1954) using the model constructed
by G. Feldman (1964) for soviet planning, Ansley
Coale and Edgar Hoover (1958), Léon Tabah (1968,
1969), Hollis Chenery and Alan Strout (1966) using
Roy Harrod (1939), and Elsey Domar (1957) assumed
exogenous population growth, a macroeconomic pro-
duction function (with complementary factors, returns
on a constant scale, and no technological progress),
and a Keynesian savings function.5

Under these hypotheses, population growth
requires a proportional increase in investment if per
capita capital, average income, and employment rates
are to be maintained. The absence of this investment
sets the stage for decreased per capita income,
decreased savings rates, further decreases in invest-
ment, etc. In response to population growth, there
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3 These excesses and deficits evolve along with the different eras
of capitalism. Capitalism, for instance, caused forced migrations
(overpopulating the Antilles and underpopulating Africa), created
Indian unemployment with the growth of the textile industry in
Manchester, shifted the accumulation of capital at the world scale
(Amin, 1976), and lowered the cost of reproduction of the workforce
of poor countries by promoting the importation of food goods to the
detriment of national producers.

4 However, these leaders do not seem to have incorporated
Alfred Sauvy’s theory of the optimal demography of power. The
power optimum is defined as the point at which decreasing returns
lead to marginal productivity below the minimum wage rate that
can be imposed on the producer. The politics of power seem to have
been more complex. States probably surpassed not only the eco-
nomic optimum, but also the power optimum (if only for the
purpose of building military forces), even when they had the coer-
cive means necessary to lower the wage rate (in turn occasionally
reducing productivity). 

5 In postulating savings as a function of average per capita
income, the models implicitly broke with the whole tradition of
studies on accumulation, which had always been linked to inequal-
ity of income. They neglected the possibility that population growth
could increase accumulation by increasing inequality (or could
reduce both), that it might reduce accumulation by lowering profits
(Ricardo, 1817), or that accumulation might, in a capitalist regime,
require a certain level of unemployment in order to reduce salaries
and increase the profits that generate accumulation (Marx,
1850–1859). 



must be an increase in national savings (the solution
of Feldman [1964] and Mahalanobis [1953]), a recourse
to foreign aid (Chenery and Strout, 1966), a reduction
of population growth (Enke, 1974), or the simu-
ltaneous application of these three methods (Tabah
[1868, 1969] showed that demographic inertia 
rendered simple solutions implausible).

These models were first applied in simulations for
national planners to measure the effects of policies to
slow population growth. They were used to measure
the aid needs created by population growth (which
increases the gap between internal savings and invest-
ment needs). Everyone who requested aid used the
models, and all of the international organizations
made calculations inspired by them, which gave the
models diplomatic importance and scientific credibil-
ity. They are constantly cited by partisans of popula-
tion regulation and had, at one point, an ideological
influence. Their structure was later integrated into
more complex models, notably those of the Club of
Rome (Meadows et al., 1977). These latter added other
Malthusian hypotheses: exhaustion of nonrenewable
resources, decreasing returns to agriculture, and
degradation of the environment by population.

But these models were quickly criticized for their
Malthusian biases. They argued for a negative effect of
population growth on per capita income at a time
when, as stated earlier, no negative correlation had
been demonstrated, and this conclusion was based on
a very simplistic hypothesis (zero productivity of labor
in case of a shortage of capital). There were attempts
to improve the model by borrowing from Robert
Solow’s (1972) neoclassical model of growth, a macro-
economic production function with substitutable
factors. With a substitutability of labor for capital, 
population growth no longer automatically produces
unemployment and does not reduce the marginal pro-
ductivity of labor to zero in case of a shortage of
capital. In a market economy, development can take
place via a reduction of capital intensity resulting from
the reduction of salaries, international specialization,
or development of the informal sector. In the case of
public intervention, investments in human capital can
play this role.

For seemingly minor reasons that nevertheless
retain their importance today, the original version of
the neoclassic model maintained its Malthusian biases:
the marginal productivity of labor was assumed to be
decreasing, the Keynesian savings function had been
kept by Robert Solow (for circumstantial pedagogical
reasons), and the neoclassic production function was
used most often in its “Cobb-Douglas” form in which
the sum of elasticities of production in relation to all
factors is equal to one, thus implying that the elas-

ticity of production with respect to population is less
than one.

It would be hasty to conclude that no macro model
has escaped Malthusian biases. Some models intro-
duced production functions with a sum of elasticities
greater than one, increasing returns to scale, and
Boserup (1970) effects of stimulation of savings, invest-
ment, and productivity by demoeconomic tensions.6

Because both positive and negative effects of popula-
tion growth are added together, the results of macro
models are no longer determined before the parame-
ters are set. An interesting econometric calculation
(Thirlwall, 1972) has even shown that it is possible to
produce a period of equilibrium by balancing positive
and negative effects. This is consistent with the period
of apparent insensitivity of the rate of growth of the
per capita GDP to population growth.

Despite this progress, macro models have been
eclipsed owing to their narrow fit to the issues of the
years 1950–1960. The media success of their Malthu-
sian conclusions and their utilization by the Club of
Rome has made them scientifically suspect (Cole et al.,
1974). The idea of assistance needs has been devalued
by descriptions of the perverse effects of donor aid.
The strategic role that development theory once
assigned to accumulation has ceded its place to analy-
ses of the progress of productivity, the importance of
which appeared in the macro models, which them-
selves emphasized, following the theory of Edward
Denison (1967), that the growth of production factors
had less weight than the “third factor.” Finally, as Peter
Tamas Bauer (1976) has pointed out, the national scale
of these models privileged collective norms, devaluing
the preferences of families, and seemed superficial
compared with disaggregate studies and the progress
of micro analyses.

II. DISAGGREGATE ANALYSES AND
STRUCTURAL STUDIES

Disaggregate studies of the demoeconomic evolu-
tion of poor countries7 have revealed the great varia-
tion in economic and demographic parameters within
countries, and the range of possible demoeconomic
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6 The Keynesian function is not Malthusian when growth is
under way because the increase in revenues leads to a boost in
savings. This virtuous circle is observed in Asia.

7 This expression might be more appropriate than the expression
“population and development,” which has been accused of exag-
gerating the specificity of the problems of poor countries, ignoring
periods of regression, and having political (unity of the Third World)
and normative (the number of definitions of development intro-
duced moral conditions) connotations. 



dynamics. These studies divided national units into
subunits that exchanged flows (of people, goods,
revenue, capital, information, etc.) and carried out
relationships (e.g., equalities and inequalities, comple-
mentarities, and conflicts) that sometimes had as much
influence on the national demoeconomic dynamic as
do national averages and aggregates.

1. Vertical Stratification by Income

Vertical stratification by income creates population
dynamics that can differ from the expected effects of
global variation in GDP. The persistence of high birth
rates in Africa has often been attributed to the fact that
only a high-income minority has changed its way of
life, and that the majority of the population still lives
in a setting in which increases in income have no effect
or a positive effect on the number of children.
However, incontestable inequalities in access to health
services (public and private) have made less difference
to life expectancy than some would have believed.8 We
have also seen that income distribution, rather than
average income, best explains accumulation rates and
the capacity to respond to the need for investment
created by population growth. Family solidarities have
changed with the level of inequality. The initial hostil-
ity of political leaders toward antinatalist campaigns
has decreased with their growing fear of classes that
are considered dangerous.

2. Regional Disparities

Regional disparities within underdeveloped coun-
tries are such that averages and national totals are
often not informative. This does not necessarily mean
that the strategic parameters identified by macro
models are meaningless, as certain regional mono-
graphs have argued, but it does suggest that only geo-
graphic decomposition into relatively homogenous
zones can produce numeric estimates that are realistic
and verifiable.9 Once these relatively homogenous

regions have been identified, measures of usable 
land, demographic load capacity, available production
factors, elasticity of food supply, growth or reduction
in agricultural returns, opportunities for investment
and capacities for accumulation, threats to the 
environment and conditions for sustainable develop-
ment, the existence of an informal sector, and the prox-
imity of family planning services and their audience,
take meaning. The macro demoeconomic models
described earlier may also be best tested at the regional
level.

Defining homogenous regions makes it possible to
identify both complementarities (comparative advan-
tages) and conflicts (competition and fights over
sharing profits). The outcome of national demo-
economic problems is primarily a function of these 
relationships, including internal migration, the geo-
graphic distribution of family members by age, flows
of food toward populated zones, intrafamilial 
interregional financial transfers, and movements of
capital toward previously disadvantaged zones or
high-potential zones. The geographic redistribution 
of population and of production is an essential element
in reducing demoeconomic tensions (in the case of
cooperation) or reinforcing these tensions (in the 
case of interregional conflict). Economic policy as a
function of population is thus often a policy of terri-
tory management.

3. Decomposition into Sectors

The process of decomposition into sectors (e.g., tra-
ditional and modern, with growing returns and with
declining returns, rural and urban, formal and infor-
mal) was developed as part of the extension of Arthur
Lewis’ (1954) dual economy model. The dualist model
early emphasized that the overpopulation of 
rural areas (defined by a marginal productivity of zero)
made it possible, by internal migration, to develop a
nontraditional sector toward labor with non-null 
productivity. The principal problem was financing,
obtained either by internal taxation or from interna-
tional capital (of which Arthur Lewis was one of 
the first to underline the abundance to come). 
Relations between sectors thus made it possible to
loosen the constraints imposed both by Ricardian
decrease in agricultural productivity and by the lack
of capital described by the macro models of the 1950s.
The model was enriched by the migratory models that
followed, notably Todaro’s (1969) model, and by
increasingly detailed definitions of nonagricultural
sectors as in the three-part models distinguishing
urban sectors with high and low intensity of capital
(Hugon, 1983).
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8 The Bariloche model even proposed life expectancy as a syn-
thetic indicator of economic development (Herrera, 1977), but
medical progress and the diffusion of information have extended life
expectancy even in the absence of economic growth (Preston, 1975;
Vallin, 1989, 1992). 

9 This observation is valid for both economic parameters (e.g.,
production factors, saving and investment rates, growth and shrink-
age of returns, scarcity of the land factor, elasticity of food supply, vul-
nerability of the environment, presence of nonrenewable resources,
pollution, level and distribution of income) and demographic param-
eters (fertility rates, forms of morbidity, life expectancy, mortality
rates, propensity to migrate or to receive migrants). For each of these
variables, regional statistics are too dispersed for their average to
explain the internal dynamics of the nation. 



4. Urban–Rural Relations

The conflicts and complementarities of urban–rural
relations continue to inspire lively debate on their
capacity to resolve the demoeconomic problems of
poor countries. In abstract theories, this controversy is
often expressed through an opposition between
studies of flows, which emphasize complementarities,
and studies of prices, which emphasize conflicts. In
empirical analysis, urbanization and its consequences
have been the object of urbo-pessimist descriptions:
overpopulation of megalopolises; increased popula-
tion growth owing to better conditions of sanitation (in
contrast to the effects of urbanization in preceding cen-
turies); degradation of the environment; exhaustion of
resources in rural areas; rapid depopulation of rural
areas unjustified by the ratio of urban to rural pro-
ductivity; use of political power to obtain terms of
exchange unfavorable to rural areas, discouraging
them from food production; recourse to imports and
food aid, competition with local agriculture; and the
(disputed) existence of an urban bias in social policy
(Lipton, 1976). Urbo-optimist descriptions, in contrast,
have underlined the stimulating effects of the growth
of effective demand for food products, the provision
of services and of goods that stimulate agriculture,
financial transfers, the growth of informal activities,
the value added by urban services, etc. Analysis can
only move forward if there are efforts to measure
flows, prices, income levels and security, productivity,
taxation, donor support, instabilities, etc., and, simul-
taneously, to take into account the capacity of eco-
nomic fluctuations, interventions by the state, and
exterior actions on incomes and internal politics (e.g.,
structural adjustment programs) to modify comple-
mentarities and conflicts.

5. Horizontal Stratification

Differences between families, between cultures,
between religions, or between ethnic groups—some-
times called horizontal stratification—lead to differ-
ences in demoeconomic behavior. Behaviors can differ
in the domains of marriage transfers, long-term invest-
ments, household structure, stability of unions, divi-
sion of labor within the family, modes and rhythms of
accumulation, etc. Horizontal stratification produces
transfer zones, areas where financial engagements are
respected, and collective procedures of accumulation
that in turn create specific economic dynamics. But a
nuanced comparative understanding of these dynam-
ics and the interactions between them is often blocked
by political and ideological resistance to research and
to the production of differentiated statistics.

III. MICRO ANALYSES

Micro analyses of the demography of development
have replaced development planners’ macro investi-
gations with observations of individual and family
demoeconomic behavior in poor countries. They are
oriented in two complementary but often conflicting
directions: the microeconomic interpretation of demo-
graphic behavior and the social analysis of demo-
economic strategies.

The microeconomic interpretation of demographic
behavior considers behavior in terms of economic
rationality. These analyses examine both substan-
tive rationality (utilitarian and materialist) and 
formal rationality (optimization strategies in accor-
dance with microeconomic theory). In this interpreta-
tion, borrowed from Gary Becker (1964), population
change in developing countries is a function of the
costs and benefits of demographic decisions as
assessed by the population and, in particular, is a func-
tion of the changes that development induces in these
costs and benefits. For example, the number of births
depends on parental predictions of the economic costs
and returns of the marginal child; this number changes
if development increases the costs of children (educa-
tion, mode of living), lowers the immediate contribu-
tions to production (agricultural), or raises expected
adult earnings and reduces the investment risk by
increasing the life expectancy of infants and children.
Analogous calculations are made for age at marriage,
marriage choices, the duration of unions, the size of
polygamous households, marriage payments, the
amount of intergenerational transfers, the roles and
status of women, the extent of networks in which gifts
and counter-gifts take place, migrations to urban areas
or abroad, etc. Each decision is influenced by long-
standing microeconomic calculations, by changes pro-
duced by development-induced variation in economic
parameters, and by the resulting feedback effects on
the shape and pace of development.

This microeconomic interpretation is not only a 
theoretical construct. The framework is designed to be
used in an applied context and to show that change
has resulted from this type of calculation. Individual
actors’ resistance to macrolevel decisions to slow the
pace of population growth was rational; conversely,
couples have sometimes regulated births in countries
where the state was still officially hostile to such 
practices.

The microeconomic framework also seeks to be 
predictive, arguing that the world is moving toward
globalization of economic behavior and that method-
ological focus on the individual will be better suited 
to the study of poor countries as development 
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succeeds in imposing economic rationalization of
behavior.

Finally, microeconomic interpretation of behavior is
normative, aiming to rehabilitate the behavior of indi-
vidual actors. It is normative in its judgments on the
past: unlike macro voluntarism, it claims to respect
household preferences (Bauer, 1984). It is normative
for the future, to the extent that it instructs planners 
to trust in families rather than leaders at the
macrolevel to understand change. Finally, it is norma-
tive in arguing that if authorities let market signals
work (leading to a rise in prices when population
growth creates scarcity), households will adapt to 
new opportunities and new scarcities: in demography,
as in economics, the market will promote the 
convergence of the micro optimum and the macro
optimum.

Of course, these optima are Pareto optimal and do
not take a position on the existing distribution or the
demographic implications of this distribution. In addi-
tion, liberal conclusions must be nuanced to take into
account the behavior of the “lone rider,” for instance,
if a household wants to increase its progeny in a
country that is already overpopulated. Furthermore,
the market only functions if there is perfect informa-
tion with no delay, but experience shows that, for
example, environmental degradation can be well
under way, and already irreversible, before prices
reflect an increase and households take it into account
in their decisions. Even national authorities have very
long delays in information and decisions (Meadows et
al., 1977). Finally it is possible that, contrary to the
basic hypotheses of the theory, behaviors are not 
modified according to the costs and benefits of demo-
economic strategies because motivations are not
uniquely economic.

Social analyses of demoeconomic microstrategies
show that demographic decisions, and even microeco-
nomic decisions, are shaped by social norms and by
economic calculations. Development may expand the
role of calculations, but households adapt to new
opportunities in light of both the information available
to them and pre-existing social norms.

Increased resources and diversified opportunities
are sometimes put to traditional usages: modes of 
consumption are conserved while the volume of 
consumption grows; family size increases; the accu-
mulation of social capital continues to be more impor-
tant than the accumulation of economic capital, so
social capital is maintained to the detriment of eco-
nomic capital (ostentatious consumption, confusion of
business stocks with family property); transfers
increase; the number of wives increases; marriage pay-
ments rise; migration takes place in a family frame-

work; and economic investments are made in the
context of social investments. Whatever their origin
(microeconomic calculation, rational convention, 
religious or symbolic group membership), social
norms are not, at least in the short term, reassessed
with each change in economic opportunities and 
constraints.

Reciprocally, social norms are used for economic
ends and give birth to strategies largely unpredicted
by outside analysts: the accumulation of economic
capital, as much as the accumulation of social capital,
relies on social controls. Social controls facilitate the
use of tontines, the fosterage of children enrolled in
school, and the collective financing of migration. The
security provided by the exchange of transfers and
counter-transfers makes it possible to take advantage
of even fleeting economic opportunities, and strong
social sanctions against those who forget their tradi-
tional obligations ensure economic “trickle down”10

from urban residents to peasant families.
The economic application of social norms progres-

sively transforms their content. Systems of gifts and
counter-gifts become monetary, family relations are
turned into economic relations, transfers are used for
exploitative ends (notably of young people by older
people), marriages become financial transactions, and
economic benefits are extracted from political power
(both traditional and new). This “economicization”
provokes tensions over the level of transfers and
recriminations against family structures.

These changes usher in a period of demographic
and economic innovations that simultaneously modify
both economic and social relationships. The family is
particularly affected by these innovations, which
influence the extent of the family, the division of labor,
age at marriage, the roles and statuses of men and
women, the position of younger family members,
intergenerational relationships, attachment to age
grades, the evaluation of rights and obligations, the
rules of cohabitation, the location of the morning meal,
the modes of preparation of family meals, etc. These
innovations could all be described both as economic
acts effecting a rise in a globalizing economic rational-
ity and as adaptations to change by family structures
(specific to different regions and different cultures).
The result is variation in the levels of success in devel-
opment and variation in the modes of successful
development, such as the diversity of family adapta-
tions to adjustment programs (Coussy and Vallin,
1996).
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10 The trickle down hypothesis argues that any increase in
income in a country, even if it initially affects only the highest
incomes, eventually reaches low incomes. 



IV. THE INTERNATIONALIZATION OF
RELATIONS BETWEEN POPULATION

AND DEVELOPMENT

Since the origins of economic demography, it has
been recognized that international economic relations
affect the interactions between population and devel-
opment. International migrations usually result from
demographic disequilibrium (although there are
forced migrations that are nonequilibrating). The
importation of grain, according to David Ricardo
(1817), was a means of preventing population growth
from slowing development. The neoclassic economic
school described international exchanges in conform-
ity with comparative advantages as an imperfect sub-
stitute for migration. Alfred Sauvy (1966) argued that
exports made it possible for populated countries to
specialize in sectors with increasing returns. In the
Hecksher-Ohlin-Samuelson model, external trade
allowed countries that were poor in capital but rich in
labor to specialize in sectors that were labor intensive.
According to Arthur Lewis, we have seen, foreign
investments made the growth of dualist economies
possible. Finally, in the first macro demoeconomic
models, outside aid takes on the task of meeting the
needs created by population growth.

The capacity of external economic relations to
reduce the tensions created by rapid population
growth is balanced by their tendency to reduce the
effect of growth in stimulating internal supply:
decrease in food self-sufficiency, discouragement of
saving and displacement of local investors, reduction
of Boserup effects, abandonment of projects to develop
equipment materials11, etc.

Along with these possible detrimental effects, exter-
nal economic relations can have negative effects on the
international and internal distribution of income.
Dependency theorists, including Marxists, conceive of
these negative effects as part of a dynamic in which
demoeconomic problems come not from population
growth but rather from dependence on foreign coun-
tries. Dependency can reduce production and can slow
the second phase of the demographic transition by
maintaining poverty levels. Dependency-based analy-
ses have not incorporated the possibility that demo-

economic tensions can be regulated at the international
level, as in the cases of global improvements in health,
the international origins of the green revolution, the
use of agricultural exchanges to reduce food insecurity
related to climactic instability, the jump-starting of
certain national economies by migration, elevated
growth rates in countries that specialize in exports,
and the growth of employment at the global level.
However, some of the relationships revealed by
dependency analysis have become even more marked,
notably dependency on foreign capital, the power of
donors over internal policy, international competition
that lowers the remuneration of labor, and barriers to
immigration imposed by rich countries.

Currently, however, dependency-based analyses are
overshadowed by the general acceptance of the new
dynamic of the international economy: inequalities of
development among under-developed countries,
liberal globalization, erosion of borders, and financial
globalization.

The inequality of rates of economic growth has dis-
placed the image of a homogenous Third World.
Instead, there are contrasts between, on the one hand,
the Asian miracle and renewed growth in South
America and, on the other hand, the specter of mar-
ginalization in sub-Saharan Africa and South Asia and
economic regression in poor countries in transition.

Asian growth has changed views on the optimal
size of nations. The “Little Dragons” were able to
benefit from growing returns by turning to world
markets, whereas large countries such as India and
China, contrary to expectations, were braked in the
short term by their continental expanse. Open small
countries have used population density to their advan-
tage; this situation was not unexpected but served as
a counterexample to the textbook view of overpopu-
lated islands. It has often been said, notably in the
context of the theory of endogenous development, that
productivity and demographic investments in health
and education played a larger role in development
than production factors. Today, however, the debate is
being reopened.12

Asian countries have entered the second phase of
the demographic transition, which has weakened
belief in the inevitability of the Malthusian trap and
led to a resurgence in the expectation that develop-
ment will reduce birth rates. This expectation is con-
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11 In contrast, supply is stimulated when foreign relations
increase exports (the case of balanced exchange), when they intro-
duce factors complementary to labor (bringing capital to populated
countries), when they make high-cost activities competitive (agri-
cultural productivity), or when exterior aid creates an internal
demand in countries where there is a lack of effective demand. Agri-
culture in west Africa, for example, experienced negative effects of
food aid but benefited from urban demand financed in part by finan-
cial aid (and taxation on exports). 

12 On the one hand, backers of liberal reform in India cite works
blaming Indian delay on the weakness of growth in global produc-
tivity (Ahluyallah, 1991; Bhagwati, 1993–1995). On the other hand,
using the works of Alwyn Young (1995), Paul Krugman (1994) attrib-
utes the success of southeast Asia to the abundance of production
factors, which announced the end of the Asian miracle, rather than
growth in productivity.



firmed by the example of Africa, where the relatively
rich countries of southern Africa have been the first to
experience fertility decline. But other examples from
Latin America (Cosio-Zavala, 1994) and Africa show
that fertility decline can also be a result of poverty (the
Malthusianism of poverty).

The contrast between rapid economic growth and
declining fertility in Asia and countries (especially in
Africa) with low economic growth where the demo-
graphic transition has not yet advanced significantly
has led to a resurgence of 1950s-era hypotheses on the
negative effects of population growth. The world
econometric model of the “Asian miracle” (Banque
mondiale, 1993; World Bank, 1993a,b) uses a Cobb-
Douglas function that, for the reasons discussed above,
shows an inverse relationship between population
growth rates and growth of per capita income. It is
likely not a coincidence that an earlier direct study of
the correlation between the two rates (Blanchet, 1996)
now seems to indicate a negative correlation rather
than independence.

Liberal globalization has created new opportunities
for development, first recognized by Arthur Lewis,
through exports resting on foreign investments. It has
also reinforced the preference for microlevel analyses,
which are better suited for analysis of liberalized
economies and more in line with current ideology. But
globalization has liberalized international movements
of capital more than movements of people, and there
is a tendency to try to regulate population problems
by relocation rather than immigration in developed
countries, which is not the original classical optimum.
This tendency has also reactivated the idea of devel-
opment aid as a means of fighting migration, despite
limited results obtained by this method.

The erosion of borders has accelerated the interna-
tional diffusion of modes of consumption, health-
related knowledge, changes in family structures,
intergenerational relations, and ways of regulating fer-
tility—so much so, that this diffusion sometimes pre-
cedes diffusion of income levels. It has increased
transborder exchanges, both official and unofficial;
family relations and ethnic group memberships have
played an important role in these exchanges and have
sometimes been reinforced by them in return. But the
erosion has also reached more distant borders, allow-
ing the globalization of family activities: migratory
networks, financial networks, commercial activities,
and the mastery of networks of production and
exchange. Liberal globalization has often been cited as
a reason to move beyond family-based capitalism in
Europe. However, the economic efficacy of families,
notably of Chinese families, has popularized the
reliance on families in national strategies of develop-

ment and raised hopes in countries benefiting from a
diaspora, as evidenced by the Indian policy toward
nonresident Indians. The role of networks based on
identity, religious, or ethnic affiliations, which some-
times speak in terms of rupture with the global
economy, is more ambiguous.

Financial globalization has modified the conception
of capital movements driven by the disparity of 
population structures. The period 1950–1960 was 
dominated by models that established a relationship
between the population growth of poor countries and
their needs for external financing. These models were
useful for projections and for justifying international
aid, but the models proved to be less apt for describ-
ing and explaining the evolution of flows of capital
over time. It quickly became clear that the movements
of capital to poor countries were less a response to the
needs of these countries than a component of the
financial logic of the formation of savings and the allo-
cation of capital. In the 1970s, the abundance of world
liquidities increased the flow of capital toward poor
countries above their capacity of productive absorp-
tion (notably in Africa). In the 1980s, the debt crisis
reduced flows toward the south, sometimes to the
extent that transfer balances became negative. Cur-
rently, capital movements are being renewed as an
aspect of financial globalization: as a means of match-
ing excess savings in developed countries, where there
are numerous workers that have savings, and as a
means of savings deficits in emerging countries. This
process can be seen as an international extension of
life-cycle trends in savings, as, for example, pension
funds in Anglo-Saxon countries have a significant
effect on loans to emerging countries. The reason for
these loans is again demographic, but with a financial
justification substituted for a justification based on
needs. Capital flows are directed toward rapidly
developing Asian countries, not toward African coun-
tries headed toward marginalization. And the volatil-
ity of these flows has had negative effects in Mexico
and, more recently, the countries of the Association of
Southeast Asian Nations.

CONCLUSION

The relationships between population and develop-
ment in poor countries are now studied in the context
of economic dynamics that can range from rapid
growth to crisis or adjustment. International inequal-
ities in growth have created new relationships between
population and economics. These relations can only be
studied, even at the national level, by dealing with
subunits in which complementarities and conflicts
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have decisive effects on demoeconomic dynamics. In a
period of liberalization, it is logical to orient analysis
toward microanalyses (in addition to the simultaneous
study of micro- and macrolevels in calculable models
of general equilibrium). But microstrategies cannot be
reduced to traditional microeconomics; they must be
integrated with microsocial and familial relationships
that lead actors to make innovations, including inter-
national innovations, that are simultaneously both 
economic and demographic.
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INTRODUCTION

The relationships between population and environ-
ment are complex and numerous, and this area of
research has been little frequented by demographers.
In consequence, our contribution has a double objec-
tive: to take account of this complexity and diversity,
and to suggest some lines of reflection in an attempt to
understand why demographers have been so little
interested in this branch of inquiry. For this reason we
shall attempt to throw some light on the paradigms
that underlie the studies carried out in demography
and the natural sciences of the environment. By pro-
ceeding in this way, we hope to establish some guide-
lines for demographers who may wish to investigate
the relationships between population and environ-
ment. For although some choices have been made
(often implicitly), others remain to be determined and
ambiguities must be removed, above all those con-
cerning the relationship of man to nature. This
problem appears with the formulation of definitions of
environment and population that marks our entry into
the debate.

The field of population environment is very vast
and cannot be completely covered within the confines
of this chapter. We would have liked to limit ourselves
to the works published in the journals most frequently
consulted by demographers, but it is not always
apparent whether or not to label authors as demogra-
phers, and in any case, the problem would remain for
those working in collaboration with scientists from

other disciplines, especially because of the multidisci-
plinary character of the subject and the high specificity
of demography.

What Definitions of Environment?

For Yvette Veyret and Pierre Pech (1993:2), it was in
1942 that the term environnement appeared for the first
time in French geographical literature as a synonym
for milieu géographique,1 following the method of the
Anglo-Saxon authors.

Nowadays, various surveys among the general
public have shown that the word “environment” has
various meanings, depending on the social coordinates
of the respondents2 (Guérin-Pace and Collomb,
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1 According to France Guérin-Pace and Philippe Collomb
(1997:1), who trace the history of the word environnement and its pres-
ence in French dictionaries, it was in 1964 that this word appeared in
the Robert dictionary for the first time, and was defined there “as the
entire natural conditions (physical, chemical and biological) and cul-
tural (sociological) in which living organisms develop.”

2 The Populations, Espaces de vie, Environnements (Populations,
Living Spaces, Environments) survey carried out in 1992 by INED with
a sample of 5000 persons representative of the French population,
showed that “the less educated populations describe their environ-
ment in terms of its immediate proximity, the more favoured social
classes speak of the quality of life and natural equilibrium, urban
populations make reference to architecture, shops and noise, and
country people invoke their rural surroundings, fresh air and nature
on their very doorstep. For the oldest populations it is the social
environment and quality of human relationships that predominates,
and for the youngest the preservation of the natural heritage and
accessibility of unspoiled nature, the bearer of freedom and doubt-
less of hope” (Guérin-Pace and Collomb, 1997:12).



1997:12) and the activities relating to the environment
that the person concerned may be carrying out3 (Dalla
Valle et al., 2001:165).

According to the survey conducted by France
Guérin-Pace and Philippe Collomb (1997:11), “prob-
lems allied to pollution are seldom mentioned in the
responses.” Yet it is this very aspect that has been
favored by (the few) demographers who have investi-
gated the question of links between environment and
population, as will soon become apparent. We there-
fore refer here to the definition adopted by Pascal Baud
et al. (1995:226), for whom environment is now the
environment of living beings, which is both fragile and
precious and which must be preserved. But the latter
normative part of the definition (the environment
must be preserved) already contains an action
program that demographers are not inclined to follow
and constitutes the ambiguity of the connections to
nature and action that we shall discuss later.

And What Definitions of Population?

To tell the truth, the definition of population is
hardly clearer than that of environment. In the words
of Pierre Lannoy and Lionel Panafit (undated), it was
in the 18th century that population was born as a
concept that enabled the idea of a new link between
individuals and the first structures of the nation states
that (to employ the expression of Michel Foucault,
1976) controlled individuals through their “biopower.”
Demography was thus born, as were other sciences
pursuing the same aim of public control, such as crim-
inology and epidemiology.

Population is therefore a way of thinking that has
become so natural for demographers that we some-
times forget its abstract character. The same surely
applies to environment; we have already noted its
varied significance among the general public.

The Field of Research within 
Population-Environment

As stressed by Nathan Keyfitz (1996, p. 335),
demographers have shown little interest in the emer-
gence of this new field, which for want of a better term
we shall call population and environment, and have con-
tributed little to its development.

This opinion is not shared by Wolfgang Lutz, Alexia
Prskawetz, and Warren Sanderson (2002b:1) for whom
“this literature [hundreds of scientific articles and
reports] forms the groundwork for a new interdisci-
plinary field of studies that we call P-E [population
environment] analysis”. This field is constituted by a
relatively simple study question: “What are the effects
of changes in the human population on the natural
environment (P-E)? This question has a complement 
[. . .]: What are the effects of changes in the natural 
environment on the human population (E-P)?” 
(Lutz et al., 2002b:225). The only recommended
approach is therefore dynamic, and any study in the
field should, in their opinion, include some demo-
graphic forecasts of the population under review (Lutz
et al., 2002b:242).

According to these authors, the studies in this field
are either positive, “the discussion of the way things
are or will be, under certain circumstances”; or nor-
mative, “how things should be” (Lutz et al., 2002b:11).

The concept of the ecological footprint, introduced
by Mathis Wackernagel and William Rees in 1996, aims
at linking a population and environment in a syn-
chronic and nondynamic way. For a given population
living at a certain level, it involves calculating the
equivalent surface for producing the resources and
absorbing the waste required for this number of 
people at this standard of living. This concept, never-
theless, does not appear to have greatly interested
demographers.

Since the United Nations Conference on Environ-
ment and Development held in Rio in 1922, environ-
mental questions are more frequently treated in
conjunction with economic and social aspects by inte-
grating them within the framework of sustainable
development.4 To avoid overextending the field of our
review, we shall limit our study to the relations
between population and environment.
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3 According to an enquiry carried out in Belgium, where 6800
persons over the age of 16 years were questioned in 1998 within the
seventh wave of the Panel Study on Belgian Households. The
sample was representative at first of the population living in
Belgium, but the more disadvantaged households and persons 
were more difficult to follow on a year-to-year basis, and the 
representivity tends, as a consequence, to suffer.

4 The definition given to this concept in the Brundtland report
(WCED, 1987; CNUED, 1988) is worth quoting in its entirety:

Sustainable development is a development that meets the
needs of the present without compromising the ability of
future generation to meet their own needs. It contains within
it two key concepts:

The concept of “needs,” in particular the essential needs of 
the world’s poor, to which overriding priority should be
given, and

The idea of limitations imposed by the state of technology 
and social organization on the environment’s ability to 
meet present and future needs.

Even in the narrowest sense of the term, sustainable devel-
opment presupposes a regard for social equity between the
generations, a regard that must extend, quite logically, within
a same generation.



I. A REVIEW OF THE WORKS ON
POPULATION AND ENVIRONMENT

In this review of the literature, we shall try to limit
ourselves to works by (or related to) demographers
that concern the interactions between population and
environment, despite there having been fewer of them
engaged in this topic than biologists, geographers,
agronomists, climatologists, and even anthropologists
and public health doctors.

As Aïcha Ouharon (1997) stresses, with some 
exaggeration,

“the study of the population-environment relationship is
marked by two views of the world derived from two disci-
plines: Economics and Biology. Dominant economic thinking
presumes that all individuals are endowed with creativity
and perfect reasoning. Confronted by choices under the con-
straints imposed by the environment, they are presumed to
take the correct decision—they follow coherent objectives and
employ adequate means for attaining them. Progress enables
them to be masters of their destiny and to shape the envi-
ronment as it pleases them. The other view, offered by
biology, recalls that men live in close interdependence with
their natural surroundings. Man does not exist for himself,
but participates in the equilibrium of a whole system. His sur-
vival, as with that of other animal and vegetable species,
depends on an equilibrium between his actions and the
responses of the natural surroundings. Having succeeded in
removing the obstacles imposed by the environment on its
reproduction, the human species endangers the survival of
other living species, and finally perhaps its own.”

Is it because demography feels itself torn between
these two paradigms—not easily reconcilable and
divergent in the manner in which the (not perfectly
rational) individual is represented—that demographic
studies on population and environment are not
numerous? We shall return to this discussion in the fol-
lowing section, after reviewing the demographic
studies of population and environment by succes-
sively approaching the population doctrines, analyti-
cal methods, case studies, and quantitative global
studies.

1. Population Doctrines

A non-negligible part of demographic work on the
subject lies within the scope of population doctrines
synthesized by Éric Vilquin in this treatise (see Chapter
97). We shall not therefore reopen these researches
here, except to stress the proximity of “population and
resource” problems and those concerning “population
and environment,” even though the second is (or could
be) much wider.

The vast discussion opened by Nathan Keyfitz
(1996) is in line with the history of population doc-
trines and concerns the past 50 years of demographic,

development, and environmental growth. The subject
is very wide, and the Keyfitz also includes some reflec-
tions on racism and, especially, on the rights of future
generations.

Let us stress that it is not always easy to apportion
the studies and classify them among the population
doctrines or among the global quantitative studies.
Many of them are simultaneously in both groups. John
Bongaarts (1996), for example, in a quantitative work
containing details of the demographic pressure on the
supply and consumption of foodstuffs in developing
countries, concluded that demand should also be
studied, and he estimated that the best way of reduc-
ing the demand would be to reduce population growth
in the Third World.

2. Syntheses

An issue of Population Report presents the state of
research and offers numerous figures on the relation
between population and environment (Green, 1992).

Other syntheses have been compiled on this topic
for countries from the south by Évelyne Thiltgès and
Dominique Tabutin (1992); Paloma Agrasot,
Dominique Tabutin, and Évelyne Thiltgès (1994); and
Dominique Tabutin (1995). According to the latter:
“Knowledge about the relations between population
and environment is still incomplete. There is a terrible
lack of reliable data (especially on the environment)
and detailed research integrating both phenomena.
Work is based solely on the fragile and uncertain.”
(Tabutin, 1995:194–195).

Francis Gendreau, Patrick Gubry, and Jacques
Véron (1996) have also devoted work to the relations
between population and environment in developing
countries by approaching the subject from four main
angles: problems; production systems and environ-
ment; health and environment; and town, living space,
and environment.

A brief synthesis of population and environmental
problems is to be found in the article by Aïcha Ouharon
(1997). Rajendra Pachauri and Lubina Qureshi (1997)
report on a conference held on the theme of “Popula-
tion, Environment and Development.” The United
Nations Fund for Population Activities (UNFPA) cen-
tered its 2001 annual report on the relationships
between population and environmental changes
(UNFPA, 2001). Mention should also be made of the
Atlas of Population and Environment published by the
American Association for the Advancement of Science
(Harrison and Pearce, 2000), which contains numerous
statistics on population and environment.

In preparation for the World Summit on Sustainable
Development in Johannesburg (2002), the United
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Nations Environment Program (UNEP) published the
Global Environment Outlook-3, or GEO-3, in order to
take stock of the recent development in the environ-
ment, its state, and prospects from now until 2030
(UNEP, 2002). The secretary general of the United
Nations, moreover, ordered a series of reports on the
five key areas: water, health, energy, agriculture, and
biodiversity (WSSD, 2002a–e). Except where otherwise
indicated, the data found in the Appendix were taken
from the GEO-3 report.

3. Analytical Methods

As regards methodology, we would especially
mention the already cited work by Wolfgang Lutz et
al. (2002a) on analytical methods in population and
environment. The aim of the work is to “consolidate”
the field of research from a methodological point of
view while presenting a “multiplicity of methods”
(Lutz et al., 2002b:2) ranging “from highly quantitative
dynamic models to decomposition methods and
various qualitative approaches” (Lutz et al., 2002b:1).
The simulation studies presented are derived from the
PEDA (population, environment, development and agricul-
ture) model applied to various southern countries (see
the case studies under the next section), whereas the
decomposition methods are based on the equation I =
PAT, which will be examined in a following section.

4. Case Studies

A number of studies on the interactions between
population and environment are presented in the form
of case studies. We shall cite some of these, but we
acknowledge that our selection is both partial and 
unilateral.

Mary Tiffen et al. (1994), has studied the effect of
population density on soil erosion in Kenya and con-
cludes, contrary to widely held opinion, that high pop-
ulation density was helping to protect soils.

Erza Markos (1997) has described the demographic
responses to the data on the degrading of the envi-
ronment and insecurity of the food supply in the
northern regions of Ethiopia subject to drought. These
data come from a survey involving 2000 married
women, and from in-depth interviews with local offi-
cials, old people, and development agents. He has also
provided a bibliography on the demographic effects of
famines.

Véronique Petit (1997) has also combined quantita-
tive and qualitative data in her research into the rea-
soning behind the migrations of the Dogons of Sangha
(Mali), as well as on the consequences for the 
sedentary populations, in terms especially of the rela-

tions between age categories and between men and
women.

Wolgang Lutz (1994) has studied the interactions
among population, development, and environment in
Mauritius. He has mainly used simulation methods,
on the basis of the PEDA model. Together with various
collaborators, he has also carried out simulation
studies that integrate population phenomena (some-
times including the AIDS epidemic), as well as food
and environmental safety enquiries for other Third
World regions—Cape Verde (Wils, 1996), Yucatan
(Lutz et al., 2000), Botswana (Sanderson et al., 2001),
Namibia (Sanderson, Fuller et al., 2001), and 
Mozambique (Wils et al., 2001).

Various case studies relating to the Maghreb have
been carried out by Slimane Zamoun et al. (1995); others,
by Francis Gendreau and Claude Meillassoux (1991).

Overall, it appears that the majority5 of case studies
in this area (if not all) are related to countries from the
south—a characteristic that seems significant to us and
to which we shall return later.

5. Global Quantitative Studies

A review of the works published from 1990–1997 by
the Population and Development Review indicates that
the few articles that come within our sphere of inter-
est are quantitative global studies focusing on two
issues: the capacity of the Earth to feed its inhabitants
(Smil, 1991; Ehrlich et al., 1993; Dyson, 1994; Heilig,
1994; Smil, 1994; Bongaarts, 1996; Naylor et al., 1997)
and climatic warming (Smil, 1990; Bongaarts, 1992;
MacKellar et al., 1995; and, on energy: Gilland, 1995).

The first theme is linked to what biologists and
certain geographers call carrying capacity. Kingsley
Davis (1990) has clearly shown that this concept could
not be introduced as such in the study of human pop-
ulations, and Joel Cohen (1995) has also queried the
pertinence of applying the concept of carrying 
capacity used in ecology. Analyzing 26 definitions of
human carrying capacity, he observes that the concept
is far from having a universal definition and that,
despite the veneer of quantification, a good number of
published estimates of human carrying capacity
should be viewed as political instruments destined to
influence public opinion rather than as unprejudiced
analyses.

Most of the works published in the Population and
Development Review are aimed at a more precise 
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5 The interdisciplinary study: The Earth as transformed by human
action. Global and regional changes in the biosphere over the past 300 years
(Turner et al., 1990) nevertheless includes chapters on the Caucasus,
the Russian plain, the great plains of the United States, Sweden, the
Hudson basin in the United States, and Switzerland.



measurement of the relationship concerned, and some-
times they introduce concepts and variables that are
perhaps unexpected but nevertheless important in the
matter. Thus, Gerhard Heilig (1994) denounces the
oversimplified underlying model (demographic
growth implies an increased demand for food and,
consequently, an intensification in agriculture and/or
its extension, thus entailing deforestation and trans-
formations of the soil properties) and shows that many
changes in the type of soil covering can be attributed
to factors other than demographic pressure.

This theme concerning the capacity of the Earth to
feed its inhabitants also forms the basis of other
studies, and we shall cite three of these, two of which
are linked to the concept of density (maximum or not).

In a publication of the UNFPA, Norman Myers
defines maximum density as “the number of inhab-
itants that the planet can accommodate without irre-
versibly reducing its capacity for accommodating
others in the future” (FNUAP, 1991:71; UNFPA, 1991).
This definition is usable not only on a planetary scale
but also at national level. In the latter case, the UNFPA
has remarked that account must be taken of certain
reservations that may be made.

One of the areas in which this concept of maximum
density has been applied is that of food production.
The UNFPA (1991:72) cites the study by the World
Hunger Program (Chen et al., 1990), according to which
the planetary ecosystem could, in the present state of
agricultural techniques and if the share of foodstuffs
were equalized, accommodate 5500 million individu-
als under good conditions, but only if they were satis-
fied with a vegetarian diet. If they obtained 15% of
their calories from animal products, as is generally the
case in South America, the tolerable effective total
would fall to 3700 million. If they derived 25% of their
calories from animal products (as with the majority of
inhabitants in North America), the Earth could only
accommodate 2800 million human beings.

For foodstuffs, Hervé Le Bras (1994) concludes that
food production is continuing to grow at a slightly
faster rate than are populations, but that the abun-
dance and global increase conceal formidable local
inequalities and serious ecological problems that are
also localized: “soils are deteriorating in many places,
some fragile ecosystems are threatened, and poverty is
increasing on the surface of the globe. These questions
have simply nothing to do with overpopulation. They
come from political and social disorders, and unequal
distributions of the population at numerous parts of
the planet.”

Joel Cohen (1995) commented that the capacity of
the Earth to feed its inhabitants is determined partly
by processes that the natural sciences as well as the

human sciences do not satisfactorily explain, and
partly by the choices that we and our descendants still
have to make. To illustrate this point, he has studied
the problem of water. As with other natural con-
straints, the limitation associated with water interacts
strongly with human choices and time limits. Cohen
thinks, however, that estimates of human carrying
capacity may, despite their limits, serve as useful indi-
cators of the relations between humans and the Earth.
He finally considers the suggestions for future action
and concludes by offering four recommendations:
developing institutions that consider the goals of effi-
ciency and equality in a balanced way; improving the
regard for social well-being, material flows and the
consequences of each action; integrating our knowl-
edge of populations, economies, environments and
cultures; and creating a better understanding of
mutual aid, including a quantitative documentation of
the benefits derived by the rich from helping the poor
live better lives.

With reference to climatic warming and its links
with demographic growth, a critical synthesis of some
studies carried out on the subject is to be found in our
paper presented at the 22nd International Union of the
Scientific Study of Population (IUSSP) Conference
(Bartiaux and van Ypersele, 1993) and in the book by
Brian O’Neill et al. (2001), Population and Climate
Change. The studies reviewed (see Harrison, 1991; Bon-
gaarts, 1992; Lutz, 1992; MacKellar et al., 1995) are all
based on the celebrated equation (I = PAT) of Paul
Ehrlich and John Holdren (1971). According to this
equation, the influence (I) of the population (P) on the
environment (or, in this case, on c1imatic warming)
varies according to consumption (A for “affluence”)
and technology (T). The units of measurement vary
according to the problem under consideration.

A presentation of this equation and its variants and
a criticism of its bases are to be found in our own
chapter, as well as several UNFPA studies that employ
the incorrect results produced by an inadequate appli-
cation of it. Although, indeed, the influence (I) of the
population (P) on climatic warming depends not only
on consumption (A) and technology (T) but also on the
level of aggregation and therefore on the spatial scale
employed (cf. the results of Lutz, 1992). This influence
also varies according to whether the choice is to study
consumption levels per inhabitant (choice more unfa-
vorable for developed countries6) or growth, 
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6 In particular, we have calculated that between 1950 and 1990,
the increase in carbon dioxide emissions per inhabitant in the devel-
oped countries has played a more important part in the increase of
carbon dioxide emissions worldwide than has the demographic
growth of developing countries (Bartiaux and van Ypersele, 1993).



particularly demographic growth (more unfavorable
for developing countries); whether it is postindustrial
revolution (more unfavorable for developed countries)
or post-decolonization (more unfavorable for devel-
oping countries; and whether or not to include
methane data [rare] (more unfavorable for developing
countries). And then, as Landis MacKellar et al. (1995)
have added, it must be considered whether the ana-
lytical unit employed for the population is the indi-
vidual (more unfavorable for developing countries) or
the household (more unfavorable for developed coun-
tries, where the size of households is rapidly decreas-
ing7), etc. Who still believes that quantified studies are
neutral and objective?

Let us finally note the following remark by Hervé
Le Bras (1994): “the classification of developed coun-
tries according to their participation in the greenhouse
effect per inhabitant is in inverse order to the densi-
ties.” Le Bras attributes this to a negligent use of
working and living spaces in empty or new countries,
where nature appears to be less restrictive, less con-
gested, and more bountiful. Comparing the effect of
the principle causes of wastage and that of demo-
graphic growth, he concludes that demographic
growth does not play the leading role in the climatic
crisis that people wish to attribute to it.

II. WHY ARE DEMOGRAPHERS SO
LITTLE INTERESTED IN

ENVIRONMENTAL QUESTIONS?

Asking this question also involves enquiring about
the specificity of demography and about its para-
digms, while comparing them with the paradigms of
the sciences for which environment is the object of
study.

For these disciplines, we shall examine successively
the spatial and temporal scales, the envisioned links
between nature and culture, the causal or systematic
perspective, the place for research action and value
judgments, and finally the customary interdisciplinar-
ity. These aspects to be taken into consideration in
comparing demography and the environmental 
sciences are partly inspired by José Prades (1996).

1. Spatial Scales

Spatial scales in the natural sciences of the environ-
ment are varied and range from the local to the global.
They can be presented as concentric circles starting

with the environmental elements with which human
beings are in direct contact.

a. Microenvironment (Radius of about 100m)

From his immediate environment, the human being
takes the elements necessary for his metabolism, and
these basic needs have been estimated in the following
way, bearing in mind that these are average figures
and therefore variable, modifiable and modified
according to the societies: oxygen (about 0.5kg/day),
water (2 liters/day) and food (1kg/day). In addition,
every person needs to be surrounded for living by a
microclimate defined by a certain range of temperature
and humidity, as well as by acceptable levels of radia-
tion (e.g., light, ultraviolet, radioactivity, microwaves).
Toxic elements (chemical compounds and micro-
organisms) can only be present in very limited
amounts. Noise must not exceed a certain level. The
body must also be able to eliminate the gaseous, liquid,
and solid waste from its metabolism without his
immediate environment suffering. To guard against
diseases, human beings have adopted many chemical
elements from the vegetable, animal, and mineral
world. The quality of this microenvironment must be
adequate throughout life, but even more during preg-
nancy as well as the first and last years of life, when
living beings are more fragile. The standards charac-
terizing this quality are defined among others by the
World Health Organization, on the basis of epidemio-
logical studies (WHO, 2000).

The habitat and workplace are important compo-
nents of the microenvironment. Many writers have
studied the link between the health of the occupants
and the temperature and humidity prevailing inside
buildings (see Boardman, 1991), quality of the air
(Leslie and Lunau, 1992), and electromagnetic radia-
tion (Hester, 1992). Tobacco smoke is probably the
main domestic pollutant (Leuenberger, 1993). In devel-
oping countries, smoke from domestic homes is also
an important pollutant (WSSD, 2002b). Reference to
this subject can also be seen in Chapter 50.

b. Local Environment (Radius of about 10km)

In a society that is little industrialized, it is the local
environment (within a radius of some 10km around
the dwelling place) that provides food, water, and
energy (firewood), whereas in rich countries, environ-
ment is less directly involved and used more as a
source of recreational areas.

In towns, road transport and heating cause pollu-
tion, which in certain cases has immediate and serious
effects on human health. In December 1952, for
example, 4000 victims were recorded in London after

388 Bartiaux and van Ypersele

7 Decrease in the size of households reduces the economies of
scale that are possible in larger households.



a stagnant polluting fog (smog) over the town
(McNeill, 2000). Apart from industrial catastrophes,
often deadly (e.g., 3000 deaths in Bhopal, India, in
1984), chronic atmospheric pollution through certain
components, sulfur in particular, is responsible for
many attacks on human health. Reference to this
subject can also be seen in Chapter 50.

This list should also be completed by evoking the
pollution and degradation of soils, deforestation, etc.

c. Regional Environment (Radius of about 10 to 
1000km)

In developed countries, a large part of the resources
that we consume—food, water, energy, and material
goods—come from far away. The book Factor Four (von
Weiszäcker et al., 1997a,b) cites a study by the Wup-
pertal Institute for Climate, Environment and Energy
on the peregrinations of pots of strawberry yoghurt
consumed in Germany. According to this study, each
yogurt, its ingredients, and its glass pot represents an
accumulated journey totaling 3500km, to which must
be added 4500km for the materials of the suppliers.
Our solid waste is often transported on this regional
scale—not near enough to be seen daily, but not too far
on account of high transport costs.

Many environmental risks are present on a regional
scale: air pollution, acid rain, photochemical pollution
(ozone, smog), pollution of ground water, rivers, etc.

d. Global Environment (Encompassing the 
Whole Earth)

Globalization of the economy, with the effect that
goods are exchanged between widely separated
regions (exotic foods out of season; minerals, oil, gas,
or uranium transported thousands of kilometers), is
accompanied by a globalization of environmental
problems.

One of the first global environmental problems was
that of the thinning down of the stratospheric ozone
layer, consequent upon the emissions of chlorofluoro-
carbons (CFCs) used in refrigeration and aerosol can-
isters. In fact, it was only in 1985—when British
researchers published for the first time some observa-
tions that the ozone layer had lost 40% of its depth over
the Antarctic between 1977 and 1984—that human
beings became aware that in acting locally (by using a
spray in their bathroom, for example) every Earth-
dweller could affect the global environment. This
awareness led to the Vienna Convention and the 
Montreal Protocol, which have resulted in a drastic
reduction in CFC emissions. The stratospheric ozone
layer should in principle regain its normal state toward
the middle of the 21st century (UNEP, 2002).

The second global problem is that of the climatic
changes resulting from the gas emissions, principally
carbon dioxide,8 resulting in the greenhouse effect. The
most optimistic scenario for the emission of gas having
a greenhouse effect9 is world population rising to a
maximum of 8700 million in the middle of the century
and then declining; economy oriented toward eco-
nomic, social, and environmental viability (including
greater equity), evolving rapidly toward services and
a reduction in the intensity of the consumption of
energy and materials, thanks to important technologi-
cal progress. The Special Report on Emissions Scenar-
ios (SRES) B1 scenario of Nakićenović and Swart (2000)
associated with the least sensitive of the climatic
models10—the Intergovernmental Panel on Climate
Change (IPCC), a group of intergovernmental experts
on climatic issues—assembled on the initiative of the
United Nations, projects an average air temperature of
the global surface for the year 2100 that is 1.4°C higher
than in 1900, as well as a rise in the average sea level
(mainly by thermal expansion) of 9cm. At the other
extreme, with the most sensitive version of the climatic
models and the SRES A1FI scenario, characterized by
the same population development but with a very
rapid economic growth and an energy system based
on a high intensity of fossil fuel consumption
(Nakićenović and Swart, 2000), the figures are +5.6°C
and +86cm. The intermediate SRES A1B scenario,

Chapter 87/The Relationships between Population and Environment 389

8 Carbon dioxide has the property of being transparent to solar
radiation but does not afford an easy passage to the invisible
infrared rays emitted by the earth’s surface in response to heating
by the sun. It is a gas with a so-called greenhouse effect, which plays
a similar role to that of the glazing in greenhouses. If the percentage
of carbon dioxide in the atmosphere increases, the Earth can no
longer cool itself as much by infrared emissions. The heat is trapped
at surface level. The climate heats up, the seas send more water
vapor into the atmosphere, rain becomes more abundant on a global
average, and subtle equilibriums that control the planetary climates
are disturbed. In consequence, therefore, of human activities, the
percentage of carbon dioxide in the atmosphere (its concentration,
which constituted 368 parts per million in volume in the year 2000)
has augmented by 30% since the preindustrial era. The present rate
of increase is 0.4% par annum.

9 It should be noted that none of the SRES scenarios
(Nakićenović and Swart, 2000) considered by the IPCC envisaged
supplementary initiatives taken after 2000 with the specific aim of
protecting the climate, not even the work of the Kyoto Protocol. The
reduction of emissions envisaged for certain of these scenarios
resulted from other factors than those of a desire to protect the
climate, such as the concern to reduce air pollution or preserve non-
renewable resources.

10 The sensitivity of a climatic model to an increase in the con-
centration of gases with a greenhouse effect is conventionally mea-
sured by the increase in average world temperature simulated by a
doubling of the preindustrial concentration of carbon dioxide, when
the climate of the model is expected to be stabilised at a new equi-
librium temperature. This sensitivity is typically between 1.5°C and
4.5°C.



which has the same demographic base and postulates
a balance11 between the energy sources, gives +3°C and
+38cm when associated with a model of average sen-
sitivity (Houghton et al., 2001). The hydrological cycle
will also be accelerated by increased evaporation, with
increased droughts in some areas, and more floods in
others. To put these figures into perspective, it must be
borne in mind that the speed of warming will most
probably be higher than it has been at any other period
since the end of the last ice age, 10,000 years ago.

Such rapid changes in climate will have effects on
different aspects with regard to the habitability of our
planet. Thus, the rise in temperatures will cause an
increase in cardiovascular diseases during heat waves,
and an extension in the geographical area of tropical
diseases is equally to be anticipated (e.g., the possibil-
ity of malaria in Europe). Agricultural zones and
ecosystems will move, if they are able to do so. A
spatial redistribution of agriculture will take place, and
water resources will be affected. The consequences of
the rise in the average sea level will be increased flood-
ing in the coastal areas and an invasion of the under-
ground water by salt water.

The IPCC points out that the vulnerability of human
health, socioeconomic systems, and (to a lesser extent)
some ecosystems depends on economic systems and
the institutional infrastructure. This implies that vul-
nerability to climatic changes is generally higher in
developing countries, where the economic and insti-
tutional conditions are less favorable (McCarthy et al.,
2001).

In demography, the predominant spatial reference
is that of the state, and this observation is in agreement
with what was stated above concerning the birth of the
population concept and the Foucault analysis. Admin-
istrations, in particular national statistical institutions,
have set up national systems for the collection of
demographic data—mainly the civil registry, census,
and national enquiries. Most of the analytical tools
developed by demographers refer to these sources of
national data.

Environmental problems, however, know no fron-
tiers. Ulrich Beck (1992), a German sociologist and
pioneer in sociological and environmental studies,
argued that “an older industrial society, whose axial
principle was the distribution of ‘goods,’ was being
displaced by an emergent ‘risk society,’ structured, so
to speak, around the distribution of ‘bads’” 
(Szerszynski et al., 1996:2).

Demography, with its predilection for national ref-
erence, is therefore not well placed for studying envi-
ronmental questions, and it is not surprising that few
quantitative studies on the subject carried out by
demographers should be on the global scale (Bon-
gaarts, 1992; Lutz, 1992; Bartiaux and van Ypersele,
1993) or on the local or regional scale (Markos, 1997;
see also the numerous case studies collected in Les spec-
tres de Malthus by Gendreau and Meillassoux, 1991).
There are few local studies on population and envi-
ronment concerning the northern regions, and this
appears to demonstrate the reluctance of demogra-
phers to abandon the national scale for their studies on
developed countries, or the fact that the local level has
little pertinence for these countries. For John Caldwell
(1996:333), “Demography will remain a distinct disci-
pline because of its approach: [. . .] that the study
should be representative of sizeable or significant and
definable populations.” Demographers should never-
theless recall that the pertinence of the population
chosen for study does not depend solely on the data
and available analytical techniques, for the latter fre-
quently channel the problems.12

It appears to us, however, that the spatial scale is not
the only reason for the relative absence in developed
countries of regional studies on the links between pop-
ulation and environment, and that, as we shall see later
on, the relationship that demographers have estab-
lished (consciously or not) between nature and culture
also plays a part.

2. Time Scales

Environment is characterized by a great variety of
time scales. Stocks of resources provided by the envi-
ronment have often been accumulated over long
periods. Oil, for example, results from the transforma-
tion of organic matter, such as plankton, over millions
of years. The ozone layer that protects the Earth 
from an excess of harmful ultraviolet rays took almost
3000 million years to accumulate (Graedel and
Crutzen, 1993:220), but its depth diminished 
through the emissions of CFCs, gases only invented
around 1930. Soils are the outcome of very slow
erosion and a physicochemical transformation of
Earth’s crust, but it requires only a few years of ill-
conceived irrigation, for example, to make the soil
sterile through salinization.

The climate of our planet has experienced a succes-
sion of glacial and interglacial periods in the course of
the past 2 million years. The characteristic periods of
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11 Balance means that there is no excessive reliance on one par-
ticular source of energy, assuming that similar rates of improvement
apply to all technologies concerning energy supply and end use
(Nakićenović and Swart, 2000).

12 As, for example, the study of households in demography 
(Bartiaux, 1991).



these variations, associated with astronomic factors,
are 23,000, 41,000, and 100,000 years. It required 10,000
years for the 2-km-thick ice cap covering Scandinavia,
Russia, and North America to melt 20,000 years ago,
but the warming that will result in the 21st century
from the gas emissions with greenhouse effect arising
from the burning of fossil fuels will be at least 20 times
faster.

The time scale for certain factors is short (carbon
monoxide coming from badly ventilated stoves can kill
within a few hours), for others it takes tens of years
(exposure to radon, a radioactive gas arising from the
soil and from certain building materials, causes cancer
in the long term) (Lindvall, 1992).

As remarked by Jean-Paul Deléage (1991:247),
“what characterizes ecological periods is the combina-
tion of the infinitely short and extremely long, from
which has arisen the impression of very great stability
that has shaped the perception of all generations up to
the present regarding their relations with the environ-
ment surrounding them.”

In demography, the time reference for calculating
period indices is the year, which seems too rigid for
studying, for example, the influence of environmental
factors on death and fertility. Retrospective analysis is
not to be disregarded, but prospective analysis by
cohort appears more suitable. Research into epidemi-
ology and public health concerns the influence of envi-
ronmental factors13 on health and death, and it is
doubtless useful for demographers to see the extent to
which their concepts and methods are compatible with
those of demography.

In their demographic perspectives, demographers
extend their time reference up to 20, 30, or 50 years and
even longer, but then the degree of uncertainty
increases rapidly. Over recent years, long-term projec-
tions of world population have been revised down-
ward several times. For example, for 2025, the high
estimations of the United Nations projections carried
out in 1996 (8580 million earth dwellers) were much
closer the 1992 average estimate of 8500 million.

3. View of the Links between Nature 
and Culture

The question of links between environment and
society and between nature and culture is fundamen-
tal for our problem, even though it is only rarely
approached directly by demographers. Yet one can
recognize, as Jean-Guy Vaillancourt (1996) stresses for

sociology, that demography is largely anthropocentric
and functions principally according to the paradigm of
human exemptionalism, according to which “humans
are not considered as beings that are dependent on
nature in their physical activities, but rather as cultural
entities” (Vaillancourt, 1996:29–30). This is especially
valid for demography as practiced in the north, as we
have noted above with regard to the time scales.

Jean-Guy Vaillancourt (1996) has reviewed some
trends in American sociology that are opposed to this
paradigm and that adopt a contrary view by insisting
on the role of the environment in social organization
(that is to say, human ecology [close to the Chicago
school], then environmental sociology and, in the
1990s, ecosociology). These tendencies, however, are
marginal in sociology and especially in environmental
sociology, in which the “constructivist” paradigm is
dominant—environmental “problems” are nonexis-
tent, they are merely social constructions set by lobbies
(especially scientific) that have an interest in so doing
(see Hannigan, 1995). Although at least two invitations
to follow the paradigm of human ecology have been
made to demographers in two major reviews of the
discipline—Population and Development Review (Law et
al., 1992) and Population Index (Namboodiri, 1994)—it
seems that it has not been followed up and that
demographers, who have up to now hardly studied
the consequences of environmental factors for popula-
tions (E–P), at least for developed countries, continue
rather (albeit rarely) to consider the inverse relation
(P–E).

4. Causal or Systemic Perspective

This subject, which has divided certain demogra-
phers in passionate disputes, is scarcely a preoccupa-
tion in the natural sciences of the environment. Some
causal and linear relations established by certain of
them have been introduced by others into more
complex models, with retroactive effects and the inter-
vention of new processes.

No comprehensive model exists for the relationship
between population and environment, as is the case in
climatology, but the simulations of the Club of Rome
and those conducted by Wolgang Lutz at the Interna-
tional Institute for Applied Systems Analysis are
attempts in this direction. The question remains
whether the simulation models of population and
environment will provide a means of reconciling the
causalists and systematicians. Only the future will tell,
but it does seem that, irrespective of the hypothesis,
the choice of a causal or systemic perspective is not a
prerequisite for studying population–environment
relationships.
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5. Research Action and Value Judgments

This topic is more complex, because it raises the
question of the relationship between science (in this
case demography) and politics. Michel Foucault (1976)
would contend that since its origin demography has
been linked to politics and has played a role of scien-
tific legitimation, as can be maintained by comparing
the efforts (relatively weak) in theorizing mortality to
the advances in fertility.

As far as population–environment relationships are
concerned, are demographers expecting a (possible)
demand for a policy? Do they wish to participate in the
management of the environment (just as certain
demographers contribute to the town and country
planning territory)? Do demographers, for example,
wish to participate in quantifying the responsibilities
between the north and south concerning the increase
in greenhouse gases? Judging by some of the publica-
tions issued by demographers on the subject, the
answer appears to be in the affirmative. The political
implications of this are evident.

Can demographers participate in the management
of the environment in a neutral way, without value
judgments or ideological prejudices? Certain studies
cited above appear to indicate the negative, and it is
necessary to remain vigilant.

This idea that science must clarify political choices
is, as Pierre Hamel (1996) has shown, inherited from
the “Enlightenment” tradition and a component of
modernity. But human behavior is not always pre-
dictable by the human sciences (as demographers well
know), and philosophers and sociologists are telling us
that we have entered the postmodern era. What then
will be the role of science (and of demography) for
studying the environment?

6. Interdisciplinarity

Study of the relations between population and envi-
ronment necessarily requires interdisciplinarity, asso-
ciating researchers from the social sciences with those
from the natural sciences. Marcel Jollivet (1992) has
termed those engaged in the interdisciplinary study of
the relationships between nature and society “frontier
runners,” and has analyzed the theoretical and
methodological question that surround these efforts.

Brigitte Dumas (1996), has defined interdisciplinar-
ity (in relation to environment) as being “a combined
employment of some disciplines, entailing reciprocal
transformations in each of them.” If this definition is
accepted, then demography, with its blurred outlines,
is closer to interdisciplinarity than are other social sci-
ences such as social psychology, which has a more

rigid theoretical framework and a well-standardized
method.

Another advantage of demography for working on
the relations between population and environment is
doubtless its quantification and measurement equip-
ment, highly esteemed by the natural sciences of the
environment. It was indeed a demographer, Wolfgang
Lutz, who was responsible for showing the risk of
errors inherent in the celebrated equation (I = PAT) in
the population–environment field, and this is very
important.

But beyond quantification, demographers know,
especially through their experience in the area of
family planning, that values and modes of social
organization have to be taken into account, in order
avoid failure.

CONCLUSION

When they are interested in the interactions
between environment and societies, environmental
specialists from the natural sciences very often have a
simplistic view of demographic phenomena. Little
inclined to question the parameters A (for affluence,,
i.e., the level of consumption) and T (technology) of the
equation I = PAT, or the fact of dynamic demographic
transitions, they often have the tendency to attribute
all the ills of the Earth to the “population explosion.”
In so doing, they follow the expression introduced by
the American biologist Paul Ehrlich (a butterfly spe-
cialist), whose book The Population Bomb, which
appeared in 1968, has had an enormous and lasting
repercussion.

In collaborating more with these researchers,
demographers could doubtless show how their own
knowledge enables a better understanding of the com-
plexity of the interactions between population and
environment.

Although, up to the present, demographers have
little studied the influence of population(s) on envi-
ronment, and even less that of environment on popu-
lation(s), it seems to us that they could give these
questions more consideration were they to reconsider
their spatial scales, especially if they were prepared to
abandon the paradigm of human exemptionalism (and
not only for southern countries). In so doing, demog-
raphers could adopt the tradition of case studies and
other monographs, or of demographic doctrines, by
clarifying their value judgments and by being vigilant
about the normative presumptions that guide their
work.

The relations and interactions between population
and environment are many and often call for 
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collaboration with other disciplines (e.g., medicine for
studying the effects of an heat wave; economics for
studying energy consumption). Research into more
sustainable development models (WCED, 1987;
CNUED, 1988) in both the north and the south widens
the context in which these studies are made. In this
area, as in others, demographers will increasingly call
for interdisciplinary study.

They will also have to (continue to) keep their dis-
tance from the economic paradigm of action (the indi-
vidual acts rationally and the market controls supply
and demand, including nonrenewable resources),
without adopting the biological paradigm uncritically
(and a concept such as carrying capacity) or even the
constructivist paradigm of the sociologists. Is this a dif-
ficult balance or an impossible challenge?

Acknowledgment

This chapter was translated from the French version by Ronald
Wilkins.

References

Agrasot Paloma, Tabutin Dominique, and Thiltgès Évelyne, 1994.
Les relations entre population et environnement dans les pays
du Sud: faits et théories, in: Hubert Gérard (ed.), Intégrer popula-
tion et développement, p. 383–420. Louvain-la-Neuve, UCL, CIDEP,
Academia; Paris, L’Harmattan, CEPED, 824 p.

Bartiaux Françoise, 1991. Formation et transformations des ménages des
personnes âgées. Une analyse par ménage de différents recensements.
Louvain-la-Neuve, Academia, 256 p.

Bartiaux Françoise and van Ypersele Jean-Pascal, 1993. The role of
population growth in global warming, in: International Union for
the Scientific Study of Population [IUSSP], International Popula-
tion Conference, vol. 4, p. 33–54. Liège, Belgium, IUSSP, 384 p.

Baud Pascal, Bourgeat Serge, and Bras Catherine, 1995. Diction-
naire de géographie. Paris, Hatier, 432 p.

Beck Ulrich, 1992. Risk society: towards a new modernity. London,
Sage, 260 p.

Bongaarts John, 1992. Population growth and global warming,
Population and Development Review, vol. 18(2), p. 299–319.

Boardman Brenda, 1991. Fuel poverty: from cold homes to affordable
warmth. London, Belhaven Press, 267 p.

Bongaarts John, 1996. Population pressure and the food supply
system in the developing world, Population and Development
Review, vol. 22(3), p. 483–503.

Caldwell John C., 1996. Demography and social science, Population
Studies, vol. 50(3), p. 305–333.

Chen Robert S., Bender W. H., Kates Robert W., Messer Ellen, and
Millman Sara R., 1990. The hunger report. Providence, Brown
University World Hunger Program.

Cohen Joel E., 1995. How many people can the Earth support? New
York, Norton, 532 p.

Commission des Nations unies sur l’environnement et le développe-
ment [CNUED], 1988. Notre avenir à tous. Montréal, CNUED, Édi-
tions du Fleuve, 424 p. (Known as the Brundtland Report).

Dalla Valle Christine, Mons Johanne, Bartiaux Françoise, and
Yzerbyt Vincent, 2001. Les actions environnementales des con-
sommateurs, in: Marie-Paule Kestemont, Françoise Bartiaux,

Nadine Fraselle, and Vincent Yzerbyt (eds.), Points d’ancrage pour
une politique de développement durable: production et consommation,
p. 45–172. Brussels, Services fédéraux des Affaires scientifiques,
techniques et culturelles, 208 p.

Davis Kingsley, 1990. Population and resources: fact and interpreta-
tion, Population and Development Review, vol. 16(Suppl.), p. 1–21.

Deléage Jean-Paul, 1991. Histoire de l’écologie. Une science de l’homme
et de la nature. Paris, La Découverte, 330 p.

Dumas Brigitte, 1996. Science normale et sciences humaines: les
voies de l’interdisciplinarité pour la resolution des problèmes
environnementaux, in: Robert Tessier and Jean-Guy Vaillancourt
(eds.), La recherche sociale en environnement: nouveaux paradigmes,
p. 75–88. Montreal, Presses de l’Université de Montréal, 176 p.

Dyson Tim, 1994. Population growth and food production: recent
global and regional trends, Population and Development Review,
vol. 20(2), p. 397–411.

Ehrlich Paul R., 1968. The Population Bomb. New York, Ballantine,
201 p.

Ehrlich Paul R., Ehrlich Anne H., and Daily Gretchen C., 1993.
Food security, population, and environment, Population and
Development Review, vol. 19(1), p. 1–32.

Ehrlich Paul R. and Holdren John P., 1971. Impact of population
growth, Science, vol. 171(3977), p. 1212–1217.

Foucault Michel, 1976. Histoire de la sexualité, Vol. 1: La volonté de
savoir. Paris, Gallimard, 211 p.

Gendreau Francis, Gubry Patrick, and Véron Jacques, 1996. Popu-
lations et environnement dans les pays du Sud. Paris, Karthala and
CEPED, 308 p.

Gendreau Francis and Meillassoux Claude (eds.), 1991. Les spec-
tres de Malthus: déséquilibres alimentaires, déséquilibres démo-
graphiques. Paris, EDI, 442 p.

Gilland Bernard, 1995. World population, economic growth, and
energy demand, 1990–2100: a review of projections, Population
and Development Review, vol. 21(3), p. 507–539.

Graedel Thomas E. and Crutzen Paul J., 1993. Atmospheric 
change: an earth system perspective. New York, Freeman and Co.,
446 p.

Green Cynthia P., 1992. The environment and population growth: decade
for action. Baltimore, Johns Hopkins University, Population Infor-
mation Program, 31 p.

Guérin-Pace France and Collomb Philippe, 1997. Les Français et
l’environnement. L’enquête “Populations, espaces de vie, environ-
nements.” Paris, INED and Presses universitaires de France 255
p.

Hamel Pierre, 1996. Crise de la rationalité: le modèle de planifica-
tion rationnelle et les rapports entre connaissance et action, in:
Robert Tessier and Jean-Guy Vaillancourt (eds.), La recherche
sociale en environnement: nouveaux paradigmes, p. 61–74. Montreal,
Presses de l’Université de Montréal, 176 p.

Hannigan John A., 1995. Environmental Sociology, A Social Construc-
tionist Perspective. London: Routledge, 236 p.

Harrison Paul, 1991. Population–environment: quantifying the 
linkages. London, British Society for Population Studies, 
12 p.

Harrison Paul and Pearce Fred, 2000. AAAS Atlas of Population and
Environment. Berkeley, American Association for the Advance-
ment of Science and University of California Press, 204 p.

Hester Gordon L., 1992. Electric and magnetic fields: managing an
uncertain risk, Environment, vol. 3(1), p. 6–11.

Heilig Gerhard K., 1994. Neglected dimensions of global land-use
change: reflections and data, Population and Development Review,
vol. 20(4), p. 831–859.

Houghton John T., Ding Yihui, Griggs David J., Noguer Maria,
van der Linden Paul J., Dai Xiaosu, Maskell Kathy, and

Chapter 87/The Relationships between Population and Environment 393



Johnson Cathy A. (eds.), 2001. Climate change 2001: the scientific
basis. Cambridge, Cambridge University Press, 881 p.

Jollivet Marcel (ed.), 1992. Sciences de la nature, sciences de la société
Les passeurs de frontières. Paris, CNRS editions, 589 p.

Keyfitz, Nathan, 1996. Population growth, development and the
environment, Population Studies, vol. 50(3), p. 335–359.

Lannoy Pierre and Panafit Lionel, s.d. La population a-t-elle une date
de naissance? La démographie selon M. Foucault. Louvain-la-Neuve,
Laboratoire d’anthropologie et de sociologie, Université
catholique de Louvain, 7 p. (unpublished).

Law Babbi S., Clarke Alice L., and Lockridge Kenneth A., 1992.
Toward an ecological demography, Population and Development
Review, vol. 18(1), p. 1–33.

Le Bras Hervé, 1994. Les limites de la planète: Mythes de la nature et de
la population. Paris, Flammarion, 351 p.

Leslie George B. and Lunau Frank W. (eds.), 1992. Indoor air pol-
lution: problems and priorities. Cambridge, Cambridge Univer-
sity Press, 329 p.

Leuenberger Philippe, 1993. Le poumon de l’homme à l’interface
avec l’environnement, in: Pierre Hainard (ed.), L’homme et l’envi-
ronnement, p. 65–79. Lausanne, Payot, 104 p.

Lindvall Thomas, 1992. Radon, in: George B. Leslie and Frank W.
Lunau (eds.), Indoor air pollution: problems and priorities, p. 99–116.
Cambridge, Cambridge University Press, 329 p.

Lutz Wolfgang, 1992. Population and environment: What do we need
more urgently: better data, better models or better questions? Oxford,
Oxford University, 16 p.

Lutz Wolfgang (ed.), 1994. Population–development–environment:
understanding their interactions in Mauritius. Berlin, Springer
Verlag, 400 p.

Lutz Wolfgang, Prieto Leonel, and Sanderson Warren (eds.), 2000.
Population, development and environment on the Yucatan Peninsula:
from ancient Maya to 2030. Laxenburg, International Institute for
Applied Systems Analysis.

Lutz Wolfgang, Prieto Leonel, and Sanderson Warren, 2002a. Pop-
ulation and environment: methods of analysis, a supplement to Vol. 28:
population and development review, 251 p.

Lutz Wolfgang, Prskawetz Alexia, and Sanderson Warren, 2002b.
Introduction, Population and environment: methods of analysis, a
supplement to Vol. 28: population and development review, p. 1–21.

Lutz Wolfgang, Sanderson Warren C., and Wils Annababette 2002.
Conclusions: toward comprehensive P-E studies, population and
environment: methods of analysis, a supplement to Vol. 28, population
and development review, p. 225–250.

Mackellar F. Landis, Lutz Wolfgang, Prinz Christopher, and
Goujon Anne, 1995. Population, households, and CO2 emissions,
Population and Development Review, vol. 21(4), p. 849–865.

Markos Ezra, 1997. Demographic Responses to Ecological Degradation
and Food Insecurity. Amsterdam, Netherlands Graduate School of
Research in Demography (PDOD), 373 p.

McCarthy James J., Canziani Osvaldo F., Leary Neil A., Dokken
David J., and White Kasey S. (eds.), 2001. Climate change 2001:
impacts, adaptation & vulnerability. Cambridge, Cambridge Uni-
versity Press, 1000 p.

McNeill John, 2000. Something new under the sun: an environmental
history of the 20th century. London, Penguin, 421 p.
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APPENDIX: STATE OF THE
ENVIRONMENT AT THE BEGINNING

OF THE 21ST CENTURY

The following data are extracted from the GEO-3
(UNEP, 2002) report, except where otherwise indicated.

Twenty percent of the richest of the world popula-
tion account for 86% of the total private consumption
expenditure; consume 58% of the world’s energy (on
the basis of 5 tons of oil equivalent per person per year)
(WEHAB, 2002b), 45% of the consumption of meat and
fish, and 84% of that of paper; and possesses 87% of
the cars and 74% of the telephones.

Twenty percent of the poorest of the world popula-
tion consume less than 5% of each of the goods and
services. About 2000 million people have no access to
electricity, mainly in the rural zone (WEHAB, 2002b).

Almost one-third of the world population live in a
country that experiences moderate or high water
shortage (i.e., the consumption of water is more than
10% of the renewable resources): 1100 million people
have no access to drinking water, 2400 million have no
access to sanitary installations, and 2200 million

people die every year of diarrhea allied to the quality
of the water.

Sewers constitute the most important source in
volume of contamination of marine and coastal waters.
Contributions of nitrogen and agricultural fertilizers
from the sewers provoke outbreaks of eutrofication or
explosive growth of toxic algae. The total volume of
fishing is decreasing. The principal danger to the
coastal environment is the direct physical destruction
of the habitats. The latter is one of the main factors that
bear down on coral, 58% of which are regarded as
being threatened.

Nearly 2000 million hectares (mha), that is, about
15% of the continental surface, have been degraded by
human activities (overgrazing, 35%; deforestation,
30%; agricultural activities, 27%; overexploitation of
vegetation, 7%; industrial activities, 1%).

The net loss of afforested surface is 9.4mha a year.
Natural forests are losing about 16mha per year, of which
15mha are in tropical areas. About 70% of the deforesta-
tion has taken place in order to extend agriculture.

Biodiversity is decreasing at a speed that is several
times higher than the historic rate. 24% of the mammal
species and 12% of bird species are considered to be



threatened on a global scale. The main factors in these
changes are the degradration and loss of habitats
(linked to agricultural development, exploitation of
forests, construction of dams, mining activity and
urbanization), climatic changes, pollution, nonsustain-
able exploitation of natural resources, and the intro-
duction of exotic species.

Air pollution, both external and internal, is consid-
ered to be responsible for 5% of global morbidity. Air
pollution aggravates (and perhaps causes) asthma and
other respiratory allergic diseases. Almost 2 million
people in developing countries die every year owing to
exposure to the ultrafine particles of smoke from
domestic biomass fires in dwellings. A third of the
world’s population depends on traditional fuels (wood,
dung, and agricultural waste) to ensure their daily
needs for heating and cooking (WEHAB, 2002b). The
burning of fossil fuels is at the origin of emissions of
sulphur components that cause acid rain and deposits.
These emissions are rapidly declining in developed
countries but are rapidly increasing in the Asia–Pacific
region. Nitrogen oxide emissions lead to the formation
of ozone in the lower atmosphere (where it is a pollu-
tant that attacks both the lungs and vegetation).

Persistant organic pollutants, such as pesticides,
which are chemically stable, are carried by the 

atmosphere over very long distances and accumulate
particularly in the polar regions. They contaminate the
food chain there and are to be found in animal fat,
which constitutes a risk both for human health and the
ecosystems.

The ozone layer in the stratosphere, which protects
living organisms from an excess of ultraviolet radia-
tion, has been reduced above the polar regions by chlo-
rofluorocarbon gases (CFCs) used especially in
refrigeration. Following the measures taken to pro-
gressively ban the production of CFC, the ozone layer
in the stratosphere should recover its former state
within some decades from now.

Because of the massive burning of fossil fuels, the
concentration of carbon dioxide is 30% higher than its
preindustrial value. The average global surface 
temperature has increased by 0.6°C during the 
20th century. More than half the warming observed
over the last 50 years is owing to the increase in the
gases with greenhouse effect of human origin, of
which carbon dioxide is the most important. Most of
the rise in average sea levels observed in the 20th
century (10 to 20cm) is probably linked to the increase
in temperature. The first consequences of these cli-
matic changes for certain fragile ecosystems have been
observed.
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P A R T  

II

THE POPULATION IN ITS
BIOLOGICAL, ECONOMIC, SOCIAL

AND CULTURAL SETTING

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

The determinants of change in demographic behavior were extensively discussed in
Volumes I and II, and its consequences were more succinctly examined in Section II,
Part I of this volume. Part II will now examine a set of relationships between popula-
tion dynamics and various aspects of the biological, economic, social and cultural set-
tings in which they take place; here it is more a matter of interactions than clear-cut
causal relations. These contextual factors deserve demographers’ consideration both in
themselves and with a view to understanding their reciprocal influences. Here again,
we have not attempted an exhaustive examination. That would be particularly futile
since many fields that could be examined are virtually unexplored, and methods for
studying others are still in their infancy. Our aim, once again, is simply to illustrate the
range of possible approaches and to suggest some avenues for reflection.

As was said in Volume I, the basic principle of demographic analysis is to consider
the population as a collection of individuals with no particular feature other than their
membership of whatever category is selected for analysis. But we have also repeatedly
pointed out that this is too reductionist a principle to enable us to grasp all aspects of
the reality. It is sometimes even useful to take the opposite approach. Putting the indi-
vidual at the center, we can obtain a more practical view of his or her development in
time and space within the population(s) in which he or she is born, lives, moves, and
dies. This is Paolo De Sandre’s approach in Chapter 88, “From the Life Cycle to Life
Paths and to Life Transitions.”

A similar but more specific approach is to consider the way an individual’s habitual
environment changes as a result of the demographic transition. In Chapter 89, for
example, Alain Monnier and Sophie Pennec describe how, at different stages of the 
transition, an individual (Ego) undergoes changes in “Experiencing Death.”



The next two chapters examine households and families, the basic social units that
structure all human populations and deserve the demographer’s consideration for
several reasons. They are the units of observation through which individuals can be
approached to count a population or monitor change. They are also the units within
which many economic and social decisions are formed and taken, and they can them-
selves sometimes be considered as elements of a statistical universe to which demo-
graphic analysis methods can be applied. They are also prime locations for new
demographic behaviors to emerge or traditional behaviours to be conserved. Chapter
90, by Marc Pilon, sets out some general points and gives a practical illustration based
on the experience of developing countries. In Chapter 91, Nico Keilman addresses the
same question for developed countries.

But although the family (or household) is the basic unit of the social fabric, it is only
one element. Four chapters examine different factors, all of which greatly transcend the
individual and the family, and which are all more or less closely connected with pop-
ulation dynamics. In Chapter 92, François Héran addresses “Social Mobility, Then and
Now”; in Chapter 93, Antonella Pinnelli reviews the relatively recent knowledge of rela-
tions between “Gender and Demography”; in Chapter 94, Giuseppe Gesano addresses
the complex relationship between “Economic Activity and Demographic Behaviors”; in
Chapter 95, Jean-Louis Rallu, Victor Piché and Patrick Simon discuss “Demography and
Ethnicity: An Ambiguous Relationship.”

To round off, referring back to the first chapter of this volume dealing with the
genetic consequences of demographic change, in Chapter 96 Enzo Lucchetti and Alberto
Soliani give a more general overview of the relationship between “Genetics and 
Demography.”
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INTRODUCTION

Classical demographic analysis is characterized by
a macrosocial approach based essentially on officially
exhaustive data (censuses, vital statistics, registration of
changes of residence). To investigate the mechanisms
by which populations evolve, priority was given to the
exploration of differences in behaviors, beginning with
specific events (births, deaths, migration) and continu-
ing with essential prior states (assumed to be closely
correlated with or causally linked with the events). But
causal analysis may also rely, in changing the per-
spective, on observation of populations (or subpopu-
lations) that are susceptible to experience (or not) these
events, in following the principal biographic elements in
the context of the temporal and spatial relationships that
individuals maintain among themselves and with their life
environment. This approach is essentially based on
exploitation of retrospective or prospective sample
surveys, which, based on detailed questionnaires, are
much richer sources of information than are the
exhaustive sources.

The aim of this chapter is to lay out a sort of inven-
tory of points of contact (at the level of concepts, of in-
formation to collect, of methods of analysis) between a
microdemographic approach (that of the life cycle 
or life paths) and the macrodemographic approach.
Hence, without claiming to be exhaustive, I will
present a cross-sectional overview, with a number 
of elements in common with other chapters of this
treatise.

We begin with the following empirical observation.
In interaction with the radical evolution of population
dynamics that has taken place in Western societies
during the past 2 centuries, there have been important
structural changes in the stages of an individual’s life, very
easily perceptible and still far from having produced all
of their effects in the areas of life style, culture, or the
economy. To have a broad knowledge of such radical
transformations, it is sufficient to follow the evolution at
the macrosocial level of a few key demographic vari-
ables. But to get to the heart of things, longitudinal obser-
vation of individuals and an in-depth analysis of the
systems in which they live are required. Paradigms 
and conceptual categories need to be rethought 
and methodological approaches renewed, in order to
combine, in an integrated and interdisciplinary manner,
state characteristics, events, and individual behaviors,
as well as the interactions among the individual paths
and the contexts within which they unfold. From this
last perspective, one should not lose sight that the con-
tribution of demographic variables to the transforma-
tion of the society takes place in an historical context of
economic and social changes: from the industrial revolu-
tion to postindustrialism (Coale and Watkins, 1986;
Chesnais, 1986; Chasteland and Chesnais, 1997).

The chapter is divided into two parts, the first
dealing with the empirical description of the life paths
and the second presenting the methodological orien-
tation appropriate for the study of these paths. After
the first two sections devoted to changes in the nature
of the different ages of life under the effect of the

C H A P T E R  

88

From the Life Cycle to Life Paths 
and to Life Transitions

PAOLO DE SANDRE
Dipartimento di Scienze Statistiche, Università di Padova, Padova, Italy

399DEMOGRAPHY: ANALYSIS AND SYNTHESIS
Copyright © 2006, Elsevier Inc. 

All rights of reproduction in any form reserved.



demographic transition and to certain consequences of
this transformation of the life cycle that can lead to
policy interventions, I will address several method-
ological aspects concerning the observation and analy-
sis of life paths, including systems for collecting
dynamic information and the opportunity to use 
multidimensional transition models that link up life
trajectories and explanatory variables.

I. DEMOGRAPHIC REGIME AND
STRUCTURAL EVOLUTION OF 

THE AGES OF LIFE

In thinking about the past 2 centuries or even, for
the Mediterranean countries, the past 100 years (cor-
responding to from seven to three intergenerational
intervals, respectively), one is struck by a certain
number of major changes in the conditions of life
linked to the evolution of the demographic regime and
to that of the resulting population structures.

In the pretransitional regime with high mortality
and high fertility (until the end of the 18th century for
France and until the end of the 19th for Italy), the rules
of population renewal were such that, from its birth
until the mean age of childbearing, a cohort of women
was reduced by half. The women who survived
married, on average, at around age 20 years, and
managed to give birth to 6 children before becoming
infertile at around age 38 years, an age by which they
had only about 20 years to live (80% became widows
by age 50) (Livi Bacci, 1978).

In the current Western regime with low mortality
and low fertility, nearly all women survive to the ages
at which fertility is highest. On average, a woman only
gives birth to less than two children. The mean age of
first marriage of women has risen to 26 or 27 years
(sometimes more), and although births are infrequent,
they are also delayed. Conversely, at age 35 a woman’s
childbearing is 90% complete and her remaining life
expectancy exceeds 45 years. Widowhood at adult ages
has become quite rare, owing to improvement in 
the survival of the two sexes. However, voluntary dis-
ruptions of unions have become much more com-
mon (especially in the non-Mediterranean countries)
(Véron, 1993, AIDELF, 2002).

The structural changes of the life paths underlying
these transformations affect all of the traditional age
groups.

1. Childhood

Childhood no longer represents a wager against
death: to have a child born has become an irreversible

choice, almost certainly durable over time. Although
when mortality was very high more than one-third of
newborns died before their fifth birthday, it is today
only the case for one child in 100. Direct family and
social investments in raising and educating children
have become absolute and costly imperatives; at the
same time, for the parents (and especially the mother),
the opportunities they must forgo to confront these
investment costs increase (in terms of employment and
of different uses of time and money). Today, in certain
countries of southern Europe (but also of central
Europe and the ex-Soviet Union), the model of the only
child is even gaining ground, alongside the two-child
model, with profound changes in the ways of raising
and socializing young children.

2. The Passage to Adulthood

Adolescence is extended to a youth who increasingly
encroaches onto adulthood. With the passage from
nearly direct access to the world of work at the time of
preadolescence—typical of agricultural societies—to
the obligatory schooling for all (most often to age 16,
legally, but in reality up to the threshold of adulthood
for most youth), which is characteristic of industrial
societies, there has been a radical change in the social
image of adolescents and of youth (INED, 1982, 1983).
The increased educational investment seeks and often
succeeds in guaranteeing upward socioeconomic
mobility.

However, between the Scandinavian countries and
the Mediterranean countries (two extreme situations),
enormous differences exist in the forms of passage to
adulthood. In the Scandinavian countries, the departure
from the family of origin is traditionally early, with the
formation of a family unit or of an own neolocal house-
hold (with an independent dwelling unit, whether
living alone, as a married couple, or cohabiting). Entry
into the world of work is likewise early, sometimes
with study and work combined. All of this takes place
in the context of an overall social insurance and public
support system that contributes to maintaining this
kind of behavior. In Mediterranean countries, by con-
trast, departure from the family is traditionally late; it
still takes place almost exclusively for reasons of mar-
riage, especially for women, and without any impor-
tant public support (Corijn and Klijzing, 2001). The
fertility and family surveys of the comparative Euro-
pean program Fertility and Family Surveys (UN-ECE,
1996–2001) have recently provided an overview of
these differences: in Sweden in 1992–1993, only 8.4%
of women age 23 were living with their parents,
whereas in Italy in 1995–1996, 86.8% of women aged
20 to 24 still resided in their family of origin.
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Nevertheless, in all Western countries, we have
recently seen a general slowdown in the departure of
youth from their families. Multiple factors seem to be
at work in favor of a growing diffusion of the practice
of staying in the family of origin for an extended
period: (1) the reduction in the size of family units,
which tends to maintain stronger centripetal cohesion
between the parents (or the single parent) and the only
child or only the two children (in contrast with large
families); (2) the lengthening of periods spent as a
student and the growing complexity of the connection
between schooling and the evolving economic system
and, furthermore, the difficulties of access in the labor
market (more precarious prospects for getting es-
tablished, less professional stability, stagnation of
careers); (3) the tendency to delay marriage, whether
because of new freedom to live affective and sexual
experiences outside of traditional conjugal forms or
the growing practice of nonmarital cohabitation; and
(4) the emergence among the young of new needs that
often cannot be satisfied by their own resources and
are better covered by the economies of scale that can
be realized within the family of origin. These are thus
factors that accompany a more complex and more con-
flicted passage to the autonomy and the responsibilities 
of adulthood. At the same time that it is necessity to
rethink what is meant by old age, because of demo-
graphic aging, and where a new schema of taking into
account social, health, and economic aspects of the top
part of the population pyramid is being laid out, it
appears to be essential to not ignore the extension of the
ages of youth nor the disquieting difficulties of the
passage to adult autonomy, and to not penalize social
investments in favor of youth (Cheal, 1983; Coale,
1987). The indeterminacy and precariousness of 
social norms concerning the transition to adulthood
(Galland, 1984; Bozon and Villeneuve-Gokalp, 1994),
which affect youth beyond simple short-term eco-
nomic pressures, require a more precise knowledge
and the definition of new equilibria in the rules of inter-
generational transmission of material and nonmaterial
resources, the old rules no longer being supported or
legitimized by traditional demographic structures
(Sgritta, 1995).

3. Adults

But adulthood is itself expanding and changing. At
ages 60 to 65 years, can a person in good health and
with 20 years of remaining life expectancy be consid-
ered as old? The high proportions of individuals in a
cohort who attain this age in good economic and
health conditions produce a new social stratum with
its own expectations, an important capacity for con-

sumption and investment, and non-negligible political
power. But what has undoubtedly most completely
changed the lives of women, in both timing and content,
is the change in ages of procreation. Although the dura-
tion of their lives is getting longer, women have seen
births reduced in number and concentrated within a
shorter age interval, considerably reducing the portion
of their lives devoted to reproduction and liberating
them earlier from the direct obligations of child care.
Assuming that these obligations last up to the end of
adolescence of the last-born, about 60% of the remain-
ing life after marriage (as opposed to 20% in the pre-
transition regime) can thus be devoted to other
activities. This is a new condition, which has made pos-
sible the massive presence of women in the labor
market and has given women more continuity in their
careers (conforming better to growing expectations in
this area). More generally, this evolution has also given
women a different bargaining power between the sexes in
all domains, from access to education (new generations
of women tend to have more schooling than men) and
in decisions regarding reproduction (including decision
on contraceptive means to use, on recourse to induced
abortion, on access to assisted fertility), and the house-
hold. The emancipating pressure experienced by
women is so strong that it becomes difficult to reconcile
maternal and professional roles without first experiencing
a revision of the economic system regarding work (flexibil-
ity of paid work time and of forms of support and of
social and health services for mothers of small chil-
dren), and without also asking men for greater flexibil-
ity on these same subjects and particularly a more
equitable distribution of family tasks.

If the new reproductive paths offer new opportuni-
ties in life for women, the ways in which they are
managed (control of all of the process of reproduction;
segmentation of the stages of the reproductive process,
which will be discussed again below) have also re-
quired profound cultural transformations that lead to
the multiplication of models of sexual and conjugal
behavior. Figure 88–1 reproduces a classical synthesis
(Bongaarts, 1982) of the importance of the evolution of
the principal intermediate variables in the change of
potential fertility and in the lowering of effective fer-
tility that marks the passage from traditional socio-
economic contexts (level 6) to increasingly developed
contexts (level 1).

4. Older Ages: Displacement of the Social
Barycenter to Old Age

The aging of populations is well on its way to
becoming the most visible and striking aspect overall
of the demographic transition, whether it flows from
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the scarcity of births, which now tend to be below the
replacement level and correspondingly reduce the
base of the population pyramid, or the spectacular
increases in life expectancy being realized at older and older
ages. Before the transition, when mortality was high,
only 20% of a generation reached age 65; with current
survival conditions, it is now the case for nearly 90%.
Life expectancy at birth has gone from 35 years, at the
beginning of the transition, to 65 years, 50 years ago,
and then to 75, 80, or higher (with differences by sex)
at present. Just the effect of this prolongation of life, by
itself, would have resulted in a demographic transition
with more than a doubling of the population. More-
over, the number of people over age 60 has increased
because of the prolongation of life and the growing
concentration of deaths around the modal age at death
(today close to 80). The socioeconomic level of the elderly
has improved from one generation to the next, under
the effect of the accumulation of human capital invest-
ments realized since the middle of the 20th century. At
older ages health deteriorates, but the severe loss of
autonomy only becomes important after age 70, becom-
ing even more so after age 80. In France, for example,
one-third of individuals over the latter age were esti-
mated to be suffering from a medium incapacitation
during the 1980s (Colvez and Robine, 1986). New

thresholds need to be adopted for the description of
the qualitative characteristics of the oldest age groups
(e.g., ages 65 to 74, 75 to 79, and 80 and over for the
very elderly), and a moving threshold should be used
for old age (measured by the age at which remaining
life expectancy is, e.g., 10 years), more consistent with
the actual or expected conditions of good functional
autonomy (life expectancy in good health; Fig. 88–2)
(Caselli and Egidi, 1993). The conception of old age as
a relatively brief and residual period of passive enjoy-
ment of the goods accumulated during earlier years
devoted to work and reproduction appears to be qual-
itatively obsolete and economically nonviable, in that
it weighs entirely on the reduced numbers of people
at the traditionally productive ages. The social and cul-
tural adaptation of the idea of old age, in more active
terms (Laslett, 1989), is getting started, albeit with
great resistance and a lot of uncertainty.

5. New Links Regarding 
Intergenerational Exchanges

At the same time that it has contributed to trans-
forming individual life paths, the change of demo-
graphic regime that has taken place in the course of the
transition, in the economic context of the Industrial
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Revolution, has also radically transformed inter-
generational relations among children, parents, and
grandparents.

The comparison (Fig. 88–3) between the age struc-
ture of a young, pretransitional population (sharp and
regular reduction in numbers going from the youngest
to the oldest ages) and that of a contemporary aged
population (reduced number of the youngest, growing
number of adults and elderly, sharp fall at the oldest
ages) is eloquent. The multimodal distribution of the
chain of relatives (children, parents, grandparent, great-
grandparents), separated by about 28 years (the
average interval between generations) and giving

thought to the sequence of successive links, results in
two major, inter-related observations.1

1. In traditional populations (with high fertility and
high mortality), the relatives (children, parents, and
grandparents; brothers and cousins; nephews 
and uncles), are numerous and dispersed, as regards a 
reference person, in terms of kinship groups and 
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age classes, such that they are distributed with rather
regular frequency across age groups, although rapidly
reduced by mortality. In other words, kinship groups
are numerous, especially related to young people.
Conversely, in contemporary aged populations (low
mortality, which is declining at the highest ages; low
fertility, which is sometimes still declining), reproduc-
tive experiences are much less frequent and con-
centrated on a few ages, whereas mortality hardly
eliminates individuals except at old age. The distribu-
tion of relatives is strongly concentrated around three
or four modal age values and is characterized by succes-
sive waves of children, parents, grandparents, and
great-grandparents (and relatives from parallel co-
horts), spaced by the intervals between generations.
The system of relationships within family networks is
changing: horizontal linkages (brothers and cousins)
are less frequent, vertical linkages (parents and chil-
dren, grandparents, and nephews) are more durable,
and in going from older to younger cohorts, there is a
diminution in the number of descendants and an
increase in the number of ancestors. At the same time,
the ways in which children are socialized are chang-
ing, notably because of the changes in the structure 
of families and households (which are becoming
simpler). The case of the only child, more and more
common, is quite typical: in the absence of siblings, the
child must broaden his relationships outside of the
household, with cousins (if he has any) and especially
with his adult relatives, and the child makes up for 
the absence of fraternal linkages by more friendly 
linkages. However, couples and young families find 
it more difficult to take in grandparents and 
great-grandparents.

2. In traditional populations, young cohorts are pro-
portionally much more numerous than those that gave birth
to them. The rules of intergenerational resource trans-
fers, debit–credit relationships, and material and 
nonmaterial relationships all rest on this large demo-
graphic base. First, parents transfer resources to their
young children, then these children become the inter-
mediate generation, giving back to their now-elderly
parents their filial debt accumulated in the previous
stage (when the parents provided everything neces-
sary for their children). The viability of the filial debt is
assured, from the demographic point of view, by the
reduced proportion of elderly compared with the
number of adults and by the relatively short duration
of life at higher ages and, from the economic point of
view, by the rather reduced consumption requirements
of the elderly. In current elderly populations, in con-
trast, cohorts of parents have become more numerous than
those of children, at least so long as the reduction in
annual numbers of births and improvement in sur-

vival at the highest ages continue. The changing of
demographic relationships between cohorts is aggra-
vated by the financial burden that weighs on the inter-
mediate generations, at an age and condition to work,
so as to pay the costs of assistance and retirement of
the elderly (living to be older and with much more in
the way of consumption needs than those previously,
especially with regard to health). This happens espe-
cially in the countries where redistribution by the 
state is important (as is the case in nearly all European
countries) (Esping-Andersen, 1999). In such a context,
the traditional intergenerational system of the filial 
debt becomes impossible and is fundamentally called into
question.

In any case, the exchange agreement of the pretran-
sitional demographic regime (alternating between the
filial debt accumulated by the young and then given
back to the elderly by adults) was equally valuable for
all generations in the cyclical evolution of their lives.
The current demographic change no longer allows,
with a perspective of a few generations, a guarantee to
new generations that they will recover, in old age, the
credits accumulated in the productive and reproduc-
tive phase of their lives, according to the traditional
rule. Hence, there is concern about iniquities regard-
ing intergenerational transfers. Reform of systems of
pension funds, social security, and health—widening
the subpopulation of taxpayers including raising the
retirement age and drawing on other resources beyond
wages and salaries—are among the paths to explore
urgently in order to confront the crises heralded by the
conjunction between a regressive demographic dynamic and
a new socioeconomic dynamic.2

Throughout the evolution of the rules of intergen-
erational transfer of resources, it should be desirable to
take advantage of a slowing up of the speed with
which populations age. The issue is very complex,
because it brings into play the cultural bases of collec-
tive life. This complexity can, however, be attenuated
if it is possible to simultaneously meet the needs for
investments in the young (in order to guarantee effec-
tive opportunities for education, employment, family
autonomy) and support those who take care of chil-
dren and family. In this way, some of the current obsta-
cles to establishing new conditions for transferring
material and nonmaterial resources between genera-
tions in the context of the redistributive policies of the
welfare state, may be reduced (Demeny, 1987; Sgritta,
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1995; Esping-Andersen, 1999; see also Chapter 81 of
this Volume).

6. Multiplication of the Life Paths:
Segmentation of the Conjugal and

Reproductive Processes

Beyond issues related to the evolution of longevity,
one can, from a demographic point of view, identify a
plot of the changes that were just quickly described
and that have been especially apparent during the
recent decades, in considering three principal dimen-
sions and their intersections (van de Kaa, 1987, 1988;
Roussel, 1993, 1994):

1. The growing importance attributed to the limiting
of fertility via a nearly complete mastery of the repro-
ductive process (the radical nature of this control of
fertility appears clearly in the recourse to induced
abortion, which has become largely accessible and
widespread in recent decades).

2. The priority given to the links of the couple com-
pared with other family relationships such as the
child–parent linkage, in a context of growth of
women’s economic independence. The importance of
marital agreement is so great in and of itself that its
weakening, even unilaterally, is legitimate grounds for
dissolving the couple’s union (the massive diffusion of
divorce over the course of a few decades appears to be
one of the most significant events of recent centuries,
from a social point of view [Stone, 1994]); in addition,
a couple’s bonds can increasingly be established (or re-
established, after a previous break-up) without public
contractual visibility (consensual unions).

3. The simplification and the multiplication of types
of households, with or without a family nucleus, have
become highly dependent on individual biographies.
From this point of view, the effects are strongly felt
according to the way that, concretely, individuals
realize and live the two conjugal and reproductive
processes that were just alluded to (family adjustments
after a divorce with minor children provide some
varied examples) (Condran et al., 1994; Ni’Bhrolchain
et al., 1994).

The diversification of the life paths in which conjugal
and reproductive behaviors come together and evolve
is an important phenomenon that also has method-
ological implications, notably with regard to observa-
tion (Roussel, 1980; De Sandre, 1981; Blayo, 1990).
Figures 88–4 and 88–5 show possible paths for forma-
tion and dissolution of couples, fertility, and family
building. In the pretransitional social and demo-
graphic regime, a uniform idea of marital and repro-

ductive life prevailed, characterized by biological con-
straints: couples had a precise social mandate to have
a large number of children to compensate for the high
mortality and thereby guarantee both survival of the
family and replacement of the population. The insti-
tution of marriage was strictly regulated so as to simul-
taneously ensure both the procreation function of the
parents and the social identity of the child. Within the
couple there was a hierarchy of asymmetric roles, with
a very strong obligation for women to take care of
domestic and reproductive tasks. Fertility control
sought to space births rather than to prevent them. In
recent decades, on the contrary, we’ve witnessed a
strong dissociation of ideas about marriage and reproduc-
tion. Each dimension—concerning sex, coupling,
reproduction—now follows its own path, both in
terms of cultural representation and of behaviors,
largely autonomous in relation to the others.

1. Sexuality, protected from the risk of unwanted
conception, can be seen for itself—before, within,
or outside of conjugal life.

2. The reproductive process, even when a conception
is begun, can be fully controlled also via induced
abortion; massive recourse to abortion is the 
sign, among others, of a cultural reversal in the
representation of the fetus (someone who voluntarily
has an abortion either resolves in this way a
conflict of subjective rights in favor of the mother 
or else assumes that the fetus does not have any
primary subjective rights, at least while abortion is
allowed). Moreover, in addition to contraception
and abortion, new forms of intervention on
procreation have begun to appear, such as assisted
fertility and genetic engineering.

3. The traditional conjugal model, legitimated by a
public and legal pact, progressively moved away
from its one-way and constraining pattern to give
way to a free choice that couples make based on a
private and reversible pact foreseeing a permanent
search for consensus between the partners. Failure
to achieve this consensus can lead to disruption of
the union. The frequency of disruption of legal
unions has greatly increased, as has already been
noted, and may attain more than 50% of marriage
cohorts, except in the Mediterranean countries,
where this proportion remains clearly much lower.

The interferences and interdependencies between the
particular types of management of each dimension of
the conjugal and reproductive process—combined in the
life paths—are numerous, complex, and not always
easy to explore. Such interdependencies are engen-
dered either within individual biographies or at the inter-
section between biographies of people who live together
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during certain portions of their lives (e.g., couples and
children). A good example of interdependence internal to
an individual biography can be given by the adjustments
of behaviors linked to a reduction in desired fertility,
induced not only by an actual disruption of the couple
but also by the simple sentiment of instability of the
relationship (Bumpass, 1990). With regard to the inter-
dependence between biographies, one example that can be
cited concerns the family trajectories of children of sep-
arated parents (Hofferth, 1985) or the numerous eco-
nomic woes of women with children after a divorce
(Duncan, 1984; Bianchi and Spain, 1996). For the
Western countries, recent data (including longitudinal
data) document the deterioration of the well-being of
minors involved in the union disruptions of their
parents and justify the growing attention given today
to the rights of children, even if there remains uncer-
tainty about the long-term effects (Dumon, 1994). New

consequences at the individual or collective levels may
emerge from the interdependencies between stages of life
in the difficult transition of the young toward adult
status, especially in Mediterranean countries.

All things considered, the segmentation of the conju-
gal and reproductive processes implies a profound dis-
continuity between the institutional rules and the
hierarchy that weighed uniformly and globally on
couples, marriages, sexuality, conception, and birth
(and extended throughout the life cycle) and the emer-
gence of new rules. Their elaboration resides in the sense
that one gives (at every moment) to each of the dimensions
of the process and in the protagonists’ ability to negotiate
each of them (on the theme of the rights to formulate
and safeguard as opposed to the duties to fulfill, and
also on the capacity of individual control as opposed
to being subject to social control, etc.). All of this
evolves in a context of expanding social tolerance for
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different ideas that can lead to previously-stigmatized
behaviors.

Such rules, which accompany other, more tradi-
tional ones and which don’t only follow rational crite-
ria of utilitarian calculation,3 seem (1) to legitimate the
removal not only of the material obstacles arising
during an individual’s life but also the interpersonal
agreements (with the emblematical cases of recourse to
divorce and to abortion); (2) to give priority to
reversible choices, circumscribed in time and in their
consequences; and also (3) irreversible choices, if in
themselves they open new spaces of autonomy and
opportunity. Whatever the causes of the differentiation
of the paths and their rules, the fact is that the possible
paths are multiplying, under the effect of different com-
binations of solutions concretely adopted, during their
lives, in the domains of sexual experiences, the couple
and reproduction.

Thorough investigation of the dynamics of marital
life (or better, of life in a couple), reproductive life,
family life, and linkages between generations should
evidently account for the profound modifications of
behaviors and attitudes, which in turn alter their
empirical expressions in quantity, quality, and social
meaning.

II. CONSEQUENCES OF CHANGES 
OF THE LIFE PATHS AND 
POLICY IMPLICATIONS

The structural changes of the components of demo-
graphic dynamics and how the population renews
itself, the new disequilibria between young and adult
generations, are so profound, new, and massively dif-
fused that not only do they influence the persons
directly involved, in changing life styles, but they
weigh even more on the evolution of social and economic
rules and of the agreement between generations, on the basis
of which this renewal is itself managed (notably in terms
of care and functions of old-age security and assis-
tance) (Davis et al., 1987). In this context of change, the
evolution of the rules happens because of the initiative
of individuals who experience the changes and because
of the collectivity (market, system of relationships,
culture) and the public sector. New norms must be 
set forth regarding individual and social rights that
require resources to be effective; the distribution of
financial means must be modified, and services need
to be reallocated to take account of the precarious eco-
nomic conditions in which certain segments of the

population—as a function of age, sex, family type, or
number of children—are found. We must react to the
perverse effects of aging of the age structure, for which
the barycenter is made fragile by the decreasing share
of the labor force in the population; the criteria for
actions to equalize individual chances need to be
revised. This entails important efforts that need to be
innovative and that involve delays and lead to more
or less coherent successive adjustments. To a great
degree, this entails a posteriori adjustments, taking into
account demographic modifications; sometimes inter-
ventions are explicitly decided on in the goal of con-
fronting demographic changes. One must, therefore,
evaluate the economic impact of certain demographic
changes and notably their consequences for public
finances (as well as the expected effects of interven-
tions seeking to modify demographic trends by influ-
encing fertility, health, migration).

As a simple example, let us quickly emphasize the
most current aspects of policy attention to the changes
in this domain, a few interventions and international
orientations, notably of the European Union, during
the 1990s.4

1. The year 1993 was dedicated to the elderly and to
solidarity between generations (CCE, 1994). In the 
context of maintaining the European social model
(which gives more emphasis than do others to state
intervention in favor of equalizing opportunities 
and addressing the struggle against social exclusion
and poverty), it is noted that aging of the population
requires improvement in the role and contribution 
of working retirees, that some form of insurance be
provided for long-term care for dependent persons,
and that old-age security systems be made more ade-
quate. An observatory of aging and of the elderly was thus
set up.

2. Since 1989, an observatory, renamed in 1999 the
European Observatory on Family Matters, has also
dealt, at the community level, with national family poli-
cies. Pertinent national policies assume a collective
engagement (most often not systematic as the Euro-
pean Union would like) for increasing the value
attached to families, which are essential social re-
sources although partially compromised by difficult
situations. In fact, households and families, in evolv-
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3 On the different types of logic of rational behavior, see Micheli
(1995).

4 For an extension of the context to international policies, see
Finkle and McIntosh (2002); Harbison and Robinson (2002); and,
with regard specifically to fertility, Ofosu (1995). The subject of
public policy seeking to adapt to changes in the life paths or to try
and modify the demographic basis of these changes merits special
and expanded attention, which is the principal focus of volume VII
of the treatise. The stage of socioeconomic development here takes
on crucial importance.



ing, have had to take on themselves numerous
burdens, especially concerning the consequences of
divorces (single-parent families, children with prob-
lems), women’s disadvantaged situations (women with
children in poverty, women without sufficient re-
sources), and the precarious positions of persons asking for
support and care. The measures proposed and adopted,
in a very diversified manner and with variable inten-
sity (Dumon, 1994), essentially deal with direct
support for individuals so that their family may satisfy
its own needs (e.g., support for the costs of minor chil-
dren; facilitating women’s work, especially for single
mothers; forms of reconciling work and fertility; light-
ening of the burden of care, including health care). Ini-
tiatives are often public, but the growing difficulty of
managing the welfare state requires solicitation of
market services and voluntary associations. Special
attention is paid to policy programs that can promote
equal opportunity between women and men (CCE,
1994).5 Interventions seeking to reduce the costs of chil-
dren for the family and to reconcile work of mothers
(and fathers) and care of children become more wide-
spread as the number of births diminishes to well
beneath the level of fertility necessary for replacement.

3. The absolute priority of the 1995–1997 community
social action program was employment. In fact, this pri-
ority seeks not only to respond to the effects of the
competition resulting from globalization of the eco-
nomy and to the fact that technological innovations
tend to reduce employment (reasons why one must
promote employment creation), but also to facilitate the
access of the young to the labor market thanks to new train-
ing programs and the immediate and future (perma-
nent) improvement of the skills of those who work
(EC, 1995). It would thus be possible that such a
program could counter the current tendency of the
young to prolong their stay in the family of origin and
to delay their entry into a couple.6

III. OBSERVATION AND ANALYSIS OF
THE LIFE PATHS (TOWARD AN

INTEGRATED APPROACH)

This rapid proposed synthesis on the upsetting of
the equilibria among age groups and the diversifica-
tion of the life itineraries that characterize the replace-
ment of Western generations (adorned by several notes
on the interaction among socioeconomic components
and on the asked-for policy adjustments) is based on
solid and shared evidence. Emerging microdemo-
graphic knowledge integrates the macrodemographic
background and context. It stems from conceptual
research frameworks and modes of observation and
analysis that add themselves to the macrodemo-
graphic approach (see Chapter 23 of Volume I), with
convergent goals. How does one arrive at this knowl-
edge? Can classical demographic methods be devel-
oped as a function of this type of observation? Some
replies will be given in what follows, with emphasis
on three aspects of microdemographic research: con-
ceptual frameworks concerning (1) the individual life
paths; (2) the spatial, temporal, social, and historical
contexts in which they develop; and (3) appropriate
methods of data collection and analysis.

The idea of distinguishing the different ages of life
is rather old in the human sciences, whether it involves
biomedicine (which extends from neonatology to aux-
ology and to gerontology), psychology (which makes
distinctions according to the stages of individual
development), anthropology and sociology (which
study the norms, roles, and forms of stratification by
age), etc. The study of the evolution of generations or
of intergenerational relationships has notably been the
source of remarkable contributions in biodemography
(from the description of mortality and fertility by age
to measures of the intrinsic dynamics of the resulting
generations) and in sociology (analysis of social mobil-
ity in comparing the social positions of parents and
children or in following the evolution of their status so
as to compare them in successive eras). A new step has,
however, been taken recently with the thorough analy-
sis of biographies. Since World War II and especially
since the 1960s, scientific debates have developed
between neighboring disciplines; useful field research
has emerged, which has increasingly emphasized the
importance of a longitudinal perspective, of analysis
by generations or actual cohorts, at first from aggregated
data and then in going more deeply (since the 1970s)
into knowledge and analysis on the life paths, notably
thanks to use of micro (individual) data with re-
trospective reconstructions, prospective locating of
events, and development of specific methods of analy-
sis (Elder, 1985; Courgeau and Lelièvre, 1989; 

408 De Sandre

5 See also the specific contributions published on France,
Hungary, and Sweden (Golini et al., 1991) and the papers presented
at the Bologne Colloque on France (Chauviere, 1994), Germany
(Ostner, 1994), England (Bradshaw, 1994), the United States 
(Kamerman, 1994), and Italy (Saraceno, 1994).

6 To complete the information on the orientations of the 
European Union and the countries that constitute it, as well as 
to bring it up to date, it is useful to consult the European 
Union’s Web sites: for society, demography, and family, 
see www.europa.eu.int/comm/employment_social/eoss/index-eu.html; for
social security and social integration, www.europa.eu.int/
comm/employment_social/missoc_info_eu.htm. One can also refer to the
White Book on Youth (2000) and to the 2000–2006 program of action
associated with it, as well as to Social Policy in Europe (2000), which
gives particular attention to employment (which remains an
absolute priority), to the problems of immigration, to equality
between men and women, to social security, to the funding of
retirees, to social integration, and to health.



Magnusson et al., 1990; Mayer and Tuma, 1990; Trussell
et al., 1992; Bogue et al., 1993). The observation of the
life paths requires the possibility of precisely situating
events in their context (environmental characteristics,
groups to which people belong and reference groups,
institutional and normative, social and economic,
systems) to better approach the setting and the behav-
ioral mechanisms (Anderton, 1993; Blalock, 1993;
GRAB, 1999).

Some details of a conceptual nature can be useful,
before recalling the most pertinent modalities of col-
lection and analysis of biographic data of demographic
and social interest.

1. The life paths form elements of the social structure
produced by individual action, which is influenced by
the processes of social and economic organization and
by institutional and historical forces. It’s not a question
of considering them as isolated individual biogra-
phies, but as socially modeled paths (Mayer and Tuma,
1990): the complete representation of such paths re-
quires the combination of observational and analytical
approaches at both the individual and collective
(micro and macro) levels.

2. The life paths are multidimensional, each one
being a combination of complex stories (they are also
called life domains, careers, or trajectories). Each of
them is defined by a particular dimension of action, 
by a specific temporal structure, and by a particular
sequence of events: history of schooling, professional
life, life as part of a couple, reproductive histories (fer-
tility and its control), health, migration and residency,
military and civic life. The lesser attention given to
certain of these trajectories for practical reasons should
not make us forget the reality of the plurality of the set
of trajectories, which are certainly interdependent. The
heterogeneity of itineraries makes observation of the
pertinent variables important, and it makes unobserved
heterogeneity (measurement errors of explanatory vari-
ables, omission of key variables or important random
period shocks) potentially misleading.

3. The recent diversification and increasing com-
plexity of the life paths resulting from the multiple
entanglements of trajectories at the level of individual
experiences, leads to abandoning the terms cycle and
career, which evoke regular and progressive sequences
(or at least unidirectional ones) that are repeated from
one subject to another or even sometimes for the same
individual, whereas the actual dynamic can no longer
be described in these terms. More precisely and in a
more neutral manner, trajectories or paths will be used
to describe the different stages of a life or a portion of
life, or else transitions from one state to another as influ-

enced by an event or several competing events, if only one
of these stages is considered (Elder, 1985). From this
point of view, it also seems reasonable, for example, to
speak of the family life cycle (conjugal and reproduc-
tive), according to the classical expression of Paul
Glick, only for the fraction of the population that is
living the stages of family expansion and contraction
via the sequence marriage–birth of children–departure
of children from the family–widowhood. Table 88–1,
using retrospective data from the Canadian censuses
of 1971 and 1981, gives an example of the changes that
took place in the course of several stages of the life
cycle for family units with 15 to 35 years of marriage:
stability of the unit, departure of children, couple
without children. Overall, it is better to avoid using the
word cycle for other types of sequences with disap-
pearance, alteration, or conversion from one or several
stages of the process (Fig. 88–5).

4. The dates at which the state conditions of the
subject are observed and the time intervals during
which the events that modify them take place can be
identified in two ways: by the individual (biographic
time) or with reference to the context (historical time).
For isolated individuals age is a temporal variable of
major significance, because it is a marker of the evolu-
tion of biological characteristics in a given context. But
the durations spent in a state (e.g., as a spouse, mother
of parity two, employed in the labor market) between
the event that creates this state and the arrival of the
event that will change it, also allow for, at a given age,
following reality very closely and aggregating indi-
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TABLE 88–1 Average Number of Years Lived by the
Family Unit in Each Phase of the Life Cycle, after 15
Years of Marriage and before the 35th Anniversary

(Women in a Couple), Canada 1971 and 1981

Family Duration of each phase of the cycle
size

Stability Contraction Without 1971
children

1971 1981 1971 1981 (postparental)
(D%) (D%)

1971 1981
(D%)

1 11.1 6.3 — — 8.9 -7.9 20.0
2 9.4 3.2 5.0 -4.0 5.6 -1.8 20.0
3 8.0 -3.7 8.7 -2.3 3.3 15.2 20.0
4 7.2 -12.5 10.6 7.5 2.2 4.6 20.0
5 6.2 -24.2 12.5 8.0 1.3 58.0 20.0
6+ 7.9 0.0 8.3 2.4 3.8 -5.3 20.0

D difference, in percentages, in years lived as of the 1981 census,
in relation to the years lived as of the 1971 census.

From Pêron et al., 1986: table 3.



vidual biographies that explain in part the hetero-
geneity of the population. Historical, chronological time,
on the contrary, both regarding individuals and the
context, has a conventional meaning of proximate variable,
which incites us to study the underlying factors that
are presumed to influence the life paths. Thus, atten-
tion to the year during which a cohort of individuals is
formed (who all experience the same original event)
makes sense not only for individuals but also for
groups of individuals exposed, at the same time, to the
same environmental, economic, social, and institutional
factors that can give them a certain homogeneity at the
outset and that may influence them for the rest of their
lives. Moreover, individuals can be exposed to specific
conditions that are important from a demographic
point of view: as much as possible, it would be good
to be explicit both about the general conditions (col-
lective contextual factors) and about the specific con-
ditions. In the same way, the year in which an event takes
place can indicate propitious or unfavorable personal
or contextual conditions, which should be measured
by using pertinent indicators. To identify, with a goal
of collecting data, the factors underlying the stages of life
probably linked to the behaviors being studied is a
complex exercise, open to debate and in continuous
experimentation, which results in the updating of per-
sonal characteristics in the course of biographical time

and the construction of individual, environmental or social
contextual variables, which can be situated either all
along individual biographies or as a reference to given
periods. For example, at the individual level, asking
interviewees the community or the type of family to
which they belonged up to the end of adolescence
seeks to capture contextual elements, important for
explanatory purposes, during the phase when subjects
were being educated. At the collective level, the 
study of events that affect individuals during a given
year can usefully benefit from pertinent associated
indicators, taken also from external sources, peculiar
to the same period, dealing, for example, with the eco-
nomic or labor market situation or with the political
context.

5. In thus considering the multidimensional and 
multitemporal character of life trajectories, it is appar-
ent that they require a multilevel frame of reference
(Goldstein, 1995; see Chapter 24 of Volume I). It is nec-
essary, therefore, in principle, to locate the data
deemed to influence the variables that are the subjects
of the study at multiple observational levels, not
simply at the individual level, and also at the level of
contextual units that may interact (family, social, nor-
mative, economic, territorial systems), which are them-
selves defined in time and in space in a coherent and
pertinent manner.
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1. Age-Period-Cohort and Beyond

The position acknowledged here implicitly takes
part in the polemic on the supposed theoretical advan-
tage of giving priority to cross-sectional (period)
analysis compared with longitudinal analysis (by
cohort) (Ni’Brolchain, 1992); the alternative here seems
to be ambiguous. There is no doubt that the impor-
tance attributed by Norman Ryder (going back to the
mid-1950s) to generations (cohorts) refers to the
moment at which a group of subjects experienced an
original event (and in the process refers to the interac-
tive contextual conditions to which the members of the
generation or cohort were exposed at that point) and
focuses on the impact, generally specific and distinc-
tive, of the historical vicissitudes on the life paths of
different cohorts. The French demographic school was
created and developed, under the direction of Louis
Henry and Roland Pressat (INED, 1995), in harmony
with this thesis. They emphasized that longitudinal
description of sequential demographic behaviors (and
other types of behaviors) constitutes the most direct and
natural approach (i.e., closer to the unfolding of the life
paths of individuals), whereas cross-sectional descrip-
tions (across fictional cohorts) are purely conventio-
nal and lead to synthetic measures that are generally
biased. But we do not see how this type of proposition,
from a general principle imposed on observation and analy-
sis, could be opposed to the empirical observation that,
especially in periods of rapid behavioral changes, the
variability of behaviors themselves is more attributa-
ble to a period effect than to a cohort effect. Nor is there
opposition to the definition of current measures that
draw a greater part from the duration in a state than
from the generation (Rallu and Toulemon, 1993a,b).
Such an observation should, if necessary, lead us to
simultaneously and distinctly take account of the
effects on behaviors both of the generation or cohort as
well as the period in which the behaviors are expressed,
rather than to neglect cohort measures, the importance
of which can be felt in other temporal variations.

In this sense multivariate age-period-cohort (APC)
analysis (Hobcraft et al., 1982; see also Chapter 18 of
Volume I) of fertility and mortality (measured by year
of observation and by age) seeks to distinguish, other
than the (fixed) effect of the age structure of the phe-
nomenon (strongly conditioned by biological factors),
the (fixed) effect of the generation to which one
belongs (variable across cohorts, but unaffected by
period factors) and period effects. If the result was a
nearly total absence of any period effects, this would
mean that we are looking at cohorts for which the
future life path is entirely predetermined from the

outset. Such a drastic condition hardly seems reason-
able. It is more realistic to think that a particular
weight is exercised by the original context (there is
more of a difference as the distance between succes-
sive generations is greater, because of the intervening
historical changes), all the more so by other significant
moments lived by the generations before they experi-
ence the events happening during the period of obser-
vation, which is equivalent to assuming that onto the
specific history of generations is grafted the influence of
time throughout the life path and within the period during
which the events being studied occur. It is not surprising
that APC analysis of the recent (1958–1982) variations
in fertility by age in Italy show a period effect more
distinct than the cohort effect at the time when first the
baby boom and then the baby bust took place (the gen-
erations concerned being those born between 1918 and
1967), but in the same APC analysis extended to other
variables (Martinengo, 1994), the result of the differen-
tial effect of the education received in adolescence and the
effect of territorial distribution are still more distinct. This
shows the importance of the influence of inequality of
opportunity for access to education that they experi-
enced in their youth, beyond that of the context in
which they (in large part) lived the events studied. In
the final analysis, it seems important not so much to
reduce the time points taken into consideration but
rather to enlarge the scope of investigation.

In this sense the question of the possible disappear-
ance, owing to obsolescence, of simultaneous APC
analyses (Mayer and Huinink, 1990) suggests some
distinctions. The APC combination is a basic crossing
of temporal references, for which the APC analytical
techniques seek to discern the respective weights 
in exploiting macrodemographic data. This minimal
combination may extend to other significant temporal
variables that, if one has pertinent microdemographic
data, can be exploited (with enhanced efficacity) via
multidimensional analytical models of individual bio-
graphic data (see also Chapter 18 of Volume I).

2. Individual Trajectories (Life Course)
and Family Trajectories (Family Cycle)

The demographic and social study of the evolution
of the life paths thus requires observations as extended
as possible in time and taking the context into account.
Demographic events almost always bring into play 
the household and family contexts (Bongaarts et al.,
1987). If individuals are the protagonists of behaviors,
families (or households) appear themselves as the 
original context of demographic renewal, and it is 
reasonable to think that, via the systematic interper-
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sonal relationships that characterize them, they in-
fluence the decision-making processes underlying
individual conjugal and reproductive trajectories. But
the development of data collection and analysis re-
garding individual and family units must follow dif-
ferent criteria. Is it possible, and how, to link the two
approaches?

The tendency to reconstruct life paths cannot not
give priority to individuals, from the point of view of obser-
vation and of analysis, although they will be gathered
from the interactions with the higher-level pertinent
social unit. In this sense the family characteristics are
used as an attribute in the course of the personal life
(e.g., in describing the types and characteristics of the
household and the family of an individual: the family
into which he is born, the family he left for the first
time as a youth, the new family that he formed or in
which he entered when he left his family of origin, the
family in which he was living at the time of his divorce
or after the divorce of his partner, the family in which
he lives, or the family that he anticipates forming). It
is also possible to seek to collect elements relative to
the specific unit of the couple in which the individual
may be a part. The events that change the configura-
tion of families are thus considered as starting points
of transition for individuals. One must acknowledge
that, in this manner, a representation at multiple levels
is supplied but focused on the individual himself,
whereas the life paths of the family as a collective unit
could be more appropriate to explain the specific indi-
vidual paths. Nevertheless, the attempt to collect all of
the important family changes assumes that complex
distinctions have to be made among a multiplicity 
of nontraditional family paths, linked in particular to
interferences between reproductive dimensions, on the
one hand, and recent union types and union disrup-
tion of new couples, on the other hand,7 but also to
coresidential family passages (evolution of the house-
hold as such, as a higher-order unit compared with the
component family nuclei).

Moreover, to simultaneously follow the entangle-
ment of individual biographies that intersect with one
another throughout the family paths (as unit of study),
even if they can be reconfigured as operations of
maximum adherence to the actual processes, brings
with it specific data collection problems. And for the
analysis, problems of coherence between interdependent
individual itineraries (complicating the classical prob-
lems to reconcile, e.g., measures of male and female
fertility) and of identification in time of family units (as

sets of several subjects) must be resolved.8 Identifica-
tion of family units in time entails an arbitrary defini-
tion of the rules of continuity, of the type elaborated by
the Survey of Income and Program Participation in the
United States (McMillen and Herriot, 1985; De Sandre,
1986). The transition of individuals from one family
type to another and, more infrequently, the transition
of families from one type to another can usefully be
studied with survival models, relying on different
explanatory variables (White and Tsui, 1984). How-
ever, family typologies and the rules of continuity,
even if only a little different, lead to substantially dif-
ferent results that are not comparable for the same sit-
uation and are difficult to reduce to the usual
cross-sectional typologies.

One can quite rightly give priority to individuals,
couples, or families (taken as units of observation and
analysis) in research objectives, in either an alternative
or integrated fashion. Today it seems simpler to investi-
gate the individual paths by associating with them, as
attributes (even to define a state or its variations), char-
acteristics or events that take place at the collective
level. The problems left hanging for the dynamic study
of units of two people or more are constraining (measur-
ing collective characteristics and interactions, identify-
ing transitions and of competing risks, evaluating the
selection of families that are outside of the field of
observation, controlling heterogeneity, decomposing
the effects linked to the stage of family life and to time,
etc.), but that should not prevent us from seeking to
disentangle them.

IV. DYNAMIC INFORMATION ON
BIOGRAPHICAL STATES AND 

LIFE TRANSITIONS

The manner in which data collection is organized
strongly conditions the possibilities for analysis of 
the life paths. This is why, quite fortunately, ad hoc
surveys are organized. These surveys can provide
information as appropriate as possible for the analyti-
cal methods. However, in certain cases, new analytical
possibilities have been suggested, allowing for the use
of information not specifically collected for the study
of demographic and social biographies.

Exhaustive census or vital statistics data can be used
to analyze partial biographies. For example, vital sta-
tistics data are often tabulated as a function of the
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7 Charlotte Höhn (1987), for example, considers it useful to take
account of 12 to 40 types of paths.

8 Nico Keilman and Nathan Keyfitz (1988), as well as Michael
Murphy (1995), speak of dynamic definitions of families as elusive
concepts.



cohort and the duration between consecutive events
(marriage and birth) so that historical series by cohort
can be constructed. However, the use of explanatory
variables is then problematic, owing to the usual 
lack of annual information on the population accord-
ing to exposure to the risk of experiencing the event
being studied. The use of census microdata can 
allow for reconstruction of the births of women with
minor children (who have not yet left the family of
origin) in associating other characteristics of the
woman or of the family pattern at the time of the
survey. It is likewise possible to link individual 
(and family) microdata from successive censuses or
census microdata and current birth data and data on
subsequent deaths.

The most pertinent data for the study of biograph-
ical transitions and life trajectories come, however,
from (1) retrospective or (2) prospective sample sur-
veys of individuals or households (with or without a
nucleus), which can be linked up to information 
from other sources. Prospective surveys include panels
of representative samples of the population and of
samples of birth cohorts. A well-known example of a
panel of this type is the Panel Study on Income
Dynamics, which covers 5000 to 6000 American fami-
lies that have been followed and integrated since 1968
(Duncan, 1984; Duncan et al., 1994). An example of a
sample by generation is the study that covers people
born in 1958 in England, interviewed at 1-year inter-
vals throughout their lives (Fox and Fogelman, 1990).
It should be noted that even in these prospective
surveys, interviews in each round include retrospec-
tive questions, but they are limited to the interval since
the previous round. Although I refer the reader to
other works for more detailed comments on the spe-
cifics of different types of data collection (Murphy,
1995; GRAB, 1999; see also, in Volume IV, the chapter
by Dominique Tabutin (Chapter 121) on systems of
observation), and with due emphasis on the care
required regarding the sample frame when life histo-
ries in terms of transitions between states are being
studied (Hoem, 1985), I wish to emphasize two points
here.

In a number of Western countries during the 1980s,
family panels were established in order to study 
the demographic and socioeconomic dynamics via
follow-up observations at brief intervals (at least in
Switzerland, France, Germany, England, Luxembourg,
and The Netherlands). In some cases (Survey of In-
come and Program Participation in the United States,
since 1983), the repeated data collection on the same
individuals is limited to a small number of years so as
to reduce one of the major drawbacks of panels (and
even more of samples by generation)—the reduction

of the sample (attrition), which over time biases the
sample via a selection effect.

Retrospective cross-sectional sample surveys, which
may be periodic but with independent samples, are,
however, the most used. One of their principal limita-
tions, the drawbacks of reconstructed data stemming
from errors in memory (Auriat, 1996), does not seem
to be a very pertinent objection for infrequent and very
important events (such as marriage, divorce, or birth)
for which there are means of verification, but they do
present real problems for more frequent behaviors that
are difficult to verify, especially for opinions and at-
titudes. The system of surveys that was the most 
profoundly innovative regarding retrospective data
collection and that strongly stimulated applied analy-
ses is the World Fertility Survey, carried out in more
than 60 countries during the 1970s and 1980s (Cleland
and Scott, 1987). Among the more recent surveys that
constitute a new and important effort at retrospective
description of different dimensions and trajectories is
the National Survey of Families and Households of the
University of Wisconsin (1988) (Sweet et al., 1989) and
the Fertility and Family Surveys under the auspices of
the Economic Commission for Europe of the United
Nations (a survey done in the Economic Commission
for Europe countries during the 1990s; see UNECE,
1996–2001). This latter set of surveys provides in-
formation, at the individual level, on retrospective
characteristics pertaining to (1) the parents of the inter-
viewee; (2) the parents of the interviewee’s partner, (3)
the places of birth and residence up to adolescence; (4)
the first departure from the family of origin, in relation
to the history of events with systematic dating; (5)
schooling; (6) unions of couples and possible disrup-
tions; (7) pregnancies; (8) contraception and induced
abortion; (9) births and adoptions; (10) work; and (11)
migration (UN-ECE, 1992). One of the major objectives
of these surveys was, clearly, to reconstruct inter-
related life trajectories, surveyed in much greater
detail,9 to evaluate their effect on marital and repro-
ductive behaviors. Reference to variables other than at
the individual level (couple, own family, family of
origin, places lived as a youth) is only provided within
the individual questionnaires, and not from collective
variables measured in a comparable way in their
context.
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9 The quality of the responses, above all regarding the exhaus-
tiveness and the dating of events, seems to be satisfactory. With
regard to the debatable international comparability of the surveys of
the Fertility and Family Surveys project, see Festy and Prioux (2002).
Concerning a new, longitudinal project, Generations and Gender Pro-
gramme, see UNECE-UNPF (2000).



V. RELATIONSHIPS BETWEEN
TRAJECTORIES AND DEPENDENT

VARIABLES, MULTI-STATE
TRANSITION TABLES AND 

HAZARD MODELS

There are two different analytical strategies that are
used in the study of trajectories of events that follow
one another in time (formation of a couple, contracep-
tive behavior, pregnancies, births, employment, etc.).
One approach is to measure the incidence of each nonre-
peatable event within a trajectory (unions, pregnancies,
births, etc., according to the order of appearance) as a
function of the population at risk (e.g., second-order
births in relation to first-order births), in assuming, in
this case, that the exposure to risk continues for
someone who has experienced the initial event (first-
order births, which defines the initial state of reference)
even when he has experienced the event being studied.
Appropriate analytical techniques are based on empir-
ical probabilities and progressive rates, and they may
partially alleviate the reduced attention to the tempo-
ral dynamic of the process in specifying it for periods
before the state of reference (state dependence).

The other approach is to measure the transition
between one state and the following one by virtue of a non-
repeatable event (or of several competing events), while
taking account of the duration between the initial state
and the event experienced. In this case it is assumed that
the exposure to risk changes after the event being
studied occurs. The appropriate analytical techniques
are survival functions by duration in the state (life tables)
and hazard or waiting-time models (Hobcraft and
Murphy, 1986), with the useful specifications of the
space of the states being studied and of the transitions
between states.

The pertinent quantitative analytical models seem
to have developed in a parallel fashion, only recently
coming to a substantial integration: (1) one approach
consists of analytical models of relationships among vari-
ables (linear models with latent variables based on the
analysis of the covariance structure, linear structural
relationships, and nonlinear extensions) applied to
longitudinal data with a continuous metric; (2) another
approach comprises the extensions of the classic de-
mographic survival functions (multistate processes with
multiple decrements, i.e., with several competing
causes of exit or transition, and with multiple incre-
ment-decrements, i.e., with the possibility to increase
the population at risk in addition to decrease it)
applied especially to aggregated data; and (3) a third
approach, based on the definition of the individual
biography as a stochastic process with discrete states
and continuous time, combines survival models with

regression analysis (hazard models or multivariate sur-
vival analyses) and applies them to sample microdata.
The last direction of research is destined to profoundly
integrate the second. In particular, the exploitation of
individual biographic data facilitates remarkable
progress in linking up longitudinal and cross-sectional
approaches (Palloni and De Sandre, Chapter 135): for
example, by means of the application of multistate sur-
vival models to fertility by age-parity-duration and by
other characteristics or in trying to separate out the
effects of timing and intensity in synthetic period
measures. Important methodological problems have
been the subject of research into the riddle of what
hypotheses may provide solutions (notably, measuring
unobserved heterogeneity and evaluating the fitting of
analytical models to biographies); the diffusion of
technical applications, very modest at the outset
(Trussell, 1992), is promising (Billari, 2000; see also
Chapter 23 of Volume I). Innovative applications to
complex real data, facilitated by the availability of bio-
graphic microdata and by the existence of manuals
giving the methodology and providing directions for
computer analysis (Courgeau and Lelièvre, 1989;
Blossfeld and Rohwer, 1995; Lelièvre and Bringé,
1998), will enrich these techniques even more, tech-
niques that have the merit of encouraging explicit
dealing with a number of sensitive problems posed both
by the sample data (exit of observations; selection of
persons by the effect of the cross-sectional sampling
frame; selection of the processes studied by the [right-
]censoring of the life paths at the time of the survey;
selection owing to sample attrition in panels; effect of
omitted variables and omitted or erroneous responses)
and by the longitudinal approach by transition durations
between states, especially sensitive to biasing effects of
an imperfect knowledge of the processes (Hobcraft
and Murphy, 1986; Palloni, 1993; Blossfeld and
Rohwer, 1995).

In a way, the rigor of the analytical procedures
requires exercising a new vigilance even on the kinds
of observations of behaviors, encouraging ultimately a
more prudent reading of the underlying mechanisms of
sociodemographic changes and a more established and a
more profound reading.

CONCLUSION

The study of human behaviors, to progress in the
analysis of causal mechanisms and long-term trends,
should necessarily be based on multitemporal ap-
proaches (life paths and historical sequences), multi-
dimensional approaches (taking into account multiple
characteristics and factors and taking advantage of
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interdisciplinary synergies), and multilevel ap-
proaches (the results studied at the aggregate level
depend on the integration of individuals into signi-
ficant contexts of primary human relationships, of
social, economic, legal, and geographic ties).

Demographic research has a rich and solid experi-
ence of studying vital processes based on aggregated
data on actual cohorts (longitudinal analysis) or fic-
tional cohorts (cross-sectional analysis). More recent is
the direct utilization of individual biographic micro-
data. Reconciling the two research paths and making
them converge represents a rather good investment,
one that will take a long time. To link up demographic
dynamics with their underlying factors, they must be
studied by embracing the overlaps of the principal life
trajectories of the individuals who produce them,
reconstructing the significant contexts of human rela-
tionships (couples, families, communities to which
individuals belong, and a reference system) at the level
at which they develop. The field is open, especially
today, to new contributions at all levels of research:
conceptual revision of research projects, renovation
and improvement of the ways of collecting informa-
tion (and of using existing data), procedures and ana-
lytical models that are well-suited and pertinent, and
updating of empirical reconstructions in terms of both
time and space.
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INTRODUCTION

Demography began with the study of mortality,
which remains one of the main cores of the discipline.
However, research on mortality focuses less on death
than on the study of deaths, that is, on sudden events
that have already happened; these events are seen as
a collective fatality and are not considered from the
point of view of the individual. Studies on medical,
cause-specific mortality come a little closer to the
reality of death, but nevertheless, they are just as
limited as general mortality studies because they look
at individuals only in terms of social identity, nation-
ality, socio-occupational background, region, etc.

In reality, death is not an instantaneous or an
abstract phenomenon but a concrete process, an expe-
rience corresponding to the last stages of life, a process
that concerns people—the dying person as well as those
who know him/her, that is, family, friends, colleagues,
and, increasingly, the medical staff,—and that has an
impact on those who remain behind. This point of view
has been widely investigated in other disciplines, espe-
cially anthropology and history—in particular the
work of Paul-Louis Vincent, Philippe Ariès, Michel
Vovelle, and Edgar Morin—through studies on death
rituals, or, in the field of psychology (in the line of
research conducted by Elisabeth Kubler-Ross),
through studies on the support given to the dying, to
their family, and to the bereaved.

In demography, however, such an approach to
death entails a conceptual leap, because it means con-

sidering death as a founding event, a starting point,
and not as a final event as it is usually considered by
demographers. Death, or its impending arrival,
defines the dying person and has a specific impact 
on the persons close to him or her, who experience
death in the sense that they become widows or wid-
owers or orphans, or lose a grandparent, a brother, or
sister, etc. Very few demographic studies have been
conducted from that point of view. We can mention
those concerning the death of relatives (Fourastié,
1959; Le Bras, 1973), on the consequences of widow-
hood on the mortality of the surviving spouse
(Thierry, 1999), or on the subject of elderly persons
(Delbès and Gaymu, 1999).

The way death, and all that accompanies it, is expe-
rienced by the dying person or by the survivors relies
on social trends and, in particular, on demographic
trends. In the first part of this chapter, we will examine
certain basic characteristics of death from a macrode-
mographic perspective: in what ways ages at death,
causes of death (and consequently the changes in the
image of death tied to these trends), and places of
death have changed. In the second part, thanks to a
microsimulation model, we will describe how the
experience of death has changed within families; these
changes are due not only to mortality decline but also
to changes in fertility trends and in family structures.
As will be shown, the experience of death in families
occurs not only at later ages but also more often.

Another reason why it is important for demogra-
phers to study death is that in the coming decades, the
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number of deceased and thus of dying persons (and
very elderly dying persons), which in the past 50 years
has not significantly changed in industrialized coun-
tries, will increase considerably. In France, for
example, the estimate is that in less than 25 years from
now, the number of deaths per year of elderly persons
aged over 60 years will be about 550,000, that is, a little
over the current number of deceased at all ages; in
2040, this figure will correspond to the number of
deaths after 80 years. Overall, in 2050, there should be
nearly 700,000 deaths of persons aged over 60 years,
among which are 600,000 persons over 80 years. The
number of deaths of very old persons, about 250,000
in France today, will more than double during the next
50 years, although the total population will not
increase much.1

These trends will probably mean that there will be
an increasing presence of death in society and also,
probably, in the lives of individuals. This will entail
new public health requirements and will have an inci-
dence on ethical debates concerning the end of life,
palliative care, the legalization of euthanasia, or med-
ically assisted suicide.

I. THE DYING: AGE AND SEX, 
CAUSE AND PLACE

We do not have much statistical information on
what is conventionally called the end of life, the last
stage of life; in fact, it is difficult to determine when
this last stage actually begins.2 However, one can draw
a general picture of how the individual characteristics
of dying persons have changed, as well as the circum-
stances of their death: indeed, these have been consid-
erably modified in recent years, owing to advances
made in fighting mortality. Today, dying persons are
mainly old persons, even very old persons, and in the
latter case, they are often women. The hierarchy of
causes of death has undergone a reorganization, dif-
ferentiated according to age, with a sharp decline in
deaths owing to infectious diseases, a rise in accidents
and AIDS among young people, and a rise in cancers
among mature men and women. Last, people now
often die in a medical institution. The description of
these changes will be based on macrodemographic
data concerning deaths, which will be examined from
the perspective of the information they also provide on
the dying.

1. The Dying Are Increasingly Old

Today, the dying are most often old persons. This
has not always been the case, and it may even be said
that in the history of humanity it is a very recent phe-
nomenon, observed only in the 20th century in the
countries farthest ahead in the struggle against 
mortality.

If we look at the distribution of deaths (and thus of
the dying) according to age in France (Fig. 89–1; Table
89–1), we see that in the early 19th century, owing to
the high infant and child mortality rates, deaths after
the age of 60 represented barely one out of three
deaths. In 1825, there were more deaths before the age
of 15 (37.6%, 20% during the first year) than after 60
(35%). The situation remained the same up to around
1880, with a proportion of deaths in each of the large
age groups fluctuating between 30% and 40%. Thus,
there were about as many deaths of children as of
adults and older persons. With the decline of infant
and child mortality at the turn of the century, this dis-
tribution changed quite rapidly, and just before World
War II, the proportion of deaths of children under 15
fell below 10%, whereas that of persons over 60
reached 60%. As for the deaths of persons aged 15 to
59, the proportion remained remarkably stable at 30%
for over a century, except during the periods corre-
sponding to the 1870 war and World War I. Thus,
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1 These calculations were made on the basis of the mortality 
projections of Jacques Vallin and France Meslé (2001).

2 Health economists avoid the problem by focusing on the last
year or the last month of life and its costs.
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FIGURE 89–1 Age-specific distribution of deaths in France, 19th
and 20th centuries. Fine line indicates distribution calculated on the
basis of deaths recorded in life tables; bold line, distribution calcu-
lated on the basis of observed deaths. (From Vallin and Meslé, 2001.)



toward 1940, the ages at death and thus of dying
persons were still quite heterogeneous.

After World War II, the age-specific distribution of
deaths once again rapidly changed: thanks to medical
advances and the improvement of living conditions,
infant and child deaths became very rare and deaths
between ages 15 and 60 years diminished by half;
today, the latter represent only 10% of deaths. The con-
sequence of these trends is that the proportion of
deaths of old or very old persons has considerably
increased: over 80% of deaths occur after 60 years and
even 50% after 80 years.

In addition, the age of dying persons observed
through ages at death (bold lines of Fig. 89–1) is lower
than that observed through life table (fine lines of Fig.
89–1), because throughout the 20th century the age
structure of the French population was younger than
that of the stationary population corresponding to the
life table.

2. More Women among 
Very Old Dying Persons

Of course, the overall picture must be qualified
according to sex, because the excess mortality of males
has increased. Whereas in the beginning of the 20th
century, the proportion of deaths over 80 was close to
10% among both men and women, the gap widened
over the years, in particular between the early 1960s
and the mid-1980s. Today, nearly two out of three
female deaths (63.8% in 1995) concerns women aged
over 80 (Table 89–2).

We can see that the proportion of women among
very old dying persons has increased. Indeed, during
the first half of the 20th century, there were about as
many deaths of men aged 60 to 79 years as of women
of the same age, because the proportion of women
among older dying persons had increased from 56% to
61%. Over the second half of the 20th century, we
observed a significant decline of the proportion of
women among those dying between 60 and 79 years,
(as well as under 60), whereas the proportion of
women increased among dying persons aged over 80,
up to two-thirds in the 1970s and representing about
63% in 1995.

To sum up this overall trend, we can underscore the
fact that for those under 80, about two-thirds of 
the deceased are men, whereas for those over 80, it is
the opposite, nearly two-thirds of the deceased are
women.
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TABLE 89–1 Age-Specific Distribution of Deaths 
in France

Year Age

0–14 years 15–59 years 60 years and over

Total 80 years and over

1825 37.6 27.4 35.0 9.1
1850 29.2 29.8 41.0 10.3
1875 30.1 30.1 39.8 8.6
1900 25.1 30.6 44.3 10.5
1910 20.4 32.1 47.6 11.3
1920 18.5 32.4 49.1 11.9
1930 14.5 32.2 53.3 13.1
1940 9.2 36.4 54.4 15.7
1950 10.4 22.2 67.4 20.8
1960 5.6 19.8 74.6 27.9
1970 3.9 17.4 78.7 30.6
1980 2.2 18.3 79.4 36.3
1990 1.6 16.3 82.1 45.7
1995 1.1 15.6 83.3 49.0
2000 1.0 14.8 84.2 47.1

Distribution in years 1825, 1850, and 1875 calculated on the basis
of life tables.

From Vallin and Meslé, 2001; National Institute for Statistics and
Economic Studies (INSEE) for 2000.

TABLE 89–2 Age- and Sex-Specific Distribution of Deaths

Year 0–14 years 15–59 years 60–79 years 80 years and over

Males Females Males Females Males Females Males Females

Per 100 persons of each sex
1900 25.9 24.2 32.1 28.9 33.0 34.8 8.9 12.1
1950 11.7 9.1 26.0 17.1 46.2 46.9 16.0 25.8
2000 1.1 0.8 20.2 9.1 45.4 28.5 33.3 61.5

No. of male deaths per 100 deaths: 64.6 No. of female deaths 
per 100 deaths: 63.7

From Vallin and Meslé, 2001.



3. Medical Causes of Death and 
Changes in the Face of Death

Not only have the dying grown older, but the face
of death has also changed over the past 50 years.
Indeed, after World War II, the distribution of medical
causes of death underwent deep transformations, in
particular owing to medical advances. Indeed, the
medical cause of death determines not only the cir-
cumstances under which the dying person spends the
last moments of his or her life but also those experi-
enced by the dying person’s family and friends, both
before and after the person’s death. Dying suddenly in
an accident, dying after several weeks because of an
acute disease, or dying after a long and painful illness
are obviously different experiences, both for the
person who dies and for the survivors. To assess the
changes that have occurred in the frequency of deaths
(depending on medical cause) and to understand the
main trends, we will study the changes that have
occurred between 1950 and 1995 in the most striking
causes of death among the large age groups corre-
sponding to times of life: early childhood, childhood,
adolescence, adulthood, old age, and very old age.3

If we calculate how the deaths that have occurred
in France in each age group are distributed according
to medical cause, we can get a picture of the relative
importance of the main causes of death in 1950 and
1995.4

The contrast between the two periods is striking. In
1950, infant and child mortality was still dominated by
infectious diseases, in particular respiratory diseases,
which represented 48% of deaths during the first year
of life and between the ages of 1 and 14. Deaths owing
to congenital or perinatal causes were also quite fre-
quent, whereas deaths owing to accidents seem to
have been rather infrequent among children. In 1995
on the contrary, mortality during the first year of life
is dominated by congenital or perinatal causes (70% of
deaths), causes that concern the very first days of life,
whereas accidental deaths dominate deaths from age
1 to 14. The sudden infant death syndrome had not yet
been identified in 1950, and for that reason, it does not
appear at that time (see below, for more on this issue).

However, a new type of mortality owing to malignant
tumors has emerged, whereas mortality owing to
(usually infectious) diseases of the respiratory tract
have disappeared.

In 1950, among adolescents and young adults, 40%
of deaths were caused by an infectious disease, either
general or of the respiratory tract (tuberculosis), and
only 20% were caused by accidents. In 1995 however,
accidental deaths represented 70% of the total number
of deaths.

Depending on the medical cause of death, in 1950
adult ages and old age were still dominated by 
degenerative diseases, that is, diseases of the circula-
tory system, which caused one out of four deaths
between 30 and 59 and one out of two or even more
beyond that age. At those ages, deaths caused by
malignant tumors represented, respectively, only one
out of five and one out of ten deaths. Once again, the
contrast is striking: in 1995, up to the age of 80 years
40% of deaths were caused by a tumor, and deaths
owing to diseases of the circulatory system repre-
sented only 15% of deaths between 30 and 59 years and
30% between 60 and 79 years.

In the past 50 years, the overall picture of causes of
death has been marked by the disappearance of young
children’s infectious diseases (and the near disappear-
ance of children’s deaths), the increase in the number
of accidental deaths among young adults, and the
newly leading place of cancers, up to the beginning of
very old age. These general lines must be completed
first by establishing a distinction between causes of
death among males and among females and by speci-
fying the role of certain specific causes as concerns
1995.

There are two main distinctions between female and
male death causes, both in 1950 and in 1995: acciden-
tal deaths are less frequent among females than among
males (however, in 1995 this cause predominates for
both sexes), and mortality owing to malignant tumors
between 30 and 59 years is a little higher among
women, but the tumors have different locations for
men and women. Among men of that age group, mor-
tality owing to malignant tumors is caused mainly by
smoking, whereas for women the tumors are mainly
tumors of the genital system (breast, ovaries, uterus),
which cannot be tied to any specific behavior.

Previous groupings according to large age groups
and causes tend to conceal certain specificities tied to
certain age subgroups or to one or the other sex. To
provide an accurate rendering of the overall landscape
of death in France at the end of the 20th century,
several causes must be pinpointed more specifically.
These causes are different from the others because they
are particularly striking for public opinion, because
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3 The relative weight of each cause of death is calculated in com-
parison to the number of deaths, without standardization according
to age, because the image of death at a given moment is precisely
tied to the distribution according to the age of the dying.

4 The groups of causes of death globally correspond to the
section of the ninth revision of the International Classification of Dis-
eases, and statistical continuity since 1950 was ensured to the best of
our ability. The data are taken from a database on causes of death
accessible on the Institut National d’Etudes Démographiques Web
site (http://www.deces.ined.fr/).



their frequency makes them more visible, or both. We
selected a few that seem to have a specific impact on
the general perception of death today: the sudden
infant death syndrome, suicide, AIDS, lung, and breast
cancer.

The sudden infant death syndrome is specific in that
although its etiology is unknown, it is quite prominent
among parents’ perceptions of the death risks threat-
ening their newborn baby. This attributed importance
corresponds to statistical reality since during the first
year of life, one out of five deaths can be ascribed to
this syndrome.

Suicide also represents a large share of adult deaths
(20% between 15 and 29 years and 10% between 30 and
59 years). As to AIDS, it is not too frequent among
young adults (5% of deaths), but it gains in promi-
nence between ages 30 and 39 (one out of five deaths
among men and one out of eight deaths among
women).

As concerns all tumors, the prominent position of
which for ages 30 to 59 years has been mentioned
above, some are particularly visible owing to their sta-
tistical weight: cancer of the respiratory system (malig-
nant neoplasm of trachea, bronchus, and lung) among
men and breast cancer among women. The former rep-
resents 10% of deaths among men aged 30 to 79 years,
and the latter represents 15% of deaths among women
aged 30 to 59 years.

The impact of these transformations (the increasing
weight of chronic diseases) on perceptions of death
cannot be studied in detail in this chapter and would
require specific observations obtained through inter-
views and surveys. However, it seems that two main
images of death tend to predominate: on one hand,
sudden death, something quite rare that strikes (acci-
dent, acute heart attack, sudden infant death syn-
drome) the individual or his/her relatives without
warning and, on the other hand, death after a long
disease, which goes along with serious physical and
sometimes psychic alterations of the person. The fact

that the latter representation of death is so widespread
can be linked to the development of various move-
ments in favor of the legalization of euthanasia and
medically aided suicide.

4. Where People Die

In France, the changes in death mentioned above
went along with a complete change in place of death—
usually a hospital or other institution (clinic, nursing
home, etc.), whereas only 30 years ago over half of all
deaths still occurred in the dying person’s home. The
dying process has thus moved from the private to the
public sphere.

The study of French statistics shows that people die
in three categories of places: home, various institutions
(mainly the hospital) and public places, with a miscel-
laneous category: other places and unreported places.
One may leave aside the last two categories, which
represent one out of twenty deaths, are closely linked
to certain specific causes (accidents), and are special in
the sense that the place of death has not been chosen.
One must mainly consider the two alternatives: dying
at home or dying in a medical institution, with a rather
indefinite entity of nursing homes, which are both
homes and institutions.

The place where people die has drastically changed
over the past 50 years (Table 89–3): in 1950, people died
mainly at home, a trend that continued until the mid-
1970s, after which there was a change to institutions,
in particular hospitals. Today, 50% of deaths take place
in hospitals (compared with only 15% in 1950).

One can wonder about the reasons for this trend,
which reflects a profound change in attitudes, in the
sense that it marks the disappearance of the negative
image of the hospital as a dying place for the poor, an
image still strong in the 1950s. Various factors have
been suggested: urbanization, the disappearance of
extended families, isolation at the end of life, housing
conditions, etc. An analysis of recent French data
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TABLE 89–3 Distribution (%) of Deaths According to Place in France (1950–1995)

Place of death: 1950 1955 1960 1965 1970 1975 1980 1985 1990 1995

Home 71.6 68.9 65.8 62.6 57.1 53.2 32.8 30.4 28.6 25.9
All institutions 20.7 25.4 29.8 34.2 39.1 43.8 63.7 65.8 66.1 68.4

Hospitals and clinics 17.6 21.3 28.7 32.9 37.3 38.8 58.4 60.1 58.1 59.3
Nursing homes 0.6 0.7 1.2 1.5 1.9 5.0 5.3 5.8 8.0 9.1

Public places, roadways 0.9 1.0 1.2 1.5 1.7 1.5 1.9 2.0 2.3 2.2
Other places and unreported 6.8 4.8 3.3 1.6 2.1 1.4 1.5 1.7 3.0 3.5
All places 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Data from National Institute for Statistics and Economic Studies (INSEE).



shows that few differences depend on the characteris-
tics of the deceased person or on the circumstances of
death. Concerning deaths owing to illness, the pro-
portion of persons dying in a hospital or institution are
about the same regardless of whether the person is
young or old, married or unmarried, and living in a
rural town or in a large city.

However, to better understand the meaning of this
change in behavior, it is necessary to know more about
the period referred to as the end of life, from home (or
nursing home) to hospital. Dying in a hospital does not
mean that the entire end of life period was spent in a
hospital, and conversely, dying at home does not mean
that some time was not spent in a hospital. The oppo-
sition between dying at home and in an institution is
not as clear-cut as it may seem, especially as new forms
of hospital care dispensed in the person’s home are
now increasingly being developed.

In addition, very few countries publish data on the
place of death, and one may surmise that situations in
Europe still vary. In Greece, for example, at the end of
the 1990s, nearly half of all deaths still took place at
home.

On the basis of the observations presented above, a
few general remarks can be made concerning the con-
ditions under which dying persons experience their
last moments. These observations should be completed
by more precise measurements to better apprehend the
reality of this ultimate experience. But the dying
person’s death is also an experience affecting the
person’s entourage, first and foremost his or her family.

II. DEATH AS EXPERIENCED BY THE
DYING PERSON’S FAMILY

Although the dying process concerns the dying
person and his/her close family and friends, in a sense,
death is only an event for those who survive. As
opposed to the usual conception in demography,
whereby death is seen as a final event (the ultimate
point of each life line of a Lexis diagram), one can also
consider death as a starting point, an element belong-
ing to the biography of the surviving relatives. This
event, which can be termed “experiencing the death of
another person” can take many forms and concerns
death of friends, relatives, work relations, or (and this
is what we will focus on) close family members. Each
discipline that studies death has developed its own
specific approach: anthropologists study rituals, psy-
chologists study mourning processes, economists
measure the cost of death, etc. The demographic
approach to the experience of another person’s death
consists in measuring the frequency, over the years,

with which a person, Ego, witnesses the death of
his/her grandparents, parents, spouse, siblings, or
even his own children.

The experience of a family member’s death changed
radically during the 20th century, owing to the mor-
tality decline and changes in family structures. The tra-
ditional instruments of demography—calculations
based on aggregated vital statistics and population
observations—make it possible to assess some of these
changes, in particular those concerning orphanhood.
But to have an overall view of the experience of death
within the family, it is necessary to use other
approaches that take into account the numerous
dimensions of the phenomenon.

1. A Simple Case: Orphanhood

To measure orphanhood, we have at our disposal
the findings of Alfred Lotka (1939), who showed that
the proportion of orphans in a cohort depended only
on the mortality of the parents and could be easily cal-
culated by using the appropriate life tables. Indeed, the
probability of becoming an orphan at a given age is
equal to the probability of the father or mother’s death
during the period lasting from birth to that age.

Lotka’s equation was established by considering that
during a given year, the distribution of births according
to the age of the mother or father is correctly summed
up by the mean age of mothers and fathers at birth
(mean age calculated on the basis of the size of the birth
cohort and not on rates). Thus the probability Wx for a
child reaching the age x of losing his father or mother is
equal to the complement to unity of the probability of
survival of his mother or father between the mean age at
childbirth and her or his age reached x years later.

Wx = 1 - S(ā + x)/S(ā)

with:

S = survivors of the life table;
ā = mean age at motherhood/fatherhood;
x = age reached by the child.

Thanks to the existence of cohort life tables (Vallin
and Meslé, 2001), we can add some precision to these
calculations (Alfred Lotka only had period life tables
to work with), and modern computer tools make it
possible to perform complete calculations without
simplifying by using the mean age. If we consider that
the proportion of orphans is equal to the complement
to unity of an average of survival probabilities tied to
each age of the mother (father) between the birth and
age x of the child, an average weighted by the distri-
bution of births according to the age of the father
(mother):
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S = survivors of the life table;
Na = Number of births according to the age of the

mother (father);
N = total number of births;
a = age at birth of the child;
x = age reached by the child.

The descriptions of orphanhood thus obtained are
taken from the point of view of a surviving Ego, thus
the mortality of Ego is not taken into account.
However, not all children become orphans, because
some children die before their parents. Indeed, it is
possible, if one combines the life tables of the children
with those of their parents, to calculate the proportion
of children who die before their parents; but the
method is insufficient when one looks at other family
relations, because other phenomena must be
accounted for. Studying orphanhood is quite simple
due to the extent that one necessarily has two parents
and no more than two, if we limit ourselves to biolog-
ical relationships. But if we look at other family rela-
tions, things are more complex and do not only
depend on mortality: the proportion of persons who
become widows also depends on nuptiality; the pro-
portion of persons who lose a child also depends on
fertility, just as the proportion of persons who lose a
sibling, etc.

2. A Microsimulation Model

To take into consideration the numerous phenom-
ena that together define the experience of another
person’s death as seen from the point of view of an
individual Ego who is himself liable to die, one must
refer to a microsimulation model thanks to which, for
each type of family relation, one can measure the fre-
quency of the three variants in the experience of
another person’s death, the other person being any
member of Ego’s family:

1. The other person may have died before Ego’s
birth.

2. The other person may die during Ego’s life, and it
is thus possible to know Ego’s age at the time of
his death.

3. Ego can die before the other person.

These possibilities can be observed when the other
person is a grandparent, a sibling, an uncle, an aunt,
father-in-law or mother-in-law, a nephew, or niece.
However, the first possibility is not applicable to Ego’s
mother (she can die during childbirth but not before
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Ego’s birth) or to Ego’s spouse or to a child, because
they obviously cannot have died before Ego’s birth
(before the union or the birth, respectively).

It must be noted that these data cannot be obtained
through traditional surveys, in particular retrospective
surveys. Indeed, by definition, the respondents of
these surveys are necessarily survivors. In the first
place, we cannot exclude that there is a dependence
between Ego’s mortality and that of his relatives, and
this can introduce a selection bias for the studied phe-
nomenon. But above all, an important aspect of the
phenomenon is lost to the extent that one cannot study
the frequency of the cases in which Ego dies before his
close relatives.

A microsimulation model makes it possible to
reconstruct the family of an individual of reference and
the deaths occurring within this family, including the
death of the reference individual him/herself.

This simulation method was developed by Guy
Orcutt in 1957 in order to simulate the American
socioeconomic system. It has since been applied in
various fields. Demographers also used this method in
the 1960s and 1970s, first to study fertility trends and
the impact of contraception (Perrin and Sheps, 1963;
Jacquard and Leridon, 1974) and to integrate the dif-
ferent members of such networks as family, relatives, or
the employees of a company. Thus we have, among
many others, the Socsim model of Eugene Hammel and
Kenneth Wachter, the more historical Camsim model of
Roger Schofield, Peter Laslett, and Jim Oppen; and the
Kinsim model of Wendy Post and Evert Van Imhoff (Le
Bras, 1973; Wachter et al., 1978; Smith, 1987; Hammel et
al., 1989; Reher and Schofield, 1993; Smith and Oeppen,
1993; Van Imhoff and Post, 1997). Microsimulation is
based on the idea that studying the sum of individual
behaviors provides a more accurate representation of
reality than does studying changes in aggregates. In
addition, the study of these networks requires the
ability to recreate them, and that is not possible with
more aggregating techniques. The method uses sto-
chastic processes to determine for each person the
events that he will experience during the simulated
period. The probability of events is determined accord-
ing to known or reconstructed trends when dealing
with the past, or according to estimated trends when
dealing with projections for the future.

The results presented here are limited to what could
be called the first circle of the family: Ego’s grandpar-
ents, his parents, siblings, spouse, and children, but
other relatives may also be included (e.g., grandchil-
dren, in-laws, uncles and aunts). Of course, the simu-
lations are sex specific. The model functions on the
basis of individual microsimulations based on mortal-
ity and fertility data.
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a. Mortality

The French data used here are age-specific proba-
bilities of dying for each birth cohort since 1806, either
calculated on the basis of observations or projected
(Vallin and Meslé, 2001). For the cohorts born before
1806 (grandparents of Ego if the latter was born in 1850
or 1860), we supposed that their mortality was the
same as that of the 1806 cohort. The mortality of
cohorts born in the 20th century is based on observa-
tions and projections: thus, the mortality of the 1950
cohort was observed from the year of birth until 1997
and projected beyond; for the children of parents
belonging to that cohort, the estimated part is even
higher.

Table 89–4 shows life expectancies at birth of the
cohorts of Ego only, but his/her parents, grandparents,
spouse, children, etc. can belong to any other cohort:
the simulation thus involves 300 series of probabilities
(from the end of the 18th century, for the grandparents
of an Ego born in 1850 to the end of the 21st century
for the children of Ego born in 1950, for both sexes).

b. Fertility

We assessed, for each cohort born between 1850 and
1950, the age-specific and parity-specific fertility rates.
The rates for the 1850 cohort were applied in order to
reconstruct the cohorts born before 1850 (Ego’s parents,
grandparents, siblings if any). The completed fertility
of each cohort and the mean age at childbearing are
shown in Table 89–4.

The reconstruction thus takes into account the real
mortality of the different cohorts under consideration,
as well as a partly estimated fertility (as concerns

parity-specific fertility) whose general trend, in terms
of completed fertility, corresponds to reality.

3. Experiencing Death in the Family from
1850 to the Present

Thanks to the implementation of this model, it was
possible to obtain data concerning the trends in the
experience of death in the family for cohorts born
between 1850 and 1950.5

The curves illustrating the experience of death in
the family, that is, all the curves pertaining to each
degree of relationship, provide a general picture for a
given cohort. Graph A of Fig. 89–2 thus gives an
overall view of the frequency of deaths in the family
of a woman born in 1900.

In addition to period variations, owing to which this
graph is a little difficult to read (in particular, World
War I and World War II caused mortality peaks affect-
ing fathers and brothers, respectively, spouses or chil-
dren), three waves of deaths can be distinctly
observed, corresponding to the deaths of the grand-
parents, parents, and contemporaries of Ego, whether
the spouse or the siblings. We also observe the high
impact of the death of children, either siblings or chil-
dren of Ego.

A comparison with the same graph elaborated for
the 1950 cohort (Fig. 89–2B) sheds some light on the
changes that occurred throughout the 20th century,
especially during the second half, even if some of the
results shown here are still hypothetical (the 1950
cohort is not yet extinct). Still more clearly we can see
the three waves, but whereas they were declining from
the generation of the grandparents to that of contem-
poraries in the 1900 cohort, here their volume is about
constant, if not increasing. In addition, advances made
in the field of infant and child mortality have almost
eliminated mortality at young ages, which was still
high among the siblings and children of women born
in 1900. This fact makes the graph more easily under-
standable. In fact, the graph illustrates the successive
order of the deaths of close relatives, which 
follow each other in much the same order as the gen-
erations. It also provides a general overview of the
overall aging of the age at death as concerns the death
of other people, viewed as an event in the life of the
survivors. Last, it seems to show that the number of
deaths in the family of a woman born in 1950 is higher
than that observed among the relatives of a woman
born in 1900.

426 Monnier and Pennec

TABLE 89–4 Fertility and Mortality Parameters of the
Model for the Cohorts of Ego

Cohort Average life span Completed Mean age at

Males Females
fertility Childbirth

1850 39.8 43.2 2.78 29.8
1860 40.8 44.3 2.67 28.8
1870 38.8 43.4 2.54 28.9
1880 40.8 48.4 2.32 28.6
1890 38.7 51.5 2.09 28.3
1900 48.3 56.0 2.10 28.5
1910 53.1 61.5 2.27 28.6
1920 57.3 67.2 2.48 28.4
1930 64.0 73.6 2.62 27.4
1940 67.3 76.6 2.41 26.4
1950 72.9 82.0 2.11 26.5

Data from Festy, 1979; Vallin and Meslé, 2001.

5 Because of a different implementation of the microsimulation
method, the results presented here differ from those we presented
in various articles and papers.



4. Death in the Family Is 
Experienced Later in Life

In this general context, in what way does the expe-
rience of death change when a person has reached old
age? We will attempt to answer this question by
looking at the deaths of Ego’s parents, spouse, siblings,
and children (by the age of 60, for all cohorts, Ego’s
grandparents have already died).

As concerns parents, there are two possible cases:
either Ego dies after his/her parents or his/her parents
die after him. The latter possibility was quite frequent
during the 19th century, when infant and child mor-
tality were very high. Thus in the 1850 cohort, we may

assess that in more than 40% of the cases, the person
died before his/her mother (42% of the females and
45% of the males). This proportion considerably
declined, especially after 1900, and in the 1950 cohort
it was only 11% (Table 89–5A). As concerns the death
of the father (Table 89–5B), the trend was comparable.
We can note that men die a little more often than do
women before their parents and that this difference has
increased over time with the rise in the excess mortal-
ity of males.

Alongside this trend, the mean age at which a
person loses his/her father or mother has increased: in
the 1850 cohort, a person was orphaned around the age
of 30, whereas in the 1950 cohort the mean age of Ego

Chapter 89/Experiencing Death: A Demographic Approach 427

Maternal grandmother
Maternal grandfather

Mother
Father

Spouse Siblings
Children

Maternal grandmother
Maternal grandfather

Mother
Father

Spouse Siblings
Children

0 10 20 30 40 50 60 70 80 90 100
0

50

100

150

200

250

300
Number (per 10,000)

0 10 20 30 40 50 60 70 80 90 100
0

50

100

150

200

250

300
Number (per 10,000)

A

B

FIGURE 89–2 Numbers, according to age, of deaths in the family of a woman born in 1900 and in that of
a woman born in 1950. (A) Ego is a woman born in 1900. (B) Ego is a woman born in 1950.



at his/her mother’s death was around 50 and at
his/her father’s death around 40. Last, the proportion
of persons who are orphaned after 60 has also
increased, in particular as concerns the death of the
mother: for the 1850 cohort, only 2% to 3% of individ-
uals lost their mother after 60, whereas this proportion
represented, respectively, 35% and 38% for men and
women born in 1950. As concerns the death of the
father, the figures pertaining to the 1950 cohort are
lower: 13% to 14% of men and women born in 1950
will lose their father after the age of 60.

The death of the spouse also occurs at later ages for
both sexes, but the gap between the sexes has widened.
We know that widowhood affects mainly women: in
the cohort born in 1950, 75% of the women are or will

become widows, against only 27% of the men (see
Table 89–6). But for men and women, the mean age at
widowhood has increased by about 20 years at least in
the space of 100 years: the women born in 1850 became
widows at 53 on average, and those born in 1950 at 73;
for men the figures are, respectively, 54 and 77. Wid-
owhood is now a phenomenon occurring mainly after
60 and even increasingly tends to happen after 80: for
the 1950 cohort, 42% of the women and 54% of the men
will be widowed after the age of 80, according to mor-
tality hypotheses. As for the death of parents, these
changes took place mainly after 1900.

The death of a sibling is an event that is similar to the
death of a spouse in the sense that they are close to Ego
in age. However (and this is a significant difference),

428 Monnier and Pennec

TABLE 89–5A The Death of the Mother

Cohort of Ego Ego is a woman Ego is a man

Mother died Ego dies Mean age of Ego is over Mother died Ego dies Mean age of Ego is over
before Ego before Ego at death 60 at death before Ego before Ego at death 60 at death

(%) mother of mother of mother (%) mother of mother of mother
(%) (%) (%) (%)

1850 58 42 31.7 3.1 55 45 31.5 2.8
1860 59 41 32.4 3.3 56 44 32.1 2.9
1870 57 43 33.0 4.4 53 47 32.2 3.5
1880 62 38 34.5 5.3 54 46 32.9 4.1
1890 64 36 35.9 6.5 49 51 33.1 5.2
1900 69 31 37.4 9.3 62 38 36.3 8.0
1910 72 28 39.8 13.5 66 34 38.5 11.3
1920 77 23 42.8 18.1 69 31 41.4 15.6
1930 83 17 45.6 23.0 75 25 44.4 20.2
1940 85 15 48.4 30.2 77 23 47.4 27.7
1950 89 11 52.5 38.1 81 19 51.3 35.2

TABLE 89–5B The Death of the Father

Cohort of Ego Ego is a woman Ego is a man

Father dies Ego dies Mean age of Father dies Father dies Ego dies Mean age of Father dies
before Ego before Ego at death before Ego before Ego before Ego at death before Ego

(%) father of father (%) (%) father of father (%)
(%) (%)

1850 60 40 29.6 1.3 57 43 29.3 1.2
1860 61 39 29.9 1.3 58 42 29.7 1.2
1870 59 41 29.2 1.5 56 44 28.9 1.2
1880 64 36 30.4 1.7 58 42 29.1 1.2
1890 67 33 31.0 2.0 53 47 28.5 1.6
1900 71 29 31.3 2.7 66 34 30.6 2.2
1910 76 24 28.9 3.1 72 28 28.2 2.6
1920 80 20 34.7 5.1 74 26 33.9 4.5
1930 86 14 35.9 6.7 81 20 35.2 5.9
1940 87 13 37.5 9.8 83 17 37.1 8.8
1950 92 8 41.7 13.9 87 13 41.1 12.7



siblings can die while Ego is still a child, which is not
the case for a spouse. This explains why the mean age
of Ego at the time of the death of sibling is always
younger than that at the time of a spouse’s death.

In addition, because the birth order of Ego has not
been controlled (Ego can be of any parity), Ego is, on
average, in the middle and thus witnesses the death of
about one half of his siblings (between 46% and 57%
for females, about 40% for males6). The dominant

feature of this changing phenomenon is its aging: 
an individual born in 1850 experienced the death 
of one or several siblings before the age of 60 in 
80% of the cases, whereas for the 1950 cohort, the death 
of a sibling happens after 60 in 77% of cases if Ego
is female and 71% of cases if Ego is male (see Table
89–7). What was then the exception has now become
the norm. This aging process is now clearly continu-
ing: the death of a sibling after the age of 80 occurs 
in 40% of cases if Ego is female and in 30% of cases if
Ego is male.

To experience the death of one or several children
was quite frequent in the 19th century: 43% of the
women and 40% of the men born in 1850 had lost 
at least one child (see Table 89–8). Today this has

Chapter 89/Experiencing Death: A Demographic Approach 429

TABLE 89–6 The Death of a Spouse

Cohort Ego is a woman Ego is a man
of Ego

Women who become widows (%) Mean age at Men who become widowers(%) Mean age at

Regardless At and At and
widowhood

Regardless At and At and
widowhood

of age over 60 over 80 of age over 60 over 80

1850 60 40 2 53.3 42 42.7 4.7 54.4
1860 61 42 2 54.2 40 43.8 4.9 55.0
1870 63 44 3 55.1 39 45.3 5.8 55.7
1880 66 42 4 53.9 33 46.2 9.0 56.3
1890 70 42 6 52.3 31 50.9 11.7 58.2
1900 69 55 9 59.5 31 57.9 15.5 60.9
1910 72 61 13 61.4 30 62.3 22.5 63.4
1920 72 66 19 64.1 28 72.8 32.8 68.7
1930 74 71 26 67.6 27 77.9 39.7 72.0
1940 75 76 33 70.1 28 80.8 46.9 74.3
1950 75 80 42 72.5 27 83.4 54.4 76.8

TABLE 89–7 Deaths among Siblings

Cohort Ego is a woman Ego is a man
of Ego

Women who lose a sibling (%) Mean age at Men who lose a sibling (%) Mean age at

Regardless At and At and
death

Regardless At and At and
death

of age over 60 over 80 of age over 60 over 80

1850 46 20 1 33.9 42 17 1 31.7
1860 47 23 2 35.5 41 18 1 32.8
1870 44 25 2 37.1 39 20 1 34.2
1880 48 26 4 38.9 40 18 2 33.9
1890 49 29 5 39.7 37 19 2 32.6
1900 50 37 8 44.0 41 28 4 38.1
1910 51 46 13 49.5 41 35 6 43.0
1920 53 54 19 55.1 40 44 11 48.6
1930 55 64 26 63.0 41 54 17 56.5
1940 55 71 32 66.6 41 62 23 61.3
1950 57 77 40 72.0 42 71 30 67.4

6 When Ego is male, the sex ratio of the other members of the
group of siblings decreases (on average, Ego has more sisters than
brothers); conversely, if Ego is female, the ratio increases. This,
together with the excess mortality of males, is the reason why
females experience the death of over half of their siblings and males
less than half.



become quite rare, because only 10% of the women
and 6% of the men born in 1950 will have experienced
it. But at the same time, not only has this phenomenon
become more rare, but it has changed in nature.
Indeed, in the 19th century, when parents experienced
the death of a child, it was a small child, and these
parents were thus young adults (the curve of deaths of
children according to the age of the mother at the time
of the child’s death is thus very similar to the fertility
rate curve). Today, the death of a child concerns older
parents, even very old parents: for the 1950 cohort,
69% of the women and 59% of the men will be over 60
if ever one of their children dies (41% and 29%, respec-
tively, will be over 80).

In all the cases examined above, the deaths of
members of the family occur later in the life of indi-
viduals. The increase in the mean age of an individual,

male or female, born in 1950, at the death of his/her
mother, spouse, sibling or child is 20 to 35 years; the
age at the death of the father has increased less, but it
is still 12 years older for both men and women.

The changes in the proportion of deaths in the
family occurring when Ego is over 60 shows that the
age at which one experiences the death of another
person has increased (Fig. 89–3). Beginning with the
1900 cohort, the curves rise quite clearly upward as
concerns the death of the spouse, a sibling, and chil-
dren, and a little less sharply upward as concerns
father and mother.

5. Death Is a More Frequent Experience

These findings pertain to the trend in the schedule
of the experience of death, at the time when Ego expe-
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TABLE 89–8 The Death of Children

Cohort Ego is a woman Ego is a man
of Ego

Women who lost a child Mean Age Men who lost a child Mean age

Regardless At and over 60 At and over 80 Regardless At and over 60 At and over 80
of age of age

1850 43 18 2 40.2 40 44 1 40.6
1860 44 12 2 40.7 40 9 1 40.9
1870 40 15 3 40.3 34 12 1 39.8
1880 33 20 5 41.9 27 14 2 39.8
1890 30 19 7 42.6 24 11 3 39.7
1900 23 29 12 45.7 18 18 5 41.5
1910 19 37 17 49.5 15 24 8 43.4
1920 17 44 21 53.0 12 32 12 47.5
1930 14 56 29 60.0 9 43 17 53.5
1940 12 62 36 64.5 8 50 23 58.5
1950 10 69 41 68.5 6 59 29 63.0
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riences the death of a close relative. But as we have
seen, this phenomenon has other implications: Ego can
die before any of his/her relatives (in which case he is
no longer concerned by this schedule), and some of
his/her relatives (a grandparent, brother, or sister)
may have died before his/her birth (in which case they
are not taken into consideration). The total frequency,
the intensity of the experience of death, varies accord-
ing to these factors: if Ego dies less often before his/her
parents (father or mother), he will more often experi-
ence his/her parents’ death; the same is true if the
death of his/her grandparents occurs less frequently
before his/her birth. In addition, over time, the
number of parents (fathers and mothers) and of
spouses (in this case the first spouse) remains, the same
but the number of siblings or children can change.
Here again we observe a factor that can change the fre-
quency of the experience of death: mortality being
equal, the greater the number of children, the greater
the risk of losing a child.

To take into account these aspects of the phenome-
non, one can calculate the mean number of deaths
(converted for each individual at birth) for each 

degree of kinship; this calculation was made by 
establishing a distinction between deaths occurring
when Ego is over 60 and those occurring before that
age (Table 89–9). From females born in 1850 to those
born in 1950, the total mean number of deaths within
the family (as defined here) has significantly increased,
especially during the 20th century, from 5.20 for the
1850 cohort to 5.43 for the 1900 cohort and 7.27 for the
1950 cohort. Thus, the experience of death in the family
happens at a later age but has become more frequent.

OVERVIEW

In France and probably in other developed coun-
tries, from the point of view of the dying person and
that of the persons close to him/her, the experience of
death has considerably changed during a period that
can be determined quite precisely: the second half of
the 20th century. In 1959, Jean Fourastié wrote that
“death was at the center of life in the same way as the
graveyard was in the center of the village.” One might
say today that death is at the center of old age, because
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TABLE 89–9 Mean Number of Deaths (for One Person)

Relationship Cohort
with Ego

1850 1900 1950

Death occurring Potential Deaths occurring Potential Deaths occurring Potential

Before 60 After 60
deaths

Before 60 After 60
deaths

Before 60 After 60
deaths

Ego is a woman
Deaths of:

Grandparents 1.71 0.00 2.41 1.93 0.00 2.49 2.63 0.00 2.80
Parents 1.14 0.04 2.00 1.27 0.13 2.00 1.12 0.69 2.00
Spouse 0.19 0.12 0.51 0.17 0.21 0.55 0.12 0.50 0.80
Siblings 1.26 0.31 3.30 0.96 0.53 3.50 0.51 1.60 3.70
Children 0.35 0.08 1.80 0.16 0.07 1.70 0.03 0.07 1.90
Total 4.65 0.55 10.02 4.49 0.94 10.24 4.41 2.86 11.20
Regardless of age 5.20 5.43 7.27
Total except grandparents 2.94 0.55 7.61 2.56 0.94 7.75 1.78 2.86 8.40
Regardless of age 3.49 3.50 4.64

Ego is a man
Deaths of:

Grandparents 1.65 0.00 2.41 1.87 0.00 2.49 2.57 0 2.79
Parents 1.09 0.03 2.00 1.18 0.10 2.00 1.09 0.59 2.00
Spouse 0.11 0.08 0.48 0.07 0.10 0.52 0.03 0.18 0.80
Siblings 1.19 0.20 3.31 0.90 0.32 2.99 0.49 1.08 3.73
Children 0.16 0.01 1.72 0.14 0.03 1.64 0.03 0.04 1.70
Total 4.20 0.32 9.92 4.16 0.55 9.64 4.21 1.89 11.02
Regardless of age 4.52 4.71 6.10
Total except grandparents 2.55 0.32 7.51 2.29 0.55 7.15 1.64 1.89 8.23
Regardless of age 2.87 2.84 3.53



those who die are mainly old but also very old persons,
and their close relatives—their spouses or their chil-
dren—are no longer young or are even close to old age.
That death is no longer in the center of the village
because nowadays, as a general rule, people die in hos-
pitals or institutions.

Several aspects of these trends deserve special
attention because the transformations observed have
implications both for the individual and for society
that should be examined in greater detail.

In the first place, a distinction was made according
to the age of the dying persons; those of today are
older than those of yesterday. In addition, dying
women are much older than are dying men. But does
this trend, which is positive as concerns the duration
of life, have an impact in terms of the conditions sur-
rounding a person’s death? In other words, even
though it is better to die at 85 than at 75, does the fact
of being older make a difference for the dying person,
for his family if he has one, and for the medical staff?
As concerns the latter, whose thoughts on the subject
are better known, we must remember that as Renée
Sebag-Lanoë (2002) has pointed out, “age is one of the
worst criteria for making a decision” as regards the
choice of appropriate palliative care.

Given the increase in the age at death, brought
about by the decrease of deaths at young ages, the 
succession of deaths within the family increasingly
follows the order of generations. This ordering 
might seem to be a factor of greater acceptance in the
general picture of death that we have briefly drawn, 
if we admit (but this remains to be proved) that 
death is more acceptable when it affects each in his
own time. But conversely, because early deaths—
deaths of children, adolescents, young people, or
mature adults—happen more seldom, have they not
become even more difficult to accept? What signifi-
cance can be ascribed to the fact that we now live to
experience a greater number of deaths in the family
than in the past? Does this situation make it easier to
accept death or, on the contrary, does it make it more
difficult?

Next, we found that today, death occurs most often
in institutions, because only a minority of persons now
die at home. This trend seems to run counter to other
trends that seem to give precedence to the private
sphere over the public sphere. Thus, the decreasing
frequency of marriages, the increasing frequency of
consensual unions, and the rise in births out of
wedlock are often interpreted as a sign that individu-
als prefer to withdraw their marital and family life
from the influence of institutions. Are things different
with death, in which the need for institutional support
is very high, or can the fact that death is increasingly

medicalized, that is, medical staff is needed, be seen as
the sign of a more general phenomenon, that of the
extension of the medical influence? This extension has
been observed in the field of procreation, with the
massive spread of contraception, the legalization of
abortion, and the development of medically assisted
procreation. Last, will the expected increase in the
number of dying persons have an influence on medical
practices pertaining to the end of life? It is to be
expected that such issues as palliative care, staff
resources, and the role of families in the dying person’s
last moments and euthanasia will become increasingly
acute when a country such as France will be counting
250,000 more deaths each year.
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INTRODUCTION

It has become increasingly important to demogra-
phers to place population behavior within its family
context (Tabutin and Bartiaux, 1986). The capacity to
statistically document family structure and dynamics,
shed light on factors that influence them, explain their
variations (within societies and between different soci-
eties), and follow their development over time has
created a new knowledge base that has contributed to
the emergence of household and family demography.
This new field of research is important enough to
justify significant space in this volume of the treatise.

Two chapters have been devoted to this subject in
order to better emphasize the diversity of the situa-
tions, both sociological and statistical, of different cul-
tures. The first chapter discusses developing countries
and the second centers on the European experience. It
is therefore appropriate for this first chapter to begin
with a general introduction to the concepts, the theo-
ries, and the development of household and family
demography, before applying this knowledge to devel-
oping countries.

I. HOUSEHOLD AND FAMILY
DEMOGRAPHY

First of all it is necessary to agree on the terms used.
This is all the more important for concepts that have
very different meanings according to the circum-

stances and cultures in which they are used. This done,
it is easier to evaluate the various current theories of
family development and then introduce the relatively
recent scientific dimension of household and family
demography.

1. Concepts: Household and Family, 
What Are They?

Common sense could lead us to believe that the
only difference between family and household is in
their nature: the family being a natural biological unit
and the household an economic and residential unit.
However, common sense is not always enough and
believing so in this specific case frequently leads to
considerable errors in interpretation. The family is not
a natural entity, and the household might only be a
demographic tool for census officials.

a. The Family Is Not a Natural Entity

As stressed in the Dictionnaire de l’ethnologie et de
l’anthropologie (Bonte and Izard, 1991:273), “everyone
believes that they know what a family is: it seems to
stem from the natural order. . . . But it is interesting to
note that however vital, essential, and apparently uni-
versal the family institution may be, just as is the case
for marriage, no strict definition exists for it.”

Acceptance of the term “family” changes according
to the protagonists and the institutional contexts, as
well as according to society and era. It refers to repre-
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sentations within each society at a given period in its
history; frequently not explicitly defined, the term
family is an interpretation of the situation that is con-
sidered as the norm, the socially acceptable model (the
extended family or kinship in Africa1), or is presented
as such in cases in which the state has imposed itself
and interferes in people’s private lives. Indeed, the
polysemic character of the family means that it only
truly develops a meaning once it has been qualified.

Regardless of the definition, whether we consider a
couple with children or a kinship group, it is necessary
to remember that “the family is not, contrary to the
belief of certain demographers and sociologists, a base
unit or a cell of society. A family can not exist and be
reproduced through generations independently of
other families” (Godelier, 1973:8). The family is not an
independent, autonomous unit.

We must agree with Pierre Bourdieu (1993:36) that
although it is doubtless necessary to “stop considering
the family as an immediate fact of social reality but
rather as a tool for constructing this reality,” we should
also “ask ourselves who created these construction
tools.” In Western societies the state has played a
crucial role in this area, so that the family appears as
“the product of a long period of legal and political con-
struction.” Some even ask whether “the current statis-
tical concept of the family still corresponds to an
economic and sociological reality” (Desplanques,
1994:97); comparative studies on Europe are always
faced with numerous obstacles (CEPR, 1991; Lefranc,
1995; Wall, 1996; see also the following chapter by Nico
Keilman). A similar process, reinforced by the influ-
ence of international organizations, is underway in
developing countries. Therefore, the family is not an
immediate natural entity but a progressive “con-
structed category” (Bourdieu, 1993:36).

It can be defined or analyzed in terms of structure
(family formation), through its functions (e.g., pro-
duction, reproduction, socialization), and its relational
and transactional dimensions (intra and extrafamily).

b. The Household: A Data Collection Tool That Has
Become an Object for Analysis

The concept of household was created in Western
societies by statisticians and demographers in search
of a statistical unit for operational observation that
makes it possible to identify individuals without omis-

sion or double counting during censuses and surveys;
gathering information on kinship being above all a
method of identifying individuals. The objective of
these population collection operations was not (and is
not) to study the family.

However, as Alain Collomp (1992:13) states “of the
different meanings that can be given to the word
‘family’ (from a conjugal couple and their children to
a large kinship group including uncles and cousins), it
is that of household to which the history of the forms
of the family refers.” It is at the level of households that
statistics on family are produced.

The pertinence of the household has been widely
discussed (Netting et al., 1984; AMIRA, 1987; Sala
Diakanda, 1988; Lacombe and Lamy, 1989; McDonald,
1992; Burch, 1993). On the one hand, it is possible to
cohabit without being related (particularly in urban
areas); on the other hand, it is possible to be related
and to live apart: for example, the phenomenon of non-
cohabitation of spouses and dependent children is
relatively common in African cities, particularly in
cases of polygyny (Locoh, 1990). Moreover, the resi-
dential unit does not necessarily coincide with pro-
duction and consumption units, which themselves can
be distinct and whose rules of composition vary
according to societies; several levels of production and
consumption can coexist within the same society (Gru-
enais, 1981). For the rural Bwa in Mali, the proportion
of units headed by a female falls from 27% to 3%
according to whether the household or the domestic
group is considered (Hertrich, 1996). The reality thus
observed is very different, particularly concerning the
concept of the household head.

Conveying above all residential arrangements,2 the
household is one of the highly significant ways for
grouping individuals: that individuals within a
society, whether they are related or not, gather in one
location to live daily for a given time does not occur at
random; it definitely signifies something that is neces-
sarily translated into one social reality and one real-life
experience, a reality that can be both domestic and eco-
nomic. Indeed, “the problem here is not so much the
type of unit but the shifts in meaning to which it can
be subject during interpretation” (Pilon and Hertrich,
1995:2).

Regardless of the society and the chosen definition,
it is clear that household and family cannot be 
interchangeable concepts, nor can they be totally
autonomous and independent of the rest of the kinship
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1 According to R. Mbuh (1994:64), “to bring this notion [of
family] to traditional African society refers to a system of an
extended family, favoring lineage.” According to Christophe
Sawadogo (1992:63), “in the traditional African context a definition
of family should surpass the scope of household and home and
should be placed at the level of lineage and clan.”

2 But which also convey different realities according to the ref-
erence population used during data collection: the approaches differ
depending on the country as some consider the de jure population,
whereas others consider the de facto population.



group and/or of society. Even if they coincide histori-
cally or occasionally, they are fundamentally different,
but not exclusive, realities. It is therefore necessary
each time to specify what is meant by the terms house-
hold and family.

2. Theories on Family Evolution

The family began to be studied in a scientific context
during the second half of the 19th century (see the
works of Le Play, 1871; Morgan, 1887; Durkheim, 1888;
Engels, 1948) and was developed during the 1920s
under the influence of American sociologists of the
Chicago interactionist school (Michel, 1986). The
post–World War II period saw the emergence and gen-
eralization of a global theory of social change, the
modernization theory, of which the demographic tran-
sition theory (see Chapters 68, 69) and the nucleariza-
tion of the family theory continue to nourish scientific
debate.

The argument of a convergence of family systems
toward the nuclear model originated in Talcott
Parsons’ work on the American family, and from a
structuralist-functionalist approach (Parsons and
Bales, 1955), it was expanded by William Goode (1963),
in particular in World Revolution and Family Patterns.
According to this theory the modernization process,
through industrialization and urbanization,
ineluctably results in the transition from the traditional
extended family to the modern nuclear family. This
development is both a change in the structure and
function of the family and a change in the male and
female roles within it. The nuclear family, which is dis-
connected from the rest of the kinship group, is pre-
sented as the family model best adapted to the
economic conditions of contemporary (American)
society.

However, as stated by Patrice Vimard (1995:145),
“Since 1970, family studies that have been developed
according to relativistic and historical perspectives
make it possible to strongly qualify or invalidate the
nuclearization theory by showing that on the one
hand, the extended family was the dominant, but not
exclusive, model of the old family (Laslett and Wall,
1972), and on the other hand, that the nuclear family
is not the ultimate and universal model of the modern
family (Rao, 1973).” It is not necessarily where we
expect to find it.

For industrialized Western countries, other theoreti-
cal avenues have been and are being explored in the
light of significant and rapid changes in the family
sphere over recent decades: the increase in the number
of people living alone, of single-parent families
(Lefaucheur, 1992), and of reconstituted families

(Thery, 1987) are examples. The role of kinship 
and family solidarity has been rediscovered and re-
affirmed: nuclear families do not seem so independent
of the rest of the kinship group (Segalen, 1984, 1996).
Some authors, such as Edward Shorter (1975, 1977),
have announced the advent of the postmodern family,
whereas others (Roussel, 1986) are leaning toward a
theory of diversification and of multiplicity in family
models.

For developing countries, family situations and
their evolutions are also characterized by complexity
and diversification that are a far cry from a linear path
(McDonald, 1992; Vimard, 1993). In Nigeria (Oke,
1986), the Arab world (Behnam, 1985), and India
(Lardinois, 1986), extended families and traditional
family values can accompany the modernization
process.

All things considered, we can only agree with Peter
McDonald (1992:25) that the “Convergence theory not
only failed to predict the path of changes in family
systems in the non-Western context, it also failed to
predict the movement away from the idealized version
of the conjugal family that occurred in the West itself
in the past 20 years.” In the absence of a satisfactory
new theoretical scope, much remains to be done in
family studies before any certainties that do not reit-
erate the appearance of new myths and stereotypes
can be put forward (de Oliveira, 1992).

3. Household and Family Demography

The study of the family is resolutely at the cross-
roads of several disciplines. In the wake of sociology
and history, other social sciences have progressively
joined this field: psychoanalysis, psychology, law,
political sciences, ethnology, economy, and demogra-
phy (de Singly, 1992) have all shed light on the issue.

Research in historical demography began in the
1950s (Henry, 1953–1955; Rosental, 2003) and has
greatly contributed to improving the understanding of
the dynamics and evolution of families in European
countries, making it possible to expose a series of false
impressions of the past and to call into question the
myth of the extended family as a prop for high fertil-
ity, thereby rejecting the nuclearization theory (Le
Bras, 1992; Segalen, 1996).

Demographers’ more recent interest in the house-
hold and the family is partly associated with the need
to contextualize demographic phenomena that are
generally understood and analyzed at an individual
level; this has meant crossing from a basically descrip-
tive approach to a more explanatory approach in the
hope of finding an observation unit that would be the
entrance to an explanation of demographic behavior.
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The relationships between family structure and fertil-
ity are assuredly those that have been most studied
(Ryder, 1984; Bartiaux and Tabutin, 1986).

Demographic research on household and family as
a separate research theme emerged in the 1960s and
had grown in volume by the end of the 1970s. Meet-
ings and international scientific programs dedicated to
this theme multiplied: Committee for International
Cooperation in National Research in Demography’s
program in 1979–1982 (CICRED, 1984) and the creation
in 1982 of an International Union for the Scientific
Study in Population (IUSSP) scientific committee on
Family Demography3 that organized two international
seminars, the first in New York in 1983 on the methods
and applications of family demography (Bongaarts et
al., 1987) and the other in Berlin in 1984 on the latter
phases of the family life cycle (Höhn et al., 1989). In
1986, the IUSSP created a new scientific committee on
the same theme,4 which in its turn organized three
international seminars, the first in 1987 in Honolulu on
changing family structures and life course in develop-
ing countries (Berquo and Xenos, 1992); the second in
Vaucresson, also in 1987, on new forms of family life
in developed countries (Prioux, 1990); and the third in
Tokyo in 1988 on theories on family evolution.

An entire field of research called household and family
demography that produced concepts and methods was
thus progressively created. One of the leaders, Thomas
Burch (1993:1), defined its outlines, “Union formation
and dissolution; family and household structure and
change; and kinship” (more details can be found in
Burch, 1979). All the demographic phenomena obvi-
ously affect the size, structure, and dynamics of house-
holds and the family: fertility, nuptiality, mortality, and
migration each have their own effects.

Although research is essentially centered around
the household and the (conjugal) family, demographic
sources make it possible to analyze different types of
units of individual membership at a given time. We
can list them as follows: the residential unit, the resi-
dential family group, the family nucleus (combination
of husband/wife[s]/children that can be single parent,
nuclear, or polygynous) residential or not (as it can be
distributed between several residential units), the
domestic group (that can be spatially fragmented), and
the matricentric (mother–children) unit.

As a complement to other disciplines, demography
seems better equipped to evaluate structures and their

dynamics. For example, it can give statistical informa-
tion on the proportion of individuals living in or
belonging to a unit (residential or domestic) where
polygyny is practiced (and this according to sex, age,
and other individual characteristics), on the evolution
of the residential forms of domestic units, on the 
significance and characteristics of situations of non-
coresidence of spouses, on matched characteristics 
of spouses (age, ethnic group, religion, education,
employment etc.), and on households with elderly
people, etc. Such quantitative aspects if correctly inter-
preted, can be a mine of information. Demography can
also grasp changes in the family and population struc-
ture of residential and domestic units, as a conse-
quence of changes in demographic parameters
(mortality, fertility, nuptiality, and migration), struc-
tural changes that can influence collective functions,
roles, and individual status.

With reference to domestic groups the sociologist
Martine Segalen (1996:34) rightly states that their
“structure . . . is interesting as it reveals a certain form
of organization that regulates the transmission of cul-
tural values and practices which articulate family and
work, family and power, family and knowledge.” She
then illustrates her words with a quotation by William
Goode from his book The Family:

“The various forms of the household have a number of impli-
cations for family interaction. They help to determine, for
example, the chances of more or less intimate social relations
among members of the kinship group. Thereby, these struc-
tural patterns shape in part the process of strain and adjust-
ment among relatives. Various role relations may have to be
spelled out in detail, if the household includes certain rela-
tives. For example, if the household usually includes a man
and his mother-in-law, there may be rules requiring much
reserve or noninteraction between the two.

Socialization patterns are also affected by who is included
in the household. A mother-in-law, or a young boy may go to
his mother’s brother’s house to grow up. A young child in a
polygynous household sees a wider range of adult models
intimately than he could observe in a nuclear family. Those
who share the same household are likely to share the same
budget, and thus economic exchanges are partly determined
by the forms of the household.” (Goode, 1964:44–45).

The 1980s produced “A plethora of formal method-
ological, as well as substantive-descriptive, studies of
the family” (Höhn, 1992:4). Much progress was made
in several fields: in conceptualization, notably with 
the recognition of the difference between household
and family (Burch, 1993)5; in measurement, with 
the development of comparative indicators (Burch,
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3 This committee’s president was John Bongaarts, and its
members were Thomas Burch, Kenneth Wachter, Gustav Feichtinger,
Hervé Le Bras, and Elza Berquo.

4 Elza Berquo was the president of this committee, and the
members were Charlotte Höhn, Louis Roussel, Jan Trost, and Peter
Xenos.

5 “A key step has been the full realization of the difference
between household and family, a distinction somewhat blurred in
early demographic work, due to a Western tendency to identify the
two, and resulting census conventions . . .” (Burch, 1993:3).



1980; Burch et al., 1987); in classification (Laslett and
Wall, 1972); in modeling the interrelations between
basic demographic factors and household and family
dynamics at both the macro- and microlevels
(Goodman et al., 1974; Le Bras, 1992; Bongaarts et al.,
1987; Mason, 1987); and in attempts at generalization
using empirical studies.

Despite this, all the problems are far from being
overcome. Comparative studies of the household and
the family in Europe, and more so at a global level, still
come up against numerous obstacles: the great hetero-
geneity of definitions, classifications that are not
always made explicit and that often make comparison
very difficult, insufficient published statistics, etc.
(Locoh, 1988a; CEPR, 1991; de Oliveira, 1992; Lefranc,
1995; Wall, 1996). Moreover, household and family
demography essentially refers to Western societies and
thus to the corresponding acceptance of the (nuclear)
family. Many of these methodological and analytical
tools have often been shown to be unsuitable for other
societal contexts, particularly in Africa.

Research on household structures and their devel-
opment remains rudimentary in developing countries,
and the lack of knowledge is particularly evident in
sub-Saharan Africa. This could be owing to several
reasons: the weight of studies on kinship systems, the
emphasis placed on fertility studies, and an often
immutable perception of African societies as “eternally
rural and traditional” (Pilon, 1996a; Cordell and Piché,
1997).

a. Kinship Ties: Essential But Neglected Information

Regardless of the definition retained for the house-
hold or the family, information on kinship ties is obvi-
ously essential in order to analyze family structures
and household formation. Its degree of precision to a
great extent determines the possibilities for elaborat-
ing classification, which then have varying degrees of
analytical pertinence.

Kinship ties, combined with other variables—such
as sex, age, marital status, and type of activity (educa-
tional or economic)—are required to identify family
status and roles.

To know, as precisely as possible, who lives or
resides within a household can thus make it possible
to study certain phenomena, such as the circulation of
children and the migration of adults that give an idea
of the level of family solidarity. Who are the fostered
children and the migrants within the household? To
whom are they related: the household head, his (or one
of his) spouse(s), or another member? What are their
characteristics (age, marital status, level of education,
activity)? These questions are particularly relevant to

urban households, who often play host, and it is
important for these households to be able to perform
this role, if only partially.

Even though numerous societies experience high
levels of matrimonial instability, and in Africa poly-
gyny is widely practiced, it is important within house-
holds where the head is married to be able to
distinguish the couple’s children from those belonging
to each spouse from a previous union, on the one hand,
and those belonging to different spouses, on the other
hand.

For censuses and large surveys, the fact that infor-
mation on kinship ties is first and foremost collected
in order to facilitate the identification of individuals
during data collection and to help control the coher-
ence of other variables rather than for analysis, largely
explains both the loss of information and the under-
exploitation of data.

Very frequently, the types of kinship relations used
for codification (in the absence of precodification) is far
less detailed than is the information gathered during
data collection; this inflates the figures of the “other
relatives” category. The examination of 32 African cen-
suses shows that for countries that have modified their
systems between the last two censuses, the trend has
been simplification rather than refinement.

Regardless of the precision in kinship ties, statisti-
cal tabulation on this variable remains rare and far
below the possibilities. The simple cross-tabulation of
kinship ties with age, sex, and marital status can be a
method of refining the codification of kinship ties that
are too basic and a way of helping to identify and 
characterize the family status of individuals within 
the household. A United Nations document (1980) 
on principles and recommendations for censuses 
proposes the production of several such tables.

b. Typologies

In a comparative, temporal, and spatial theorization
perspective, sociologists and historians have
attempted to define household and family types. But
there is no unique universal typology. Depending on
the phenomena or the logic that we wish to expose, the
criteria used are very diverse and can be demographic,
economic, social, cultural, etc.: for example, rules and
practices regarding authority, inheritance, residence,
kinship system, nature of interpersonal relations,
family roles (in particular between husband and wife);
duties undertaken by the household or family, pro-
duction method, and external relations.

Although the study of household structure is not an
end in itself and is not adequate to take into account
all the dimensions of the family (a household or family
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cannot be reduced to its structure only), the household
typology introduced by Peter Laslett (1972) at the
beginning of the 1970s is a scientific contribution of
great value (Table 90–1). Historical research that has
resulted from it has shed light on the pre-existence of
nuclear structures at the time of the industrial revolu-
tion, which has contributed to the nuclearization
theory being called into question.

Demographers essentially use this type of typology
in order to analyze the morphology of households and
families at a given time (who lives with whom?); the
term “structure” is also used. The expressions family
structure, household or family types, and family
system are often used indifferently but incorrectly.

Developed for a historical study of European soci-
eties, Peter Laslett’s classification has some shortcom-
ings and ignores a certain number of existing family
formations (grouped in his no. 6 category). It does not
take into consideration the practice of polygyny (an
essential phenomenon in African family systems) and
also leaves the status of “other relatives” and the unre-
lated unclear.

As Patrice Vimard (1995:9) states, “there are no
typologies that are a priori good or bad”; it all depends
on our objectives and the specificities of the popula-
tions studied. Multiple criteria can be taken into con-
sideration: the number of generations represented and
their organization, the number of conjugal families
(and their monogamous or polygynous character), the
presence of other related or nonrelated members, the

marital status and sex of the household head, etc. As
previously mentioned, the level of precision of the
kinship ties determines the level of refinement for the
typology. The number of categories used can also vary
significantly (from two to several dozen), depending
on whether a more descriptive or overall character is
desired.

Typologies developed at the end of an analysis fre-
quently aim to expose the level of nuclearization,
which is conveyed by the opposition between nuclear
or restricted households, on the one hand, and
extended or enlarged households (or families), on the
other hand, adjectives that are frequently not defined.

The diversity of the typologies used as well as the
heterogeneity and the vagueness of the terms that
define them frequently make comparisons between
populations very difficult. Without undermining the
value of this diversity (each classification is pertinent
to the population under question, depending on the
issue under discussion) and while waiting for a
minimal typology acceptable to all, efforts to clarify the
terminology should be undertaken in order to facili-
tate comparative studies, which are essential for
increasing knowledge.

c. For a Dynamic Approach

Analyses of the distribution of household types at a
given date are often justifiably reproached for causing
incorrect interpretations, conclusions that are too hasty
in terms of family models or in terms of changes by
comparing the distribution at different dates (Carter,
1984; McDonald, 1992): “the typological classification
annihilates the temporal dimension” (Segalen,
1996:37). Demographic dynamics, in particular, result
in the fact that, even in a society marked by the pre-
dominance of the extended family system, there is
always a greater proportion of simple families owing
to life-cycle events (birth, marriage, mobility, death)
and their timing, as well as constraints in the age and
sex structure of kinship groups. Furthermore, the same
family configuration can result from different
processes and can also be accompanied by different
functions, be it between different populations or dif-
ferent periods, and inversely. Therefore, “reintroduc-
ing the long-term makes it possible to understand
whether the configurations . . . are structural or con-
junctural. Are the households always multiple or
always conjugal? Do they experience a typical succes-
sion of phases, and if so, what is its model? How can
we explain the divergence between the norm and the
average insofar as a determined model has been
acknowledged as preponderant in a given society?”
(Segalen, 1996:37).
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TABLE 90–1 The Typology of Households According to
Peter Laslett (1972)

1. Solitary a. Widows or widowers
b. Single people

2. Household without a a. Brothers and sisters co-residing 
family b. Other relatives co-residing 

c. Unrelated co-residents
3. Simple household a. Married couple without children

b. Married couple with children
c. Widows with children
d. Widowers with children

4. Extended household a. Extended upward
b. Extended downward
c. Extended laterally
d. Combination of the above

5. Multiple household a. Multiple upward
b. Multiple downward
c. Multiple in both directions
d. Frereches (coresident siblings)
e. other

6. Household of 
indeterminate 
structure including 
some kinship ties



The simple matching of household types with the
household head’s sex and age, too infrequently per-
formed, makes it possible to undertake an initial evalu-
ation of the dynamic character of their structures. But
the longitudinal approach (and including other types
of data) is obviously the best. Specific concepts and
methodologies have been developed in this direction,
by sociologists and historians: the concepts of “family
life cycle,” which refers to a succession of stages, and
“life course,” according to which the family experi-
ences a process made up of transitions and in which
individual, family, and social periods overlap
(Hareven, 1977, 1991) (see also Chapter 88 of this
volume, which discusses the life cycle).

II. HOUSEHOLDS AND FAMILIES IN
DEVELOPING COUNTRIES: STATE OF

THE ART

An attempt at producing a synthesis of knowledge
on the size, composition, and evolution of households
in the developing countries is confronted by the
paucity and inadequacy of the existing quantitative
data (under exploitation of census and survey 
data, heterogeneity of definitions, terminology, and
classifications). Data on the past (even the recent 
past, but the more distant past in particular) is parti-
cularly lacking and limits the possibilities of a histori-
cal approach (de Oliveira, 1992; Cordell and Piché,
1997).

By using the most recent statistics available at time
of writing,6 I will attempt to describe the overall situa-
tion, incorporating household size, family composi-
tion, female household heads, and “fostered children.”

1. Household Size

The three indicators used here to characterize the
sizes of households, the average size, the proportion of
one-member households, and the proportion of house-
holds with at least nine members7 vary significantly
according to the large developing regions of the world
and between the countries.

The average household size is between four and six
people for the large majority of countries (Table 90–2;
Fig. 90–1). The countries of Latin America and east
Asia have the smallest households, with relatively few
variations between countries. In contrast, diversity is

particularly significant in Africa (where the highest
values are most frequently found) and in western and
central Asia.

The average size of African households varies
between 3.6 in Ghana and 9 in Senegal. Households
seem to be generally smaller in east and south Africa
compared with north and west Africa (with the excep-
tion of Ghana).

The differences between rural and urban zones also
vary. They are quite small in Latin America; the great-
est differences are in Africa and central Asia 
(Turkmenistan, Kyrghyzstan and Kazakhstan). It is
moreover interesting that among the countries consid-
ered here, a significant proportion (40%) of them have
larger urban than rural households.

The proportion of one-member households (Fig.
90–2) vary even more significantly than does the
average size: it is only 1.1% in rural Bangladesh, but
30.2% in urban Ghana. This type of household is found
most frequently in urban areas: this is the case for
three-quarters of the countries and for nearly all 
the African countries. All the Asian countries (with the
exception of the three central Asian countries) and 
the north African countries have lower proportions.
sub-Saharan Africa has significant variations, both
between the countries and between urban and rural
areas. However the differences according to area of
residence are greatest in Turkmenistan, Kyrghyzstan,
and Kazakhstan, with much higher proportions in 
the cities.

The proportion of large households (made up of at
least nine members) also varies significantly: from 1%
in rural Kazakhstan to 47.5% in rural Senegal (Fig.
93–3). In the large regions, the lowest proportions are
found in Latin America, Asia, and east and south
Africa. The countries where the proportion of large
households is more than 20% are mainly in west
Africa: Yemen, Namibia, Guinea, Côte d’Ivoire,
Burkina Faso, and Senegal.

Although rudimentary, the variations in these three
indicators—whether between large regions, among
countries within the same region, or between rural and
urban areas—suggest a great diversity in residential
family structures.

According to a study by the United Nations (1990),
which makes a comparison between the 1970s and the
1980s, the average size of households has declined in
every region with the exception of north Africa and
west and south Asia. However, other studies (Locoh,
1988a) and the results of the most recent Demographic
and Health Surveys reveal the opposite in sub-Saharan
Africa, with an increase in household sizes, with the
exception of Kenya, Zimbabwe, and Botswana, where
fertility decline is now well underway.
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offers the widest geographic cover (50 countries). See the Macro
International Web site at www.measuredhs.com.

7 Indicators from tables published in national survey reports.



2. The Family Composition of Households

The paucity of appropriate data is here again 
more apparent. Few publications of census and survey
results provide tables on household structure and par-
ticularly tables that match it with the household head’s
sex and age. The United Nations’ assessment (1993)
published in its Demographic Yearbook is eloquent
(Tables 90–3, 90–4).

Beyond this initial difficulty, the comparative
approach also faces the problem of diversity in defini-
tions and terminology. The possibilities for statistical

synthesis therefore are very limited. In addition, books
and articles offering an overall view of household and
family, at a regional or world level, provide little quan-
titative syntheses on household composition, and they
generally rely on the results of occasional studies or on
limited data (Netting et al., 1984; de Vos, 1987; Locoh,
1988b; Ekouevi et al., 1991; Berquo and Xenos, 1992;
Vimard, 1993; Cho and Yada, 1994; Pilon, 1996a;
Adepoju, 1997; Pilon et al., 1997). Generalization of the
observed results involves obvious risks of once more
producing stereotypes or misleading ideas. Neverthe-
less, knowledge that already makes it possible to draw
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TABLE 90–2 Average Household Size and Proportion of One-Member Households and Households with at Least Nine
Members According to the Demographic and Health Surveys of 1990–2000

Country Average Proportion (%) of households Survey

Size One-member At least 9 members
Year

Rural Urban Rural Urban Rural Urban

North Africa
Egypt 6 4.5 3.7 6.2 15.6 3.7 2000
Morocco 7.4 5.9 3.8 5.6 30 13.3 1995
Sudan 6.2 7.5 2.8 1.9 20.6 34.7 1989–1090

West Africa
Benin 5.3 5 11.5 12.4 14.6 12.5 2001
Burkina Faso 7 5.6 2.9 11.9 29.3 17.4 1998
Cøte-d’lvoire 6.6 5.7 10.8 12.9 27.5 19 1998–1999
Ghana 3.8 3.3 23.9 30.2 4.9 2.7 1998
Guinea 6.5 6.8 2.8 9.2 23 27.7 1999
Mali 5.2 5.7 6.6 9.5 14.1 18.3 2001
Mauritania 5.7 6 7.3 4.1 15.7 19.7 2000/2001
Niger 5.8 6.2 4.1 8.4 17.1 22.7 1998
Nigeria 5.1 4.8 11.2 11.4 12.8 9.7 1999
Senegal 9.5 8.2 1.7 8.1 47.5 39.1 1997
Togo 5.6 4.9 11.4 14.5 17 12.7 1998

Central Africa
Cameroon 5.5 5.4 11.8 14.4 17.6 17.3 1998
Central African Republic 4.4 5.9 15.3 10.2 8.4 21.4 1994–1995
Chad 5.3 5.3 8.6 12.9 13.8 16 1996–1997
Gabon 4.7 5 19.3 19.6 14.6 16.8 2000

East Africa
Comoros 6.4 6.1 1.6 4.5 22.1 21.8 1996
Eritrea 4.4 4.4 9.6 12.1 4.6 7.6 1995
Ethiopia 4.9 4.2 3.6 12.8 6.8 6.4 2000
Kenya 4.6 3.3 12.5 26.3 7 2.9 1998
Madagascar 4.9 4.9 6.6 6.9 9.3 9.9 1997
Malawi 4 4.5 8 8.1 5.2 6.7 2000
Mozambique 4.4 5.6 10.2 7.1 7.2 15.6 1997
Rwanda 4.5 5 5.9 6.6 4.1 10.2 2000
Tanzania 5.3 4.3 7.1 15.4 12.2 6.4 1999
Uganda 4.9 4.2 10.1 16.4 10.4 7.8 2000–2001
Zambia 5.1 5.7 6.7 4.9 11.5 16.9 1996
Zimbabwe 4.6 3.5 12.2 21 7.6 3.4 1999

Southern Africa
Namibia 6.6 4.9 7.2 11.1 25.4 12.8 1992
South Africa 4.7 3.9 10.7 12.9 8.8 4.2 1999

Western Asia
Armenia 4.7 4.1 7 9.3 3.4 2.9 2000
Jordan 6.3 5.9 7.1 4.1 24.7 18.4 1997
Turkey 4.9 4 5 5.3 10.8 3.6 1998
Yemen 6.9 7.2 2.9 2.7 29.3 31.3 1997

Central Asia
Kazakhstan 4.3 3 5.9 18.8 2.9 1 1999
Kyrghyzstan 5.4 3.5 2.5 16.1 9.2 1.2 1997
Turkmenistan 5.7 4.4 3.9 9.5 12.1 4.8 2000

South Central Asia
Bangladesh 5.2 5.2 1.6 1.1 7.4 7.7 1999–2000
India 5.5 5.2 3.1 3.2 11 8.8 1998–1999
Indonesia 4.3 4.5 4.3 6.1 2.5 4.2 1997
Nepal 5.3 5 3.8 5.1 9.7 8.1 2001
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TABLE 90–2 (continued) Average Household Size and Proportion of One-Member Households and Households with at
Least Nine Members According to the Demographic and Health Surveys of 1990–2000

Country Average Proportion (%) of households Survey

Size One-member At least 9 members
Year

Rural Urban Rural Urban Rural Urban

Southeast Asia
Cambodia 5.3 5.7 1.9 1.8 7.6 11 2000
Philippines 5 5.1 4.3 3.8 7.7 8.3 1998
Vietnam 4.8 4.6 4 3.5 3.9 3.6 1997

Central America and the Caribbean
Dominican Republic 4.4 4.1 6.2 8.5 3.8 2.3 1999
Guatemala 5.6 4.9 3.5 4.8 14.4 8.1 1998–1999
Haiti 4.8 4.6 8.8 7.1 8.5 7 2000
Nicaragua 5.9 5.3 4.2 3.8 17 11 1997–1998

South America
Bolivia 4.2 4.4 12.8 8.2 4.9 4 1998
Colombia 4.4 4.1 8.5 7.4 5 3.3 2000
Peru 4.5 4.5 10.5 6.9 6.2 4.9 2000

TABLE 90–3 Number of Censuses for which Data on Households According to Size and Number of Family Nuclei Are
Available in the Database of the Demographic Yearbook, by Large Geographic Regions 

(Censuses for the 1946–1990 period)

Continent Country or territory Total No. of censuses

No. of households Households according to size No. of family nuclei

World 183 513 70 373 70
Africa 36 55 11 40 4
North America 36 113 17 82 14
South America 13 36 8 27 1
Asia 36 101 10 77 14
Europe 39 140 9 108 23
Oceania 23 68 15 39 14

From UN, 1993:64.

TABLE 90–4 Number of Countries for which Data on Household Characteristics According to the Household Head’s
Sex and Age Are Available, by Large Geographic Region

Region Households according to Households according to Households according to Households according to
the household head’s the household head’s the household head’s household head’s age, 

age, sex, and household age, sex, and marital sex, household size, sex,  and the household
size situation and relation with the compositionb

householda

Total 38 30 20 39
Africa 3 3 2 –
North America 17 4 6 14
South America 4 2 2 6
Asia 4 5 3 6
Europe 9 15 5 10
Oceania 1 1 2 3

a Some countries specified the relation but not the size of the household.
b Composition means nuclear, enlarged, or complex households.
From UN, 1993:65.



some conclusions, particularly concerning the conver-
gence theory of family systems toward the nuclear
model, is slowly building up.

In rural areas and particularly in private income
economy zones, households and individuals are
demanding more autonomy, be it financial or regard-
ing marriage (Dozon, 1986; Berquo and Xenos, 1992;
Gautier and Pilon, 1997). This process—which results
in increasing tension in domestic group/rest of the
kinship group, older/younger relations, and
male/female relations—does not, however, result in
the spread of the conjugal family model.

The role of host frequently performed by urban
households, which maintains their interdependence
with the rest of the kinship group (fostering of boys for
schooling and girls for domestic help, which will be
discussed below; accommodating adult migrants; etc.),
often results in a structure that exceeds the nuclear
structure. Generally smaller than those in rural areas,
these urban households are easily composed of more
extended and diversified relations. Furthermore,
studies carried out in Abidjan show that “while the
nuclear family is predominant at the lowest social
levels (and here it represents more of a solution forced
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by poverty than an actual choice), it is the groups 
that fit best into modern socioeconomic structures 
that perpetuate the practices of family interdepend-
ence and that recreate enlarged families” (Vimard,
1993:105–106).

However, the economic crisis significantly calls this
logic into question. The stretching of host duties to the
extreme in urban households affects children as much
as it does adult migrants who arrive into an increas-
ingly difficult and uncertain job market. Thus, the
surveys conducted in the cities of Benin in 1990 and
1992 showed that the proportion of households that

have accommodated people arriving from rural areas
had fallen in 2 years from 24.1% in 1990 to 6.5% in 1992.
Indeed, the situations are very diverse. According to
the society and the context, the economic crisis has
resulted in selective demographic offloads within the
kinship group (Abidjan) (Vimard, 1997) and in the
reinforcement of family relations (Dakar) (Antoine et
al., 1995).

The emergence of new types of unions, notably
accompanied by non-coresidence of spouses but also
by an increasing weakening of unions, the accentua-
tion of temporary migration (male and also female)
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contributes, along with other factors, to the increase in
the number of single-parent households in most coun-
tries (Ono-Osaki, 1991) and to the emergence of female
household heads (see below).

Two other phenomena should also be mentioned
because of their specific effects on household structure,
namely, AIDS and the movement of refugees and dis-
placed persons.

AIDS significantly affects households in multiple
ways. The sexual aspect of the disease particularly con-
tributes to the weakening of unions, especially for
women; single-parent situations are increasing. Inter-
family mobility is accentuated, whether of sufferers
themselves or children being taken into the care of
their grandparents or others. Circumstances can also
force AIDS orphans on to the streets: whether it be as
a result of exclusion or abandonment, the family’s
inability to cope financially, or the absence of other
solutions. Faced with family destructuralization,
strategies for reconstituting families are reactivating
interdependence practices, but the increasing financial
burdens are making this more selective and difficult
(Hunter, 1990; Barnett and Blaikie, 1992; Delcroix and
Guillaume, 1997).

The family consequences of the phenomenon of
refugees and displaced persons (which has particu-
larly increased in Africa) are also very significant:
deaths, broken households, abandonment of the
weakest, women raped and abandoned in camps, dif-
ficulty or impossibility of reconstituting conjugal fami-
lies, and returning to the area of origin, etc. (Khasiani,
1989; de Renty, 1993). The increase in this phenomenon
(UNHCR, 1994), and its near structural character in
some regions, must lead us to further question its long-
term effects.

Therefore, beyond the above-mentioned problems
of the heterogeneity of definitions, plurality and com-
plexity are without question the key words for the
current state and development of households and
families in the developing countries. A study by Eco-
nomic Commission for Latin America and the
Caribbean (ECLAC, 1994:78) on the social panorama
of Latin America thus describes “the growing hetero-
geneity of household structure. Family structure is 
heterogeneous and varies according to the country, the
urban or rural location of the family, and the level of
poverty.”

Nuclear households are not a new situation (Kabir,
1980; Charbit, 1987). Historical studies often call into
question perceptions of the traditional family, particu-
larly in terms of its structure. This was the case for
China, for example, where it appears that the extended
forms were not predominant in the past (Cho and
Yada, 1994). The association between modernization

and the nuclear family model is far from being con-
firmed everywhere. In the numerous countries experi-
encing a decline in fertility, the reduction in household
size that it entails does not result in a process 
of nuclearization. Indeed, new domestic and residen-
tial arrangements and family reconstitution can be
observed, associated with a redefinition of social rela-
tions and family roles (between sexes and between
generations).

3. Female Household Heads

Although it has recently increased, this phenome-
non is not new. It has existed in several societies since
ancient times, notably in those in which matrilinearity
is proven, in which women have the right to inherit
and to possess land (Ono-Osaki, 1991; El Khouri, 1996).
Diverse factors are behind it: husband’s death, 
matrilinearity, marital instability, absence of migrant
husband or the wife’s own migration, practice of non-
cohabitation of spouses,8 households without an adult
male (Charbit and Petit, 1996), and the woman’s own
decision (in terms of strategy of autonomy), and in a
more artificial way, census and survey methods9

contribute to females being considered as household
heads, although sex roles usually confine them to a
status of dependence on males. Indeed “according 
to the United Nations’ recommendations, the male
should systematically be declared household head
within a couple” (Tichit, 1994:19) unless the female
lives alone or without the presence of an adult male.
These situations result in extremely diverse family and
economic realities. Becoming a female household head
can be the result of choice or circumstances, it can also
reflect a strategy of autonomy as well as socioeconomic
precarity (Locoh, 1988b; Ono-Osaki, 1991; Bisiliat,
1996).

Whatever the case, in both urban and rural zones an
increasing number of women are taking on the role of
household head. The development in male labor
migration, growing marital instability, increasing prac-
tice of non-coresidence of spouses in cities, and a
general female emancipation process make up the
factors that explain the development of this phenom-
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8 In a study of the Bwa of Mali, who practice non-cohabiting
polygyny, Vêronique Hertrich (1996) shows that the difference in the
increase of “female households” could be considerable according to
whether domestic groups or residential units are considered: the
status of head is given to females in only 3% of cases for the latter,
but in 27% of cases for the former.

9 Because of the residential dimension of the household and the
criteria of duration of absence, which leads to the statistical exclu-
sion from a household of any person absent for more than a certain
period (often 6 months).



enon over recent decades. However, the “tendency is
possibly much older, dating to the socioeconomic
changes initiated by colonization” (El Khouri, 1996:21).

The proportion of female household heads varies
significantly depending on the region, the country, and
the area of residence, from 5% in rural Burkina Faso to
51% in urban Botswana (Table 90–5; Fig. 90–4). In the
majority of countries, the proportion of female house-
hold heads exceeds 20%, a fact that confirms the 
significance of the phenomenon. The proportions are
highest in Latin America, east Africa, south Africa, and
in the three central Asian countries.

The distinction according to residential area shows
that the phenomenon is more marked in cities in nearly
all the regions; this is particularly the case in South
America and central Asia (as well as in Vietnam). Some
countries in south Africa (Botswana, Zimbabwe,
Malawi, Zambia, Kenya) are exceptions, with higher
proportions in rural areas, a situation that is largely
owing to the scale of male labor migration.

Although published statistics rarely provide infor-
mation on the structure of female-headed households,
three main types of composition can be identified:
women alone, single-parent households (with or
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Surveys of 1990–2000.



without other persons, related or not), and women
without children living with other persons (related or
not). The specificity of female-headed households
results in households being smaller than those headed
by males.

The demographic profile of female household heads
also varies significantly. Although their age structure
generally shows a high proportion of elderly women
(but it is generally lower than in industrialized coun-
tries), quite frequently there are also young women in
some regions—in sub-Saharan Africa, Latin America,
and the Caribbean (Arias and Palloni, 1999). Widow-
hood and spinsterhood are obviously associated with
these two age categories.

According to a United Nations synthesis (1992:18)
of the situation of females in the world, “In Africa, in

the developed regions, and in the Asia Pacific region,
approximately half of female household heads are
widows. In Latin America and the Caribbean, only
28% are widows and 36% are single. In all regions,
there are more married and single women than
divorcees. The proportion of divorced female house-
hold heads is particularly low in Asia and the Pacific:
6% against 13% in Latin America and the Caribbean,
14% in Africa, and 16% in the developed regions.”

4. Fostered Children

The common extended structure of households in
developing countries is owing to the cohabitation of
several family nuclei and/or the presence of others,
related or not. Children are often among the former,
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TABLE 90–5 Proportion of Households with a Female Head According to the Demographic and Health Surveys of
1990–2000

Country Rural Urban Total Year

North Africa
Egypt 10.9 13.1 12 2000
Morocco 10.8 18.4 14.5 1995
Sudan 12.1 13.3 12.6 1989–1990

West Africa
Benin 14.2 22.9 17.5 1996
Burkina Faso 5 15.5 6.8 1998
Cøte d’lvoire 13.3 16.1 14.4 1998–1999
Ghana 35.4 38.8 36.6 1998
Guinea 10 17 12 1999
Liberia 16.3 22.4 1986
Mali 10 13 11 2001

Mauritania 31 25 29 2000/2001
Niger 12.9 15.3 13.2 1998
Nigeria 16 18 16 1990
Senegal 13.1 25.7 18.4 1997
Togo 22.1 28.9 24.3 1998

Central Africa
Cameroon 20.7 25.8 22.4 1998
Central African 18.8 25.1 21 1994–1995

Republic
Chad 21.5 23.7 22 1996–1997
Gabon 25.4 26.2 26 2000

East Africa
Burundi 17.8 25.3 18.1 1987
Comoros 31.9 33.1 32.2 1996
Eritrea 25.9 44.2 30.8 1995
Kenya 34.4 23.2 31.7 1998
Madagascar 20.6 24.5 21.6 1997
Malawi 28.3 15.9 2.6 2000
Mozambique 28.2 20.5 1997
Rwanda 36.9 31.1 36.1 2000
Tanzania 21.7 27 23.1 1999
Uganda 27 30.8 27.5 2000–2001
Zambia 24.8 20.2 23.1 1996
Zimbabwe 39.8 23.1 33.5 1999

Country Rural Urban Total Year

Southern Africa
Botswana 51 33.3 45.9 1988
Namibia 30.6 31.2 30.8 1992

Western Asia
Armenia 25 31 28 2000
Egypt 10 13 11 2000
Jordan 9 9 9 1997
Turkey 9 11 10 1998
Yemen 9 9 9 1997

Central Asia
Kazakhstan 21 42 33 1999
Kyrghyzstan 18 38 26 1997
Turkmenistan 18 34 26 2000

South central Asia
Bangladesh 8 9 8 1999–2000
India 10 11 10 1998–1999
Nepal 16 16 16 2001

Southeast Asia
Cambodia 24 27 25 2000
Indonesia 11 13 12 1997
Philippines 12 16 14 1998
Vietnam 20 41 24 1997

Central America and the Caribbean
Dominican 26 36 32 1999

Republic
Guatemala 16 23 19 1998–1999
Haiti 38 49 42 2000
Nicaragua 20 37 30 1997–1998

South America
Bolivia 17 20 19 1998
Colombia 18 31 27 2000
Peru 16 21 19 2000



notably owing to fosterage. The circulation of children
is an old phenomenon found in numerous societies all
over the world (Silk, 1987; Lallemand, 1993:41–48).
Children who do not live with both parents fall into the
following categories: mother present/father absent,
mother present/father deceased, mother absent/father
present, mother absent/father elsewhere, mother
deceased/father present, and mother deceased/father
deceased. A first distinction to establish is whether
there is child mobility or not: does he/she come 
from another household, or have the parents left the
household (or who are deceased)?

There are multiple reasons for all these scenarios,
and the corresponding family situations are extremely
diverse: illness, death, divorce, separation or parents’
non-cohabitation, family support, socialization, educa-
tion, relations through marriage, etc. (Lallemand,
1993). For the societies concerned, the circulation of
children is a characteristic element of family systems
and conforms to the logic of family interdependence
and to the system of rights and responsibilities. In
addition to a reinforcement of social ties, this practice,
via a wider distribution of the economic costs of
raising children, also appears to contribute to main-
taining high fertility behavior. It is this association
with fertility that has led demographers to become
more interested in the phenomenon of fostered chil-
dren. Regardless of the reasons for this, fosterage is
one of the components of the structure and dynamics
of households.

Adoption, loan, gift, exchange, transfer, circulation,
mobility, and fostered child are some of the terms
used10 to indicate this plural reality; this is a little con-
fusing because the same terms are used to describe dif-
ferent situations. The heterogeneity of the definitions
makes comparative studies particularly difficult, as
shown by the following examples taken from the 
literature:

Children aged 0 to 14 years, other than those of the
household head, not living with their mother
(Page, 1989)

Children aged 0 to 10 years, other than those of the
household head, not living with their parents
(Isiugo-Abanihe, 1985)

Children aged 0 to 19 years, other than those of the
household head (even if one of the parents is
present) (Vimard and Guillaume, 1991)

Children aged 7 to 14 years, other than those of the
household head, not living with their parents but
not orphaned (Ainsworth, 1990)

Children aged 1 to 12 years, not living with their
mother (Bledsoe and Brandon, 1989)

Children aged 0 to 14 years, not living with their
parents (Blanc and Lloyd, 1994).

In the absence of precise information on the situa-
tions observed, the expression “children’s living
arrangements” (Lloyd and Desai, 1992) seems the most
appropriate, or at least the most neutral, term.

Specific studies and analyses carried out on demo-
graphic survey data have multiplied, shedding new
light on the matter (Vandermeersch, 2000). Beyond the
measurement of the scale of the phenomenon, authors
have attempted to discover its principal determinants
and to see to what extent this practice affects fertility
behavior.

The results of the Demographic and Health Surveys
currently provide the most comprehensive statistical
information, with the possibility of temporal compara-
tive analyses for a growing number of countries. The
results published generally provide a household level
indicator (the percentage of households in which chil-
dren live without their parents), available according to
place of residence, and a table giving the distribution
of children according to survival and their parents’ res-
idence according to their age, sex, and area of resi-
dence. The percentage of households with children
living without their parents (whether they are alive or
deceased) gives an approximation of the scale of the
phenomenon of child fosterage at the household level
(Table 90–6; Fig. 90–5).

Existing studies concur that fosterage is particularly
widespread in Africa (Antoine and Guillaume, 1986;
Page, 1989; Isiugo-Ibanihe, 1991); which confirms the
contents of Table 6 and exposes a large variety of situa-
tions within the African continent. The phenomenon
seems to have a lesser importance in Latin American
countries, even more so in Asian countries. In the
majority of African countries, the percentage of house-
holds with at least one child aged under 15 years living
without his/her parents is above the threshold of 20%.

CONCLUSION

This overview of household size and structure in
developing countries does not really make it possible
to come to any firm conclusions. On the one hand, the
results available are still only partial, and on the other
hand, the comparative analysis is limited owing to the
data source; any interpretation must therefore be a
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10 Terms include fosterage, fostering, adoption, child relocation
and transfer, child circulation, child migration, child rearing 
delegation (Isiugo-Abanihe, 1985, 1991), and exchange of children
(Pennington and Harpending, 1993:171–199). Fostering and foster-
age are the most commonly used terms.
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FIGURE 90–5 Proportion of households with children aged under 15 years without their parents, accord-
ing to the Demographic and Health Surveys of 1990–2000.
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cautious one. It is no doubt necessary to increase the
refinement of analytical and data collection concepts
which remains to be undertaken in the field of house-
hold and family demography in developing countries.
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INTRODUCTION

Statistics Norway reported in its family statistics
that there were 501,000 families consisting of a married
couple with one or more children on January 1, 1999
(Statistics Norway, 2000). However, in another table
the number of married couples with children for that
date is much lower: 359,000 (Statistics Norway, 2000).
Both figures are correct, but the definition of a family
consisting of a married couple and one or more chil-
dren differs between the two. For the first figure, 
children can be of any age, and for the second one, chil-
dren must be younger than 18 years of age. Introduc-
tion of an upper age limit for children reduces the
number of married-couple families by about 30%.

The November 1990 Population and Housing
Census for Norway reported 102,000 consensual
unions (Statistics Norway, 1999). But sample surveys
carried out in 1988 and 1994 indicate that the numbers
in those years were at least 130,000 and 200,000, respec-
tively (Statistics Norway, 1995a).1 The three numbers
suggest a strong fall between 1988 and 1990 and a
steep rise thereafter. In reality, this has not been the
case: consensual unions have gradually become more

and more popular in Norway since the end of the
1970s, and there are no indications for major fluctua-
tions in the numbers. The main reason why the census
number is much lower than what could be expected
on the basis of the information for 1988 and 1994 
is that the census number relates to the household sit-
uation according to the Central Population Register,
that is, the de jure place of residence. However, the
surveys are based on the de facto place of residence.
The register does not always reflect the de facto place
of residence accurately, and for partners in a consen-
sual union in particular there is a strong under-
registration in the register. This explains why the
census figure is much lower than that obtained on the
basis of a survey.

The two examples given above illustrate some of the
difficulties one will encounter when family and house-
hold trends are investigated. Different definitions and
different measurement methods make a comparison
over time or across countries problematic. In this treas-
tise, both the analysis and the synthesis of population
developments are described. Therefore, the aim of this
chapter is not only to give a broad overview of trends in
family and household developments in Europe but also
to discuss concepts and definitions concerning the
household, the family, and their members: what consti-
tutes a household, a family; what is a consensual union,
a child, a one-parent family, a reconstituted family?

Next I review various issues connected to measuring
household and family developments: de facto or de jure
place of residence, measure of household and family
structure at one point in time, measure of household
and family dynamics over a certain period, the 
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1 The estimate for 1988 has been computed on the basis of age-
specific shares cohabiting women for ages 22, 27, 32, 37, and 42 from
the survey (see Statistics Norway, 1995a). These shares were
assumed to be the average shares for age groups 20 to 24, 25 to 29,
30 to 34, 35 to 39, and 40 to 44, and next these were multiplied with
the registered numbers of women in these age groups for the
country as a whole on January 1, 1988. This results in 129,000 cohab-
iting women aged 20 to 44. Cohabiting women outside that age
group are not included in this estimate.



individual or the group as unit of measurement, 
the problem of longitudinal households, relationships
between the events that several members of the 
same household may experience (e.g., a lone mother
becomes a one-person household when her last child
leaves the parental home), and the representativeness
of the data. The strengths and weaknesses of various
data sources often used to map household and family
developments are discussed later in the chapter.
Finally, the main trends in family and household devel-
opments in Europe after World War II are summarized.
Notoriously lacking is a review of relevant behavioral
theories. A decade ago, Burch (1995) noted that family
and household demography have made considerable
progress, but that theory has greatly lagged behind.
This may reflect the complexity of the subject matter.2

I. DEFINITIONS AND CONCEPTS

The notions of household and family are closely
connected, yet there are strong differences. A formal
definition of both will be given below, but one can say
that an important aspect of the household definition is
coresidence irrespective of consanguinity or conjugal-
ity, whereas consanguinity and conjugality are major
ingredients for the family definition, irrespective of
place of residence. However, as we will see below, 
the family in the more restrictive sense is limited to
persons related by blood or marriage, who live in the
same household. In that respect every family is also a
household, but some households are not family house-
holds, for instance, one-person households.

The 47th edition of the Demographic Yearbook of the
United Nations (UN, 1997) contains summary tables
for the definitions used by countries that participated
in the 1990 round of censuses. The same type of infor-
mation for the 1980 census is found in the 39th edition
(UN, 1989). Much of the international experience that
is given below is drawn from a survey among member
and associated countries of the UN Economic Com-
mission of Europe (ECE), which was carried out in the
spring of 2004 (see Keilman and Kinsella, 2004). Forty-
six countries gave details on their experience with the
2000 round of censuses.

1. The Household

For the 2000 round of censuses, the United Nations
recommended using the following definition of a
private household: a household is “(1) a one-person

household, i.e., a person who lives alone in a separate
housing unit or who occupies, as a lodger, a separate
room (or rooms) of a housing unit but does not join
with any of the other occupants of the housing unit 
to form part of a multi-person household as defined
below; or (2) a multi-person household, i.e., a group of
two or more persons who combine to occupy the whole
or part of a housing unit and to provide themselves
with food and possibly other essentials for living” (UN,
1998). This definition centers on two important notions:
common housekeeping and living in the same house.
Both conditions must be fulfilled when two or more
persons can be said to belong to the same household,
according to this so-called housekeeping-unit concept of
the private household. A somewhat less restrictive def-
inition centers on the household-dwelling concept, which
says that all persons who occupy the same housing unit
live in the same household (UN, 1998). Although in
practice some countries use the household dwelling
unit definition, the housekeeping unit definition may
prove to be more useful in socioeconomic analyses of
household structure. Two-thirds of the ECE countries
applied the housekeeping unit definition in their
census carried out around 2000 (Keilman and Kinsella,
2004). Many of the countries that used the household
dwelling concept based their census on a population
register, for instance, Denmark, Finland, France,
Norway, and Switzerland. Similar shares (two-thirds of
the countries using the housekeeping definition, one-
third using the dwelling definition) were also observed
in European countries for the 1980 round and for 
the 1990 round of censuses (Keilman 2004; Keilman
1995:table 5.1).

Household data may be obtained not only from a
census, but also from other sources. Sample surveys
are commonly used, for instance, a Labor Force Survey.
Kormendi (1995:table 1) has shown that 8 of the 12
member states of the former European Community
(EC) employed the housekeeping unit concept in their
Labor Force Survey in the 1990s. Belgium, Denmark,
Spain, and France based their household data on the
household dwelling concept.

Whether one uses the housekeeping unit definition
or the dwelling unit definition has little effect on the
total number of households: differences of 2% to 3%
have been reported for Austria, Germany, and Norway
(see Ås, 1990; Galler and Ott, 1993; Gisser, 1995).3 But
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2 Although, as Burch notes, a good theory makes things look
simple(r).

3 Although the numbers for Austria, Germany, and Norway
cited here are small, this does not hold more generally, as is demon-
strated by the case of Czechoslovakia: the difference in the number
of households implied by the dwelling unit definition, as compared
to the housekeeping definition was 8% in the Czech Republic, both
in 1970 and 1980; in the Slovak Republic the difference was 9% in
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one-person households may be affected more strongly:
lodgers are counted as one-person households accord-
ing to the housekeeping unit concept, whereas they are
member of the household that they share the housing
unit with when the dwelling unit concept is used.

Housekeeping unit and dwelling unit are not the
only two alternatives; other possibilities fall some-
where in between these two. For instance, Todd and
Griffiths (1986) carried out a study into the effects of a
household definition change on numbers of house-
holds in England. In many major household surveys
of the Office of Population Censuses and Surveys up
to 1981, the housekeeping unit concept was used to
define a household. But in 1981 it was considered more
appropriate to bring the instructions for interviewers
in line with census practice, in which persons who
shared a living room were also included in the house-
hold, even if they did not share catering arrangements.
The effect of this change in definition was that the
overall estimate of the number of households was
reduced by 108,000, or 0.6%. Most of the excluded
households were in the private rented sector in outer
London and the southeast of the country, comprising
one-person households and households with a resi-
dent landlord.

In addition to the private household defined above,
the UN also has a recommendation concerning insti-
tutional households:

“An institutional household comprises persons whose need
for shelter and subsistence are being provided by an institu-
tion. An institution is understood as a legal body for the
purpose of long-term inhabitation and provision of institu-
tionalized care given to a group of persons. The institution’s
accommodation is by nature of its structure intended as a
long-term accommodation for an institutional household.
The great majority of institutions consists of one of the fol-
lowing: dormitories of educational institutions, hospitals,
convalescence establishments, establishments for the dis-
abled, psychiatric institutions, old people’s homes, nursing
homes, welfare institutions, hotels, motels, tourist homes,
military installations, correctional and penal institutions, reli-
gious institutions, boarding houses, worker dormitories”
(UN, 1998).

2. Head of Household

Until the 1990 round of censuses, the UN recom-
mended using the notion “head of the household,”
that is, that person in the household or the family who
is acknowledged as such by the other members. It
implicitly involved the person who bears the chief
responsibility for the economic sustenance of the
household or the family. In a number of European
countries, this concept is outdated. The UN formulated
it quite cautiously: “In countries where spouses are
considered equal in household authority and respon-

sibility or shared economic support of the household,
the concept of head of household was no longer con-
sidered valid even for family households” (UN, 1989).
Thus, the concept of household head no longer reflects
social reality in many European countries, and more-
over, it is thought to be offensive to a large fraction of
the population if they were asked to report one 
household member as head in a statistical enquiry
(Murphy, 1991a). Therefore, starting with the 2000
round, the UN suggested that countries might prefer
that the members of the household designate one
among them as a reference person with no implication
of headship:

“There is some evidence though to suggest that the following
criteria for selection of the reference person will yield the
most fruitful range of explicit kin relationships:

Either the husband or the wife of a married couple living in
the household (preferably from the middle generation in
a multi-generational household);

Either partner of a consensual union couple living in the
household where there is no married couple present;

The parent, where one parent lives with his or her sons or
daughters of any age;

Where none of the above conditions apply, any adult
member of the household may be selected” (UN, 1998).

Next, the structure of the household may be
explored by tracing the relationship between the
remaining members and the reference person, or the
household head in countries where the traditional def-
inition is considered appropriate.4 Following UN prac-
tice, the term householder is used to denote household
head or reference person.

Whether a householder is called head or reference
person is of less importance than the fact that there 
is heterogeneity among countries in determining the
householder. Among 46 ECE countries, all but two
(Denmark and Norway) reported that they identified
a reference person in the household (Keilman and Kin-
sella, 2004). However, for purposes of household struc-
ture mapping, the two countries just mentioned define
the oldest person in the household as a point of refer-
ence. In 22 of the 46 countries, census respondents
chose the reference person freely among the adults
living in the household, using various criteria.

Does this large variability in the international prac-
tice concerning household head and reference person
render international comparisons useless? Not for all
cases, probably. First of all, in practice, the age distri-
bution of householders seems to differ very little when
alternative definitions are used (Murphy, 1991b).
Second, many households consist of a married couple
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(with or without children), a one-parent family, or a
single person. In the case of a married couple, the
husband will most frequently be denoted as (one of
the) householder(s). In case a one-parent family is
recorded, the householder will often be a woman.
International comparisons are therefore still possible
for a limited group of countries, provided that one dis-
tinguish between two-parent families, one-parent 
families, and other households, and that male and
female householders be considered separately. When
no such distinction is made, the comparison becomes
hazardous, in particular for women. Indeed, as an 
UN review shows, female headship rates for Austria,
Norway, and Sweden are almost consistently higher
than are those in Italy, Portugal and Spain, and some
of the differences may be interpreted in terms of eco-
nomic criteria that are used to identify the householder
(UN, 1989).

The ultimate solution is of course to standardize the
definition of the reference person (Wall 1996). But this
is virtually impossible to achieve in practice, and there-
fore Wall (1996) has suggested to base international
household comparisons on a detailed set of standard-
ized tables. The basic idea is to cross-classify age, sex,
and marital status with a person’s household position:
whether he or she lives in a household as a couple, as
a lone parent, as a child, as one person, etc. Such
detailed tables have been compiled for Ireland (the
Census of 1979) and Canada (the census of 1986), and
can be constructed for a number of other countries as
well (e.g., England and Wales, Great Britain, The
Netherlands, Italy, Norway).

3. The Family

The UN recommend to define, for census purposes,
a family as “two or more persons within a private or
institutional household who are related as husband
and wife, as cohabiting partners, or as parent and
child. Thus a family comprises a couple without chil-
dren, or a couple with one or more children, or a lone
parent with one or more children” (UN, 1998). Among
46 ECE countries, 39 used a definition that complies
with the recommendation. In Canada, England and
Wales, and Northern Ireland, grandparent(s) living
with one or more grandchildren but without the
grandchild(ren)’s parents are also regarded as a family.
Canada and Ireland restricted the family to those
living in private households. Norway complies with
the definition when compiling international tables,
whereas persons living alone are also counted as fam-
ilies (one-person families) in national tables. The Swiss
census did not include family information. The United

States restricts families to two or more persons related
by birth, by marriage, or by adoption to the house-
holder. This differs from the recommended definition
in two respects: cohabiting partners who are not
married to each other are not counted as families, and
a household consisting of a household reference
person (householder) and two or more persons who
form a family (according to the UN definition), but
who are not related (birth, marriage, adoption) to the
reference person, is not considered a family household.

Better comparability with previous censuses or with
other statistical surveys was mentioned often as the
main reason for a different definition.

4. Consensual Union

Starting with the 2000 round of censuses, the UN-
ECE has formulated a recommended definition of a
consensual union: “Two persons are understood as
partners in a consensual union when they have usual
residence in the same household, are not married to
each other, and report to have a marriage-like rela-
tionship to each other.” (UN, 1998). Note that partners
can be of the same sex. Because of problems connected
to developing criteria for marriage-like relationship, it
must be left to the respondents to report themselves as
partners in consensual union or not (for a review of
issues connected to defining cohabitation, see Trost,
1988). All 46 ECE countries for which we have infor-
mation practiced this so-called phenomenological def-
inition (owing to Trost) in the 2000 round of censuses
(see Keilman and Kinsella, 2004). Using a phenome-
nological definition will introduce a bias for various
reasons (Trost, 1988): social acceptance, or tax avoid-
ance, or differences in perception between the partners
(one considers the relationship as marriage-like, the
other one looks on it as more casual). As a result, two
nonmarried adults living in the same household may
be recorded as a consensual union at one occasion and
as two nonrelated adults at the other. In case there are
dependent children as well in the household, the alter-
native registration will often be a one-parent family,
and a nonrelated adult living in the same household.

5. Child

The UN (1998) recommends to define a child “as
any person with no partner and no child who has
usual residence in the household of at least one of 
the parents.” Children also includes stepchildren and
adopted children, but not foster children. A child that
alternates between two households (e.g., after the
parents’ divorce) is counted at only one of these house-
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holds, for instance, on the basis of the de jure place of
usual residence (see Section “De Facto or De Jure Place
of Residence?”) or the number of nights spent at either
of the households. Only five countries among the 46
for which we have information deviated from the rec-
ommended definition (Keilman and Kinsella, 2004).
The census in the Czech Republic required that chil-
dren be economically dependent (economically not
active) and not older than 25 years of age. There is 
no restriction on partners or own children. Denmark
required that children be less than 25 years old. In
Switzerland, sons-in-law and daughters-in-law living
in the same household were also considered as chil-
dren. Moreover, there was no restriction on marital
status in the Swiss definition. Thus, a child could be
married and living with his or her spouse in the house-
hold of the parent(s). The United States did not have
any restrictions regarding the child’s own children or
partner.

The case of three or more generations living in the
same household may create problems. A woman, who
lives in the same household as her children and her
parents, but without a partner, should be regarded 
as being member of the same family as her children,
but not of the same family as her parents: “A three-
generation household consists of two or more separate
family nuclei or one family nucleus and (an)other
family member(s). A woman who is living in a house-
hold with her own child(ren) should be regarded as
being in the same family nucleus as the child(ren) even
if she is never-married and even if she is living in the
same household as her parents; the same applies in the
case of a man who is living in a household with his
own child(ren). Thus, the youngest two generations
constitute one family nucleus.” (UN, 1998).

6. One-Parent Family

The UN has not formulated a separate definition 
of one-parent family, but one possibility is one adult
living in the same household with one or more of his
or her children (by blood or adoption). Problems in
connection with the notion of “child” have been dis-
cussed above. But other problems may arise when
there is a second adult member in the household.
When this person is a relative of the lone parent
(mother, father), the situation is clear. But another pos-
sibility is that this person is the lone parent’s cohab-
itee, and then there is the situation of a household
consisting of a cohabiting couple plus the child of 
one of the partners. How can we distinguish between
this household type and “one-parent family plus other
adult”? A possible marriage-like relationship between

the two adults is not enough for the household to be
called a consensual union with child(ren). A further
condition is that both adults take parental responsibil-
ity for the children. In Trost’s words: the number of
“parent–child units” should be twice the number of
children, in addition to one “conjugal unit” (Trost
1990). If only one of the adults forms a parent–child
unit with the children and a marriage-like relationship
with the other adult, it will be unclear whether or not
this is a one-parent family.

The situation described here is not at all hypotheti-
cal: Höpflinger (1991) indicates that in the 1980s in
Germany, 10% of women who declared themselves as
“lone mother” were in fact cohabiting; for “lone
fathers” the figure might even have been as high 
as 28%.

7. Reconstituted Family

The UN regards a reconstituted family as “a family
consisting of a married or cohabiting couple with one
or more children, where at least one child is a non-
common child, i.e., either the natural or adopted child
of only one member of the couple. If the child (natural
or adopted) of one partner is adopted by the other
partner, the resulting family is still a reconstituted
family” (UN, 1998). When a lone parent starts cohab-
iting with a partner who takes parental responsibility
for the former lone parent’s child(ren), we have one
example of a reconstituted family or stepfamily. The
other example of reconstituted family is when the two
adults are legally married. Although such reconsti-
tuted families historically referred to family formation
through remarriage after widowhood, we nowadays
also regard separation or divorce, followed by the start
of a consensual union, as events leading to a reconsti-
tuted family (Deven, 1995). Issues connected to recon-
stituted families have been discussed by Leridon
(1993).

Only 19 of the 46 ECE countries for which informa-
tion exists reported that they are able to identify recon-
stituted families by using census data. One possible
explanation for the poor performance across countries
on this item is the fact that many countries mapped
household structures by means of the relationship of
each household member to the household reference
person, but not by means of the relationship to other
household members. This implies that not all recon-
stituted families can be identified. For example, in case
a father is the reference person and the mother is his
second wife, this family can not be identified as recon-
stituted because the child is referenced to only one
adult, viz. the father. It would be tallied as being a
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married-couple family with a biological child of the
reference person but of unknown connection to 
the wife. However, if the father were listed as the
“husband” of the reference person (the reference
person being the second wife), then this child would
be listed as the stepchild of the householder. This
family could be identified as a reconstituted family in
which the householder was not the biological mother
of the child. Thus identification of reconstituted fami-
lies requires more detailed mapping of household
structures than by means of the relationship to just one
person in the household. A full matrix of relationships
between all household members is one possibility.
Such a matrix was used by 13 of the 44 countries that
reported that the relationship of each household
member to the household’s reference person was
asked: Albania, Cyprus, Estonia, Greece, Hungary,
Kazakhstan, Lithuania, Portugal, the Russian Federa-
tion, Serbia and Montenegro, England and Wales, Scot-
land, and Northern Ireland. An intermediate solution
is to map, for every child in the household, the rela-
tionship with all adults (biological or nonbiological
parent).

II. MEASUREMENT OF FAMILY AND
HOUSEHOLD DEVELOPMENTS

Given a particular definition of the various house-
hold and family variables, the analyst can start 
measuring them. Before doing so, however, several
questions have to be answered.

1. De Facto or De Jure Place of Residence?

Do the data to be measured refer to the de facto or
the de jure situation? A number of countries have a
population register, which is used directly or indirectly
for collecting information on households and families.
The situation according to the register (de jure) may
differ from the actual situation (de facto). An impor-
tant aspect in this respect is the place of usual resi-
dence. The UN (1998) recommends defining as place
of residence: “the geographic place where the enu-
merated person usually resides; this may be the 
same as, or different from, the place where he/she
actually is at the time of the census; or it may be
his/her legal residence. A person’s usual residence
should be that at which he/she spends most of his/her
daily night-rest.”

Of 46 ECE countries, 43 reported that they complied
closely or completely with this definition. Scotland
applied a different definition, because a person’s usual
residence was preferred to be at their family residence

if they worked away from home during the week. In
Austria, the usual residence of a person is her/his
main residence as registered in the population register.
Week commuters are registered at the family’s resi-
dence, similar to the case of Scotland.

Given this recommendation it must be concluded
that the UN recommend collecting de facto informa-
tion regarding membership in families and house-
holds. In practice, a number of countries have
probably used a de jure definition of place of residence
and hence of family and household membership, most
often based on a population register. Although this
may be good practice in case there is little difference
between de jure and de facto place of residence, it
creates difficulties when the register shows consider-
able differences with the actual situation. Below I 
give some examples for Norway, Switzerland, and
Germany connected to the 1990 round of censuses. For
these countries, we have detailed statistical data on 
the differences between de jure and de facto places of
residence.

Registration rules for the Norwegian population
register until 1998 stated that a never-married person
who resides outside the home of the parents because
of education should be registered as living at the
parents’ address (Statistics Norway 1985; Skiri 1995).
Data collection for the November 1990 Population and
Housing Census of Norway was closely linked to the
register. One of the census questions was “With whom
do you share this dwelling?,” and respondents had to
answer in conformity with the register, irrespective of the
persons actually living in the respondent’s dwelling.
One consequence was that the census severely under-
estimated the de facto number of consensual unions
and the number of one-person households: an esti-
mated 22% for consensual unions (Keilman and 
Brunborg, 1995), and 19% for one-person households
(Schjalm, 1996). At the same time, the census reported
far more young adults living with their parents than
in reality. The overall result was that the 1990 census
underestimated the de facto number of private house-
holds by 4% to 6% (Statistics Norway, 1994). Registra-
tion rules were changed in 1998, when students were
given the possibility to register as their de jure place of
residence the place where they actually lived. But the
2001 census found that still 83,000 students had not
done so. The consequence was that the census under-
estimated the share of persons living in a one-person
household by two percentage points.

The December 1990 Census of Switzerland distin-
guished, for the first time, between legal and economic
residence (M. Buscher, personal communication). The
economic residence is the place where the individual
concerned usually (the largest part of the week) lives.
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The legal residence is where taxes are paid, political
rights are exercised, etc. The legal place of residence 
is different from the economic one for 3% of the 
population.

Finally, note that difficulties may be encountered
when a child alternates between two households, for
instance, after the parents’ divorce. In general, an indi-
vidual may theoretically be a member of two house-
holds, but with different degrees of membership
(Berge, 1988). In practice, however, when classification
is attempted, only one household will be assigned to
each individual. But in German household statistics,
persons with two residences are counted twice (Linke,
1988). The population in private households in a
certain municipality includes all persons counted
there, even if some of them live most of the time in a
different municipality. Schwarz (1983) estimates that
the number of one-person households in 1961 had to
be adjusted downward by no less than 30% in order to
reflect reality.

2. Individual or Group Level Data?

Do the data apply to individuals or to the group level?
One should clearly distinguish between an analysis for
persons and an analysis for households (or families or
married couples). For instance, whereas 38% of private
households were a one-person household in Norway in
2001, only 17% of the population lived in such a house-
hold (see http://www.ssb.no/emner/02/01/fobhushold/).5

Both types of data have their merits: for instance, 
some purchases are directly linked to the individual
level (food, clothing), others to the group level
(housing, capital goods). Furthermore, the household
can make decisions as a group (e.g., the decision to
marry taken by a cohabiting couple) or by individual
household members (e.g., home leaving of young
adults).

Data that reflect the household and family situation
at one point in time (stock data) are routinely given
both at the individual and the household level. For
instance, the UN recommend to tabulate, among
others, the population by household status (persons in
various types of households) and, at the same time,
households by various types. Note that knowledge of
the type of household an individual lives in is not 
sufficient for determining this person’s individual
household status. For example, a person living in a
household of type “married couple with children”
may have household status “child” or “spouse.” Con-

versely, age, sex, and marital status may be added to
an individual’s household status, and this often helps
in determining that person’s household type given
household status, but not always—it depends on the
actual classifications chosen for both household type
and household status.

Contrary to stock data, the individual level may be
preferred when information is collected concerning
household and family dynamics over a certain period
(flow data). The reason is that the group level perspec-
tive may create some problems; compare the discus-
sion below on longitudinal households.

In between the individual and the complete house-
hold is what Ermisch and Overton (1985; see also
Ermisch, 1988) have called the minimal household unit
(MHU). It is the smallest group within the household
that constitutes a demographically definable entity.
This means that an individual, over his lifetime, moves
from one type of MHU to another by means of simple
demographic events only. The four MHUs defined by
Ermisch and Overton are (1) childless, nonmarried
adult; (2) one-parent family; (3) childless married
couple; and (4) married couple with dependent chil-
dren. Demographic events that cause individuals to
move between MHUs are marriage, loss of spouse,
birth of child, loss of last child, and divorce with loss
of children. The status “married” and the event “mar-
riage” are to be interpreted as including de facto mar-
riage. Hence MHU types 2 through 4 are equivalent to
a narrow definition of the family, whereas type 1 cor-
responds with a person living alone. Households can
be viewed as consisting of one or more MHUs.

3. Adult or Child as the Unit of Analysis?

When family or household structures are investi-
gated, the focus is often on the relationship between
children and adults. If the data apply to individuals,
the choice is between the perspective of the child and
that of the adult. Most often, the adult is chosen as the
unit of analysis, because most data are supplied in that
form (OECD, 1979). But in a few cases, the focus has
been on children. The results may differ, sometimes
considerably, according to which viewpoint is chosen.
The first reason is that most children live in families
and households with only one or two adults, whereas
the range in number of children seen from the per-
spective of the adult is much larger: from one to six or
even more. The second reason is particularly relevant
when relative numbers are compared, for instance, the
share of lone parents among all parents to the share of
children with a lone parent compared with all chil-
dren. In this case the findings will differ because the
reference groups differ (all parents versus all children).
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As an example consider the Children Statistics com-
piled by Statistics Norway (1996:table 1), from which
we can compute that 17.3% of all children (under 18)
lived with a lone parent on January 1, 1995. On the
other hand, only 13.7% of all parents (with children
under 18) were lone parents at that time (Statistics
Norway 1995b:table 3).

The few demographic family and household studies
in which children are the unit of analysis have most
often analyzed family break-up and the extent to
which children experience divorce by the parents.
Examples are findings reported for Denmark, England,
France, The Netherlands, New Zealand, Norway, and
the United States.

4. Structure or Dynamics?

Is the interest in the household and family structure
at one point in time or in dynamics over a certain
period? Cross-sectional data can only give a snapshot
of the situation. Changes in that structure may be
mapped at two levels: that of the population as a
whole, and that of the individual or the household.
Repeated cross-sectional surveys can provide us with
repeated measurements for population indicators, for
instance, the development in the number of house-
holds of various types, in the share of children living
in a one-parent family, and so on. Only the net change
between two points in time is measured this way—
hence we may also speak of comparative statics. Yet
this will generate useful data. For instance, changes in
the composition of households by size and type may
help us in understanding developments in housing
preferences, or consumption patterns. But when the
interest is in a more causal analysis, data on net
changes obtained from repeated cross sections are only
of help during a first stage in the analysis—changes at
a continuous time scale (gross flows) measured for
individual persons or households should be analyzed
next. This would facilitate exploring the consequences
of certain policy actions for subsequent household and
family behavior, or to study the impact of events in one
arena of life (e.g., education) for those in a different
arena (e.g., childbearing). The point is that the timing
of certain events is recorded for the same individual or
household during a particular time period.

The amount of household change that is found
during a particular period increases when more detail
is distinguished in the breakdown by household 
type or household status. When households are only
divided into family households and nonfamily house-
holds, a woman who becomes a lone mother will not
change household type. This will only be the case when
an additional distinction is made between couple

households and lone-parent households. Compare 
the distinction between interregional migration and
intraregional migration in studies of regional mobility.

5. Longitudinal Households

An individual person is born, dies, and experiences
during his life several events such as home leaving,
start of a partnership, marriage, childbearing, etc.
Events of this type reflect household and family
dynamics at the individual level. We can also define
events at the group level: household formation, house-
hold dissolution, and household change. When the
focus is on the development of households at the
group level, one may be confronted with the problem
of longitudinal households: when a household splits, it is
often difficult to determine which part is the original
household and which part constitutes a new one. In
other words, when can two households that exist at
two points in time be considered as the same house-
hold (McMillan and Herriott 1985)? For example,
when a married couple with four children separates
and the man leaves the household, the result is a lone
mother and a one-person household. Are these two
truly new households? Or is the one-parent family a
continuation of the old household (although of a dif-
ferent type)? To answer such questions, continuity
rules have to be formulated. One possibility is to call
a household a continuous one as long as 50% or more
of its members are the same at two points in time. In
that case the lone mother and her children mentioned
above would not change household. Another one is the
rule that two households that have the same head are
the same household. This may lead to the decision
(depending on the definition of head of household)
that the man who now lives alone in fact lives in the
same household. The continuity rule chosen for a par-
ticular situation is often arbitrary, and an important
objection is that different rules lead to different results
(Citro, 1985; McMillan and Herriott, 1985). Therefore,
when household dynamics are investigated, the unit of
analysis is likely to be the individual rather than the
household (Duncan and Hill, 1985; Murphy, 1995). In
such an approach, individuals move between house-
hold states. As an example, consider the following
sequence: from “child with two parents” to “cohabit-
ing” to “married” to “married, one child” to 
“separated” to “deceased.”

6. Interrelated Events for Members of the
Same Household

To focus on individuals rather than on households
when analyzing household and family dynamics cir-
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cumvents the problem of longitudinal households, but
it leads to another problem: many household events
for members of the same household are interrelated.
An event for one household member often induces an
event for other members. To continue the example
given in the previous section, when a person moves
from “married, one child” to “separated,” the spouse
becomes a lone parent. If we want to understand
household dynamics at the individual level, these and
other links between events experienced by members in
the same household must be taken into account. How
complex these interrelationships are depends on the
level of detail in the household state classification 
for individuals. For instance, with only four marital
states (never married, currently married, divorced,
widow[er]) we just have to trace marriage and divorce
for both partners, and death of one spouse together
with transition to widowhood. But with a reasonable
set of proper household states (e.g., child, living alone,
cohabiting, married, in institution, and other) there are
many interrelationships of various types.

7. Representativeness

When the data come from a sample survey, one
should consider carefully which larger population
they represent. At survey date, the sample should be
representative of the population both in terms of indi-
viduals and of households. In other words, the distri-
bution of sample members by household status should
be reasonably close to the corresponding distribution
for all persons in the population, and at the same time,
the distribution of households by some characteristic
should be close to the corresponding distribution for
households in the population. This may be problem-
atic when the sample frame is in terms of individual
persons, of which a sample of persons is drawn who
next report on the household situation of all other
members in their household. This leads to an overrep-
resentation of large households, because a randomly
drawn person is more likely to live in a large house-
hold than in a small household. Thus, a representative
sample of individuals will not give a representative
sample of households. The same problem may occur
when generations are linked. A representative sample
of children will not give a representative sample of the
previous generation: mothers with large families will
be overrepresented, and childless women will not be
included at all (Murphy, 1995). Weights by household
size or family size (sampling proportional to size) 
must be used to achieve representativeness in such 
situations.

The problem becomes even more complex when the
data do not apply to one point in time, but when they

cover a certain period, for instance, in the case of a
panel survey. Because of selectivity in the exit and
entrance processes for the relevant population, the
sample may become gradually less and less represen-
tative of the whole population. Selective panel non-
response only adds to the problem. Time-dependent
(longitudinal) weights may be necessary to achieve
representativeness for each wave, both at the individ-
ual and at the household level (Duncan, 1994). This
may also be useful for retrospective data—there is no
nonresponse, but exit and entry processes in the past
may have been different for the population compared
with the sample.

In any case, one has to decide whether the sample
should be representative of the larger population:

1. Only in terms of individuals, or also in terms of
families or households

2. Only at one point in time or over a longer period

III. DATA SOURCES

1. Census

A large part of the data that we have on families and
households stems from censuses. Indeed, as was indi-
cated in the previous sections, the UN formulates rec-
ommendations for measurement and tabulation of
such kind of data. Important aspects of census data are
(Eggerickx and Bégeot 1993):

1. The characteristics of the whole population are
mapped, not just a sample.6

2. Measurement in the form of a snapshot takes
place at regular intervals, typically every decade.

These aspects point at the same time at a number of
advantages and disadvantages. Because census data
cover the whole population, they can be broken down
by region, socioeconomic group, etc. Regular meas-
urement facilitates an analysis of changes in household
and family structure over a relatively long period.
However, these changes can only be investigated in the
form of net flows, as argued above. And although
regional and socioeconomic detail can be given for the
household and family variables, the huge undertaking
each census is implies that it is rather costly and,
hence, that only a few variables can be measured. Most
often will we be able to give the household and family
structure at census time only and not changes at the
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census is a sample survey. This was the case in Norway in 1990
(sample of between 8% and 20%), and in 1991 in Germany (the 1%
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level of individuals or households. Another problem 
is that because of its administrative character, some
household variables may be difficult to measure accu-
rately, for instance, whether or not a person cohabits.
Consequently, numbers of consensual unions based on
a census have been underestimated by 30% to 50% in
Norway, France, and England and Wales in the 1980s
and 1990s (Keilman, 1995).

2. Cross-Sectional Sample Survey

A cross-sectional sample survey can be held just
once, or it can be repeated a number of times. A one-
time cross-sectional sample survey is relatively cheap,
and therefore, it usually contains a large number of
questions. The survey is most often organized for a
specific purpose, and hence, it will be relatively easy,
compared with the case of a census, to build up good
rapport between respondent and interviewer. This
increases the quality of the data. Yet well-known prob-
lems connected to the sample character remain: the
sample can be biased, and the nonresponse can be
selective. For instance, the proportion of women aged
20 to 24 years in Norway who live in a consensual
union varies between 24% and 34% in five sample
surveys around 1990 (Gulbrandsen and Gulbrandsen,
1993).7 Another drawback is that the information
obtained from a pure cross-sectional sample is limited:
no information is obtained concerning changes. If the
interest is in dynamics, and not only in the structure at
one point in time, retrospective elements have to be
included or the survey has to be repeated. If the same
sample is used for each round, we speak of a panel. In
case a fresh sample is drawn in each round, we have
a repeated cross-sectional survey. An example is 
the annual household statistics for The Netherlands,
which started in 1988 and is based on annual averages
of data from the monthly Labor Force Surveys (Visser,
1995).

There are numerous cross-sectional sample surveys
repeated on a regular basis that routinely collect past
and present household information. The main differ-
ence with a multiround panel survey is, of course, that
links between the household situations between two
subsequent interview dates can only be given for the
aggregate, not for individuals. Klijzing (1988) noted
that few trend studies attempt to link up the differ-

ences in household composition, as observed between
subsequent rounds. Part of the problem is that, from
round to round, sample designs are frequently
adapted to changing research objectives.

A repeated cross-sectional survey for which the
household data are certainly not underutilized is 
the General Household Survey (GHS) in Great 
Britain. Established in 1971, the GHS has a standard
sample size of around 10,000 private households each
year (Harrop and Plewis, 1995). Originally, the GHS
primarily produced stock data on household compo-
sition, but since 1979 questions on family formation
were included as well. These questions covered
aspects such as length of current cohabitation and type
of premarital cohabitation (Brown and Kiernan, 1981;
Haskey and Coleman, 1986). Hence, since 1979 the
GHS may be typified as a multiround retrospective
survey.

3. Retrospective Survey

In a retrospective survey, the sample is approached
only once. However, the questions cover not only 
the present situation but also a certain period in the 
past. Retrospective surveys have gained popularity
among demographers in the past few decades, not the
least because they provide life-history (biographical)
data. Murphy (1995) provides a useful overview. A
prime example is the set of so-called Family and Fer-
tility Surveys carried out in several European coun-
tries and co-ordinated by the UN-ECE (ECE 1992;
Klijzing 1995). During the period 1988–1997, 20 coun-
tries in Europe, plus the United States, Canada, and
New Zealand carried out the field work for such a
Family and Fertility Survey, and all of them have
included life-history data on partnership formation
and dissolution (although with somewhat variable
level of detail).

Compared with its competitor the panel survey, a
retrospective survey is relatively cheap, and it pro-
duces immediate data on dynamics. A problem,
however, is the quality of the data. In particular, retro-
spective data may be subject to errors of omission 
and misplacement—in particular for events that the
respondent experienced as unpleasant (divorce, abor-
tion), for which the timing is not clear-cut (start of a
consensual union, leaving the parental home), or for
which the occurrence took place in the remote past
(Courgeau, 1991; Poulain et al., 1991). In addition, to
collect reliable retrospective information on individual
values is next to impossible, except for those values
that are so fundamental to the individual (characteriz-
ing perhaps his or her personality) that they are con-
stant or almost constant over time. A final problem is
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7 Although the surveys cover a long period (1987–1992), this fact
can not explain the large differences in the proportions. The high
share of 34% dates from 1988 and the low one (24%) from 1992.
Moreover, the earliest survey (1987) reports 30%. An apparent
decrease in cohabitation is not plausible; it must be caused by sample
errors of various kinds.



that of sample selection bias (Tuma and Hannan, 1984).
Only persons alive and living in the region of interest
at the time of the interview can answer the retrospec-
tive questions, and thus, the sample may become selec-
tive because of survival and emigration. Even if the
sample is representative of the population at interview
time, the retrospective data may be biased when the
process of interest depends on mortality and emigra-
tion. When the sample is restricted to a special sub-
group of the population (e.g., only married couples),
the problem becomes even larger because there are
additional exit processes (divorce and transition to
widowhood in this example).

4. Panel Survey

If one would want to improve on the quality of 
retrospective data, one could rely on a panel instead.
Panel data record the situation of sample members at
two or more points in time. Sometimes, retrospective
questions are added, which cover the period between
two panel waves. This reduces memory effects clearly
and facilitates the collection of data on current norms
and values. Drawbacks, however, are that a panel is
relatively costly, that the panel has to be followed-up
over time, that selective panel drop-out may introduce
a bias in the estimates, and that repeated interview
may distort the answers or even the actual behavior of
the respondents (Kasprzyk et al., 1989).

Usually a panel comes in the form of a sample
survey, but the sample size varies a great deal. For
instance, in the panel investigation on changing fertil-
ity, parenthood and family formation in Nordrhein-
Westfalen (Federal Republic of Germany [FRG]), 
the sample dropped from 2620 women aged 18 to 
30 years in the first round (late 1981/early 1982) to
1472 women 2 years later (Kaufmann et al., 1982). In
contrast, we have the British Panel Household Survey,
with annual waves between 1991 and 1994 (Buck 
et al., 1994). This source contains household and family
data from nearly 13,000 individuals in about 5000 
households in the first round. Other examples of panel
surveys that may be used to trace family and 
household developments are the annual Panel Study
of Income Dynamics in the United States, with a
sample size of 5000 to 6000 families since 1968 (Duncan
and Morgan, 1976), and the German Socioeconomic
Panel, with annual waves for 6000 households since
1984 and an additional 2000 households from the
former German Democratic Republic since 1990 (Ott,
1995).

During the years 1994–2001, the European Union
(EU) carried out the so-called EC Household Panel, a
multipurpose survey that covers demographic charac-

teristics as well as a number of other topics (income,
labor force, health, education, housing, migration) in
the EU. Annual waves have been carried out based on
a sample of approximately 61,000 households (about
127,000 individuals) in 12 EU countries. All members
in the sample household aged 16 years or over were
interviewed. The achieved sample size ranged from
some 3500 households in Denmark to nearly 7500
households in Spain (except for Luxembourg, where
the sample size was 1010 households). Austria,
Finland, and Sweden were also included in wave 3 in
1996. An illustrative analysis based on the results of
two waves of the pilot survey shows how data of this
kind may be used to map dynamics in household 
composition and in individual relationships within
households, among others (Verma, 1994).

A specific type of panel data is that which is
obtained by linking the records of successive censuses.
Data of this type are available for Sweden for the
period 1975–1980 (Dellgran et al., 1984), for France for
1968–1995 (the so-called Échantillon démographique per-
manent), and for England and Wales for 1971–1991. 
The latter data source is known as the 1% Longitudi-
nal Study. It is a record linkage study covering 
about 500,000 people in England and Wales (1% of 
the population). It includes a sample of the census
records from 1971, 1981, and 1991. But register 
information for sample members regarding births
(women only), deaths, and cancer has been linked to
the census data (Murphy et al., 1988; Craig, 1990; Dale,
1993). The French Échantillon démographique permanent
covers a little over 1/200 of the population. It is based
on the census forms from the censuses of 1968, 1975,
1982, and 1990 and the civil registration forms for
major demographic events (births, marriages, deaths,
adoptions) for the years 1968–1975 (Ekert-Jaffé et al.,
2002).

5. Register

Another possibility is to analyze population regis-
ter data. There is no selectivity connected to this
approach, but there are other problems. For instance,
the de jure situation that the register reflects is some-
times only a crude approximation of the de facto situ-
ation that one is interested in. (This has implications
not only for statistics on household membership, but
also for migration statistics.) Furthermore, the number
of variables is usually very limited. As most of the
existing population registers record (changes in)
formal marital status but not (those in) household
status, only limited information on families and house-
holds can be obtained from such a source. Informal
living arrangements such as consensual unions are dif-
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ficult to measure with a register.8 But exceptions are the
Scandinavian countries (Denmark, Finland, Iceland,
Norway, and Sweden) and The Netherlands. Concern-
ing families, statistics in the form of stock data are pub-
lished with regular intervals for the Scandinavian
countries, for instance, annually for Finland and for
Norway. Statistics Netherlands carried out register
counts in 1987 and 1992 with ample information on
families (Prins and Levering, 1994). Concerning house-
holds, Denmark has a household register (Noordhoek
and Petersen, 1984; Petersen, 1985). Finally, Statistics
Sweden combined data from the censuses of 1980 and
1985 with information from the registers of marriages,
that of internal migration, and that of deaths. This
resulted in stock and flow data for couple formation
and dissolution (Statistics Sweden, 1992; Prinz et al.,
1995).

IV. MAIN TRENDS IN FAMILY 
AND HOUSEHOLD DEVELOPMENTS

IN WESTERN EUROPE AFTER 
WORLD WAR II

The main developments in numbers and types of
households in Western Europe and other industrial-
ized countries after World War II have been docu-
mented extensively (Hall, 1986; Burch and Matthews,
1987; Hoffmann-Nowotny, 1987; Keilman, 1987;
Schwarz, 1988; Linke et al., 1990; Gonnot and
Vukovich, 1989; Höpflinger, 1991; Haskey, 1993; 
Kuijsten, 1995, 1996). Therefore, I can restrict myself to
a short summary. The extent to which the various
countries experienced these trends is not always the
same—in some countries the levels are lower than in
others. This may, at least partly, be explained by the
fact that definitions, concepts, and measurement of
household and family variables differ among countries
and within countries over time. However, the direction
of the trends seems to be similar (except for a few
policy-induced temporary effects, such as marriage
peaks in Austria in 1983 and 1987 and in Sweden in
1989). However, at the end of this section,, I shall
discuss the apparent uniformity of the trends.

1. Falling Average Household Size

There has been a continuous fall in average household
size. Two demographic causes stand out: (1) numbers
and proportions of persons living alone have greatly
increased, and (2) family sizes were reduced, owing to
the fall in fertility rates, especially those of higher birth
orders (in addition to a modest increase in voluntary
childlessness in some countries). Changes in the age
structure of the populations concerned have also con-
tributed to this development. An aged population 
has relatively many couples whose children have left
the parental home and also relatively many elderly
persons who live alone, but such changes contribute
much less to the fall in the average size of households
than the first two factors.

Information on average household size covering
Europe as a whole is only available since 1950. Esti-
mates by MacKellar et al. (1995) indicate that average
household size in Western Europe dropped from 3.5 in
1950, via 3.1 in 1970, to 2.6 in 1990. The figures for
eastern Europe were higher by 0.2 to 0.3 persons per
household for those years. The average for developed
countries in the year 2000 was 2.5, with a range
between 2 and 4 (UN, 1995; UN Centre for Human Set-
tlements, 2001). Country-specific data for the old EC
indicate that average household size was between 2.5
(Denmark and the FRG) and 3.7 (Ireland) in 1980 and
dropped to between 2.2 (Denmark) and 3.3 (Ireland,
Spain) in 1991 (EC, 1993). Households in Europe are
smallest in Sweden (2.1 persons on average in 1990),
closely followed by Denmark (2.2) and Switzerland
(2.3) (see Eurostat, 1995). Whereas the fall in birth rates
and excess mortality among men are among the main
demographic explanations for the falling household
size in Western Europe around 1970, the recent drop is
caused to a large extent by more frequent divorce and
separation and by increasing longevity. Countries in
eastern Europe had relatively high and stable fertility
until the mid-1980s, when strong declines occurred
(Coleman, 1996). This explains the somewhat larger
households in that region, compared with the western
part.

MacKellar et al. expect a modest further decrease in
average household size for eastern Europe, to a level
of 2.4 to 2.8 persons per household on average in the
year 2030. For Western Europe a slight increase might
occur to a level of 2.7 in the year 2030 when fertility
would increase again, but in three other scenarios the
authors expect a further drop by 0.1 to 0.3 persons per
household by 2030. This agrees with Bumpass’ (1990)
view that sociological factors such as a shift in tastes
toward privacy, and economic factors such as higher
income, all lead to more atomized living arrangements
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8 Previous address of both spouses is recorded when a marriage
takes place in Austria, France, or Spain. This is one possibility for
compiling statistics on consensual unions (De Santis and Santini,
1995), but the application is restricted to cohabiting couples who
eventually marry. A second possibility is the practice followed by
Statistics Finland and Statistics Denmark. When two persons of
opposite sex are registered at the same address, do not have a
common biological parent, are not married to each other, and have
an age difference of less than 16 years (and, for Denmark, no other
persons live at that address), the two are considered as a cohabiting
couple.



in industrialized countries. Indeed, the following
factors are related to shrinking households:

First, all other factors remaining the same, falling
birth rates reduce population size but do not affect the
number of households; hence, household size is
reduced.

Second, social, economic, and cultural theories of
demographic behavior point to a variety of reasons
why individuals prefer to live in small households.
These include less adherence to strict norms; less reli-
giosity and increased individual freedom on ethical
issues; female education, which has led to women
having greater economic independence and also facil-
itates divorce; more assertiveness in favor of symmet-
rical sex roles; the contribution of women to the labor
market; increased economic aspirations; and greater
residential autonomy among young adults (Van de
Kaa, 1987; Lesthaeghe, 1995; Verdon, 1998).

Finally, population ageing reduces household 
size. This is a direct consequence of two facts:
increased longevity leads to longer periods of time
when children do not live with their parents and the
greater mortality of men, together with the usual age
difference between spouses, results in many widows
who live alone.

Smaller households, then, are the result of processes
that cannot be reversed (such as modern contraception
and liberalization from norms) or that we value for a
number of reasons (such as women’s emancipation).9

2. Increasing Importance of 
Consensual Unions

The traditional family has lost its dominant position.
Marriage has been postponed to higher ages, and ever
lower proportions of successive birth cohorts have
ever married (or may be expected to do so) at age 40,
say. Griffin et al. (1995) note that the increase in mean
age at marriage has been stronger for women than for
men in many European countries.

Consensual unions have become accepted widely—
not only as a prelude to marriage, but in some countries
also (and increasingly so) as an alternative to married
life. De Santis and Santini (1995) have analyzed trends
in observed age-specific shares of women living in 
consensual union for nine industrialized countries
between 1975 and 1990. In seven of these, they noted an
increase over time in the average share (the average
taken over 35 ages between 15 and 50 years).

The rising popularity of consensual unions 
went together with increased levels of extramarital
childbearing in some countries. In other countries
childbearing remained largely restricted to married
couples. Lesthaeghe (2000) plotted national percent-
ages of nonmarital births against proportions of cohab-
iting women aged 20 to 24 years and found the
following groups of countries:10

1. Low extramarital fertility together with a low incidence
of cohabitation in Mediterranean countries, Poland,
and Japan

2. Low prevalence of cohabitation but high nonmarital
fertility in Eastern Europe, Portugal, Ireland the
UK and the US;

3. High prevalence of cohabitation but low nonmarital
fertility in Western European populations such as
Belgium, The Netherlands, the FRG, and
Switzerland;

4. High prevalence of cohabitation combined with
parenthood in Scandinavian countries, and, to a
certain extent also in France, Austria, Estonia,
Slovenia, the former German Democratic
Republic, and Canada.

The picture is not static, as Lesthaeghe notes. For
instance, Portugal has recently moved from the first to
the second group, and Belgium, the Netherlands, and
the FRG are on their way to the fourth group.

At the same time De Santis and Santini (1995) have
noted an increasing tendency to live without a partner
(neither cohabitee nor spouse) in Sweden (1975–1985),
Canada (1984–1990), The Netherlands (1982–1988),
Austria (1981–1989), Italy (1983–1988), and the FRG
(1982–1986). For Norway a similar rise has been
observed in the age group 25 to 44 years (1980–1995)
(see Barstad, 1996). Also, Klijzing and Macura (1997)
note increasing shares of women who, by the age of 25,
never had entered a first partnership. The increase is
observed for women born between 1950 and 1970 
in Italy, Spain, Belgium (Flanders), the FRG, New
Zealand, France, and The Netherlands.11 Hence the fall
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9 Some processes are irreversible and appreciated at the same
time.

10 Information stems from the Fertility and Family Survey
project, with data collected in the various countries between 1988 and
1999. Note that Lesthaeghe’s fertility indicator applies to women of
all ages, whereas cohabitation is restricted to young women.

11 The indicator used by Klijzing and Macura is different from
that employed by De Santis and Santini. Entrance into partnership
after age 25 will not be reflected by the former two authors’ indica-
tor, as opposed to the latter two authors’ indicator. This explains
why Sweden, Canada, and Austria appear in De Santis and Santini’s
list, whereas Klijzing and Macura note no increase for these coun-
tries. Nor is it observed in Eastern European countries such as
Poland, Lithuania, Latvia, the German Democratic Republic,
Estonia, central Europe (Switzerland, in addition to Austria), or
northern Europe (Norway and Finland, in addition to Sweden).



in marriage rates generally observed for European
countries has not fully been compensated by increas-
ing shares of women living in a consensual union (see
Haskey, 1993). Part of the rise in the proportions living
alone is an indirect consequence of the increased pop-
ularity of consensual unions, as these unions have 
relatively high separation rates. This has been 
documented for Sweden (Hoem and Hoem, 1992;
Trussell et al., 1992a), The Netherlands (Klijzing, 1992;
Manting, 1994), and Norway (Keilman and Brunborg,
1995; Texmon, 1999). But also the role of education and
of psychological factors has been stressed (Van Hoorn,
1994).

Several authors have noted that cohabiting couples
do not form a homogeneous group. Rindfuss and 
VandenHeuvel (1991) have stressed that the behavior
of some cohabiting couples is close to that of married
couples, whereas that of others is much more similar
to the behavior of persons who live alone. Noack
(1996) discusses whether a cohabiting couple should
be regarded as “just lovers,” as “engaged to be
married,” or as a de facto married couple.

3. Growing Numbers of Lone Parents

The nature of one-parent families has changed dra-
matically. Decreasing mortality and increasing divorce
has led to fewer lone parents who are a widow(er), and
many more divorced lone parents, in particular lone
mothers. Although the share of births outside marriage
went up sharply since the 1970s, this is not a major
cause for the increase in one-parent families. The
reason is that most of these children are born in a con-
sensual union.

Data for the former FRG on the distribution by
marital status of lone mothers indicate that the share
of divorced lone mothers went up from 24% in 1961 to
46% in 1985. The share of widows dropped from 46%
to 18% over the same period. For Switzerland the
figures show a similar development between 1970 and
1980; for The Netherlands the changes during the
years 1960–1983 are even stronger: from 14% to 60%
for married lone mothers and from 71% to 21% for
widows.

As a consequence of the growth in divorce rates,
larger shares of children spend more and more time 
of their childhood in a one-parent family, usually 
with their mother. Studies have been carried out for
Denmark, England and Wales, France, The Nether-
lands, Norway, and the United States, among others
(Hofferth, 1985; Brown, 1986; Kuijsten and Voets, 1986;
De Jong, 1989; Voets and Kuijsten, 1989; Haskey, 1990;
Jensen et al., 1991; Villeneuve-Gokalp, 1993; Duncan 
et al., 1994; Festy, 1994). Longitudinal data collected 

for adolescents indicate that roughly between 15% and
30% of them will have lived in a one-parent family,
depending on the age limit for these young adults
(often between 18 and 21) and the type of family they
were born in (two married parents, two cohabiting
parents, or a lone mother). The figures are particularly
high for blacks in the United States.

4. Higher Levels of Childlessness

A number of countries in northern, western and
southern Europe experience growing levels of child-
lessness for subsequent birth cohorts of women.12

Among the 11 countries listed by Höpflinger (1991),
there are five in which women born in the 1950s have
higher shares with parity zero than do women born
around 1940. Prioux (1990a) notes that seven countries
in western and northern Europe experienced low child-
lessness for women born between 1935 and 1947
(between 8% and 15% of these women are childless).
Later cohorts have higher levels. Beets (1995) showed
that for 17 European countries, the mean percentage
childless at age 30 increased from 16% for women born
in 1945 to 22% for the 1955 cohort and 27% for the 1960
cohort. Childlessness at age 30 decreased between
cohorts born in 1935 and 1945 for England and Wales,
France, Italy, The Netherlands, Norway, and Portugal.
De Beer (1995) found that the share of childless women
is particularly high in southern Europe in the early
1990s: over 30% as measured on a period basis, com-
pared with 20% in Nordic countries. De Jong (1995) has
analyzed births by parity in the 17 countries of the
European Economic Area (EEA)13 and notes that first
birth rates were high around 1970. Then a decrease
took place that lasted until the mid-1980s, with south-
ern Europe following the pace set by northern and
western Europe. In Ireland, Spain, and Italy the fall
continues at least until 1990. Because of the period per-
spective adopted by De Beer and De Jong, these figures
exaggerate the fall in cohort shares, particularly as the
age at birth of the first child is rising in many European
countries.14 This implies that some of the women born
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12 Leridon (1999) presents evidence that suggests that propor-
tions childless were more or less constant at a level close to 10% for
women in Hungary, the Czech Republic, Poland, the former German
Democratic Republic, and Yugoslavia who were born between 1940
and 1960.

13 The 15 member states of the European Union plus Iceland and
Norway.

14 When birth generations 1950 and 1960 are compared, the mean
age at motherhood (irrespective of parity) went up from 26.7 to 27.8
years for the average of the 17 EEA countries. Greece and Portugal
are the only countries in which no rise took place. (see De Jong,
1995:table 4).



at the end of the 1960s and during the early 1970s may
still have a first child after age 30. Indeed, first birth
rates went slightly up again in the 1980s in Sweden,
Norway, Denmark, Portugal, West Germany, The
Netherlands, and France. Yet the figures indicate that a
rise in cohort childlessness has to be expected, as
current period levels of first birth rates are lower than
those 20 years ago. This is also confirmed by recent data
compiled by Prioux (2002). She suggests that shares of
childless women born in the early 1960s in countries in
northern, western, and southern Europe may increase
to 15% to 20%.

How can these developments be explained? Prioux
(1990a) discusses strictly demographic factors: the
strong fall in first marriage rates, the relatively low
marital first birth rates early in marriage, and, as a
factor counteracting the latter two trends, the rise in
extramarital fertility. Beets (1995) stresses the fact that
postponement of the first birth may lead to higher 
infecundity: 30-year-old women who wish to become
pregnant will succeed after approximately 3 months,
but for women aged 35 it will take about 7 months.
Hobcraft and Kiernan (1995) present a thoughtful dis-
cussion of the existing literature about the transition to
parenthood from various perspectives: they elaborate
both pronatalist forces and constraints on becoming a
parent, involving biology, time, money, ideas, and
security. They argue that fertility was high in the 1950s
and 1960s for several reasons: costs of rearing children
(education, health, welfare) were increasingly covered
by the state rather than directly by the parents them-
selves; economic growth and permanent employment
added to the anticipated security for parenthood;
reconstruction of housing after the war improved
quality and access; and the accelerated establishment
of independent living, which usually involved mar-
riage, contributed to earlier entry into parenthood.
After 1970, the scene changed fundamentally
(although Hobcraft and Kiernan also argue that some
of the key changes can be dated back to the war time
period or even further back). Increased female labor
force participation reduced the time available for chil-
drearing. Reliable means of fertility control broke the
intimate connection between sex and reproduction.
Patterns of partnership changed, with marriage
becoming a more fragile institution and cohabitation
becoming more widespread. In addition, employment
insecurity delayed the achievement of the basic
requirements for becoming a parent and increased the
levels of uncertainty about future security. The authors
are rather pessimistic for the future, although they
assume that generous provisions by Scandinavian
welfare states have led to higher entry rates into 
parenthood than in southern Europe, where commit-

ment to marriage for women is relatively great, attach-
ment to the labor force is lower, and state support for
parenthood is less.

The analysis by Hobcraft and Kiernan confirms that
prolonged education for women and their increased
labor force participation per se are insufficient expla-
nations. Indeed, Hoem (1992, 1995) argues for the case
of Sweden that mothers with high levels of education
also had the highest fertility in the 1970s and the first
part of the 1980s. And in subsequent years, the labor
force participation of women has increased (further),
simultaneously with a substantial rise in fertility for 
all birth orders. Hence she questions the roles of
improved educational level and higher labor force par-
ticipation as the main explanatory factors in the inten-
sity and timing of childbirth. Instead, she argues that
new attitudes as to what is suitable at different ages in
life should be analyzed further as potential explana-
tions: childbearing is regarded as an important part of
full life, but it is a part that many young people see as
belonging to a later phase than earlier cohorts did. This
argument points into the direction of activity status as
an important determinant for childbearing, rather than
educational level. This is confirmed by Kravdal (1994),
who finds that the effect of educational level on first
birth rates of Norwegian women is small, whereas
being in education has a strong fertility-inhibiting
impact. In other words, what matters for childbearing
is not educational attainment, but educational partici-
pation. Being employed reduces the chances to become
a mother somewhat.

5. Fluctuations in the Age at Leaving Home

During the 1960s and 1970s, young adults left the
parental home at progressively younger ages. This has
been documented for Sweden, Germany, The Nether-
lands, Great Britain, France, and Norway (as well as
the United States and Australia) (for a summary of the
literature, see Texmon, 1996). Among the reasons that
explain this trend are changes in attitudes and values,
increasing individualism, a decreasing tendency for
living in families, improved economic conditions, and
the increased availability of (student) dwellings. This
trend stopped up in the 1980s, and it has turned into
an increase in home leaving ages for some countries
(Sweden, The Netherlands, the FRG, and England), in
particular for men. Moors and Van Nimwegen (1990)
present figures for the EU as a whole in 1982 and 1987
that show a trend toward later home leaving at ages
between 21 and 24 for men, and at all ages between 
15 and 24 for women. Economic difficulties in the
housing market and the labor market are mentioned
as factors behind this reversed trend. But part of the
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effect may also be explained by the fact that surveys
are not always comparable (first or final leave, prob-
lems with measuring living with parents, etc) (see the
particularly thoughtful analysis by Texmon, 1996). It is
unclear whether the tendency for young adults to
leave the parental home at higher age as observed in
the 1980s has continued in recent years. Figures pre-
sented by Visser (1995) for The Netherlands indicate
that at least for men this seems not to be the case: in
1988/1989 63% of men aged 20 to 24 lived with their
parents, and in 1993/1994 only 60%. (For women the
decrease was only two percentage points.) On the
other hand, Italian men and women did leave their
parents at a higher age between 1983–1985 and
1995–1996 (Manting and Alders, 1998).

6. Two Qualifiers

It should be stressed that many of the trends noted
here have a long history, which started well before
World War II. Drops in fertility and family size, and an
increase in divorce were first in evidence in the 19th
century. The movement of women in the labor force
and the growth of sexual permissiveness became note-
worthy in the first half of the 20th century (Popenoe,
1991). More surprising, however, was the fact that in
the 1930s birth rates began to rise, and that immedi-
ately after World War II many Western countries expe-
rienced a “family renaissance.” Although family life
was also valued before 1950, there was an increasing
emphasis in the decade thereafter on marriage and
parenthood as central to fulfilling life. Popenoe argues
that one explanation for this phenomenon is that the
unparalleled affluence and upward mobility after the
war gave the working classes the opportunity to
achieve the bourgeois family ideal. With less education
and access only to inferior jobs, which they held out of
economic necessity, the women of the working class
had long looked with envy at the nonworking wife
middle-class wife. Other explanations point to politi-
cal circumstances, such as the Allied victory, which led
to a renewed confidence in the stability of the demo-
cratic state, or the Cold War, which undermined con-
fidence in the future and led people to retreat to the
safety of home and family (Cherlin, 1992). However, it
is problematic that all these arguments point to cir-
cumstances after the war. They fail to explain why fer-
tility and marriage rates began to rise in the 1930s
already, immediately after the Great Depression, and
why the increase continued during the war in a
number of western countries. More generally, when
one tries to explain developments in household and
reproductive behavior, attention should also be given
to what happened to families and households between

1930 and 1950 and not only to the events since the mid-
1960s. But others have argued that the 1960s did imply
a break. Lesthaeghe and Van de Kaa have been among
those who most strongly have stressed the role of
tastes and aspirations and of norms and attitudes 
in the explanation of family and fertility changes 
in industrialized countries after World War II
(Lesthaeghe, 1983; Van de Kaa, 1987; Lesthaeghe and
Surkyn, 1988). During the 1960s and thereafter, a
strong shift in norms toward progressiveness and indi-
vidualism, and a focus on self-fulfilment implied
increased individual freedom from religious and polit-
ical institutions, from peers, and from parents. At the
same time, the economic position of young men has
deteriorated (Oppenheimer, 1994). These develop-
ments, which have been in operation for the past 3
decades, have had led to lower levels of fertility and
marriage.

A second qualifier is that the family and household
trends described above are rather similar for various
countries as long as an analysis at only a superficial
level is employed, for instance, in the form of aggre-
gate demographic rates for family and household
dynamics. But more detailed investigations reveal a
great deal of pluriformity. Hobcraft and Kiernan (1995)
stress the difference between Scandinavia and south-
ern Europe when they analyze the constraints around
parenthood. Lelièvre (1994, 1995) gives a detailed com-
parison of couple formation and the birth of the first
child in Great Britain and France. She concludes that
the recent rise of births outside marriage and the extent
of extramarital cohabitation are very different between
the two countries, despite apparently similar trends.
Mellens (1999) notes that female labor force participa-
tion is high both in eastern and in northern Europe, but
for different reasons. In former communist countries,
many women belong or belonged to the labor force out
of economic necessity—in the north, the explanation is
to be found in nontraditional sex roles. Kuijsten (1996)
criticizes expectations of a continuing convergence of
demographic and family trends in Europe toward uni-
formity, as expressed by various authors. The material
he presents for ten European countries on combined
family status/labor market status for women shows a
picture of substantial variation between the countries.
These differences cannot be explained as intercountry
differentials in the speed toward a uniform model of
family and household patterns. This leads Kuijsten to
the belief that the Swedish model—with high shares 
of cohabiting couples, lone mothers and one-person
households, and high labor force participation among
women—does not necessarily predict the future situa-
tion in other countries. For instance, the family life in
Germany (in particular in the former FRG) is highly
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polarized. There is a strong and growing nonfamily
sector (consensual unions are not interpreted as fami-
lies in Kuijsten’s analysis), but at the same time there
are fewer employed married mothers aged 25 to 29
than traditional housewives in that group. In general,
Kuijsten endorses the view that industrial countries
have entered an era of new biographical models with
a pluralization of life styles, both over the life course
of the individual and in the cross-sectional picture at
one point in time.
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INTRODUCTION

The sociology of networks has turned the study of
social mobility into the most formalized branch of
quantitative sociology and, as a result, the most inter-
national. Specialists in the field have a reputation of
forming a closed circle. As quantitative sociology is,
itself, a minority branch of sociology as a whole—in
both Europe and America—the analysts of social-
mobility now form a minority within a minority
among sociologists. Hence the temptation to attach
value judgments to this singular status: what some
observers will see as a subsect of the discipline, others
will describe as the elite of the elite.

Fortunately, this stark choice seems ever less valid.
On the contrary, recent advances in the study of social
mobility have promoted a broad opening of the spe-
cialty by lowering the entrance barriers that had been
steadily erected in the 1970s and 1980s. The technical
revolution introduced by the application of log-linear
models simplified the approach to social mobility. It
rapidly made obsolete most of the research efforts 
hitherto expended in an all-out race to sophistication.
The change also made it possible to reintroduce 
social-mobility phenomena into the wider analysis of
life chances—Max Weber’s predilect Lebenschancen—
which include educational attainment, the school-
to-work transition, working career, and life
expectancy, while allowing time comparisons at lower
cost. It is no exaggeration to state that, after the log-

linear turning point, the tool had ceased to hide the
object and now enables it to be problematized with
unmatched clarity.

As a result, social-mobility studies can once again
attract interest from a social science such as demogra-
phy, without reconnecting in any way with the
dubious approaches (to say the least) that drove the
first explorations of social heredity between the 1880s
and 1930s—investigations that conjured up the specter
of prolific proletarians overwhelming the Malthusian
elites.

In the interest of full disclosure, it should be said at
the outset that I am hardly a specialist of social mobil-
ity: my incursions into the field are remote. My view-
point here is that of a practitioner of sociodemographic
surveys who has had occasion to observe at a distance
the growth of social-mobility studies while examining
the history of social statistics. My attitude is one of a
sympathizer, so to speak, but of a critical sympathizer
who, after a period of discouragement, has regained
hope.

I. GROWTH OF SOCIAL-MOBILITY
STUDIES: QUALITY OF 

HISTORICAL RESEARCH

Someone seeking an overview of the history of
studies on social mobility in the Western world can
rely on a high-quality literature in French without
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equivalent in English.1 Four authors currently domi-
nate the field.

Charles-Henry Cuin, an academic close to
Raymond Boudon, has examined the seminal book by
Pitirim Sorokin, Social Mobility (1927), as well as the
reasons why French sociologists from Émile Durkheim
to Pierre Bourdieu overlooked or rejected the study 
of social mobility, until Raymond Boudon himself
became directly involved in it (Cuin, 1987, 1988, 1993,
1995).

Laurent Thévenot, an administrateur (senior statisti-
cian) at the French National Institute of Statistics 
and Economic Studies (INSEE) who later joined 
the École des Hautes Études en Sciences Sociales,
follows a totally different approach. He has focused 
on identifying the principles of political philosophy
that underlay the first French surveys on social 
success and social mobility. These surveys were 
conducted at International Network of Economic
Developers (INED) by Marcel Bresard and Alain
Girard and at INSEE by Jacques Desabie (Thévenot,
1987, 1990).

By using a historical, critical, and pedagogic
approach, Dominique Merllié has reconstructed the
development of social-mobility surveys, starting from
the first Italian, French, British, and Scandinavian
experiments (Merllié, 1990, 1994, 1995; Merllié and
Prévot, 1991). He takes his study up to INSEE’s 
1985 survey on education and occupational skills 
(Formation-Qualification Professionnelle: FQP). He
was unable to include The Constant Flux, the wide-
ranging international synthesis published in 1993 by
Robert Erikson and John Goldthorpe. In all, he devotes
only two pages to the introduction of odd ratios and
log-linear models, which profoundly transformed the
comparative study of social mobility (see next section
and Appendix 92–1).

Gilles de La Gorce tried to fill this gap. His doctoral
thesis, defended in Paris in 1993 at the École des
Hautes Études en Sciences Sociales and still unpub-
lished, gives an intellectual and technical history of
social-mobility models in Western countries. The
author’s scholarship is less sure-footed than is that of
Dominique Merllié, but perhaps it has a keener 
sense of the prevailing currents and significant break-
points. In the current context, it is no doubt the best
introduction to the subject. The article published
before the thesis (La Gorce, 1991) reports only part of
the findings.

II. RECENT DATA: A CONFIRMATION
OF THE LOG-LINEAR MODEL

Since these historical and critical studies, the flow
of empirical publications on social mobility has not
ceased. To continue with the French example, the deci-
sive role of log-linear modeling (see Appendix 92–1) in
social-mobility analysis was fully vindicated by a
remarkable series of theses and publications that echo
the work being done in other Western countries such
as Switzerland (Lévy et al., 1997) and Italy (Schizze-
rotto et al., 1995).

Louis-André Vallet, one of the few French academ-
ics to have been involved in official statistics before
joining the French National Center for Scientific
Research (CNRS), was the first large-scale user of the
log-linear model in France, which he applied to the
study of female social mobility. He has helped gener-
ously to disseminate the method in the research com-
munity (Vallet, 1991, 1992, 1995). More recently, he has
switched to log-multiplicative models.

John Goldthorpe, who used surveys dating back to
the 1970s in The Constant Flux, widened his analysis 
to include French and United Kingdom data of the
1980s, and amply corroborated his earlier findings
(Goldthorpe, 1995).

Two INSEE statisticians with a keen interest in soci-
ology, Dominique Goux and Éric Maurin, used the
same techniques to analyze INSEE’s latest FQP survey
(1993) and, retrospectively, the complete series of pre-
vious FQP surveys since 1970 (Goux and Maurin, 1995,
1997a,b,c).

In the same spirit, Louis Chauvel, a researcher at a
Paris-based economic institute, Office Français de
Conjoncture Économique (OFCE), and a graduate of
the INSEE statistics school (ENSAE), used the same
methods to analyze the changes in social mobility in
France between the 1964 FQP survey and the 1995
Labor Force survey. He separates the cohorts, however,
into 5-year groups (Chauvel, 1997).

III. FRANCE–ENGLAND: 
THE DUAL ORIGIN OF THE 
SOCIAL-MOBILITY TABLE

The most widespread approach to social mobility
relies on a simple technique: the construction of a
social-mobility table that cross-tabulates sons’ occupa-
tions with fathers’ occupations (the occupations of
daughters and mothers were seldom used until
recently).

The first such table was published in England in the
journal Biometrika in 1904. Prepared by Emily Perrin,
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an assistant to Karl Pearson, it draws on 750 entries 
of the Dictionary of National Biography. The cross-
tabulation did not yet involve social categories but
occupational sectors or disciplines (medicine, litera-
ture, theology, art, politics, military, etc.). The goal was
to compute an association index derived from chi-
square, the contingency coefficient, and measure the
extent of its possible divergence from the coefficients
previously determined for physical measurements,
which ranged between 0.45 and 0.50. Emily Perrin
(1904) found a value of 0.63, which led her to conclude
without any further verification that biological 
inheritance accounted for nearly three-quarters of total
occupational heredity. In its design, Emily Perrin’s
mobility table was not new. It was inspired by the con-
tingency tables for physical measurements, which
already tabulated sons’ characteristics against their
fathers’.

It would be wrong, however, to establish an intrin-
sic link between the emergence of the social-mobility
table and the hereditarist or even eugenicist ideology.
The counter-proof of this was supplied in the same
year in Third Republic France by Paul Lapie (1869–
1927). This heterodox disciple of Émile Durkheim, 
who became administrator of the elementary-school
system, published a social-mobility table in 1904,
without being aware of the work of Karl Pearson’s
team (Cherkaoui, 1979:250–251; table partly repro-
duced in Merllié, 1994:127). Lapie classified into nine
categories the occupations of 772 alumni of an ele-
mentary school in Champagne, cross-tabulated them
with their fathers’ occupations, and calculated the
access rates by origin. In 1911, he extended the analy-
sis to two other schools, taking the opportunity to
remove orphans from his classification.

The contrast with Karl Pearson’s approach is strik-
ing. Paul Lapie spontaneously offered an interpreta-
tion with no trace of biologism. Interestingly, he
introduced a third variable by duplicating the 
mobility table so as to distinguish between children
possessing the “elementary-school certificate” (certifi-
cat d’Études primaires, or CEP) and those who did not.
Comparing the two series, he concluded that “school
sometimes succeeds in breaking the links of the net in
which economic causes trap our fates.”

But the overall inspiration of Lapie work’s is con-
sistently ambiguous. On the one hand, he ardently
defended the meritocracy principle in his book entitled
La justice par l’État (Justice through the State), arguing
that children of poor families should be given scholar-
ships to facilitate access to jobs compatible with their
merits. On the other hand, he wanted to reassure the
critics of the Third Republic’s education policy, who
opposed general compulsory schooling, by demon-

strating that school did not foster excessive ambition
among children of “the people”: it did not “declassify”
them up the social scale. Reversing the value judg-
ments conveyed by the liberal approach to the issue,
Lapie does not speak of social mobility (the term was
first used by Pitirim Sorokin in his 1927 essay), but 
of “social instability.” “Occupational heredity” was
measured by “stability coefficients” or “instability
coefficients,” which are, in fact, the rates of access to
current positions determined by social origin (Lapie,
1904).

IV. BENINI’S TWO INDICES

A third source for the mobility table was Italian (see
Capecchi, 1967:297; Jones, 1985; Merllié, 1994:138, 142).
It consists of the marriage tables combining the char-
acteristics of the two spouses.

By 1897, the economist and demographer Rodolfo
Benini (1862–1956) was teaching his students at the
University of Pavia how to construct an index, called
the “sympathy coefficient,” which measures the ratio
of the number of individuals in each cell to the number
that would result from the assumption that spouses’
origins were independent of each other. Benini used
this initial index in an article of 1898 on “sympathetic
combinations in demography.”2 But, in 1911, he cor-
rected it in his Principii di demografia by deciding to
bound it to the smaller of the table’s two margins. He
called this second indicator “index of attraction or
repulsion.” Benini was thus the first author who
sought to neutralize structural effects in the measure-
ment of social reproduction.

Benini’s double contribution went largely unno-
ticed because it did not directly concern social mobil-
ity but was confined to marital mobility. Frank Jones
(1985) and Dominique Merllié (1994), who rehabili-
tated this pioneer, show that most of the indices later
used to study father—son mobility would be identical
to the ones developed by Benini.

This is true of Benini’s first index: the ratio of 
the number of observed individuals to the theoretical
number under the independent-origins hypothesis. 
It was reinvented in 1948 by the American statistician
Herbert Goldhamer under the name of social distance
mobility ratio—more simply, mobility ratio (see 
also Goldhamer, 1968) His compatriot Natalie Rogoff,
author of a social-mobility survey in Indianapolis,
mentioned this origin in an article in Population in 
1950. During her stay at INED in Paris, she communi-
cated the index to Marcel Bresard, author of the 
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first French social-mobility study, who used it imme-
diately (Bresard, 1950). She then popularized it in the
United States through several publications (Rogoff,
1953).

Benini’s first index, also known as the Goldhamer-
Rogoff index, was cited next in the publication of 
the first Anglo-Welsh survey on the topic, conducted
by David Glass (1954). The British demographer 
states that he discovered it independently of Natalie
Rogoff. Curiously, he mentions Benini (apparently a
second-hand reference via the articles by Natalie
Rogoff and Livio Livi in Population) without realizing
that this was the same index, which he named index of
association or dissociation. In his critical review of mobil-
ity indices, Raymond Boudon was to discuss “Glass’s
index” without being aware of its pedigree (Boudon,
1973).

Benini’s second index had the same clandestine 
posterity. Glass’s disciples criticized it without under-
standing it: they saw it as an imperfect version of the
first index. Later, several authors, in an attempt to neu-
tralize the effect of margins on the measurement of
mobility, proposed adjusted indices that allowed for
the differences in population size between rows and
columns.

In a 1955 article in Population Studies, Wladyslaw
Billewicz cataloged the shortcomings of the initial
index: if N is the total sample size and max the larger
of the two populations in the category of origin and
category of arrival, the index will never exceed N/max.
The article was followed by commentary by Elizabeth
Durbin, who proposed an adjusted index called I for
“inertia.” In 1964, the Japanese Saburo Yasuda, in an
often cited article of the American Sociological Review,
repeated the operation by suggesting a “coefficient of
openness.” He acknowledged in passing his debt
toward Elisabeth Durbin (his index being merely the
complement to unity of Durbin’s inertia index). But the
literature would now refer to the Yasuda index, neglect-
ing the contributions of Durbin and—before her—
Benini.

V. SOROKIN: A MULTIPLE APPROACH
TO SOCIAL MOBILITY

Rodolfo Benini’s technical advances were all the
more remarkable for having been unknown, 25 years
later, to the man who would make the greatest 
contribution to defining the subject of social mobility:
the Russian-born American sociologist Pitirim
Sorokin. In his Sociology of the Revolution (1925), he
described the “abnormal” forms of mobility intro-
duced by the revolution, which had expelled him from

Russia in 1922. He broadened the scope of his investi-
gation to all forms of mobility in his 1927 treatise, Social
Mobility.

Sorokin, however, was severely short of technical
resources. When he set out to comment on a series of
mobility tables culled from several sources, including
his own monographs produced in Minneapolis, as
well as data already published by the Italian Federico
Chessa (1912), he was clearly unaware of Benini’s
indices of association (Sorokin, 1927:429–434). His
indicator of “transmission of occupational status” was
simply the percentage of immobile individuals of a
given origin (Sorokin, 1927:419). He did not think to
complement the table of destinations with a table of
origins, although he provided a “literary” commentary
on the latter. His conclusions oscillate between the
strength of the link and the significance of dispersion:
Western societies can be described neither as a caste
system nor as a disorderly flow.

Of his five propositions on social mobility, the last
is still quoted today: “As far as the corresponding his-
torical and other materials permit seeing [. . .], there
seems to be no definite perpetual trend toward either
an increase or a decrease of the intensiveness and the
generality of social mobility. This is proposed as valid
for the history of a country, for that of a large social
body, and, finally, for the history of mankind”
(Sorokin, 1927:152). But Sorokin’s horizon was not a
few decades, as it is for John Goldthorpe or for
Dominique Goux and Éric Maurin today: he was
taking a multicentury view.

Another central theme of Social Mobility is that social
mobility operates through “selection agencies” such as
the family, school, the army, trade unions, occupations,
and so on. This notion was hastily rejected because of
its functionalism, but it deserves to be explored and
tested. Sorokin developed a prophetic idea: the 
function of schooling is to sort and eliminate. Those
who imagine that the expansion of education will
inevitably increase social mobility are mistaken: the
greater its spread, the more it will help to perpetuate
inequality.

VI. SOCIAL MOBILITY AND
DIFFERENTIAL FERTILITY

The first systematic investigations of social mobil-
ity, in the late 19th century, were haunted by the issue
of differential fertility. Because they are more fertile
than the upper classes, the lower classes may eventu-
ally submerge them. How can one protect the elite
from the invasion of the masses? How can one shelter
quality from quantity? Francis Galton (1869), Arsène
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Dumont (1890), Alain Girard (1961), and many others
have played variations on this theme.

Pitirim Sorokin fits into this approach. For him, the
lesser fertility of the elites creates an imbalance that
jump-starts the upward-mobility engine by triggering
a gradual rise of the lower classes. He mentions
(Sorokin, 1927:138) Arsène Dumont’s famous “social
capillarity.” The abundant European data that he accu-
mulated on the topic give no hint of a “U-curve” or “J-
curve” that would indicate efforts by the middle-class
to reduce costs in order to ensure their ascent (Charles
Westoff described such a curve in 1953). Despite the
detailed nature of the occupational classifications he
refers to, Sorokin generally reduces his commentary 
to a dichotomy between upper classes and lower
classes—the elite versus the masses—as Vilfredo
Pareto had already done (1916). However, he intuits
that mobility spreads from neighbor to neighbor, so
that the inward currents generated in the upper strata
of society initially benefit the strata immediately below
it, that is, the middle classes (Sorokin, 1927:450). This
“staircase mobility” concept was formalized by Daniel
Bertaux (1977) and consistently validated by later
studies.

While loudly proclaiming the need for a quantita-
tive approach free of value judgments, Sorokin often
freely indulges in ideological considerations: among
the authors he cites most often are Otto Ammon and
Georges Vacher de Lapouge, who later became refer-
ences for racist theories of social reproduction (see
Béjin, 1982, 1989). Another source of inspiration was
Pareto. For lack of proof, Sorokin rejects the theory of
the intrinsic superiority of the Nordic race, but he
regards as “likely to be true” the negative social selec-
tion process “so brilliantly depicted” by Georges
Vacher de Lapouge. Social Mobility concludes with two
obsessive worries: by steadily reducing its fertility, the
upper class will “waste” the high-quality genetic stock
of which it is the depositary; meanwhile, the steady
reduction of infant mortality among the lower classes
in large cities will enable the weak elements of the
population to survive at the expense of the strong 
elements, preventing the latter from periodically 
compensating the deficits of the upper class (Sorokin,
1927:499, 506).

By accumulating quantitative data from a wide
range of sources demonstrating that the upper classes
are healthier, taller, and longer-lived than are the lower
classes, Sorokin concludes that “Social stratification,
with some exceptions, is correlated and considerably
coincides with biological stratification of the same pop-
ulation from the standpoint of the physical superior-
ity” (Sorokin, 1927:268, author’s emphasis). This
correlation, he asserts, is “likely to be permanent.” But

whereas today’s sociologists would see this as proof of
an influence of living conditions on physical condition,
he inverts the causality: “Other conditions being equal,
physical superiority has been the condition which has
favored the social promotion of individuals and has
facilitated their social climbing, while physical inferi-
ority has facilitated the ‘social sinking’ of individuals
and their location in the social lower strata” (Sorokin,
1927:275). If this correlation should weaken, a circula-
tory mechanism consistent with Pareto’s law will
restore it naturally: an elite that loses its physical supe-
riority is on the road to “degeneration” and will
promptly be expelled by parvenus from the lower
classes, provided that the latter are physically superior
(Sorokin, 1927:275). Sorokin notes, however, that the
physical factor no longer plays in our societies the role
it still plays in societies without writing. His thinking
on this point remains unsettled; he finds solutions
based on voluntary action appealing but unrealistic.
“Eugenics exists still only on paper, and there are not
great hopes that it will be practiced efficiently in the
future” (Sorokin, 1927:499).

Sorokin follows a similar line of argument in regard
to moral and mental superiority. Drawing on Niet-
zsche, Michels, and Pareto for inspiration, he pro-
claims that, in ordinary times, members of the upper
class are merely brutish, ambitious, cynical, and hard-
hearted. In periods of decadence, they sink into limp-
ness and humanitarian sentimentalism, at the risk of
being overthrown by stronger-minded minorities of
plebeian origin (Sorokin, 1927:312). In a revealing
footnote, he accordingly prophesied the capture of
power by fascists, monarchists, communists, and labor
unions. That is what happened in Russia and Italy.
Soon would come the turn of countries such as
Germany, France, Spain, and even England (Sorokin,
1927:316).

The book ends with a dream of perfect mobility: “In
a mobile society, in order to know a man, we cannot
rely any more on the information he is a member of a
given group [. . .]. Under the conditions of intensive
circulation, to say that ‘Mr. Smith is a business man, or
mechanic, or clerk,’ means almost nothing because Mr.
Smith yesterday might be a minister and to-morrow
may become a millionaire or a senator. We need to
know his whole curriculum” (Sorokin, 1927:542). Yet
extreme mobility carries the danger of a rootless cos-
mopolitanism that, by way of compensation, would
seek to lock other people into fixed, abstract “social
boxes,” with no regard for human individuals. That,
says Sorokin, is the driving force behind communist
collectivism. The book concludes on a bitter note by
describing the foreign intellectuals who, when the Red
Terror is mentioned, do not want to hear anything
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about the “15 millions of lives, at least, sacrificed to this
God of ‘humanitarian communism’ ” (Sorokin, 1927:
546).

VII. 1948: A BREACH OPENED BY INED

Sorokin’s book relied on an accumulation of mono-
graphs, which still relied mainly on the extraction 
of data from biographical dictionaries of eminent
persons. Its publication did not trigger a significant
series of surveys on the topic. Natalie Rogoff’s 1950
panorama of mobility surveys in Population is based on
two incomplete samplings whose size she carefully
refrains from disclosing; she amalgamates them in her
presentation, giving the average numbers. At the time,
the United States had been overtaken by France.

In November 1948, INED launched France’s first-
ever sample survey of social mobility. The project was
managed by Marcel Bresard, who released the initial
results in 1950. The survey would be cited for many
years by American sociologists in their international
comparisons (see Lipset and Bendix, 1960; Blau and
Duncan, 1967).3

Discussing Bresard’s survey, Charles-Henry Cuin
emphasized the fact that its purpose was not “to
measure and analyze mobility flows in France, 
but rather [to assess] the influence of family size on 
the odds of its members’ social ascent, and more pre-
cisely to study the relationship between social origin
and educational attainment, which was only the 
first step in a mobility process” (Cuin, 1995:38). Cuin’s
assertions seemed to downplay the impact of this
initial work, his main goal being to show that 
French sociology had missed every opportunity to
study social mobility before the arrival of Raymond
Boudon.

Reading Bresard’s pioneering work today, we are
surprised to note that, far from restricting the scope of
social mobility, he addresses it in very open-minded
manner, incorporating aspects that would still be
worth exploring today.4 The influence of family size on
the odds of social ascent is only one of them. Bresard
also analyzes the components of the occupational
scale, career-choice factors (family business, personal

calling, search for security, financial emergency, etc.),
the inheritability of differential fertility from one’s
grandparents, and marital mobility.5

These topics are admittedly lined up in a row rather
than interconnected. When Bresard built three-
dimensional tables, it was to measure the influence of
the number of siblings on the link between the son’s
occupation and the father’s occupation, then the link
between the father’s occupation and the father-in-
law’s occupation (Bresard, 1950:546, 551). There was
no technical obstacle to his using the same approach
for the length of schooling, but he did not do so. The
latter variable is effectively included in a three-entry
table, but only at the intersection between social origin
and family size. Incidentally, this table is most enlight-
ening, because it shows that for an identical origin, a
large family reduces the mean length of schooling,
except among management-level workers and profes-
sional people.

With hindsight, we can assume that Bresard had the
means to deepen his analysis of interactions between
social mobility, fertility, and educational attainment;
we can also regret that he was interested less in the link
between education and employment than in the unfa-
vorable status of large families. But if we bear in mind
the historical context—the sorry state of French empir-
ical sociology in the late 1940s—the most striking
aspect of Bresard’s undertaking is its innovativeness:
his three-dimensional intersections were a major
novelty in the sociological literature of his day. Bresard
also contributed another key innovation, well known
to historians of social classification: he was the first
French researcher to build and use a classification of
socio-occupational categories, before INSEE prepared
its famous nomenclature des catégories socioprofession-
nelles, introduced in the 1954 census.

VIII. 1953: INSEE TAKES UP THE
BATON AND KEEPS IT

The 1948 survey was the first and last that INED
would be able to conduct on social mobility. In 1953,
INSEE took up the baton for good by introducing a
one-time question on the father’s occupation in that
year’s Labor Force survey (it did not reappear in the
questionnaire until 1982). The results were published
rapidly by Jacques Desabie in 1954. Convinced of their
usefulness, INSEE administrators decided to repeat
the same questions in the first survey on education and
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3 The survey, which covers 3076 economically active males aged
18 to 50, was not properly representative—a deficiency underscored
many years later by Daniel Bertaux (1969:451, 1971:88): manual
workers are substantially underrepresented owing to inadequate
enforcement of the quota method, which resulted in greater overall
mobility for the sample.

4 Sibling social mobility is an issue that few authors have
addressed in recent years. Two who have done so are Nicole Tabard
(1984) and Bernard Zarca (1995a,b).

5 In so doing, he introduced the term homogamie (homogamy)
into French statistics (Bresard, 1950:542), well before Alain Girard’s
Le Choix du conjoint, “choosing one’s spouse” (1964).



occupational skills (FQP), which followed the 1962
census.

Charles-Henry Cuin gave a curious interpretation
of the interval between the 1953 Labor Force survey
and the 1964 FQP survey. He saw it as proof that 
the social-mobility issue had remained “dormant” at
INSEE for about 10 years, because the State Planning
Commission (Commissariat au Plan) had assigned
other tasks to the Institute, such as the assessment of
skills levels (Cuin, 1995:39). But this reading neglects
the fact that the timing of FQP surveys was closely
linked to that of population censuses. Unlike standard
surveys, based on address samples, the FQP survey
took a sample of individuals stratified by social group.
This could not be done until detailed census results
were available. However, one could not wait too long,
as this would entail a greater number of changes of
address, and the cost of tracking down respondents at
their new locations would become excessive. Hence a
routine gap of 2 years between a specific census and
the corresponding FQP survey. The year 1964 was
therefore the first possible date for launching such a
survey, which, as all census operations, obviously
required several years’ preparation.

Moreover, the FQP launch coincided with the finan-
cial bonanza from the State Planning Commission,
which suddenly allowed INSEE to broaden its social-
survey program in a spirit of great intellectual
freedom. Without the conjunction of these new
resources and the INSEE social statisticians’ abiding
sociological interest in changes in living conditions,
the institute would never have been able to undertake
the impressive series of FQP surveys, which continues
to this day and provides a matchless source for social-
mobility developments.6 In reality, INSEE’s interest in
the topic has been remarkably constant since the 1950s,
even though its pace has been set by the fluctuations
in the census calendar.

IX. BOURDIEU’S CRITIQUE AND
BOUDON’S WORK

In 1965, Michel Praderie, senior statistician (admin-
istrateur) at INSEE, presented the results of the FQP
survey at the Arras colloquium, jointly organized by a
sociologist, Pierre Bourdieu, and an institute statisti-
cian, Alain Darbel. In keeping with a principle that
INSEE would consistently follow in the future,

Praderie dedicated two separate contributions to the
survey findings on social mobility (intergenerational)
and the findings on occupational mobility (changes 
in occupational category during the respondent’s
working career, over a 5-year period).

The proceedings were published in 1966 under the
title of Le Partage des bénéfices (Sharing the Profits). The
volume was signed by the collective pseudonym
Darras, an allusion to the conference venue. The organ-
izers’ goals included “examining how the economic
and social privileges that hinder the equalization of
chances are transmitted from one generation to
another” (Darras, 1966:18). As a companion piece to
Michel Praderie’s article on “Social Inheritance and the
Odds of Ascension,” Pierre Bourdieu contributed a
paper on “The Transmission of Cultural Heritage.”

This text is remarkable in many ways. First, it is
Bourdieu’s clearest précis of his own thought, which
was already highly structured. It is thus strongly rec-
ommended to all readers seeking a rapid introduction
to this difficult author. Second, it is the text in which
Bourdieu most openly acknowledges his debt toward
INED research on school tracking, published in a series
of articles by Alain Girard and Paul Clerc in Population
in 1963 and 1964.7 Third—and we shall focus on this
aspect here—it took an explicit position on the classic
approach to social mobility.

Pierre Bourdieu relies on INED data to emphasize
that the school system, far from being a factor of social
mobility, is “one of the most efficient factors of social
conservation,” because it legitimates social inequalities
by giving its seal of approval to cultural heritage,
treated as a natural gift. Even at this early stage, he
stressed that families’ cultural capital includes not 
only “verbal proficiency” and “the nonformal culture
acquired in extra-curricular experiences,” but also
“information from parents on curriculum choices and
careers”—a resource whose importance would rise
steadily as the system became more diverse and
complex (Bourdieu, 1966:394–395, 404). Consequently,
Bourdieu argues, the study of social mobility is
worthwhile only if it tests the egalitarian ideals of a
“democratic society.” This, however, requires “meas-
uring the chances of accessing the institutionalized
instruments of social ascent and cultural salvation that
it offers to persons of different social classes” (Bour-
dieu, 1966:240). Chances of access imply unequal
access costs. Bourdieu criticizes the analyses based
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6 There have been five FQP surveys to date, in 1964, 1970, 1977,
1985, and 1993, following the 1962, 1968, 1975, 1982, and 1990 pop-
ulation censuses. The survey consecutive to the 1999 census is due
in 2004.

7 In particular, Bourdieu used the three-variable tables such as
scholastic achievement as a function of the father’s educational
attainment for an identical income level, and extension of child’s
education as a function of father’s social category for an identical
scholastic achievement. At the time, few French sociologists were
capable of fully exploiting such tables.



exclusively on father-son social-mobility tables for
bracketing these inequalities. He regards the “perfect
mobility” postulate—which asserts total independ-
ence between fathers and sons—as, basically, an
abstraction that ignores reality; however, he admits
that this “myth” can serve a critical purpose by objec-
tivating the gap between reality and democratic ideals.

To grasp the logic of this approach, it is useful to
refer to the typology of political philosophies that,
according to Luc Boltanski and Laurent Thévenot
(1987), inform the different models of possible polities.
Bourdieu’s sociology of education consists in denounc-
ing the contamination of the civic model of the school
polity by a domestic model. Although the education
system thinks it is assessing students on the basis of
scholastic criteria, the education system actually clas-
sifies them on the basis of their family strengths, start-
ing with the cultural proficiency forged in early
childhood (Thévenot, 1990). This diagnosis of Bour-
dieu’s position seems more interesting to us than that
of Charles-Henry Cuin, who merely tags it with a
hastily contrived sociopolitical label: a “structuralist
metamorphosis of Marxism.” We can better under-
stand Bourdieu’s special interest in Paul Clerc and
Alain Girard’s three-variable tables, which introduce
the notion of a differential return on the diploma or
educational attainment by social origin; the simple
two-variable mobility table, as typically presented in
the available literature, seems feeble indeed by com-
parison. On this point, Bourdieu is not far removed
from Sorokin, who already saw education as the main
selection agency capable of preserving the range of
social-mobility odds.

By using a different approach, Raymond Boudon
also set out to enhance the analysis of social mobility
by introducing educational-achievement variables
(Boudon, 1973). But the task was technically complex.
He sought to catalog the second- and third-order inter-
actions between the main variables of social and edu-
cational mobility, including differential fertility. He
concluded his work with some 40 partial conclusions
that cannot give a clear overview of the issue for
readers in a hurry. (Significantly, Charles-Henry Cuin
gave up on summarizing Boudon’s theory, because he
claimed that it could be stated not in natural language
but only in model form.)

Paradoxically, we can now provide simple answers
to the two French sociologists’ questions by means of
the log-linear interaction model applied to three-
dimensional tables (Goux and Maurin, 1997). Bour-
dieu’s model postulates that the relationship between
social origin and social destination (which we shall
denote as O and D, respectively) is concentrated by the
school, in the form of a diploma or educational attain-

ment (written E) that certifies social origin and deter-
mines destination. This is a simple-interactions model:
(OED) = (OE)(ED). Dominique Goux and Éric Maurin
show that it regresses the FQP survey data far better
than a purely meritocratic model of the (OED) =
(O)(ED) type, which postulates a relationship between
education and destination that is independent of social
origin. However, the model remains inadequate.

In other passages (not mentioned by Goux and
Maurin), Bourdieu suggests on the contrary that, for
the same diploma, social origin continues to differen-
tiate social destinations (there exists a “differential
return on diploma”), which gives an undersaturated
model of the (OED) = (OE)(ED)(OD) type: social origin
continues to weigh directly on destination, even if
schooling acts as an intermediary factor. This model
proves to be far more consistent with the facts
observed in France in recent decades. It was used by
Claude Thélot (1982), whose book Tel père, tel fils? (Like
Father, Like Son?) was a landmark in social-mobility
studies in France. The model was also the final choice
of Dominique Goux and Éric Maurin. The two authors
note that it contradicts one of Boudon’s hypothesis,
namely, that the social return on education differs from
one period to another, depending on whether we are
dealing with high-rank or low-rank graduates.8 In
reality, the combined impact of family heritage and
educational attainment on social destination is corrob-
orated for diplomas and degrees of all levels.

X. SOCIOLOGY/DEMOGRAPHY:
IDEOLOGICAL OR 

INSTITUTIONAL DIVIDE?

In his history of social-mobility studies, Charles-
Henry Cuin (1993, 1995) emphasizes the ideological
impediments to the expansion of research by French
sociologists. Similar to Merllié (1994) and Thévenot
(1987, 1990) before him, he reminds readers of how 
the young Alain Touraine, still imbued with a 
Marxist-inspired sympathy for the working classes
(ouvriérisme), had thwarted France’s participation in
1954 in the planned international survey on social
mobility launched by David Glass at the International
Association of Sociology. For Touraine, the survey con-
veyed an individualistic concept of mobility. What
counted, in his view, was “collective” social mobility,
that is, the improvement of the fate of the working
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8 Indeed, under this hypothesis, family heritage would not be a
factor for selecting highly educated candidates unless they were in
oversupply in the labor market. If supply is weak, cultural heritage
would be a selection factor among low-qualified candidates.



class obtained through labor-union struggles
(Touraine, 1954). In a similar spirit, but 20 years later,
the political scientist Nicos Poulantzas (1974), a disci-
ple of Louis Althusser, denounced the “bourgeois”
approach to social mobility.

These ideological taboos are indeed real, but do they
suffice to explain the weakness of social-mobility
studies among French sociologists? Factors of a more
structural kind—concerning the organization of
research in France—also played a role. When social
mobility is described as having long remained “a pre-
serve of economists and demographers” in France
(Cuin, 1995:38), the term should be taken to mean a
preserve of sociologists and survey statisticians
working in the main official statistical institutes, INED
and INSEE—a field that sociologists affiliated with
universities or the CNRS did not enter.9 But this sepa-
ration is hardly specific to social-mobility analysis. It
applies, more broadly, to all social statistics, including
family expenditures, consumption surveys, fertility
surveys, and the sociology of the family.

Unlike in the United States, United Kingdom, and
Germany, there is a radical divide in France between
academia and the official statistical system. The latter
not only holds a monopoly on the collection resources
needed to produce data with large-scale representa-
tiveness. It also analyzes the data, largely relying on its
own staff, who are proficient in statistical methods and
demographic analysis. And the system publishes 
the results itself, in institutional media. This is a far cry
from the situation in the United States, where, as 
far back as the 1950s, official agencies such as the
Census Bureau simply collected social-mobility data,
subcontracting the data tracking and analysis to spe-
cialized academics (Robert Centers, Peter Blau, Otis
Duncan, David Featherman and Robert Hauser, and
others).

The French situation has admittedly begun to
improve, but only recently. INSEE and CNRS did not
begin exchanging a limited number of specialists until
the early 1980s. The framework agreement signed by
the two organizations on survey-file transmission,
including FQP surveys, was implemented in the mid-
1980s. And it is only in the mid-1990s that INED and

INSEE began including doctoral students in their
research teams.

As a result, French academics working on social
mobility have never tackled the subject directly, either
by taking part in INSEE questionnaire development or
by conducting their own analyses of the data files.10

Some have skillfully examined the history and episte-
mology of the specialty, at the risk of irritating practi-
tioners, who readily view them as amiable arbiters of
elegance. An even smaller number—for example,
Raymond Boudon in his 1973 book—engaged in the
secondary processing of the data. But harsh reality
forced them to confine their analysis to the existing
social-mobility tables, and they soon veered toward
the construction of abstract models that were impossi-
ble to validate in the near term. Some of Raymond
Boudon’s central assumptions, for instance, were 
not submitted to experimental testing by INSEE
researchers until 25 years later (Goux and Maurin,
1997).

The author of L’Inégalité des chances was himself
aware of the limits of the exercise; he made an impas-
sioned plea for the production of empirical materials
covering the long term: “A satisfactory theory of
mobility cannot be designed until we have mobility
surveys repeated at fairly regular intervals over time.
Only thus will we be able, for example, to introduce in
a precise manner a fundamental variable into the
mobility process, namely, the change in social struc-
ture. For our part, we have confined our work in this
area to analyzing the consequences of the cautious and
spare hypothesis that the social structure changes less
quickly than the educational structure” (Boudon,
1973:219).

With hindsight, it is striking to see the extent of 
the divergence between the research strategies of
Raymond Boudon and John Goldthorpe in the field 
of social mobility. Although the French academic
remained dependent for data on the official statistical
system, his British colleague tackled the data head-on.
Boudon’s work has been continued in France by young
researchers who, similar to Louis-André Vallet, Michel
Forsé, Louis Chauvel, Dominique Goux, and Éric
Maurin, master the new techniques of mobility analy-
sis. Boudon himself eventually switched to cognitive
sociology: he decided not to update his textbook on
mobility indices, published in English and never trans-
lated into French. John Goldthorpe, by contrast, has
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9 The distribution of authors by discipline is not as clearcut as
Charles-Henry Cuin makes it out to be. Why classify Nicos
Poulantzas among sociologists and Alain Girard among demogra-
phers? Poulantzas was a political scientist who never conducted an
empirical survey—a good example of the “materialists without
material” pilloried by Bourdieu. Girard played an important role at
International Network of Economic Developers, but was not a
demographer himself. He studied demographic behavior as a soci-
ologist, with a predilection for sample surveys that sought to iden-
tify perceptions and opinions.

10 Except for two sociologists at universities in western France,
François de Singly (1977, 1983, 1984, 1986) and Louis-André Vallet
(1991), who cooperated productively with Claude Thélot when he
was working with the National Institute for Statistics and Economic
Studies regional office in Nantes. Both de Singly and Vallet special-
ize in the analysis of female mobility.



sought to maintain contact with social statisticians. His
team established links with a wide international
network in order to collect—and, sometimes, inspire—
the main mobility surveys in Western countries in the
1970s. He was helped in this task by the organic 
connections between social statistics and academic
research in the United Kingdom, Germany, and the
United States, whereas Bourdon remained a prisoner
of his isolated status.

XI. THE “CONSTANT FLOW”:
GOLDTHORPE

Following the work of Leo Goodman (1979), Robert
Hauser (1978), Michael Hout (1982), and a few others,
John Goldthorpe imposed the use of odds ratios in the
sociological profession as an indicator of overrepre-
sentation of groups in a social-mobility table. Odds
ratios offer two advantages. First—unlike any of the
mobility indicators used until then—they remain inde-
pendent of variations in the size of marginal groups.
Second, they can be incorporated into a very simple
modeling of mobility tables, that is, log-linear models,
which use a logistic metric in which effects are addi-
tive rather than multiplicative as previously. In such a
model, the number of individuals in each cell is
obtained by adding together several effects (or multi-
plying them, if one renounces logarithmic transposi-
tion): a scale effect (parameter taking into account the
total number of individuals in the table), a row effect
(destination or origin, depending on the table’s
arrangement), a column effect, and an effect of the
row-column interaction. The same logic can apply to
tables with n dimensions. These properties make log-
linear models the ideal choice for international and
time comparisons. For his project, John Goldthorpe has
steadily gathered individual files from the main indus-
trialized countries (most notably thanks to funding
from the Volkswagen Foundation in Hanover): United
Kingdom, France, Netherlands, Sweden, United
States, and Canada, soon followed by Japan and
several countries of central/eastern Europe.

As a result, in his analyses and those of his critics,
we have seen a recent flowering of some odd expres-
sions (to say the least) consisting of dual metaphors,
such as “inertia of social fluidity” and “core social flu-
idity.” These alliances of words are incomprehensible
if we refer to first-order truths. They denote second-
order truths that require reasoning on a “some things
being equal” basis.

John Goldthorpe calls the core assumption the “FJH
hypothesis,” in homage to the three U.S. researchers
who formulated it back in 1975: David Featherman,

Frank Jones, and Robert Hauser. It consists in stating
that if the Western industrialized countries display an
unquestionable overall mobility, the relative mobility
(or social fluidity) is fairly stable from one society to
another, just as it is stable in time. It is not the quantity
of mobility that remains invariable, but the competitive
structure of flows or, if one prefers, differential mobility.

Let us take, for example, two neighboring countries
at very different stages in the process of reduction and
concentration of the rural population—one with, say,
a 20% share of farmers in its total population, the other
with only 2%. Despite the gap, the access of farmers’
sons to urban social strata will follow the same hier-
archy in both countries. At the other end, the number
of managerial jobs or higher-level intellectual profes-
sions may increase in different proportions and at dif-
ferent paces in the two countries, but the demand
created at the top of the social ladder will be filled in
different ways depending on the social origin. Appli-
cants from each group will access these new positions
in accordance with very similar odds hierarchies in
both countries. Social groups do move, but without
significantly modifying the system of connections or
distances that unites them. A final example is the risk
of downward mobility represented by exposure to
unemployment, which now justifies introducing the
unemployed into mobility tables: this phenomenon
chiefly affects the most vulnerable groups, at the
bottom of the ladder.

The thesis of a constant flow of social mobility goes
back a long way. Sorokin had already intuited it
(admittedly in the context of a multi-century time
frame). It crops up more or less explicitly in the obser-
vation made by sociologists of all persuasions in the
1960s and 1970s: contrary to all expectations—most
notably those of U.S. sociologists of social mobility,
such as Richard Bendix and Seymour Lipset—the
massive spread of education in the years of expansion
was not matched by an equivalent reduction of eco-
nomic and cultural inequalities; nor did it generate an
overall rise in the odds of upward mobility. Twenty-
five years later, Dominique Goux and Éric Maurin said
the very same thing: “the level is rising, but the classi-
fications are not changing. “And Michel Forsé gave the
following title to an article published by OFCE: “The
Decrease in the Inequality of Education Odds Is Not
Enough to Reduce the Inequality of Social Odds”
(Forsé, 1997). The more recent studies by Louis-André
Vallet (1999), based on log-multiplicative models,
show the following pattern for France over the long
run (4 decades): the relative link between social origin
and access odds has loosened very slightly, but not on
a scale proportional to the changes in social structure
during the intervening period.
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Raymond Boudon’s essay on social mobility took
this observation as its starting point. This was the
central significance of the “Anderson paradox” that he
chose to showcase: as the school structure, driven by
the pressure of education demand, evolves faster than
the social structure, the length of schooling increases
without changing the mobility structures. Conse-
quently, a child whose educational attainment exceeds
that of his or her father has no guarantee of rising
higher than the father’s position on the social ladder
(Boudon, 1973:207). Formulated in a period when
long-term data were scarce, this analysis has stood the
test of time.

At the risk of reconciling authors commonly viewed
as irreconcilable, we can say the same about Pierre
Bourdieu’s verdict on the issue, despite his different
approach. In Le Partage des bénéfices (1966) as in La 
Distinction (1979) and some intermediate analyses
(Bourdieu, 1973), Bourdieu consistently stressed that
the preservation of intergroup competition structures
entailed the constant renewal of content in the ranking
struggles (e.g., in France, parents seeking to make their
children study German in order to obtain the same
result formerly achieved by opting for Greek, i.e.,
access to the more prestigious high schools). The
notion of ‘conversions” or “field homologies” that 
preserve relative statuses is a means for Bourdieu to
identify the invariant elements concealed under the
apparent fluidity. Can we say that, in so doing, he is
distancing himself from social mobility? In fact, he
only extends it—as Sorokin had already done (and as
has since been forgotten)—to all the phenomena of
unequal and distinctive diffusion of goods, informa-
tion, habits, and tastes; in turn, these are incorporated
into a general sociology of “access odds,” of which
social mobility in the strict sense is merely a specific
expression. The overall process does indeed resemble
a “constant flow.” The discussion on this point would
take us too far. Let us draw a provisional conclusion
by suggesting that John Goldthorpe’s general result
contains nothing bluntly incompatible with Bordieu’s
sociology of social structure. More precisely,
Goldthorpe’s success has demonstrated that Bour-
dieu’s presumptions against mobility analysis were no
longer justified.

XII. A POSSIBLE CONVERGENCE:
DIFFERENTIAL MOBILITY AND

DIFFERENTIAL DIFFUSION

Why has relative social mobility remained so con-
stant in our societies? We need to compare it with other
differential diffusion phenomena that leave the overall

pattern of inequality unchanged. For example, the
uneven diffusion of medical innovations—new thera-
pies, new equipment, and new knowledge, via the
selective diffusion of recourse to specialized doctors—
may partly explain the persistence or relative gaps in
health or life expectancy. The current diffusion of per-
sonal computers in homes is recreating, before our
eyes, new social inequalities between children of
school age. Every innovation tends to initially favor
the best-equipped social categories.

The identification of constant flow should not
accredit the existence of an eternal sociological law.
Constant flow is a remarkable regularity (which is
already a lot) that will hold true as long as it has not
been disproved. As Louis Chauvel rightly noted, we
should not rule out the possibility that Goldthorpe’s
constant flow may one day undergo the same fate as
the alpha coefficient of Pareto’s wealth curve, which
stood the test of fact for nearly a century before suc-
cumbing to it very recently. For the moment, constant
flow applies to all cohorts born between 1900 and 1960.
By chaining the data from FQP and Labor Force
surveys produced by INSEE from 1970 to 1995,
Chauvel established that social fluidity remained
broadly unchanged in France for all male cohorts
entering the labor market from the 1930s to the
present.

In other words, there seems to be little change in the
structure of mobility in time and space in the main
Western countries—as demonstrated recently for Italy
and Switzerland. The demonstration also disproves
the widespread notion that North American society is
more mobile than are European societies.

The criticisms directed at John Goldthorpe have
spared the bulk of his work and focused on what he
has called, not without humor, “core fluidity.” What
does this consist of? Goldthorpe takes the logistic com-
parisons of selected cells in the table and subjects them
to a series of effects. For example, mobility out of or
toward the category of farmers and farm workers is
slowed by a “sector effect” that can be estimated (all
other things being equal, switching to a farming occu-
pation is particularly difficult, as is exiting from one).
Other paths are influenced by effects that counteract
mobility from a short distance or a long distance, and
so on. The structure of attractions or repulsions
between classes modulates the general phenomenon of
relative fluidity via eight effects that, according to
Goldthorpe, form the “core fluidity” of industrialized
countries. France and England are the best embodi-
ments of this core; Sweden diverges from it because of
a slight excess fluidity that may be owing to its long-
term implementation of a social-democratic social
policy (but this needs to be demonstrated).
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We are now witnessing an interesting reversal of
approach, effectively noted by Dominique Merllié and
Jean Prévot (1991) and Gilles de La Gorce (1993). A
social-mobility study would typically begin by setting
aside structural mobility in order to concentrate on net
mobility, equated with true mobility. Because of the
abundantly repeated observation of constant flow, the
latest research starts by verifying the existence of a
constant relative mobility before moving on to the
study of absolute mobility tied to changes in social
structure. Let us return to our earlier example of two
countries in which farmers make up 2% and 20% of the
population, respectively. However hard they try to dis-
tribute the social-mobility flows while preserving the
structures of interclass competition and ranking—
which are similar in both countries—the fact of the
matter is that life is not the same in a country where
farmers represent 2% rather than 20%. The portion of
the population that changes economic sectors and
ways of life is not the same. The log-linear analysis of
social mobility thus seems to have completed a long
side-trip in order to discover that, ultimately, social-
mobility analysis is but a chapter of a broader venture:
the study of the changes in social hierarchies in
general.
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APPENDIX 92–1

A Log-Linear Model of the Association
between Educational Attainment and

Social Origin11

Let Fi,j,t be the number of individuals aged 25 to 34
of social origin i and educational attainment j at date
t. We can decompose LogFi,j,t in a unique way (see
Gouriéroux, 1984), as follows:

Log Fi,j,t = m+lO
i + lD

j + lT
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where O denotes social origin, D educational attain-
ment, and T the survey date. The g coefficients meet
the following identification constraints:

m is a constant representing a parameter of scale.
The lO

i, lD
j, and lT
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effect of the distribution of individuals by social origin
O, educational attainment D, and survey date T. The
lO

i,
D
j, lO

i,
T
t, and lD

j,
T
t coefficients stand, respectively, for the

effect of the specific associations between social origin
and educational attainment, between social origin and
survey date, and between educational attainment and
survey date. The lO

i,
D
j,

T
t coefficients stand for the impact

of the changes in the associations between social origin
and educational attainment over time.

The advantage of this type of model is that it allows
a simple test of the independence and conditional-
independence hypotheses. In the study of social mobil-
ity, most of the key questions can be framed in terms
of independence. For example, testing the stability of
educational inequality over time is the same thing as
testing the independence of the OT association and DT
associations. This involves testing the simultaneous
nullity of the lO

i,
D
j,

T
tt parameters in Eq. 1, that is, verify-

ing the statistical validity of the model:

LogFi,j,t = m+lO
i + lD

j + lT
t + lO

i,
D
j + lD

j,
T
t + lO

i,
T
t (2)

An abridged representation of Eq. 2 is
(OD)(OT)(DT). This is consistent with the standard
practice of describing log-linear models by means of a
summary outline of the effects and interactions to
which the model is confined.

To test the compatibility of Eq. 2 with the data, we
can simply estimate the g and m parameters by using11 From Dominique Goux and Éric Maurin (1997a).



the maximum-likelihood method and then assess the
distance between the observed data and the model
forecasts by means of the likelihood statistic G2.12

Another method, which typically yields very similar
results, consists in estimating the parameters by mini-
mizing the distance of Pearson’s chi-square.13 Here, the
two methods lead to the same results (Goux and
Maurin, 1995).

Table 92–A summarizes the results. It reports a 
log-linear analysis of the mobility table whose ele-
ments are the Fi,j,t values. These are obtained by 
combining education and social-origin classifications
into four categories and by separating four dates. 
The Fi,j,t vector studied has 4 ¥ 4 ¥ 4 = 64 degrees of
freedom.

Table 92–B shows the same analysis, but using the
more detailed six-category classifications. The vector
studied has 6 ¥ 6 ¥ 6 = 216 degrees of freedom.

To study the dissemination of diplomas (i.e., school
democratization), we chose the (OD)(OT) model as the
benchmark. This model postulates that (1) inequality
has remained stable (no OT or DT interaction), and (2)
educational attainment has remained stable over time
within each social category (no DT interaction). The
model does not, of course, provide a statistically
acceptable description of the changes in the distribu-
tion of individuals by social origin and education (G2

= 1788 and the probability p that the omitted coeffi-
cients are null is a very small 0.0001). The distance
between this model and the observed data is consis-
tent with the full impact of school democratization on
the shift in the mobility table over time. This is pre-
cisely the influence we are trying to isolate and
analyze, and we have accordingly adopted this model
as the benchmark in our study.

We next estimated the (OD)(OT)(DT) model. Here,
only the lO

i,
D
j,

T
t interactions have been constrained to

zero. We kept 37 parameters (m, (m, 3lO
i, 3lD

j, 3lT
t, 9lO

i,
D
j,

9lO
i,

T
t, and 9lD

j,
T
t ), leaving only 27 degrees of freedom.

This model is based on the hypothesis of a uniform dis-
semination of diplomas, that is, no OT or DT interac-
tion. The (OD)(OT)(DT) model is far more realistic
than the previous one. It explains more than 90% of the
differences between the frequencies predicted by the
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TABLE 92–A Change in Association between 
Education Attainment and Social Origin, 1970–1993: 

A Log-Linear Model

Models Degrees of G2 rG p
freedom (%)

Benchmark model: 36 1,788 — 0.0001
(OD)(OT)

Uniform 27 156 91.3 0.0001
democratization:
(OD)(OT)(DT)

Effect: (DT) 9 1,632 0.0001

1. T stands for the survey date. Four-category classifications are
used for social origin (O) and educational attainment (D). The dis-
tance G2, combined with the number of degrees of freedom, provides
a measure of the difference between the observations and the model.
The probability p measures the test’s significance.

Interpretation: Between 1970 and 1993, 91.3% of the increase in
educational attainment was uniformly distributed across all social
strata.

Field: young adults aged 25 to 34 in 1993.
From Formation-Qualification Professionnelle surveys (INSEE,

1970, 1977, 1985, 1993).

TABLE 92–B Change in Association between Education
Attainment and Social Origin, 1970–1993: 

A Log-Linear Model

Models Degrees of G2 rG p
freedom (%)

Benchmark model: 60 870 — 0.0001
(OD)(OT)

Uniform 50 104 88.0 0.0001
democratization:
(OD)(OT)(DT)

Effect: (DT) 10 766 0.0001

1. T stands for the survey date. Six-category classifications are
used for social origin (O) and educational attainment (D). The dis-
tance G2, combined with the number of degrees of freedom, provides
a measure of the difference between the observations and the model.
The probability p measures the test’s significance.

Interpretation: Between 1970 and 1993, 91.3% of the increase in
educational attainment was uniformly distributed across all social
strata.

Field: young adults aged 25 to 34 in 1993.
From Formation-Qualification Professionnelle surveys (INSEE,

1970, 1977, 1985, 1993).

12 If F*i,j,t is the estimate of the frequency Fi,j,t by the log-linear
model M, the quality of M’s fit with the data can be estimated by

This statistic displays additivity properties: if M¢ is a model
nested in M, then

G2(M¢) = G2 (M) + G2 (M,M¢).
13 The chi-square statistic has the minor disadvantage of not

being additive. The distance between two models is not quite iden-
tical to the difference between those models and observed data.
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(OD)(DT) model and the observed frequencies (this is
expressed in the formula rG2 = 91.3). In other words,
more than 90% of the dissemination of diplomas has
occurred uniformly in each social category, without
modifying inequality. Only the residual 8.7% is owing
to changes in the association between education and
social origin over time.

The differences between the (OD)(OT)(DT) model
and the observed frequencies are weak but significant:
in other words, the probability that the order-three
interactions neglected by the model are all null is itself
practically null. The analysis of the differences
between the model and the observed frequencies
allows us to locate the frequencies of the lO

i,
D
j,

T
t interac-

tions, whose nullity can be ruled out. Table 92–C
reports the estimated values of these non-null interac-
tions. They concern only the most modest social cate-
gories: farmers versus manual and clerical workers.
For greater legibility, only the signs of the significantly
non-null lO

i=farmer,
D
j,

T
t and lO

i = manual or clerical worker,
D
j,

T
t interaction

are given; the others are equal to 0. Table 92–C thus
shows that, if the children of manual and clerical
workers had benefited as much as other children from
school democratization, they would have included
more holders of the baccalauréat and higher-education
degrees, and fewer dropouts (Table 92–C-2). In con-
trast—again assuming strictly uniform democratiza-
tion—we would now find more dropouts and fewer
baccalauréat-holders among farmers’ children (Table
92–C-1).
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TABLE 92–C Main Differences between Observed
Changes (ODT) and the Uniform Democratization Model

(OD)(OT)(DT)

Educational attainment 1970 1977 1985 1993

1. Farmers’ childrena

Higher education 0 0 0 0
Bacclaurêat or equivalent - 0 0 +
CAP, BEP, BEPC 0 0 0 0
CEP or dropout + 0 0 -

2. Manual or clerical workers’ childrenb

Higher education + 0 - 0
Bacclaurêat or equivalent + 0 - 0
CAP, BEP, BEPC 0 - + 0
CEP or dropout - + + 0

Bacclaurêat, senior-year high-school diploma; a prerequisite for
admission to university; CAP, certificat d’aptitudes professionnelles
(vocational training diploma); BEP, brevet d’êtudes professionnelles
(vocational training diploma); BEPC, brevet d’êtudes du premier cycle
(diploma at the end of fourth year of secondary school); CEP, certi-
ficat d’êtudes primaires (primary-school diploma, now abolished).

Field: young adults aged 25 to 34 in 1993.
aInterpretation: The estimates of the lO

i=farmer,
D
j,

T
t coefficients that

measure the differences between the (OD)(OT)(DT) model and the
observed data (ODT). Only the signs of the coefficients are given; 0
denotes a value not significantly different from zero. If democrati-
zation had been strictly uniform, there would have been more
dropouts and fewer Bacclaurêat holders among farmers’ children in
1993.

bInterpretation: The table reports the estimates of the 
lO

i=manual or clerical worker,
D
j,

T
t coefficients that measure the differences between

the (OD)(OT)(DT) model and the observed data (ODT). Only the
signs of the coefficients are given; 0 denotes a value not significantly
different from zero. If democratization had been strictly uniform,
there would have been fewer dropouts and more Bacclaurêat holders
among manual and clerical workers’ children in 1993.

From Formation-Qualification Professionnelle surveys (INSEE,
1970, 1977, 1985, 1993).





INTRODUCTION

This chapter sets out to illustrate the main insights
that can be expected from adding a gender perspective
to demographic research and training. As has already
happened with sociology, demography is shifting from
often implicitly feminist-oriented studies on women to
studies on gender, which looks more at male-female
relationships and how they evolve over time. This is
because changes in women’s status clearly entail
changes in that of men, so their respective agendas and
conditions, and the interactions between them, must
be examined to understand the trends and determi-
nants of demographic behaviors.

This chapter first clarifies the definitions of some
terms and expressions used in gender studies, which
refer to social rather than biological differences
between the sexes, followed by a brief background to
the development of gender studies in demography.
Recent findings in the key areas of demography—
family, fertility and contraception, health and 
mortality, migration, aging—are then reviewed in a
five-section survey of the literature on “gender and
population,” focusing on what are arguably the most
promising lines of research. The gender system, or
certain aspects of it, will in some cases be looked at as
determinants of demographic behavior, whereas in
other cases, the other side of the question will be exam-
ined: how do demographic behaviors modify gender
systems? This is because the relation between the two
aspects is not one-way but much more two-way, and
it is important to highlight one or other of these two
directions in the relation or their reciprocal linkages, as

the case may be. The final section will consider the
specific data and methods relating to gender and 
population research.

I. SOME DEFINITIONS

The word “gender” has only recently entered into
demography. As Richard Udry (1994) points out, in a
12,000 title bibliography of the literature on marriage
and the family from 1900–1964, the word gender is
notable by its absence. In 1972, John Money suggested
using the word sex for the biological distinction between
males and females, and the word gender when dis-
cussing sex-specific behavioral differences (Money and
Ehrhardt, 1972). Generally, the word gender is used to
highlight the social development of relations between
the sexes and to get away from the biological determin-
ism implicit in the word “sex” or expressions such as
“sex differences.” The word “gender” also stresses the
relational aspect: men and women are defined relative to
one another, and neither can be understood other than
by studying both (Watkins, 1993).

In social science terms, gender depends on three
things: roles, socialization, opportunities. A gender role
is a range of sex-specific and field-differentiated
acceptable behaviors, perpetuated by gender norms.
The bounds of acceptable behaviors differ for men 
and women: overstepping these bounds is penalized
and, in any event, obstructed by the surrounding 
environment.

Where do sex-differentiated norms derive from?
There are several theories, based variously on the
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influence of technologies; reproductive role differ-
ences, which in turn underlie the gendered division of
labor; ideological theories; and, finally, those arguing
for sex-differentiated behavior as simple historical
accident (Bem, 1987). In the social sciences, gender is
about differential social experiences that explain both
between- and within-gender differential behavior.
With these theories goes a biological theory of gender:
sex hormones dictate sex-differentiated behavior and
the development of the reproductive function among
humans and animals, but in different ways. Biology
and social experiences both have an influence, as
shown by the undeniable historical changes in gender
behaviors (Udry, 1994).

Karen Oppenheim Mason (1995) describes the
socially constructed societal expectations for male and
female behavior as a gender system. The expectations of
a gender system prescribe a division of roles and
responsibilities between men and women and grant
different rights and obligations to them. The gender
system comprises the complex of roles, rights, and sta-
tuses that surround being male versus female in a
given society or culture. It has subcomponents, for
example, it prescribes a division of labor and creates
institutionalized inequality between male and female
members of society to form a gender stratification
that is measurable in terms of wealth, power, and 
prestige. The power dimension, for example, includes
autonomy (the freedom to act as they choose rather
than as others would have them act), control of 
material resources, and command of social honor or
prestige.

But this is not to deny that sex-specific biological
differences may shape men’s and women’s behaviors:
a gender-neutral environment, if possible, would not
produce a neutral society because the two sexes do not
react in the same way to the same elements of social-
ization (Udry, 1994). Also, the individual behaviors of
each sex (in variable form) are in great part owing to
individual biological characteristics, which are also 
an explanatory factor of within- and between-gender
variability (Udry, 1994). Generally, however, the
gender system goes beyond the behavioral differences
that can be expected of biological diversity alone and
creates an injustice—that is, inequality between the
sexes in power, autonomy, and well-being typically to
the disadvantage of women, which change in time and
space.

Improving women’s status and reducing gender
differences means increasing women’s empowerment.
The United Nations (UN) Program of Action produced
by the International Conference on Population and Devel-
opment (1994) lists actions to be undertaken in favor of
women: to improve their political representation, 

education, health, participation in the labor market
and social security systems; to eliminate poverty and
discrimination of all kinds, including employment dis-
crimination based on pregnancy status or the pledge
not to have children, and stereotypes in the media and
school textbooks; to make it possible to combine work
and child-rearing; to give women full economic rights
(e.g., to sell, buy, inherit, borrow, contract); to promote
the setting-up of activist groups for women to foster
women’s awareness of their rights; to strengthen
women’s well-being, self-image, and self-esteem; 
and, finally, to provide consideration for women and
children. All this involves male responsibilities and
participation.

Women’s increased empowerment is therefore
measured in many and unaccustomed spheres, which
open up new areas of research and require new data
and new methods to evaluate the changes and their
effects on demographic behaviors.

II. FROM WOMEN’S STUDIES TO
GENDER STUDIES IN DEMOGRAPHY

From the 1960s, a handful of feminists (Blake, 1965;
Ridley, 1968; Dixon, 1975; Germain, 1975) began
showing that women’s status has significant demo-
graphic implications. But it was chiefly from the 1980s
that the issue entered the mainstream of demographic
thought, although not yet a central variable of transi-
tion theory (see Chapters 68, 69). A series of studies
have built up a clearer and more detailed picture of the
significance of women’s status as a multidimensional
concept composed of autonomy, prestige, power,
empowerment, access to and command of resources,
etc. The framework for analysis devised by Christine
Oppong and Katharine Abu (1986)—the so-called
seven roles theory—clarified the different roles that
women play (individual, conjugal, maternal, domestic,
occupational, kin, and community) and helped shed
light on the underlying dimensions of women’s status
and suggested methods of information collection and
indicators that could turn the concepts into operational
definitions. This activity of cerebration, theorizing, and
development of working constructs was held back by
the practice that had evolved in differential demo-
graphic analyses of using women’s educational level
and participation in the labor market as women’s
status indicators; this stemmed partly from practical
considerations, some intellectual laziness, and
inertia—seldom was the trouble taken to clarify the
theoretical reference frame that set the limits of valid-
ity within which the selected data and indicators were
usable for each study.
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In each case, many of the concepts put forward
implicitly referred to a male benchmark. Further, the
concepts of women’s status and social status were
often used interchangeably, such that it gradually
became seen as preferable to talk of gender rather than
women’s status, by explicitly including the compari-
son with men into the assessment of women’s status.

The UN and its agencies, along with other interna-
tional organizations involved in population and 
development policy, have made a big contribution to
this process, which first revealed the importance of
women’s status as a determinant of demographic
behavior and then clarified and developed the concept
to accommodate gender systems. When the stages in
this development and its gradual inclusion in the
action programs drawn up by the UN for the three
world population conferences in Bucharest, Mexico
City, and Cairo are charted, it is striking to see the
increased prominence given in them first to women
(from 1974–1984) and then to gender, in 1994. This
rising emphasis on women, finally resulting in a
gender focus, comes chiefly from an awakening to the
need to expand women’s decision-making power over
sexuality and reproduction, and to reduce male oppo-
sition to the idea, at the risk of seeing family planning
programs collapse. The ideas, preferences, and expec-
tations of women and men alike therefore had to be
taken into account. This policy shift has had a signifi-
cant influence on public opinions and research.

The International Union for the Scientific Study of
Population (IUSSP) has played a key role in this devel-
opment as an early adopter of issues around women’s
status, gender, and their relationships to demographic
behavior (see Appendix 93–1). The IUSSP, first through
the preparatory work for the Asker Conference and
then through the activities of the scientific committees
it appointed on the issue, has done much to raise
demographers’ awareness of gender issues, define and
develop this field of research, devise theoretical frames
of reference, and systematize empirical knowledge.

III. GENDER AND FAMILY

Marriage is the most common way to sanction the
union between a man and a woman and is the origin
of family formation. Historically, it has been used as
means of creating wealth and power. The rules and
norms governing marriage, divorce, conjugal rela-
tions, and the rights and duties of family members are
important to each society. Very few countries any-
where in the world at present give the two sexes equal
rights in relation to marriage, divorce, and family
property. Put simply, institutionalized gender inequal-

ity still persists in most countries. There are still coun-
tries where the legal minimum age at marriage for
women is 12 or 14, and millions of girl children are
given in marriage in the world every year (UN, 1992).
The spousal age difference, always to the man’s advan-
tage albeit to very varying degrees, is the simplest indi-
cator of the unequal relationships within the union.
These and other aspects of the gender disparity within
the family have been extensively considered by
Véronique Hertrich and Thérèse Locoh (1999) for
developing countries, and by me for developed coun-
tries (Pinnelli, 1999).

One function of the family should be to protect its
members, but in fact, violence and abuse are common
within families, and the victims are invariably women.
It may range from battering, burn injuries, and other
types of assault on women (especially in connection
with dowry disputes), through genital mutilations,
child sexual abuse and psychological violence to
spouse rape and murder (UN, 1989). Recent studies
have shown that most family violence is perpetrated
on the wife, invariably by the husband (Smyke, 1991),
although mothers-in-law are also implicated to quite a
high degree.

Beyond the male breadwinner–female housewife
stereotype, gender relations within the family vary by
family type (nuclear, cohabitation or long-distance
union, step/blended, extended, kinship, tribal, polyga-
mous) and life-cycle stage (courting, marriage or cohab-
itation, first childbirth, last child’s home-leaving, labor
market exit of aged partners, divorce or widowhood).

The developed countries have experienced big
changes, especially in patterns of union formation:
marriage is less frequent and more delayed, often after
a period of cohabitation, and less stable. More children
are born outside wedlock and to older mothers and
increasingly often live with a social rather than a bio-
logical father or with a lone mother (Roussel, 1989; 
Pinnelli, 2001). This situation varies from country to
country, with the economic and social situation,
gender system, and institutional context. In southern
Europe, for example, these trends are not yet particu-
larly pronounced, because institutional support to
families is limited (inadequate childcare provision,
shorter maternity leave, tax system favoring legal fam-
ilies), because there is little assistance for young people
made unemployed by the economic crisis, or because
the gender system is more unfavorable to women (less
autonomy, less work and more frequently interrupted
careers, less political and administrative power) 
(Pinnelli, 1995, 1999). In contrast, changes in the family
are more apparent where female labor force participa-
tion is more widespread and where the economic sit-
uation enables the formation of even nontraditional
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unions. That is not without adverse consequences for
the life of women and children, however: out-of-
wedlock children often have a lower birth weight and
higher infant mortality than do in-wedlock children,
notwithstanding that the rise in illegitimacy also
reflects positive developments such as women’s
greater empowerment and autonomy. The increased
instability of family situations has a negative influence
on mothers’ and children’s physical and mental 
well-being (Pinnelli and Masocco, 1995).

Lone mother families resulting from union dissolu-
tion (break-up or divorce) are growing increasingly
common, and women have difficulty juggling the 
children’s needs with the need to work as well as
assuming alone the physical, emotional, and economic
family responsibilities in situations in which insuffi-
cient institutional support may be compounded by ex-
husband or partner absence. Women and children bear
the brunt of the increased instability of the new family
patterns. But moving from studies on women to
gender studies also means taking into account men’s
expectations and preferences to help understand and
reconcile individual demands for personal happiness
and responsibility to future generations.

Comparative analysis of male and female behaviors
in the developed countries clearly reveals how women
are torn among work, career, and family life and
acknowledges the higher price they pay for the dein-
stitutionalization of marriage and increased instability
of unions (Pinnelli et al., 2003).

IV. GENDER, FERTILITY, AND
CONTRACEPTION

1. Fertility

Karen Oppenheim Mason (1985) reviewed the liter-
ature on relations between gender systems and fertil-
ity in developing countries.

Little research has been done on how gender
systems affect reproductive behavior, but there are
concordant findings from case studies done in
Bangladesh (Balk, 1994), Nepal (Morgan and Niraula,
1994), and India (Malhotra et al., 1995) that both micro-
and macrolevel changes in gender systems produce
fluctuations in fertility and its intervening variables.
The first of these used women’s freedom of movement
within the community, their authority within the
home, the leniency of households toward their
women, and their gender attitude as indicators of the
gender system. The second considered women’s
freedom of movement and voice in household deci-
sions on the use of contraception and fertility desires.

The third took the relationship between female and
male mortality, which preceding studies had shown 
to be a good proxy for gender stratification, and the 
proportion of economically active women. Further,
various studies done in Bangladesh (Schuler and
Hashemi, 1994) showed that involvement in programs
to raise their standard of living enhanced women’s lit-
eracy skills, earning abilities, and power and increased
contraception use. However, the geographic and cul-
tural coverage of these studies is limited, and it is not
known whether identical findings would be made in
less traditional contexts.

One intervening variable added to those designed
to explain fertility patterns is son preference, which
prompts “unlucky” parents to continue creating chil-
dren until their sex preferences are fulfilled. A rela-
tionship has been observed between fertility decline
and a lesser degree of son preference (Cain, 1993).

Studies based on evidence from the World Fertility
Survey (WFS) and Demographic and Health Survey
(DHS) analyzed the influence of women’s education
and employment on contraceptive behavior and fertil-
ity. The findings for education are robust and consis-
tent with the hypothesis of an inverse relationship
with fertility; those for employment are less so. Where
employment fails to affect women’s enhanced auton-
omy, power, or control of resources, fertility does not
fall. Evidence from some studies, however, shows that
individual-level measures of power and autonomy are
unrelated either to fertility levels or to contraceptive
use (Jejeebhoy, 1995).

In developed countries, with generally subreplace-
ment level fertility, gender equality is associated with
higher fertility (Pinnelli, 2001; Di Giulio and Pinnelli,
2003). This finding has surprised those who hypothe-
sized that women’s enhanced status led to reduced 
fertility. It suggests the converse—that women who
acquire more autonomy and power more easily
approach ideal fertility as measured by surveys on the
number of children wanted, whereas others tend to
have lower fertility (Pinnelli, 1995). In fact, the lowest
fertility is found today in the southern European coun-
tries, where, as mentioned earlier, protracted economic
crisis and youth unemployment are obstacles to first
union formation and the lack of adequate institutional
assistance is a disincentive to married women to have
more than one child, notwithstanding the women’s
more traditional status in that location and its more
pronounced gender differences.

2. Family Planning

Demographic research has long disregarded men’s
role in reproductive and contraceptive decisions; as a

498 Pinnelli



result, family planning programs in developing coun-
tries have been directed only toward women. One
characteristic of contraceptive models in continuing
very high fertility countries, therefore, is a lack of male
involvement, evidenced by the infrequent use of male
methods of birth control. This situation is only partly
explained by the need for wholly reliable methods,
because more medical research could have been
directed toward male methods. The real problem is the
failure to get men engaged with family planning pro-
grams. Too little attempt was made to encourage men
and women to make joint decisions about their desired
fertility, birth spacing, and the methods to be used to
achieve that, or to tackle male abdication of responsi-
bility or chauvinism.

A woman-centric approach may arguably be the
most practical course, given that women do not want
all the many pregnancies they have. But the evidence
is that in fact women cannot solely take such key deci-
sions for the family and society as family size: disem-
powered in so many spheres of both public and private
life, they cannot act in this of their own volition. For
instance, a study of women’s and their partners’ fer-
tility and contraception demands and preferences in
selected African countries revealed that men were less
concerned than were women about fertility control,
but that men’s opinion prevailed over women’s in
moving from preferences to practice (Andro and 
Hertrich, 2001).

Another consequence of sidelining men from family
planning programs is to have held back condom use
by young people, women who cannot use the pill or
intrauterine device (IUD) on health grounds, for
example, or where there is a risk of sexually transmit-
ted infection.

Getting men to engage more with contraception and
family planning decisions also means involving them
more in responsibility and care for children, prompting
them to provide adequate economic resources for the
needs of the large family to which they generally aspire,
and, ultimately, inspiring them to limit their fertility.

In the long run, the success of family planning 
programs will depend on changing men’s attitudes
toward women, marriage, children, and the family, as
well as on changing women’s attitudes.

This means studying men’s contraception and fer-
tility desires, preferences, and behaviors in the same
way as women’s, as well as studying the interactions
between the sexes. This is why fertility and birth
control surveys, including, for example, the Family
and Fertility Survey (FFS) and DHS, now systemati-
cally include a sample of men as well as the traditional
sample of women, in recognition of the importance of
recording data for both partners.

The contraceptive history of developed countries
has taken a very different tack. Fertility control has
been a male preserve, using such methods as condoms
or coitus interruptus (a specifically male method),
whereas women have contributed to reduce fertility
through abortion (Dalla Zuanna, 1996). The 1960s, and
especially the 1970s, with the spread of the pill, fol-
lowed by IUDs and sterilization, signaled women’s
ownership of family planning. Falling abortion rates
evidenced the gradual shift to more effective contra-
ception methods. But also in the developed countries,
the sudden emergence of AIDS put the merits of
condom use and, more generally, negotiation with the
partner for infection risk-free sexual activity back on
the agenda. Involving men in contraceptive decisions
has thus become as essential in developed as develop-
ing countries.

V. GENDER, HEALTH, AND
MORTALITY

1. Child Health and Survival

Responsibility for the health of family members is
traditionally left to women, but where there is a highly
antiquated view of women’s status and wide gender
gaps, women are excluded from modern medicine, an
act that has family-wide repercussions. It is in society’s
interests, therefore, that women should have access to
modern medicine and the ability to get information
and interact with the health system. A large body 
of research in fact shows that the gender system 
influences infant health and survival, both of which
improve with mothers’ empowerment. Islamic Middle
Eastern countries, where women have little freedom of
movement or autonomy, are those where, ceteris
paribus, child health conditions are worst. This was
reported by John Caldwell as long ago as 1986 and 
was subsequently confirmed by a series of studies
(Oppenheim Mason, 1995) using micro- and
macrolevel measures of the gender system.

Even the most approximate indicator—women’s
educational levels—bears out these findings, because
the most well-educated women are more self-
confident and resolute or are able to communicate with
their partner. There is therefore a link between educa-
tion and the intervening variables of infant survival,
such as hygiene and utilization of health care provi-
sion, and that holds true even where socioeconomic
conditions are controlled. The effect of women’s eco-
nomic participation is more contentious, however:
although women’s resources may help improve 
children’s diet and health care, work may reduce 
their mother’s available time and attention for them;
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unsurprisingly therefore, the relation is found to be
situation specific (Basu and Basu, 1991).

Excess girl child mortality has been observed in
several countries, notwithstanding the greater biolog-
ical weakness of boys (see Chapter 54). Some studies
(Chen et al., 1981; Das Gupta, 1987) have evidenced 
girl child discrimination in relation to feeding and
medical care. Excess female child mortality is a 
very robust proxy for sex discrimination against
women.

2. Excess Male Mortality

As development has progressed, mortality gener-
ally has receded but excess male mortality has risen
(see Chapter 54). Societies with no pronounced son
preference are always found to have approximately
10% to 15% excess infant male mortality (Vallin, 1993).
In developed countries, this excess male mortality 
then becomes significantly age specific, peaking at a
very high level around the age of 65. Historically,
however, and in developing country societies, age-
specific excess female mortality has been observed,
especially in infancy and at the reproductive ages (see
Chapter 54).

Were lifelong excess male mortality to remain 
constant at its first-year level, gender-differential 
life expectancy would be approximately 2 years
(Pressat, 1973). Arguably, therefore, a female survival
advantage of 2 years could be seen as biologically
normal, and a lower recorded difference in a given
country could be attributed to women’s disadvantage
in treatment, diet, and economic participation,
whereas a differential above 2 years reflects a male 
disadvantage.

Some of the male disadvantage stems from men’s
more aggressive, reckless, and less health-conscious
behavior. But health and health care provision use
surveys also evidence gender-differential attitudes:
women are readier than men to acknowledge their
unwellness and seek treatment, whereas men will seek
treatment if they acknowledge their illness but are less
ready to do so (Waldron, 1976, 1985). Arguably, that is
a key explanatory variable of the sex-specific mortal-
ity differentials. But males are also more exposed to
environmental risks (physical and psychological). A
borderline case evidencing an exceptional male disad-
vantage is Russia, where the recent mortality crisis
after the collapse of the communist system simply
worsened the ongoing decline in the health situation
since the mid-1960s (Shkolnikov et al., 1995a–d; Meslé
et al., 1996, 1998). Even so, the female excess over male
life expectancy at birth rose there from 9 years in 1965
to 14 years in 1995 (Meslé and Vallin, 1998).

A fascinating field of research straddling biology
and sociology has opened up to encompass, beyond
the often self-victimizing stereotypes of feminist
studies, the highly meaningful causes of one of very
few female advantages.

3. The Biological Role in Danger

Developing country infant and maternal mortality
indicators bear an inverse relationship to care devel-
opment and availability; conversely, in developed
countries, where infant and maternal mortality rates
are very low, no correlation is found with the intensity
of care, which may be seen as excessive and unneces-
sary. There is in fact no evidence that the overmed-
icalization of pregnancy and childbirth produces more
mother and child health and survival advantages.
Women undergo very frequent checks and even risky
analyses, labor is medically controlled, the frequency
of caesarian sections is much higher than that which
the World Health Organization (WHO, 1985) consid-
ers to be physiologically necessary, breast feeding has
been reduced to a few weeks or abandoned altogether
in many developed countries and is also declining in
developing countries (for a short literature review, 
see Cesaroni and Pinnelli, 1999). Not only does this
extreme overmedicalization of a function that is spe-
cific and exclusive to women bring no gain for either
mother or child, it surely brings a psychological and
emotional loss.

One factor that encourages overmedicalization of
childbirth in developed countries is later motherhood:
delayed first pregnancies are seen as medically deli-
cate, so risk-avoidance controls and care are—consen-
sually—increased. Birth deferral also exacerbates
conception problems, evidenced by the steadily-
growing recourse to assisted reproductive techniques,
used increasingly—and increasingly earlier—when
pregnancy does not rapidly follow the decision to pro-
create (WHO, 1985). This creates a general impression
of a rise in sterility and infertility. But various studies
(Mosher and Pratt, 1993; Beets et al., 1994) have shown
that deferring the first birth until age 30 to 35 or even
after, partly owing to women’s rising educational
levels and greater economic participation, is the struc-
tural cause of women’s increasing procreation prob-
lems in developed countries. Whatever else, this
difficulty helps to drive the market for medically
assisted reproduction, with all its economic and psy-
chological costs and the attendant risks of failure.

The inference from this example of the over-
medicalization of birth is that greater gender equality
makes it harder for women to accept and assume their
biological role. They uncritically accept excess care
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provision as if pregnancy were a serious illness and
not a natural fact of a woman’s life, but seek to expe-
dite a pregnancy that does not occur for being too long
deferred (Leridon, 1992). They may need a greater
ability at the right biological and social time in the life
cycle to balance emotional fulfillment with social and
career success, while preserving the priceless natural-
ness of motherhood as being a function specific to
women.

VI. GENDER AND MIGRATION

There is scant information on gender and migration,
because migration is still seen as a primarily male phe-
nomenon. The stereotype is that women’s migration
follows that of their husbands, so most research is
focused on male motivations and preferences. But
women also increasingly frequently migrate of their
own volition, especially never-married and very
young women under 20 or older women aged around
45 to 50—especially those widowed, separated, or
divorced. Historically, these movements were often
thwarted by a range of circumstances: the gender divi-
sion of agricultural labor assigned work requiring con-
stant, ongoing care to women and more seasonal work
to men, such that men were able, and women unable,
to migrate. Furthermore, migration was seen as endan-
gering their virtue, which would be thus placed
beyond the control of parents and elders. Finally,
women’s lower average educational level reduced
their employment opportunities and disadvantaged
them against men (Makinwa-Adebusoye and 
Afolayan, 1995). But the situation has undergone rapid
change, and an increasing number of women now
migrate as free agents.

Going or staying is the outcome of a family survival
strategy that decides who will migrate. It is important
to consider this from the perspective of the microlevel,
as well as at the macrolevel of social and cultural
norms and employment policies that often disadvan-
tage women. Women emigrate for education, which
for many is the first step toward urbanization; as a per-
manent or occasional domestic worker or as a member
in the sex trade, which is seldom permanent and less
common than may be supposed; in farming, often in
seasonal work, as is common in many regions of Latin
America, Asia, and Africa; or in the act of joining their
husband or a relative. Similar to men, women’s migra-
tion is chiefly economic, especially when they are
young, but less commonly is this the only reason.
Women’s children also accompany them, if not left
with relatives. Personal and family considerations
dictate the time and destination of migration (UN,

1994b). In international migrations, women suffer dis-
crimination on three counts: class, race, and gender.
Most work, usually in domestic service and childcare
(by thus performing for reward some of the domestic
and care duties of their female employers, they release
these women to engage in other activities outside the
home) and in shops. Working for lower pay and in less
secure jobs, they nevertheless remit more money home
than do men (Makinwa-Adebusoye and Afolayan,
1995). They have lower fertility than do nonmigrant
women (Findley, 1999; Hugo, 1999).

Nonmigrant women are apt to be middle-aged
mothers, resigned to their husband’s emigration as a
necessity. Where they already have some autonomy, it
increases with the husband’s emigration, and their 
situation may improve. Others, however, may find
themselves in greater difficulty. Separation from the
husband and the possible consequences are always
stressful.

The personal and family lives, and the social and
economic conditions, of women who migrate with or
without husbands—but also nonmigrating women
with migrant husbands—undergo major upheavals.
The gender system changes in particular. Women who
are significant wage-earners and also more reliable
household breadwinners appreciably increase their
value in the family. Migration changes the rules of care
and attention provision and the models of intergener-
ational assistance. Migrant women have fewer chil-
dren than do nonmigrant women and can play a leader
role in fertility transition as models of innovation or
sources of information on low fertility. This is true for
migrant women and for the nonmigrant wives of
migrant husbands: family structures change (Findley
and Williams, 1991). Research has barely begun to con-
sider migration from the migrant/nonmigrant woman
viewpoint, and the subjects studied have only been
touched on. It is clear that migration has many reper-
cussions on the lives of women (work–life balance,
well-being, education, social mobility opportunities,
health, etc.), those for whom they are caregivers, and
gender relations in the societies of departure and
arrival. Research should inform all these aspects in the
coming years.

Another important factor is changes in social struc-
tures and gender relations related to rapid urbaniza-
tion. Gender structures shape women and men’s
involvement in management of the community, the
extent of their representation in urban government, and
how far their requirements inform urban development
and organization. Structural adjustment programs, for
example, have affected women’s lifestyles more than
men’s: women have had to engage in paid work and
reduce their family consumption. Women do most of
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the childcare and housework, but their demands on
housing and essential services go unheeded. The house
is often the center of productive activities. Women’s
greater physical and social vulnerability should inform
the planning of community, housing, service, and trans-
port development (UN, 1994b).

VII. GENDER AND AGING

Aging is a female topic in many ways: because at
the older ages women outnumber men, because insti-
tutional support at the older ages is often deficient,
because women are the main caregivers for older
people, and because women’s lower participation
rates and lower-paid jobs expose them to a greater risk
of old age poverty. Here, the gender perspective adds
new areas for exploration, but research is barely at its
beginnings. Consider a few examples of the gender-
aging nexus. In some cultures, women are empowered
by exiting reproductive age: they are then less subject
to male authority and can engage in many activities
prohibited to younger women. They no longer need to
defer in the same way to men or dress or conduct
themselves as modestly; they may disregard certain
language taboos and speak more freely and with more
authority; and they may move outside the home and
travel much more freely than younger women. All this
means that older women have the potential to chal-
lenge men in decision-making bodies, carry on com-
mercial activities beyond their village, and work with
others in organized activities. But, simultaneously,
older women in traditional societies also often become
protagonists in the transmission of gender norms that
disadvantage females.

This contrasts with industrialized countries, where
age tends to bring disempowerment for women.
Granted, there are situations in which increased
women’s empowerment generally delivers greater
well-being for older women: one example is care pro-
vision for older males, which falls to women through
either tradition or demography (women are apt to care
for their elderly spouses and males not, because gen-
erally in unions, the husband is the older and prede-
ceases). When women are empowered in political
decision making and local government, institutional
assistance to families increases and this advantages all
women (UN, 1993). This is a specific example of the
mechanism of women’s empowerment: here, it adjusts
the balances in the gender system, enabling an
improved quality of life for women without harming
those needing care.

Gender role differentials may even decrease with
age: retired men can help more with housework,

whereas women can become more independent and
outward-looking once the children have left home.
This is borne out by various studies, although the
results do not lend themselves to extrapolation (Arber
and Ginn, 1995).

VIII. DATA AND METHODS FOR 
THE STUDY OF THE 

GENDER-DEMOGRAPHIC 
BEHAVIOR RELATIONSHIP

1. Stereotypes and Realities

Through an analysis of articles published in the 
first 30 years of the journal Demography since 1964,
Susan Watkins (1993) showed how a preconceived and
stereotyped view of the gender system underlies the
bulk of the work. In a quarter of the literature refer-
ences, this view is not expressly stated but implicitly
shapes all demographic research from the type of data
to be collected through to the choice of methods to be
used, and the tables or more advanced analyses to be
produced. The researcher’s—even subconscious—
assumption that the prevailing gender system model
is the standard male worker/breadwinner with female
housewife/homemaker-cum-child carer, will inform
the type of data collected and analyses of it. For
example, the fact that the information we have on eco-
nomic activities is on formal for-gain work, and not on
informal work or housework, although major contrib-
utors to the economy are normally assigned to women,
is a direct product of the researchers’ view of society
and not mere chance or data-gathering issues.

2. Official Sources

The general population and household census is a
fundamental source of information on total male and
female populations in terms of many characteristics.
Family surveys are good sources of national data, at
least, and may cover the widest range of topics. For
countries that systematically record vital events, these
records are also a mine of information: many of the
UN’s social indicators are derived from them. Other
statistics (e.g., tax, education, work, health, crime) can
also be used. One problem with official statistics,
however, is that women’s status is a fairly low prior-
ity in the topics covered, and so often no useful infor-
mation is collected on it. The way in which the
collection of data on economic activity is informed by
gender role stereotypes has already been mentioned.
Moreover, in many cases, published data are not sex-
disaggregated, which renders any gender analysis
impossible.
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Contextual analysis of a population’s living condi-
tions requires more than just collecting quantitative
data. Defining a community’s gender system means
analyzing all the prevailing norms and values that
may influence sex-specific roles, power, and value.
That means referring to sources of information not
normally used by demographers and bringing to bear
legal, ethnological, and anthropological skills, in other
words a firmly interdisciplinary effort.

3. Time Use Statistics

Time use statistics greatly inform the analysis of
gender differences: a day comprises 24 hours, for men
and women alike, and the use made of that time can
provide much objective information about men and
women’s lifestyles, constraints, and preferences. Time
use also clearly reveals the wide range of activities
undertaken, especially all those carried out by women
for the informal or family production of goods and
services that do not enter into official statistics. The
main issues with such statistics are the reliability of
recording (daily time use logs are often vague), the cat-
egories of activity defined, the choice of reference
period (risks of seasonal effects), time- and space-
dependent comparability, and the cost of the surveys.

4. Wistat, a Database on Women

The year 2000 saw the publication of the fourth
edition of Wistat, Women’s Indicators and Statistics Data-
base drawn up by the UN in conjunction with several
of its specialized agencies.1 This database provides a
range of sex-specific or women-related information 
on specifically female matters (e.g., fertility) or other
issues relevant to women’s lives (e.g., childcare provi-
sion, environmental conditions that impact women’s
lives, like health service provision, availability of
drinking water). The thinking is that women’s status
and the gender system cannot be studied separately
from development. The database contains, for
example, information on sex ratio at birth and at dif-
ferent ages; marital status; percentages of women ever
married and never married, singulate mean age at
marriage, and percentage ever married among persons
aged 15 to 19. It also contains information about female
household headship, contraceptive and unmet contra-
ceptive demand; percentage of women requiring more
than an hour travel time to the nearest facility provid-
ing family planning services or supplies; circum-
stances under which abortion is permitted; women

and men’s expressed ideal number of children for
total, urban, and rural areas; age-specific fertility; and
female population by age and number of children born
alive. Other data include urban or rural residence,
employment, foreign-born population, availability of
safe drinking water and health services, life
expectancy, infant mortality, child malnutrition indica-
tors, smoking prevalence among persons 15 years of
age and over, causes of death, HIV and AIDS, antena-
tal care, percentage of infants breastfed, percentage of
births delivered by caesarian section, maternal mor-
tality, learning and education, percentages of women
teachers by level, women in international cooperation,
youth work, commercial loans for women, unemploy-
ment, wages, maternity leave, years in which women
acquired the right to vote and to stand for election,
numbers of women ministers or deputy ministers,
women in UN staff in posts subject to geographical
distribution, date of ratification and entry into force 
of Convention on the Elimination of All Forms of 
Discrimination against Women (CEDAW), prevalence
of violence against women by an intimate partner, 
and deaths from external causes. The geographical 
and time coverage of these indicators is improving
year by year.

5. How to Measure the Gender System?

The first requirement in studying the gender-demo-
graphic behavior nexus is to translate the gender
system concept into indicators. This is no easy matter,
because it is a multidimensional concept. Gender strat-
ification aspects (power, wealth, and prestige) have
been operationalized by measuring women’s situation
relative to that of men: this has, for example, included
evaluating autonomy (Dyson and Moore, 1983), power
and control of material resources (Cain et al., 1979), and
freedom of movement (Morgan and Niraula, 1994).
Power has been evaluated through six specific com-
ponents: (1) sense of self and vision of a future, (2)
mobility and visibility, (3) economic security, (4) status
and decision-making power within the household, (5)
ability to interact effectively in the public sphere, and
(6) participation in non-family groups. The informa-
tion was gleaned from personal interviews with dif-
ferent questions on each component (Schuler and
Hashemi, 1994). Richard Udry (1994) used 19 measures
of gender behavior, including marriage with a man,
number of live-born children, a sexual orientation
index, importance of career, importance of children,
domestic burden sharing, a scale of typical sex-specific
activity, importance of marriage, an index of femin-
inity, the list of main interests, pleasure taken in 
child care, percentage of women in employment, a
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socioeconomic index, percentage of women in the
work unit, and personality type. The International
Labor Office devised a series of recommendations for
the collection of data on economic conditions to high-
light women’s contribution to the economy and the
obstacles to their integration in development: employ-
ment, unemployment, income, sex segregation, gender
differences in emigration, time use, access to credit,
housing, physical mobility; support networks, and
access to training (Anker, 1980). Christine Oppong and
Katharine Abu (1986) proposed indicators at the com-
munity and individual level for each of the seven roles
played by women (occupational, conjugal, domestic,
maternal, community, kin, and individual), relating to
activity, time use, knowledge and skill acquisition,
resource use, power, and decision-making ability. The
indicators are equally applicable to men and women
and support an analysis of gender differences.

Many of the individual indicators referred to are
drawn from face-to-face surveys or participant obser-
vations. Information of this type tends not to be
extracted from WFS, DHS,2 or FFS-type demographic
surveys or official statistics, where indicators usable
for an evaluation of gender systems are few and
limited. For this reason, the demographic literature
often uses information on education and learning,
employment, and age at marriage, as proxies for gender
stratification indicators (Sathar et al., 1988; Jejeeboy,
1991; Chowdhury and Trovato, 1994). Demographers
have recently begun to assess the validity of these
proxy measures. It had been found that in some cases,
the proxies do not give a proper representation of
gender stratification: in Islamic society, for example,
better-educated women may be confined to purdah,3

that is, have severely constrained mobility, whereas
less educated women are forced to try and earn a
living in the most difficult circumstances and so
become more independent decision-makers. However,
the fact of working does not necessarily imply that a
woman has greater power and autonomy if, for
example, she cannot freely use her earnings or they are
earned to be spent on necessities for the family.

6. Synthetic Macro Indicators Sensitive to
Gender Inequalities

The Human Development Report (1995) uses two syn-
thetic measures of gender inequality, the Gender-

related Development Index, a multiattribute measure
of longevity, knowledge, and access to resources (life
expectancy, education, and income) expressed as an
equally distributed equivalent percentage for female
and male shares, and the Gender Empowerment
Measure, developed out of three variables for
women’s participation in political decision making,
access to occupational opportunities, and earning
power (female share of parliamentary seats; share 
of women as senior officials, managers, and profes-
sional and technical positions; share of female nona-
gricultural wages compared with that of men). These
indicators have a limited value, because they make no
allowance for many aspects of gender inequality, such
as within the family or in community life, and do not
lend themselves to an evaluation of the situation in
rural areas; nevertheless, they are useful for an overall
evaluation of the gender system at the macro level.

Pavel Sicherl, in a 1989 book, suggested simple and
effective methods for evaluating gender disparities by
using aggregate statistical data, providing worked
examples for four fields: education, employment,
wages, and time use (Sicherl, 1989). He stressed the
importance of taking into consideration the absolute
values for men and women, the relative values of
gender disparities, as well as both static and dynamic
measures. He introduced the time-distance index, that
is, the number of years necessary for women to catch
up with a given level reached by men (using historical
data or projections), as a dynamic measure of gender
differentials. He nevertheless cautioned that the male
position should not always be regarded as an objective
to be achieved, because value judgments change over
time with the importance attached to different aspects
of the quality-of-life evaluation. His proposed overall
measure of gender disparities was a weighted combi-
nation of static and dynamic measures. He counseled
that the analysis should always be set within the
broader reference frame of development, because
although development will not automatically elimi-
nate gender inequalities, neither is the simple elimina-
tion of gender differences sufficient to improve
women’s standard of living and eradicate poverty.

7. Plan of Research

Karen Oppenheim Mason (1995) posited that the
ideal research plan for analyzing the gender system-
demographic behavior relationship should combine
multivariate with multilevel analysis that embraces
both the macro- and microlevels (collective factors
related to development, culture, norms, and institu-
tions with individual social condition, attitudinal, 
and behavioral factors), within a cohort approach. It
should encompass external determinants, intervening
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variables, and individual characteristics and should
cover successive cohorts. The analysis should bear on
four levels at which the gender system acts: (1)
through community norms and values, (2) labor
market characteristics, (3) the structure and character-
istics of the family, and (4) individual characteristics
and attitudes (Sen and Batliwala, 2000).

The longitudinal approach is not really workable at
the microlevel today, because it is difficult to obtain
data on gender systems at the individual level owing
to recall problems and recording distortions. Nor is
there any easy way to collect long historical and geo-
graphical series, even at the aggregated level. Prospec-
tive research can be started now but will only produce
results some years hence. Aggregated data alone could
be more easily used, but only by foregoing any study
of the linkages between gender systems and demo-
graphic behaviors at the individual level.

Period fluctuation analysis allows intercultural vari-
ations to be substituted for intertemporal variations
and can include a multilevel strategy by incorporating
both individual information and community data. One
problem with intercultural studies, however, is that the
meanings of questions may often be determined by
context. But they are always useful and particularly
advisable whenever a comparison of different realities
can give insights into which factors are specific to a
given culture and which have a more general rele-
vance and influence.

8. Methods of Qualitative Research and
Experience of Development Projects

Traditional research is often time-consuming and
unsuited to the rapid evaluation of gender systems,
and their interactions with demographic behaviors
usually seen over 10-year periods. How can we
prevent development projects from repeating the dis-
astrous historical mistakes that flowed from having
ignored this dimension? Methods have been devel-
oped for a rapid evaluation of gender systems and the
potential impacts of targeted programs. Such studies
aim to gain insights into gender relations that are
object to the project, understand gender-differential
perceptions of the proposed activities, evaluate
whether the institutions involved are capable of
addressing the gender issues implicit in the project,
and evaluate the project’s potential gender impact on
various categories of people. They are short-run
studies (a few months) using a range of qualitative
information and data collection techniques; are highly
practice-oriented; are based on interviews with
women, men, and the organizations involved; and use
lists of criteria such as the Organization for Economic
Cooperation and Development’s Development Assis-

tance Committee/Women in Development (1992), the
Checklist for Development Projects (Pezzullo, 1982), the
Key Questions from Chapter 3 of the Handbook for
Social/Gender Analysis (Moffat et al., 1991), or the
Harvard Analytical Framework (Overholt et al., 1985).
The gender system is analyzed chiefly by observing
the division of labor, access to and control of resources
and services, participation in decision-making and
organizational opportunities, women’s sense of self
and self-perception, and men’s and women’s opinions
and expectations of the project (Gianotten et al., 1994).
These same research strategies can be applied to a
gender system analysis of family planning, reproduc-
tive health, or any other kind of demographic issue.
More generally, social anthropology methods can be
used to see through the target population’s eyes rather
than through the often Western or Westernized filter of
the observer. In addition to the rapid rural appraisal
techniques, these methods include critical analysis of
the historic reports and data, key anecdotal evidence,
sondeos (an interdisciplinary team of men and women
technicians and social science researchers spend
several days working in permuted pairs such that each
technician eventually works with each researcher, dis-
cussing their observations and interviews at the end of
the day; this method fairly quickly introduces new
individuals in a domain, and creates an environment
for highly dynamic, interdisciplinary learning),
mapping, and observation. Participatory research
methods, in contrast, aim to involve stakeholders in
decisions affecting them and in project implementa-
tion activities (e.g., family planning or health). They
include such methods as group interviews, projective
techniques, case studies, guided group discussions,
and learning fora. Data collection itself is often not
possible with traditional methods owing to poor liter-
acy skills and low educational levels, lack of organi-
zational ability, and cultural isolation. In such cases,
group discussions, collection of life histories, projec-
tive techniques, and content analyses are often the
most appropriate methods (CIDA, 1989).

Many research strategies proposed for genderized
development projects can be useful to gender and
population research. For instance, research on the rela-
tions between gender systems and population must
enlist many different methodological skills from
demography, sociology, statistics, social anthropology,
etc.

CONCLUSION

Starting with some clarification of the vocabulary
used in gender studies, this chapter set out to show
what a gender perspective can add to demographic
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research and, conversely, how demographic analysis
can inform gender studies. It was seen that research
theories, data and strategies must adapt to this new
perspective. It is apparent from this overview that
there is an ongoing ferment of development in theory
and practice in the field of gender studies, not merely
through academic teaching and research but also by
the needs of economic development and family plan-
ning programs. Gender studies in demography also
have useful operational spin-offs.

But tomorrow’s research depends on today’s teach-
ing, and it is increasingly essential for gender to be 
systematically mainstreamed across demography
teaching to train researchers and practitioners that are
sensitive to these issues and capable of reflecting them
in their work. That means making a specific effort not
only to devise new programs but also to identify the
methods most apt to create this new sensitivity.
Appendix 93–2 reviews the learning methods that
could be explored in this field in the years and decades
to come.
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APPENDIX 93–1

The IUSSP and Gender Issues

The IUSSP, the International Union for the Scientific
Study of Population, has since the 1980s put a big focus
on issues relating to women’s status, gender, and their
relationships to demographic behaviors. A series of
activities on these topics, including publishing a liter-
ature review on “The Status of Women, Population
and Development” (Federici et al., 1985) and holding
an international conference on “Women’s Position and
Demographic Change in the Course of Development”
(Asker, 1988), the proceedings of which were pub-
lished in 1993 edited by Nora Federici, Karen 
Oppenheim Mason, and Solvi Sogner (1993), culmi-

nated in the IUSSP setting up a Scientific Committee
on “Gender and Population”4 in 1990.

Hitherto, the linkages between gender and demo-
graphic behavior had gone ignored in many fields of
demographic research. The most pressing need was
therefore to raise awareness on the issue. The commit-
tee first staged an international seminar on “Gender
and Family Change in Industrialized Countries” in
Rome in 1992 (Oppenheim-Mason and Jensen, 1995),
followed by two sessions at the Montreal Interna-
tional Population Conference (IUSSP, 1993), one on
“Women’s Organizations/Interventions for Women:

4 Cochaired by Karen Oppenheim Mason and Shireen Jejeebhoy,
the committee’s members also included Brigida Garcia, Ann-Magritt
Jensen, Paulina Makinwa Adebusoye, and Catherine Pierce.



Their Impact on Fertility and Child Mortality” (Pierce,
1993) and the other on “The Process through which
Female Education Affects Fertility and Child Survival”
(Sathar, 1993), plus two further international seminars
on “Women’s Position and Demographic Change in
Sub-Saharan Africa” (Dakar, 1993: Makinwa-
Adebusoye and Jensen, 1995) and “Women, Poverty
and Demographic Change” (Oaxaca, 1994: Garcia,
2000); it also contributed to a collective work on
“Female Education, Women’s Status, and Demo-
graphic Change in Developing Countries” edited by
Shireen Jejeebhoy (1995).

In 1994, when the life of this first committee expired,
the IUSSP set up a new Scientific Committee on
“Gender and Population,”5 which in turn programmed
three international seminars on “Female Empower-
ment and Demographic Processes” (Lund, 1997,
Presser and Sen, 2000), “Men, Family Formation, and
Reproduction” in Buenos Aires in 1998 (IUSSP, 1998;
Necchi, 1999), and “Women and the Labor Market in
Changing Economies: Demographic Consequences” in
Rome in 1999 (Dixon-Mueller, 2000; Garcia et al., 2003),
and organized two sessions at the 1997 Beijing Inter-
national Population Conference (IUSSP, 1997), one on
“Teaching Gender and Population” (Pinnelli, 1997)
and the other on “Fatherhood: Recent Exchanges and
Policy Strategies” (Presser, 1997); it also published a
series of educational papers on “Gender in Population
Studies.”6 Other IUSSP gender initiatives are also
described in the book, IUSSP Contributions to Gender
Research (IUSSP, 2001).

All these various activities have helped to define
and develop this field of research, devise theoretical
frames of reference, systematize empirical knowledge,
and lay the foundations for a growing awareness of
gender issues among researchers and teachers in
demography. So successful did they prove that in 1998,
the IUSSP Council queried whether a new committee
was needed after the expiry of the second, compared
with the benefits of mainstreaming the issue across all
the traditional Scientific Committees. The IUSSP there-
fore tasked an exploratory mission7 with producing an

opinion on the matter. In light of its report, which
stressed that although gender studies now enjoyed
recognition in the scientific community, much
remained to be done to ensure their continued pres-
ence on the future demographic research agenda, a
new committee was set up in 2002.

APPENDIX 93–2

Teaching Gender and Population

An International Objective

Raising awareness of gender issues is an interna-
tionally recognized objective. The Program of Action
approved by the United Nations (UN) International
Conference on Population and Development gives a
central role to relations between gender systems,
demographic behavior and sustainable development,
in particular devoting a chapter to “Gender Equality,
Equity, and Empowerment of Women.” The UN’s
message is that starting or completing demographic
transition and achieving sustainable economic devel-
opment that is compatible with the survival of the
planet are not possible without changes (among other
things) to the gender division of roles and power rela-
tionships between men and women. Accordingly, the
UN Program of Action places great importance on
training. Chapter 11 on “Population, Development and
Education” sets as an educational objective the pro-
motion of a “greater responsibility and awareness on
. . . gender equity.”

Trainers

Who should provide demographer training to
promote increased awareness of gender issues?
Demographers are concerned with analyzing the
determinants and consequences of demographic
behaviors, and the gender system must be seen as 
both a determinant and a consequence of demographic
behavior. This subject has only recently come onto 
the international scientific and political agenda, from
its general absence from demographic training 
programs, which at best address the relations between
women’s status and demographic trends in very
general terms.

To make it female-delivered provision (as was fre-
quently done in research on relations between demo-
graphic behavior and women’s status) not only risks
ghetto-ization, but by no means ensures that the issues
will be properly addressed, because it cannot be
expected that female academics, whose gender experi-
ences tend to differ widely from those of most other
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5 Cochaired by Brigida Garcia and Harriet Presser, its other
members were Lawrence Adeokun, Richard Anker, Paulina
Makinwa Adebusoye, Edith Pantelides, Antonella Pinnelli, Gita Sen,
and Ferhunde Ozbay.

6 A series of eight papers edited by Antonella Pinnelli on the
labor market (De Graff and Anker, 1999), migration in Latin America
(Findley, 1999) and in Asia (Hugo, 1999), mortality (Vallin, 1999),
maternal mortality (Cook, 1999), the family in developing countries
(Hertrich and Locoh, 1999) and in developed countries (Pinnelli,
1999), and materials and methods (Dalla Zuanna, 2000).

7 Chaired by Therese Locoh, and comprising Maria-Eugenia
Cosio-Zavala and Sally Findley (Locoh, 2002).



women, will have an awareness of the gender system
that exists in actuality.

Objective

Genderizing demographic training is an immensely
wide-ranging objective: the United Nations Program
of Action talks of information on population and
related issues being directed toward elected represen-
tatives at all levels: the scientific community; religious,
political, traditional, and community leaders; non-
governmental organizations; parents’ associations;
social workers; women’s groups; the private sector;
qualified communication specialists and others in
influential positions; age-appropriate education for
young people, beginning in the home and continuing
through all channels of formal and nonformal educa-
tion; teachers; and all others involved in the planning
of education and communication programs. The
urgent need to address the demographic problem in
developing countries is the reason for the importance
attached to information and education, especially in
these countries.

But, a culture of sustainable development and
quality of life must also be spread in developed coun-
tries, and gender equity and population dynamics are
a part of that. A first aim for a developed country could
be academic training in the teaching of demography
up to doctorate level and continuing training in statis-
tics or demographic research bodies to increase gender
awareness among statisticians and researchers, as well
as in public enterprises, for public and private decision
makers.

Examples of promoting continuing training have
already been given, in the economic field, for appro-
priate reporting of women’s economic participation
both in the (formal and informal) market and out of the
market, as well as in urban planning, to factor women’s
needs into community development (personal safety,
as well as of children and older people, transport,
socialization, etc.) in a way compatible with broader
family needs. The same argument could be extended to
other areas (e.g., work environment, services).

Education, both in the family and in the classroom,
should remain a main focus of continuing training,
because it fosters the gender socialization of the pop-
ulation. Women’s enrolment and labor force participa-
tion are rising, whereas their socialization to domestic
and family care roles is much less great. But men have
become more socialized to these roles. The outcome
will be dwindling numbers of adult men and women
who have been educated to assume what were previ-
ously women’s duties, with the foreseeable impact on
child physical and emotional development, as well as

the well-being of other family members, at an as-yet-
unevaluated cost to society. Government education,
health, and social affairs departments should put these
changes at the top of their agendas and take the nec-
essary measures to avoid a decline in personal and
family life.

Contents

The topics that should feature in university-level
“gender and population” training programs could
broadly include:

Definitions and data at the macro and micro
levels—feminist studies, (studies on women’s status, for
which there is already a long-established tradition) are
often confused with gender studies, (i.e., the differences
between men and women and the components of a
gender system); the data available at the collective and
individual levels determine the possible types of
knowledge.

Qualitative methods of information-gathering on
gender systems—participant observations, in-depth
interviews, focus groups, etc.

Quantitative methods of analysis and synthetic
gender system indicators—a strategic multivariate and
multilevel analysis demands a wider array of method-
ological tools. Because a gender system is a multidi-
mensional concept, composite indicators must be
developed that account for the main dimensions of 
the system; that means using factor analysis, using
multiple classification methods, and constructing
latent variables (all methods that are little-used in
many demographic research schools). Multilevel
analysis methods address the need to consider several
levels of analysis but are only in the earliest testing
stages in demographic research.

Legal bases—for gender differential demographic
behavior (e.g., family law norms where equal dignity
is not granted to both sexes; different legal minimum
ages at marriage, which is the first instance of the
development of an unequal relationship).

Biological bases—of gender differences in demo-
graphic behavior.

Relations between gender systems and demo-
graphic phenomena—family; fertility, birth control,
and reproductive health; health and survival; aging;
and internal and international migrations.

Depending on the educational context in which the
gender and population issue is set, the following
related topics could be included:

Production and market—adding informal and
domestic activities to formal work, looking at work
patterns such as part-time and flex-time that are com-

510 Pinnelli



patible with family care, factoring in men’s and
women’s forms of work organization (individualistic,
authoritarian and competitive for men, co-operative,
interchangeable, flexible for women), taking account of
institutional support to the family, etc.

Development programs—very often discussed only
with men, the assumption being that women do not
count; wrong decisions may therefore be taken simply
by ignoring women’s development input.

Environment—in developing countries, women
manage the essential environmental resources such as
water, wood, and food and spend many hours each day
in getting them; they must therefore be involved in
decisions concerning the use of these resources because
wrong decisions can greatly add to their hardships.

These are some selected aspects of method and
content. The latter vary widely with their reference his-
torical, geographical, or social contexts. There is as yet
no handbook that addresses all these issues—the series
of papers published by the IUSSP (Pinnelli, 1999–2000)
are merely a first step in that direction—but there is a
wide variety of preparatory texts put out by interna-
tional agencies and nongoverment organizations that
have sought to genderize development programs or
programs relating to the big areas of intervention, such
as health, the environment, the economy, and agricul-
ture. Many use case studies to illustrate the relations
among gender, population, and development, because
there is often too little research on which to base gen-
eralizations. Accumulated knowledge generally refers
to developing countries and is especially valuable in
identifying the obstacles to be overcome for a speedy
completion of demographic transition.

Learning Strategies

Proposing new educational contents means deciding
the most appropriate learning strategy. Teaching gender
and population raises the issue of linkages with other
subjects, because teachers and students alike have inter-
nalized from birth and throughout life ideas and stereo-
types about the gender division of roles. If the aim of
training is not just to transfer knowledge but also to raise
awareness of the interrelationships between gender
systems and population and to prompt empowerment
to change them, the training method design must foster
the challenging of deep-rooted ideas and stereotypes.
This makes an educational psychology input vital to the
development of discussions on the challenge and recon-
struction of pre-existing knowledge.

The awareness of the difficulty that trainers have 
in this field is already clear to see in the training 
programs linked to the development projects run by

United Nations agencies, in which the approaches are
focused through the use of interactive and inclusive
training strategies such as those based on case studies,
video materials as a basis for discussion, and redesign,
and role play.

The issue is couched in different terms in the aca-
demic environment, in which it is mainly about defin-
ing approaches by which to develop gender awareness
among specialists training in population issues. One
guideline could be a thorough review of academic cur-
ricula to genderize the contents. This would be the
straight track to change mentalities and knowledge.
But, of course, effective as that may be, there are objec-
tive limits to training on topics that are not about
simple education-instruction learning but go to deep-
rooted cultural issues.

The practical impossibility of this kind of approach
(involving a paradigm shift that means overcoming
fierce opposition from the considerable interests
involved) has led to two other solutions: (1) introduc-
ing a specific curriculum comprising the most strongly
gender-characterized topics, and (2) seeking out poten-
tial linkages between the different academic curricula
as regards gender issues to devise systematic interfaces
between the different areas of education. A credit-
based system could address the evaluation issue.

This latter solution, which is a compromise to a
complete refashioning of curricula, is arguably an
acceptable short and medium term solution, because it
would set in motion a valid process of reflection while
avoiding ghetto-ization, which is the big risk of the
alternative.

One possibility that springs to mind for academic
education is to develop cross-cutting training modules as
the common backbone for the different curricula con-
cerned (history, geography, education theory, sociol-
ogy, law, demography, economics, etc.), with a more
specific focus on gender issues. Introducing elements
of this kind could avoid resistance from educators 
with little knowledge of gender issues, because these
modules would be taught by specialists.

Also highly relevant from the teaching viewpoint
would be to bring in anthropological-cultural references
to other cultures, those apt to promote an awareness that
what may sometimes be absolutely unimaginable
gender structures are a product of their cultures.

Obviously, from the learning viewpoint, the positive
experiences of activities already carried out on the topic
in developing countries should be brought in as
these—as mentioned earlier—have highlighted the
value of educational techniques that maximally involve
those to whom they are addressed, specifically to facil-
itate an awakening to the powerful cultural connota-
tion of gender structures (Pinnelli and Ajello, 1997).
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INTRODUCTION

There are multiple relationships between economic
activity and demographic behaviors, and these 
relationships are obviously reciprocal. The importance
that most people attach to economic activity puts it at
the center of the fundamental choices that heavily
influence demographic evolution, especially regarding
reproductive behavior and geographic mobility. In the
opposite direction, among the different options and
strategies in the individual and family life cycle, mar-
riage, procreation, and changes of residence are all
decisive stages in the lives of persons and families, and
they in turn influence the choices made regarding par-
ticipation in economic activity, whether it concerns the
types of work or the time consecrated to work.

These relationships, which are cardinal at the indi-
vidual level or at the level of elementary social groups
(family, clan, village, etc.), may also be interpreted at
the level of populations by a dialectical relationship
between demographic trends and the changes in the
labor market and in the economic system. In the same
way as at the microlevel, these relationships are recip-
rocal at the macrolevel, with population dynamics
influencing the supply of labor, both in quantity and
in quality (from a demographic viewpoint), and
employment opportunities contributing in the oppo-
site direction to determining demographic events and
flows, especially regarding migration.

The principal objective of this chapter is to take
account of the complexity of the linkages between
demographic dynamics and social and economic con-
ditions. Given the difficulties encountered in the search
for cause-and-effect relationships, it is undoubtedly
better to conceive the ambivalence and the circularity
of linkages between these two components of the
human condition, which it would be vain to reduce to
simple one-way relationships. In sum, it is perfectly
clear that these relationships between economics and
demographics are always established at two levels: at
the microlevel, for individuals and families, and at the
macrolevel, for the aggregates of population and the
labor market.

In the next section of this chapter, the relationships
between demographic behaviors and economic activ-
ity, both at the microlevel and the macrolevel, and the
pertinence of discussing them in a treatise on demog-
raphy will be emphasized. Then several elements that,
without being rigorously demographic, are nonethe-
less necessary to deal correctly with this type of
subject, will be provided regarding sources of data on
the labor force and methods for analysis of gender dif-
ferences in economic activity. Finally, given that the
effects of women’s economic activity on fertility have
already been largely considered in other chapters in
this treatise (most notably in Chapter 37), the next to
last section will focus on the interaction between eco-
nomic activity and migration, which undoubtedly 
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constitutes the most significant relationship in the area
that we are interested in here.

I. IMPORTANCE OF ECONOMIC
ACTIVITY IN THE STUDY OF
DEMOGRAPHIC BEHAVIORS

The goods and services necessary for the survival
and well-being of individuals, families, and collectivi-
ties come from work, either of the population to which
they belong or of another population with which it is
linked. This results from a continuous circular process
of transformation of vital energy into work, seeking to
produce goods. These goods, in turn, are necessary to
reconstitute the expended physical energy and to take
care of the entire patrimony of material and nonmate-
rial elements at the disposition of individuals, families,
and collectivities.1

It follows from this approach that human activities
to be considered as productive are not limited to those
covered by classical economic categories and official
statistical definitions. We must reintroduce not simply
the activities contributing to the reproduction of the
labor force (both with regard to its daily restoration
and the more formally demographic reproduction of
generations) and the activities of general training and
technical apprenticeship, to the extent that they
produce value added in terms of human capital, both
individual and collective.2

The relationships between economic activity and
population dynamics depend on the level of well-
being and the degree of complexity attained by a given
society. This concerns the primary relationships
between the availability of food products and several
demographic variables (in particular, mortality, nup-
tiality, and fertility) (Livi Bacci, 1987) and can be

extended to the hypothesis of a reduction in fertility
linked to new patterns of consumption characteristic
of the abundant society (Ermisch, 1983). The mobility
of the population can also find its motor force in geo-
graphic variations in the availability of goods. This
latter factor, although it has taken many varied aspects,
is nonetheless common to the great historical migra-
tions induced by famines (as well as being still some-
times present, here or there, in the poorest regions of
the world) and to that part of current migration from
developing countries or from eastern Europe that is
based on the illusion of ample availability of goods
and services in Western countries.

In addition, economic activity itself constitutes the
principal if not the only source of individual and
family income, although carrying out this activity
implies certain operating costs for everyone and, in
many cases, specific investment costs, borne by the
worker himself.

Decisions concerning entry to the labor force, the
type and conditions of work, and leaving economic
activity are taken on the basis of comparisons of costs
and benefits, in time and space. Possible changes of
residence that may be required by the exercising of the
economic activity further complicate the assessment of
the explicit and implicit costs and the effective advan-
tages or those expected in the future. Before they are
rationalized at the individual level, such choices often
result from obligations. In the family context, inten-
tions and individual and collective expectations are
heavily influenced by the definition of the roles and
functions of different members of the household.
Nonetheless, whatever decisions are in fact made
regarding participation in the labor market of the
potential labor supply of family members, they are
made, consciously or not, as a function of a compari-
son of costs and benefits. This includes, on the one
hand, the explicit costs (such as the cost of a baby-sitter
who replaces the mother while she is at work) and the
opportunity costs (such as forgoing the possibility of
improving one’s education and consequently improv-
ing later one’s remuneration level) and, on the other
hand, the benefits, not simply the immediate (salary
payment) or future (retirement pension) economic
benefits but also the hope for a more important role in
the family and in society.

In this case also, the linkages with certain demo-
graphic aspects are explicit, even if they are less direct.
The size and composition of families constitutes a
powerful regulator of the labor force participation of
individuals who belong to those families, as a result of
a complex evaluation of the relative costs and benefits.
Moreover, the alternative that women often confront
between economic activity and motherhood shows
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1 It is important to note the degree to which this process comes
into play in the succession of generations and thus carries, includ-
ing in its most nonmaterial aspects, a universal dimension. In reality,
we benefit today from the fruits of the labor of very distant popula-
tions in time or space, including those that preceded us in the past
as well as those from the four corners of the planet with which we
trade, directly or indirectly. From a sustainable development per-
spective, we must succeed, by our own work, in bequeathing to
future generations a patrimony that is at least equivalent.

2 “Every action that tends, directly or indirectly, to make possi-
ble the satisfaction of individual or collective economic needs,
present or future, is an act of production and the person who accom-
plishes it is economically active” (“Ogni azione che tenda, direttamente
o indirettamente, a rendere possibile il soddisfacimento di bisogni economici
individuali o collettivi, presenti o futuri, è un atto di produzione, e chi la
compie esercita un’attività economica”) (Mortara, 1960:50). It is worth
noting that accepting this argument implies that we must take into
consideration the set of domestic activities, especially of women,
that statistics and national accounting do not consider as productive.



clearly that this comparison of costs and benefits
includes some important noneconomic elements. In a
wider framework, it appears that there are substantial
consequences, for example, for the level of reproduc-
tion of a population, that may flow from these deci-
sions. The choice with regard to mobility, in all of its
various forms and types, rests in an even more explicit
manner on a comparative evaluation of advantages to
be obtained and costs to be borne. This is true as much
at the level of individuals as, in a more complex
manner, in the family context, with solutions that
inevitably tend to optimize the different components.

In decisions pertaining to participation in produc-
tive economic activity, a “time balance” comes into
play in considering the hours devoted to work and
complementary nonwork time. Although time at work
is largely imposed from outside the household, its reg-
ulation can become an important variable in a family’s
search for organizational equilibria when the labor
market provides opportunities for flexible schedules
or part-time activities. It is apparent that this may be
mutually correlated with the decision-making spheres
regarding the raising of children and family assistance
to the ill or aged. It is worth noting as well that certain
forms of occupational mobility impinge on time allo-
cation, with more or less impact, between the time
devoted to work and time available for rest.

But taking time into consideration also has a
broader dimension, extending to the life cycle, during
which periods of economic activity and periods of
inactivity, either temporary (holidays, illness, mater-
nity leaves, unemployment, etc.) or structural (child-
hood, schooling and training, retirement), are
interspersed. In the daily, weekly, and annual cycle,
economic development has substantially reduced the
time devoted to productive work. Labor force activity,
especially if understood in the strict economic sense,
has thus undergone considerable reduction: on the one
hand, in favor of periods of training and, on the other
hand, in favor of leisure and retirement.

In economically less-developed societies, in the past
or even still at present, life and work largely coincide,
and age constitutes at most only a weak regulator of
the intensity and the quality of productive activity at
the two extremes of life. In advanced modern societies,
human capital training requirements and the accom-
plishments of labor unions regarding restrictions on
age and labor time increasingly disassociate economic
activity and personal life. For quite some time,
however, participation of the population in economi-
cally productive activities has been conditioned by the
different roles given to individuals as a function of
their sex, age, marital status, family size, their position
within the family, etc.

The relationships between population and eco-
nomic activity are pertinent both at the microlevel
(individual or family) and at the macrolevel. They
should be analyzed from the two classical demo-
graphic perspectives: cross-sectional and longitudinal.

1. Micro Aspects: Individuals and Families

At the individual level, the study of economically
active life in the context of the life cycle is the best
approach for identifying the turning points and the
factors regulating individual decisions regarding par-
ticipation in productive activity. In considering the dif-
ferent steps in successive order, the first key transition
point is that separating the training phase from the
work phase, that is, in modern contexts, the school-to-
work transition.3 The distinction between these two
phases has been progressively reinforced to the extent
that the objective of the training has gone from a
simple apprenticeship for a specific occupation to the
constitution of a more or less complete cultural
baggage. At the same time, this passage is also taking
place later and later in the life cycle, with the extension
of compulsory schooling and the widening desire to
reach the highest educational levels.

In this domain, the access of young women to
higher education is important from a demographic
perspective. Not only does this reduce the participa-
tion of very young women in economic activity, but it
also delays the age at which the woman becomes part
of a couple and, quite often, delays the age at which
she has the birth of her first child. In societies in which
fertility is still high, schooling provides women with
the cultural tools for access to models of controlled fer-
tility via the mastery of birth control techniques. In
addition, development of schooling may also give a
woman access to nonhousehold employment, and
hence, the necessary status to discuss, as an equal
partner within the couple, the use of contraceptive
methods, as well as to be able, if necessary, to live an
autonomous life in case of widowhood, divorce, or
repudiation.

The prolongation of the schooling phase has,
however, also been responsible for the phenomenon of
delay in becoming an independent adult, even if this
is not the only reason. In this regard, patterns of 
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3 The continuous transformation of structures and types of pro-
duction and the growth of occupational mobility have resulted in a
growing frequency of occupational training and retraining during
the working life, beyond the initial period of schooling and training.
In general, however, these additional training activities do not entail
real career interruptions and hence do not play an important demo-
graphic role except indirectly, via the increased income or changes
in residence that may result from them.



behavior vary considerably among the advanced soci-
eties (Moors and Palomba, 1995), because of both
objective reasons and customary and psychological
reasons. In the former case, the availability of adequate
housing in terms of size and cost and the attainability
of jobs accessible to youth and appropriately remu-
nerated are key aspects. With respect to the latter
reasons, one relevant aspect, for example, is the will-
ingness of young workers to accept jobs, at least tem-
porarily, for work that does not really correspond to
the level of preparation acquired while waiting for
eventual access to more appropriate employment.

The demographic and socioeconomic counterparts
of this turning point are known: whether they are
apparent, such as residential mobility linked to inde-
pendence, or more indirect, such as the possible begin-
ning of a marriage-like cohabitation. Consideration of
these aspects can explain in part the small number 
of consensual unions among youth in the countries of
southern Europe. These youth, in contrast to their
northern European counterparts (Table 94–1), tend to
stay in their family of origin until they obtain stable
employment or get married.4 Moreover, the idea
remains widespread in these societies that economic
independence stemming from stable and well-paid
employment constitutes an indispensable precondi-
tion to the starting of a real family.

In rural societies, in which the extended family pre-
vails and in which work is distributed among all
members of the family as a function of their roles and

their capabilities, the passage from the training phase
to professional life is not as marked, and the creation
of a new household depends above all on nonindivid-
ual factors such as agreements between families or the
prosperity of that particular year. In modern societies
with low fertility, in contrast, the reduced number of
children per family and the considerable availability of
resources that parents can transfer to their children
may encourage the formation of new families even in
the absence of an inheritance or an independent
income that are deemed necessary for the formation of
a new family.

It is also important to emphasize the profound mod-
ification of relationships between women’s economic
activity and family formation: initially, in relation to
the length of the status of being an autonomous
unmarried person and, then, in the relationship
between the timing of these two phenomena. For-
merly, the low schooling of women and the primacy of
their domestic and reproductive functions after mar-
riage resulted in a pattern of female labor force partic-
ipation rates by age that peaked at a very early age,
followed by a very rapid and sharp decline after age
20, closely linked to age at marriage or age at the birth
of the first child. The prolongation of the training
period and then the effort to conciliate labor force
activity with family tasks and responsibilities have
modified the pattern of female labor force participa-
tion rates, giving a profile much closer to that of men.

The relationships between women’s work and their
reproductive behavior have been studied a great deal
since the 1960s, that is, since the study of fertility dif-
ferences in the presence of voluntary birth control has
highlighted the capital importance of women’s level of
education and their occupational situation as explana-
tory variables. In reality, this situation becomes impor-
tant when economic activity becomes nonagricultural
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4 The phenomenon of adult children who reside with their
parents well into adulthood was analyzed from a comparative inter-
national perspective (focused on Japan, the United States, France,
and Italy) by Hiroyuki Takahashi and Jeanette Voss (2000). It is also
worth looking at the special issue of the Journal of Family Issues
devoted to this subject and edited by Andrew J. Cherlin, Eugenia
Scabini, and Giovanna Rossi (1997).

TABLE 94–1 Percentage of European Young Adults Living with their Parents, 1986 and 1994, by Age Group and Sex

Country Ages 20–24 Ages 25–29

Men Women Men Women

1986 1994 1986 1994 1986 1994 1986 1994

Central Europe 59.9 61.2 37.9 41.3 23.1 24.7 9.4 11.4
France 56.9 61.8 36.4 41.6 19.3 22.5 8.4 10.3
Germany 64.8 64.6 42.8 44.6 27.4 28.8 11.0 12.7
United Kingdom 57.2 56.8 33.8 37.0 21.9 20.8 8.6 10.8
Southern Europe 87.1 90.9 71.1 81.3 51.3 65.3 28.8 44.3
Spain 88.1 91.5 76.1 84.3 53.2 64.8 35.3 47.6
Greece 76.5 79.3 52.3 62.3 53.8 62.6 23.8 32.1
Italy 87.8 92.2 70.4 82.4 49.6 66.0 25.5 44.1

From Fêrnandez Côrdon, 1997:580.



and nondomestic, that is, in an economically devel-
oped context, and especially if the society is not organ-
ized so as to allow mothers to reconcile economic
activity with the demands of motherhood and the
raising of children5 (Killingsworth, 1983; Brinkmann,
1987).

Below we will deal with the relationships between
geographic mobility and occupational mobility more
thoroughly. However, the disassociation between per-
sonal and family life and professional life has conse-
quences, including in terms of the differentiation of the
places in which they occur. As a first effect, this implies
very short distance mobility, notably in the form 
of daily commuting between home and work. But
more substantial and more definitive moves are also
linked to the evolution of one’s career or to changes in
place of work, enterprise, or occupation, and the
beginning and the end of professional life, in particu-
lar, can bring about important changes of residence.
On one hand, there is migration in search of new
employment or at the beginning of one’s career, and
on the other hand, there are moves related to leaving
employment, both to the place of origin (return migra-
tion) and to agreeable and warm localities, perhaps
even to foreign countries, to spend long years of
retirement there.

The relationship between economic activity and
demographic behaviors becomes much more complex
at the family level because of the juxtaposition and,
sometimes, the opposition of different interests of
family members. Thus, family choices regarding the
work of the two spouses, with the resulting family sit-
uation influenced by whether there is one income or
two, certainly have a demographic impact. This in 
turn affects the assessment of costs and benefits, time
use, and the mutual division of roles and duties: in
societies in which birth control is prevalent, strategies
relative to the number and timing of births in the
family life cycle derive in large measure from this set
of elements.

Even more important are the family strategies per-
taining to the duration and type of schooling to
provide to each child (or, alternatively, whether the
child should enter the labor market early), notably as
a function of the child’s sex and birth order. Patterns
differ considerably according to the culture and inher-

itance rules. In traditional economies, girls and the
youngest children are often sacrificed as part of this
choice. In the current developed societies, certain dif-
ficulties encountered by youth when entering the labor
market can, on the contrary, lead families to try to offer
to their reduced number of children the option of con-
tinuing their studies, while hardly taking account of
either their capabilities and their actual chances of
success or of the strategic opportunity of the training
that is undertaken.

It is absolutely necessary to take the family into
account when considering occupational mobility
strategies, taking into consideration the demands and
desires of different family members. Choices thus
often result from mediation among the interests of the
principal actors, and in case of incompatibility, they
can lead to conflicts and renunciations, including those
pertaining to economic activity, on the part of the
weakest members of the family.6

However, especially in societies in which unem-
ployment and underemployment are high, temporary
labor migration by one or several members of a family
may constitute a survival strategy or one of relative
enrichment in relation to the initial situation. After the
great European emigrations of the first part of the 20th
century (see Chapter 58), these strategies have hence-
forth been largely adopted in Third World countries,
both at the level of the extended family or clan, via
emigration of their most capable and entrepreneurial
members, and at the level of nuclear families, via the
temporary migration of the husband or wife, based on
the employment opportunities that the host countries
may offer (Piore, 1979).

2. Macro Aspects: 
Cross-Sectional and by Cohorts

The complexity at the microlevel of individual and
family relationships between economic activity and
demographic aspects is partially simplified at the
macrolevel, but there are some specific issues that
come into play when one takes a global approach. In
particular, it is necessary to analyze the reciprocal
influences that exist between, on the one hand, the size
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5 Beyond the existence of an adequate number of daycare centers
and nursery schools that are economically accessible, the compati-
bility of their annual and daily schedules (as well as those of all
schools) with work time is capital (Del Boca and Repetto, 2002).
However, strong family structures and the proximity of residence of
relatives or in-laws and economic inactivity of at least some of them
can also facilitate work in the labor market by mothers, even in soci-
eties that are not well-equipped and well-organized in this domain.

6 In the most intense and chaotic phase of urbanization in certain
Western societies, abandoning the rural residence and activities may
have temporarily penalized woman’s explicit economic activity,
putting her in the petit bourgeois role that made her the “angel of
the hearth.” Moreover, the type of activity and work schedules char-
acteristic of early industrialization were hardly compatible with the
traditional tasks of a family mother who, among other things, found
that urbanization and family nucleation reduced the assistance that,
in the countryside, she could receive from a much more extended
family network.



and structure of a population and, on the other hand,
the labor market and labor migration.

Thus, the vicissitudes that modify the magnitude
and the distribution by age and sex of the fraction of
the population more interested in carrying out a pro-
ductive economic activity have effects on the size and
on the types of labor supply, which, along with other
conditions, appear in the labor market. In addition,
precisely because it is a market, the reactions of the
market and the autonomous changes in the demand
for labor will have, in turn, consequences for employ-
ment, for labor supply, and probably—that which is of
particular interest here—for certain demographic
behaviors such as the formation of new families and
choices regarding fertility and migration.

It is apparent that the study of this domain requires
the combined expertise of a demographer and a labor
economist. The former, among other things, not only
provides the basic elements for the static and dynamic
analyses of the populations in question but also makes
available extremely useful analytical instruments for
understanding the phenomena and their relationships.
Among these instruments, notably, is the perspective
provided by longitudinal analysis, which allows one
to follow the continuous process of renewal of cohorts
and the linking up of their experiences.

Starting from this postulate, Richard Easterlin
(1987) developed, beginning in the 1960s, a hypothesis
of differential success of cohorts, based precisely on
the relationships that they have with the labor market
as a consequence of their relative size. In very
summary terms, the members of relatively small
cohorts will face less internal competition when they
enter the labor market and then during their careers,
and they will thus experience greater and more rapid
success than do members of relatively large cohorts.
This success will allow them to begin their own fami-
lies sooner and to have more children, thus resulting
in larger subsequent cohorts. The inverse results for
larger cohorts, and in the long run, this phenomenon
should tend to smooth out demographic waves result-
ing from the alternation of more or less numerous
cohorts of parents.7

This theory found a rather general verification in
the American and north European baby boom that
took place after World War II. But the profound
restructuring of productive systems that occurred after
1973 undermined one of its implicit hypotheses, which
rested on a demand for labor that was at least stable,
if not growing. Moreover, the continual and prolonged
reduction of European fertility since the middle of the

1960s led to an empirical contradiction of the theoret-
ical result of a new cyclical quantitative equilibrium
between the generations of parents and those of chil-
dren. However, two aspects of the theory remain valid:
the generational postulate and the hypothesis 
that there are reciprocal effects between the labor
market and the population. In particular, the sudden
structural and cyclical contractions of the demand for
labor in the developed countries beginning in the
1960s may very well have been owing in part to the
evolution of the level and timing of fertility. Indeed,
the difficulties of entry to the world of work have
increased for youth, and moreover, those entering the
labor market, in their effort to begin their careers, come
up against the crowding created by the larger genera-
tions that preceded them and that, by virtue of senior-
ity, occupy and will continue to occupy for some time
the best jobs in a productive system in which there has
sometimes been a slowing of the growth of the
demand for labor.

Cross-sectional differences between situations that
occur simultaneously in different labor markets often
result in labor migration. Demographic disequilibria
and differences in the pace of economic development
among European countries and, in their midst, among
the different regions, effectively created after World
War II different situations in their respective labor
markets, situations that in numerous cases were
brought back into equilibrium by temporary or per-
manent mobility of workers. At the theoretical level, a
purely quantitative first approach to these phenomena
has given way to sophisticated considerations con-
cerning the qualitative characteristics of jobs most fre-
quently offered to the immigrant labor force and to the
theory of the “dual labor market” one reserved for
native workers and the other available to immigrants
(Stalker, 1995).

A hypothesis relevant here is that there is an
ongoing process whereby employments at the top of
the ladder first go to native workers and then to immi-
grants who came long ago, and this process leaves to
recent immigrants the dirty and difficult jobs that are
refused by workers already well-positioned in the
labor market (Böhning, 1988). However, without fun-
damentally contradicting this hierarchy of employ-
ments, the most recent international migrations have
demonstrated the inadequacy of this paradigm of the
labor market in explaining the direct flows toward the
west from countries of the south of the world and
those of eastern Europe. Underlying this phenomenon
is a strong and growing pressure of unemployment
and underemployment in the countries of origin, as
well as a general propensity in the destination coun-
tries to exploit immigrant labor, especially when that
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7 For a critical review of the Easterlin hypothesis, see
Macunovich (1997).



labor is in the precarious situation of being irregular
or clandestine.

II. THE LABOR FORCE: PRINCIPAL
SOURCES OF DATA AND SOME

ANALYTICAL INSTRUMENTS

The principle of the market on which economic
activity is supposed to be based and regulated implies
the existence of a demand and a supply, potential or
effective. Statistical treatment of these concepts
requires, however, precise definitions that vary in time
and space as a function of economic structures,
systems of production, and behaviors in use by the
population.

To define in a universal way potential supply con-
fronts the strong dependence that links the labor
market to the cultural context, upstream of the social
and economic spheres in which they are operating. A
definition from the potential population reservoir in
which the effective supply is very often formed seems,
however, possible: its definitional terms change more
slowly as a function of legal norms, usage, and actual
behaviors of the population in its relationship to eco-
nomic activity and with respect to the duration of the
life-cycle stages that precede or follow the productive
period.

With regard to legal aspects, there are numerous
rules that establish the minimum age of entry into dif-
ferent economic activities, forbidding child labor and
providing a legal framework for work by minors. For
reasons of coherence, the minimum working age often
corresponds to the maximum age of compulsory
schooling, but special requirements exist for older ages
for certain specific occupations. Conversely, there is
generally no legal upper age limit to economic activ-
ity other than in the inverse form of a minimum age at
retirement, which is very variable from one country to
another and from one epoch to another. In addition,
the minimum retirement age may be a function of the
type of employment, and it can be exceeded by
workers who wish to remain economically active
beyond that age.

Empirically, the recent history of the most econom-
ically developed societies shows that there is a pro-
gressive raising of the age at entry to the labor force
and a reduction in the age at exit. The delay at entry is
obviously linked to the diffusion of higher education
and its lengthening. The earlier exit is a consequence
of both the nearly total coverage of workers by social
security systems and the specific demands of restruc-
turing of production systems. Briefly, the crisis of
social accounts that is affecting the Western countries

will in all likelihood impose drastic changes with
regard to the minimum age of retirement and, thus, an
important delay in the exit from economic activity by
workers.

It is common in international comparisons to treat
as the potential supply of labor a population of working
age, often fixed between ages 15 and 65. For the eco-
nomically developed countries, it would be more real-
istic to set the limits around ages 20 and 60, if account
is taken of recent behavior of most workers. In the near
future, however, it is very likely that the upper limit
should be set at least at age 65 in these countries also,
as a consequence of the more severe rules that appear
to be imminent regarding retirement payments.

For a precise definition of the aggregates that inter-
act in the labor market, texts of economic statistics or
publications of the International Labor Organization
(ILO) on sources and methods of labor statistics may
be consulted.8 It should not be forgotten, however, that
even if the concepts can be clearly defined, it is still dif-
ficult to translate them into precise practical parame-
ters, both because of their variability across societies
and over time and because it is rarely possible to trans-
late them into objective measurements.

Simplifying greatly, one can define the (economically)
active population as that which, in a given time period,
provides the supply of labor for the production of the
goods and services that are taken into consideration in
the system of national accounting approved by the
United Nations, which includes own consumption of
goods and services produced as well as market pro-
duction of goods and services. A distinction may then
be made between the usually active population, the pop-
ulation observed as such for a comparatively long time
period via a general question on the individuals’ usual
work status, and the currently active population, more
frequently referred to as the labor force, observed 
with reference to a short period close to the date of
observation.

The active population, notably that which forms the
current labor force, includes the employed, who were able
to demonstrate the existence, during the reference
period, of a relationship with an economic activity
(whether or not this activity entails working for
someone else, is currently ongoing or temporarily sus-
pended for whatever reason) and the unemployed (in the
broad sense), that is, those who did not have work
during the reference period but were nonetheless
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8 In particular, see the Web site of the International Labor Office
in Geneva. The definitions to be found there were adopted at the
13th International Conference on Labor Statistics at Geneva in 1982
and are still in effect today. See the following addresses:
http://www.ilo.org/public/english/bureau/stat/res/ecacpop.
htm; http://laborsta.ilo.org/appl/data/c3e.html.



available for work and had undertaken some action to
find a job.9 Among these persons in search of a job, there
is usually a distinction made between the unemployed
in a strict sense, that is, those who lost a previous job,
and persons seeking a first job. Finally, persons of labor
force age who are not in the labor force are asked if
they would be willing to work under certain condi-
tions (regarding place, position, schedule, salary, etc.),
in order to identify the entire potential labor force,
which, in addition to the actual labor force, includes
discouraged workers, that is, the undeclared supply of
labor that remains out of the labor force owing to
current market conditions.

These definitions allow one to identify the corre-
sponding categories in population censuses and spe-
cific surveys. During the operation of these data
collection, the employment status of the interviewee is
in general defined with reference to a precise period of
time (often the week preceding the survey), close to
when the data collection takes place, so as to avoid
ambiguities and reporting errors. However, differ-
ences in data collection methodology can explain
apparent inconsistencies between different sources.
Employment survey data gathered by direct interview
have rather good reliability. Conversely, censuses,
which generally are based on self-administered ques-
tionnaires, tend rather to identify the occupational 
situation judged to be “normal” by the person in ques-
tion (or the person providing the information for him)
and thus runs the risk of providing less reliable infor-
mation, notably with regard to transitory situations
such as unemployment.

In many developed countries, employment surveys
are systematically organized at regular intervals. This
is notably the case in the European Union countries,
for which Eurostat has made a major effort to ensure
that statistics produced by different member countries
are comparable. In general, these surveys are repeated
several times per year (in the European countries, they
are often quarterly) in order to take account both of
current economic conditions and structural character-
istics of the labor market. This entails sample surveys,
which are implemented by using partially rotating
panels to take into account the changes (and hence the
flows) between the individuals’ economic statuses
observed from one survey to the next (or to the survey
taking place at the same time the following year, to
obtain annual flows).

A partial or complete description of the working life
cycle can, however, only be obtained via follow-up
analyses. Although there only exist some very partial

examples, such analyses could be developed by
relying, for example, on the databanks of social secu-
rity institutions or else via retrospective surveys, with
all of the relevant problems of reliability and extrapo-
lation to the universe from which the surveys are
drawn. In particular, the French “3B” survey (family
biography, migration biography, and economic activ-
ity biography) sought to gather retrospectively the
relations among events, both individual and family, for
the three indicated areas. Unfortunately, difficulties in
analyzing the data have limited the results to a few of
the very many variables considered (Courgeau and
Lelièvre, 1993).

Even if the absolute quantities describing the labor
market and its evolution (such as the number of unem-
ployed workers) often give an interesting view of 
economic activity, comparisons in space and time gen-
erally require construction of adequate relative meas-
ures. Moreover, these phenomena vary greatly as a
function of the age and sex of those being considered,
and because of this, it is necessary to differentiate the
intensity measures. Hence, most often relative meas-
ures are used.

The activity rate (or labor force participation rate) is
defined as the ratio of the active population to the total
population. These rates are then calculated separately
for each sex, now limiting the denominator to the pop-
ulation most susceptible to belong to the active popu-
lation, that is, the population of working age. The
unemployment rate (a measure more economic than
demographic) is defined as the ratio of the sum of
those seeking a first job plus the unemployed in the
strict sense (those who, having lost a previous job, are
actively in search of new employment) to the corre-
sponding total number of economically active persons.
With regard to employment, two measures may be cal-
culated: either the rate complementary to the unem-
ployment rate or the employment-to-population rate
(the ratio of the employed to the total population at the
same ages). It is thus important to specify what defi-
nition is used.

The profile of rates by age and sex will be described
below. We should, however, note here that in addition
to the obvious importance of the number of active indi-
viduals (employed or unemployed) per 100 residents
of the same age, this indicator may also be considered
as giving an image of the portion of the year spent by
each individual of this age in the corresponding labor
force status. In this specific interpretation, the sum of
rates by age, cross-sectionally or better yet longitudi-
nally, from the beginning of the working life until its
end measures the average duration of the total
working life. Table 94–2 presents an international com-
parison of these durations calculated from the age-
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9 The reference period for such actions is generally much longer
than is the reference period for the definition of employment status.



specific activity rates estimated by the ILO (1997). It is
interesting to note the differences between men and
women, not only in terms of durations but also for the
contrast between men who are shortening the duration
of their working lives and women who are lengthen-
ing theirs. Moreover, the diversity observed across
countries is growing over time.

This duration, in years and fractions of a year, can
then be compared to the analogous durations spent in
other economic condition or outside of the labor
market, thus synthesizing the working life cycle in the

more general context of the unfolding of life in its
entirety, in its different socioeconomic contexts. For
example, Fig. 94–1 shows, for each sex, the total dura-
tions of different economic statuses, calculated from
the age-specific rates recorded in the 2001 Albanian
census for those aged 15 to 64. This schema is inter-
esting not only for the substantive results it shows but
also as an example of application of a demographic
approach to economic questions.

One kind of analysis that is especially useful in
macroeconomic studies is that of stocks of labor market
aggregates and the flows into and out of the labor
market that change these stocks. Both the basic princi-
ple and the principal components of such an analysis
have obvious relationships with demography.
However, the underlying logic often remains rather
simplistic, unable to describe the internal complexity
of the processes at work, because the aggregates
cannot be adequately refined. Age is the key element
that is usually ignored, both in the calculation of stocks
and in the calculation of flows. Moreover, the data
needed for this type of analysis are not always avail-
able (panel data are required or, in their absence, retro-
spective data). This means that for one of the flows
(e.g., where the demographic component, which can
be taken into account using more reliable data and rec-
ommended techniques, has the greatest impact), we
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TABLE 94–2 Duration of Working Life by Sex in Some
Countries (Total Activity Rate for Ages 15 to 64, in Years)

Country Men Women

1950 1980 2000 1950 1980 2000

France 46.2 40.5 36.3 20.0 27.1 29.7
Italy 48.1 40.5 38.0 14.3 19.1 23.9
United Kingdom 48.4 44.9 41.3 18.3 28.4 32.6
Sweden 45.7 42.7 41.4 16.8 34.7 40.0
United States 44.8 42.1 39.8 17.6 28.7 33.9
Japan 45.3 42.9 41.9 25.3 25.9 30.3

Calculated by the author using the International Labor Organi-
zation estimates (ILO, 1997).
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are left with competing pertinent hypotheses, in order
to obtain the other flow as a residual, comparing the
stocks over time.

If the necessary data are available, a more rigorous
approach would consist of applying the method of
multistate life tables to employment situations,
thereby allowing one to take account of the articula-
tion between economic activity and demographic
parameters (Lalu, 1992). Thus, by use of panel or ret-
rospective survey data, transition probabilities from
one economic status to another may be calculated,
according to age, sex, and, of course, the initial
employment status. The concrete and theoretical prob-
lems to resolve when using this multistate life table
method are well known: scarcity of the required basic
data; arbitrary nature of the estimated probabilities,
based on surveys that are generally limited and hence
always representative of a specific reality; and hypoth-
esis of stability over time of transition probabilities
(even though it is known that the phenomena being
studied may vary considerably with economic condi-
tions). In addition, the process is assumed to be a
Markov process, with no memory regarding previous
moves, whereas it is known that certain states, such as
unemployment, for example, tend on the contrary to
repeat themselves with greater likelihood among
certain individuals and largely bypass others.

Complete retrospective life-history surveys are the-
oretically much more appropriate for discerning
reality in these cases. But these surveys present prob-
lems in data analysis and in the construction of indi-
cators, problems that will not be discussed here (see
Chapter 23 of Volume I). The advantage of such
surveys compared with other sources of data is in their
capacity to link events that occur in relation to differ-
ent aspects of individual and family life. This greatly
enriches the analysis. In particular, it becomes theoret-
ically possible to link a person’s working life history
with his geographic mobility and his fertility and
family history, and to identify interesting causal rela-
tionships. But this comes at the cost of difficult com-
plications to overcome, as we saw regarding the
French 3B survey discussed above (Courgeau and
Najim, 1995).10

Given what we saw in second section, it should not
be surprising that behavior regarding economic activ-
ity varies considerably by age and sex. It is also quite
evident that the nature of these variations depends
largely on productive and economic structures, on
rules and norms of social organization, and on the

acknowledged and recognized roles of individuals as
a function of their sex, their marital status, or their age.
It should, however, be made explicit that this argu-
ment makes sense only if one considers just the eco-
nomic activities that are officially recognized and,
hence, statistically observed. Otherwise, nearly all of
the life cycle can be considered more or less as active
for both sexes. In addition, and for the same reasons,
it is only in the context of modern economies that
activity profiles that are clearly differentiated by age
and sex can be readily identified. In this context, an
individual’s economically active life is more clearly
distinct from other roles within the life cycle.

Thus, in particular, males present a typical activity
profile by age that has a unimodal curve and that over
a large intermediate age range remains very close to
100% of the corresponding population. This central
phase is surrounded by initial and final phases of entry
and exit, respectively, that are more or less rapid and
characterized by portions of logistic curves with two
asymptotes, with growth that is initially positive and
then negative. Outside of this curve there is, of course,
first the training phase and then that of retirement: the
rapidity of entry to and exit from work depends on the
rules and on the actual behavior that guides these tran-
sitions between these two extreme phases and the
intermediate phase characterized by a massive pres-
ence in the labor market. With the development of
higher education and the growth of publicly funded
retirement programs, recent changes have generally
reduced the age interval during which economic activ-
ity rates remain at the highest levels and, on the con-
trary, have made the phases of entry and exit more
extended and flexible.

Women’s economic activity profiles were more
varied in their form, depending on the social and eco-
nomic contexts, and they have changed more than
have those of men in recent decades. Fig. 94–2, which,
by choice, refers to an already dated period (the begin-
ning of the 1980s) so as to illustrate the different pat-
terns of female labor force participation that were
apparent then, shows how different the Finnish, Japan-
ese, and Spanish patterns were. Since that time, in the
advanced societies this diversity of women’s situations
has given way to a double homogenization, with
female economic activity profiles becoming more alike
among different developed countries and also becom-
ing more like the male ones. Although there are more
or less marked differences that still exist among
women’s activity levels, it is also the case that these
levels reach more than 80% in certain countries of
Northern Europe. In the less advanced societies,
women’s participation in economic activity showed a
peak at young adult ages (especially when schooling

522 Gesano

10 Another example, although limited to aspects of employment
status mobility, is given by Miguel Malo and Fernando Muñoz-
Bullón (2003), who used data from the British Household Panel.



retarded in extending to these ages) before diminish-
ing, after age 25, at the ages of marriage and child-
bearing, and as a function of the still quite distinct
differentiation between the roles of wives and hus-
bands. Likewise, normative and cultural factors
resulted in variations in the right-hand side of the
curves, showing women’s activity rates depending on
whether the exits from the labor force after age 25 were
permanent (at least from the official point of view) or
temporary, with a return to the labor market once past
the life-cycle stage most encumbered by childbearing
and the raising of preschool-age children. In the first
case, the activity curve stagnated at a very low level
up to the age of retirement (as in Spain during the
1980s), whereas in the latter case, a second maximum
would be evident between ages 40 and 50 (as in Japan
around 1980).

III. ECONOMIC ACTIVITY AND
GEOGRAPHIC MOBILITY

In view of studying the numerous relationships
between geographic mobility and socioprofessional
mobility, the problem is to successfully identify which
is the primary phenomenon and which is the induced
phenomenon. Only in a few cases is the answer very
clear: for example, it is easy to say that forced dis-
placements and movement of refugees are indubitably
the primary factor in relation to work changes that
may flow from them. Retirement migration is, con-
versely, the immediate consequence of an important
change in one’s socioprofessional situation. In other
cases, however, one should be able to analyze, case by

case, the set of relationships between these two types
of mobility.

Nora Federici (1974) made a nice distinction in dif-
ferentiating between “physiological migration” and
“pathological migration,” according to whether geo-
graphic moves were pursuant to the normal evolution
of social and professional life, or changes in socio-
professional status were consequences of a decision 
to migrate, respectively. Today, in economically
advanced societies, it seems that physiological migra-
tion has prevailed, with socioprofessional mobility
normally being the primary factor in relationship to
possible geographic moves. On the contrary, in the
relations between developing countries or regions and
developed countries or regions, the determining factor
regarding geographic mobility tends to be the need for
a new equilibrium between population and resources.
Thus, especially in periods of reduced labor demand,
such movements are above all determined by push
factors in the countries of origin, opening the way to
typically pathological migration. In these cases, the
decision to migrate precedes the possible change in
socioeconomic and work status, which is at best but
the principal objective of the move and an objective
that is often far from being realized.

Table 94–3 shows a typology of the most common
forms of geographic mobility as a function of the type
of occupational and work mobility. It is ordered on a
decreasing scale of importance and complexity of the
move undertaken. However, especially for geographic
moves, this does not constitute the only possible artic-
ulation, as there are numerous criteria that one can
think of to classify the different forms of geographic
mobility (see Golini, 1987). Likewise, the modalities
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TABLE 94–3 Typology of Geographic Mobility as a Function of Occupational and Work Mobility

Occupational and Geographic mobility
work mobility

With change of place of residence Without change of place of residence

International Interregional Intraregional Local Back-and-forth Nonsystematic

Entry to the labor Permanent or Permanent or Permanent or Change of residence Beginning of back- Beginning of
market for a long-term long-term long-term pursuant to change and-forth work nonsystematic work
permanent job migration migration migration of status movements mobility

Entry to the labor Temporary or Temporary or [unlikely [unlikely Beginning of back- Beginning of
market for a seasonal seasonal combination] combination] and-forth work nonsystematic
temporary or migration migration movements work mobility
seasonal job

Entry to the labor Migration “of Migration “of Rural-urban [unlikely Beginning of back- Beginning of
market for a fortune” (e.g., fortune” (e.g., and “fortune” combination] and-forth work nonsystematic work 
precarious job irregulars) nomads) moves movements mobility

Permanent exit Different from Different Different Change of residence End of back-and- End of nonsystematic
from the labor of permanent forms of forms of pursuant to change forth work work mobility
market return or of permanent permanent of status movements

new return or of return or of 
migration new new 

migration migration

Temporary exit Temporary or Temporary or Temporary or [unlikely End of back-and- End of
from the labor seasonal seasonal seasonal combination] forth work nonsystematic work 
market returns or returns or returns or movements mobility
(nonemployment, new new new 
long vacation, migration migration migration
etc.)

Change of sector [rather [rather Rural-urban Drawing closer of Change of Change of
of economic frequent frequent moves place of residence destination and destination and
activity combinations] combinations] and new place of distance distance

work

Change of work [likely [likely [likely Drawing closer of Change of Change of
situation combination] combination] combination] place of residence destination and destination and
(employee/ and new place of distance distance
independent) work

Change of [likely [likely [rather Drawing closer of Change of Change of
employer combination] combination] frequent place of residence destination and destination and

combinations] and new place of distance distance
work

Change of place Mobility in Mobility in Mobility in Drawing closer of Change of Change of
of work international enterprises enterprises place of residence destination and destination and
(implantation, enterprises or with multiple with multiple and new place of distance distance
office, etc.) firms locations locations work

Change of [unlikely [unlikely Change of Change of [unlikely Change of
occupational combination] combination] residence residence pursuant combination] destination and
position (career) pursuant to to change of status distance

change of 
status



given in each of the cells certainly do not claim to
exhaustively describe the very large spectrum of indi-
vidual situations that may in fact fit together with one
or another combination of geographic and profes-
sional mobility. The modalities described in the table
relate primarily to situations most often prevalent cur-
rently in developed economies.

Despite the impossibility of defining in a 
general way fixed relationships in the complete and
logical sequence of linkages between the determining
events of geographic and professional mobility, one
can try to identify some typical cases, corresponding
to mass phenomena and implicating large groups of
individuals.

In the first place, the professional life cycle articu-
lates itself in several fundamental steps that often
include one form of geographic mobility or another.
Thus, it is not only that labor market entry and exit can
activate (or deactivate) systematic mobility (commut-
ing and back-and-forth movements) or nonsystematic
mobility precisely owing to the change in economic
status or in the kind of work, but they create new social
relations and new psychological and economic condi-
tions as well as precise requirements for localization of
residence that may induce more or less permanent and
more or less distant geographic moves.

Only specific surveys can provide pertinent infor-
mation on this particular linkage between these two
types of mobility. The considerable internal migration
flows and, in particular, the phenomenon of massive
urbanization that, in the west, accompanied and
marked the economic transformations of the Industrial
Revolution, can, however, indirectly tell us about the
amplitude of the link between these two phenomena.
Abandoning the sector of activity of the family of
origin—especially when it is the agricultural sector,
where nearly always the place of residence and place
of work are the same—constitutes in these cases the
sign of a likely migratory move subsequent to entry to
the labor market.11

From this perspective, something may have
changed or is changing in the most developed coun-
tries. It is certainly the case that the great agro-indus-
trial transformation in these countries has already been
accomplished, and the next stage, in which the tertiary
sector of the economy is dominant, tends to take place
in the urban environment without any substantial new

population movements. Further, the phenomena of
decentralization of production and geographic redis-
tribution of services reduce, if not reverse, the previ-
ous trends toward the concentration of workers in a
small number of locations. As a consequence, entry
into working life in sectors or industries are different
from those where the family of origin may already be
found, or subsequently, changes in one’s sector during
the working life less and less imply, by themselves, the
need for a change of residence. In addition, the devel-
opment of means of mass communication and trans-
portation has no doubt been a factor in the sense of
reducing permanent moves in favor of temporary and
recurring moves.

Developing countries have not yet reached this
stage. Not only do they remain characterized by
ongoing urbanization, but almost always this urban-
ization is driven by the push of rural populations
toward the cities. In the urban destinations, there is not
a real demand for labor corresponding to the level of
pressure brought to bear by the in-migrants. It is thus
not the case in these countries that entry to the labor
market motivates such large migratory moves: people
are only prompted to migrate by an often false hope
of securing a higher income via obtaining a job and by
the illusion of being able, in the urban setting, to have
opportunities that do not exist in the countryside.
Migration precedes a possible access to economic
activity and hence establishment in the urban labor
market, but these remain uncertain as a consequence
of the limits and precariousness of labor demand.
Thus, one can see, from rural to urban areas, migrations
of fortune (that is, people who migrate as an adventure),
a phenomenon currently typical in many Third World
countries, even if in the past it also, at least in part,
marked the history of the growth of western cities and
the depopulation of rural places.

Migrations of fortune have, moreover, always con-
stituted an important share of international mobility,
in which it is difficult to have a prior agreement
between local employers and workers coming from
more or less distant foreign countries. Often, in this
case, the worker migrates essentially on the basis of
some simple general indications regarding the possi-
bilities of finding some kind of employment in the des-
tination country.12 Such possibilities may become
reality, but only a posteriori, in the meantime exposing
the immigrant to the risks of long periods of unem-
ployment and serious problems of getting established
in the new society.
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11 Catherine Bonvalet and Éva Lelièvre presented some interest-
ing results on this subject in two articles published in Population in
1989 and 1991. Based on sample surveys, the 3B survey already men-
tioned and the survey Peuplement et dépeuplement de Paris, these
results confirm the relationships between the socioprofessional
mobility of children in relation to their parents and geographic
mobility, particularly if the mobility involved Paris.

12 In these processes an important role is traditionally played by
the so-called migration chains that circulate information and
descriptions, sometimes illusory, about the destination society in the
places of origin, via those who have migrated previously.



When these phenomena occur very frequently and
in the absence of policies or rules pertaining to immi-
gration on the part of the receiving country, the end
result is illegal immigration. However, whatever the
temporal logic between geographic mobility and pro-
fessional mobility may be, migration between different
countries and between continents has lost its character
of conquest, and colonization reflected by migration in
past centuries and has become today the primary
instrument for re-equilibrating labor markets on an
international scale. As a consequence, the amplitude of
the flows, their direction and even the means of mobil-
ity are, more or less explicitly, increasingly dictated by
the requirements of labor demand. Repeat migration
stems not only from an adjustment of the duration of
the displacement to the duration of the demand for
labor but also from the rules established by host coun-
tries that are opposed to the permanent settlement of
foreign workers. Seasonal migration may seem to be
outdated, in that it is primarily linked to agricultural
work, but today it is re-emerging in relation to the typ-
ically seasonal nature of certain commercial activities
(peddlers) and services (e.g., in the tourist sector).

Recently, economic, social, and political push
factors have become more important in causing inter-
national migration flows that often go beyond the
requirements and the rules of the destination coun-
tries. These countries, in turn, increasingly evaluate
the need for accepting the immigrants, both as a func-
tion of an overall evaluation of their international rela-
tions and as a function of their own internal manpower
needs. As a consequence, there is a growing difficulty
in clearly distinguishing from among the total inter-
national moves those for work reasons and in singling
the economic immigrants out from the total number of
foreigners who live in a country.

In all of these cases, such an important move, in
terms of both sociocultural distance and geographic
distance, as it is implied by international migration
(and this is also the case, to a slightly lesser degree, for
many long-distance internal or inter-regional moves,
especially when they involve moves from depressed
regions to developing regions) is almost always
accompanied by an even more important modification
of the nature of the individual’s economic activity.
Often an entry to the labor market (stable, temporary,
or precarious) is observed, accompanied by changes in
economic activity (sector or industry, occupation or
employment) that can be attributed to new entrance to
a labor market that is totally different from that which
prevailed at the place of origin.

But if the relationship between work and location is
in these cases rather straightforward, strict, and exact,
one must also ask what happens, in general, when for
whatever reason the work stops. Of course, the reac-

tions will be different according to the nature of the
work interruption and the degree to which the migrant
has been able to establish himself since immigrating.
When the migrant’s situation is precarious, a brief
period of unemployment is sufficient to provoke a
return to the place of origin (returning in failure) or a
departure to another destination (stepwise or circular
migration). However, systematic interruptions can be
foreseen by the nature of the activity or by the legal
framework in effect: in this case the result is a return
flow of seasonal or temporary and repeat migration.

It is, however, the permanent exit from the world of
work that often causes, in this situation, a definitive
return move for retirement. At this stage, preference
can be given to the linkages and interests maintained
at the place of origin, especially in the case where local
socioeconomic conditions have in the meantime
improved thanks to the emigrants themselves, both by
their monetary remittances and by their contribution
in specific know-how or simply as part of the general
evolution of standards of living.

Along with the natural and foreseeable conse-
quences of retirement for the migration/work tandem,
the favorable economic prospects and the longer life
expectancy of the newly retired in our advanced soci-
eties has given birth to a new kind of migratory move,
not yet massive but probably more selective, both in
terms of age structure and social group as well as the
destinations chosen. A first stage of this phenomenon
can be identified in the American Sun-belt or on the
Mediterranean coasts and islands, inhabited perma-
nently or used systematically by number of retirees, for
a tourism extended to the entire year.13 Moreover, 
the process will evolve very rapidly, at least when the
degree of aging of the populations of origin will be
accentuated, if the favorable economic conditions for
the elderly are maintained. In these cases, the magni-
tude of the move, far from being reduced, will be
increasingly motivated by the desire to find a new
place to settle as different and distant as possible from
the place of residence during the working life, espe-
cially when that place is not particularly pleasant. This
provokes an inter-regional or even international move-
ment that cannot really be considered as labor migra-
tion, but which nevertheless is part of the considerable
mobility of the population following changes in the
relationships between individuals and the world of
work.
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13 For an analysis of the literature on this theme from a European
perspective, see Casado-Díaz et al. (2002), available at
http://www.shef.ac.uk/sisa/esf/EW_Bibliography.shtml. One can also
refer to King et al. (1998), as well as to the complete issue of the Inter-
national Journal of Population Geography in which this article is found,
because it is entirely devoted to international retirement migration
in Europe, notably that coming from Great Britain.



Also at the boundaries of real migratory movements
as such may be found long-distance mobility deter-
mined by the work itself or by certain modifications of
aspects of its being carried out. At the lowest level, or
even in the absence of occupational mobility, special-
ized labor services can be found which by their nature
or the location where the work must take place induce
a more or less prolonged and/or systematic disloca-
tion between the places of work and of usual resi-
dence, very distant from one another. But stimulus to
geographic mobility stems also from the type of eco-
nomic structure in which the work is accomplished:
being part of organizations or multinational corpora-
tions entails invitations and obligations to make inter-
national moves as a function of changes in one’s duties
or even transfers to the same job at a site situated in
another country. Moreover, the same can be said, all
things considered, in the case of belonging to firms or
entities organized into decentralized units within a
given national territory. In this case, there is a high
probability that a work-related move will be positively
correlated with the level of professional qualifications
attained and will represent in addition an indicator of
success for career progress.

Along with these long-distance moves, there is a
lesser mobility linked to work and the labor market
that develops. This mobility is lesser not in terms of the
number of people involved, because at the lowest level
it tends to be the normal situation for nearly all work
activity. Rather, it is lesser in terms of the distances
covered and especially the effects that are felt by the
persons and social environments that are involved.

In this perspective, the most important event is the
relocation of own residence as a function of the evolu-
tion of work. The drawing closer of the residence to
the place of work or relocating as part of the process
of adapting to a new standard of living pursuant to
permanent entry, definitive exit, or promotion to a
better and higher-paying job are the most frequent
cases. Whether the magnitude of the move is regional
or only local becomes less important with the devel-
opment of means of transportation and communica-
tion on a large geographic scale. This in turn results in
a disconnection, at least within certain geographic
limits, of the choice of a place of residence from the
location of the job, and the ultimate choice of residence
may in the end result from factors that, in large part,
have nothing to do with the place of work.

In such cases, even if the living space (espace de vie,
following a nice definition by Daniel Courgeau, 1970)
of the individuals involved only changes a little, we
are nonetheless considering a change of residence, an
infrequent and important event in the life course of a
person or family. But beyond this almost rare mobility,
one considers as a widespread and normal condition,

owing to its ineluctable and habitual character, all
recurring mobility, whether of a systematic or nonsys-
tematic nature, that is closely linked to work and its
changes: occupations that by their nature are under-
taken in variable places, random mobility stemming
from ongoing economic activity, and commuting
between home and work.

From the same perspective, it may be said that with
the declining role of agriculture or the disappearance
of artisan workshops and also with the progressive
exemption from the assembly line and from great
industrial concentrations, economic activity is increas-
ingly carried out as forms of communication. At the
current stage, we are witnessing an exaltation of the
physical mobility of persons. Very soon, progress and
the diffusion of computerized telecommunications
will perhaps allow information flows to increasingly
attenuate the direct effects on location and on the geo-
graphic mobility of persons, thereby reducing mobil-
ity in relation to economic activity.

OVERVIEW AND CONCLUSIONS

This chapter sought to illustrate the complex and
multiple relationships that link two essential aspects in
the lives of individuals: demographic behaviors (as
reflected in matrimonial, reproductive, migratory, and
residential choices) and economic activity, notably occu-
pational activity, seen from different angles: (1) means
of production of the goods and services necessary for
the survival and the well-being of individuals and
their families, (2) major source of income, and (3)
importance for time allocation (notably for certain
stages of the life cycle). Because of the importance that
each of these two aspects assumes in the lives of most
people, the choices cannot be made on one side
without taking the other side into account, so a com-
promise is struck, as a consequence of the attainments
and the opportunity costs in each domain.

The study of the modifications of the life cycle and,
under the circumstances, of the working life cycle, can
provide interesting keys for understanding the
changes that are taking place at present, regarding
both the intensity and timing of demographic events
and the time allocation and types of participation of
individuals in economic activity. The full importance
of the cultural and socioeconomic context is thus
understood, especially the fundamental role played by
the life stages that precede and follow the working life,
that is, the phases of training and those which, in the
advanced societies with some sort of social security
system, coincide with retirement.

If, on the one hand, the family allows for a com-
pensation between the capacities and aspirations of the

Chapter 94/Economic Activity and Demographic Behaviors 527



individuals who are in it, thereby opening the way to
more flexible and complex strategies with regard to
demographic behaviors and participation in the labor
market, the family is also, on the other hand, the place
where the choices and the compromises between indi-
vidual projects or plans are struck. Thus, it is essen-
tially the compensation function that prevails in
intergenerational relations, notably in favor of children
during the training period (which in general also pre-
cedes their exit from the family of origin and forma-
tion of a new, autonomous family unit). But it is the
dialectical confrontation and the function of interindi-
vidual compromise that govern survival strategies of
families (and even of clans), notably via migration and
residential choices.

Although the contradiction and the arbitrage
between demographic behaviors and economic
choices are evidently situated at the microlevel of indi-
viduals and families, there is also a confrontation
between demographics and economic activity at the
macrolevel: for a number of different aspects, the struc-
ture and the dynamics of the population interact with
the state of the labor market and the conditions under
which it is functioning. This interaction may be ana-
lyzed in terms of cohorts, for example, to inquire into
or verify the hypothesis of Richard Easterlin of an
influence of the relative size of successive cohorts and
the resulting labor market competition on fertility
behaviors. That interaction can also be seen cross-
sectionally to measure quantitative disequilibria and
qualitative disequilibria that demographic dynamics
can provoke between supply and demand for labor
and migration, which such disequilibria can induce.

The macro perspective also allows for better defini-
tion of the aggregates and measures relative to the
labor market. In particular, it permits analysis of the
different economic behaviors associated with differing
economic conditions, as a function of the evolution of
the cultural and socioeconomic environment, notably
in the domain of the roles borne by women.

Finally, we saw, under numerous aspects, the
importance of the relationships that the state of the
labor market and its variations maintain with the dif-
ferent forms of geographic mobility of the population.
There is a wide variety of relationships via which the
evolution of productive structures and migration
strategies both bring about substantial changes.

In conclusion, because economic activity and work
form a specific part of the life of individuals and fam-
ilies, one which is distinct and circumscribed in time,
the study of the relationships between demographic
behaviors and economic activity constitutes a funda-
mental element of any population study seeking 
to identify different behaviors and to determine 

their causes. The joint study of demographic dynam-
ics and of the evolution of the labor market is espe-
cially important in order to understand their mutual
interactions and to foresee possible disequilibria as
well as their likely consequences in terms of migration
flows.

We may expect that in the future changes in the
nature and timing of economic activity may modify,
here or there, the nature or intensity of this relation-
ship. However, so long as work remains a vital eco-
nomic function, it will play a valuable social role and
will remain a major means of success for individuals,
thereby confirming the key position occupied by the
relationships that it maintains with this other aspect of
life, even more responsible for social worthiness and
individual accomplishment, where demographic
behaviors are defined.
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INTRODUCTION

One of the most striking features of the end of the
20th century was the resurgence of the ethnic question
in public debates, both in developing and in developed
countries. Between conflicts interpreted from an ethnic
perspective (the Balkans, central Africa), nationalist
struggles (the Basque country, Quebec), and demands
for ethnic identity by new minorities resulting from
immigration, every country is currently affected by
what is commonly known as cultural pluralism
(Dieckhoff, 2000). Similar to all social sciences, demog-
raphy is affected by the debate and is sometimes even
directly involved, if only in its use of official and
administrative categories.

Ethnicity is not easy to define. There are several 
definitions that refer to numerous concepts and theo-
ries of ethnicity (Poutgnat and Streiff-Fenart,
1995:93–133). Here we will retain the definition bor-
rowed from Martin Bulmer (1996:35) that an ethnic
group is “a collectivity within a larger population
having real or putative common ancestry, memories of
a shared past, and a cultural focus upon one or more
symbolic elements which define the group’s identity,
such as kinship, religion, language, shared territory,
nationality, or physical appearance.” It is clear that
race, defined by the criterion of “physical appearance,”
is included in this definition, and this would appear to
be increasingly common practice in the field of ethnic
relations. The concept of ethnicity emerged after World
War II, whereas previously the concept of race was

employed to include ethnic group and skin color
(Kertzer and Arel, 2002b:12). Even though some
authors denounce the confusion of race with ethnicity
(see Oomen, 1997:58), we will retain Bulmer’s defini-
tion as the issues associated with ethnicity (e.g., dis-
crimination) also apply to race (racism).

There is extensive literature on ethnicity as a phe-
nomenon deserving analyses and explanations in 
its own right, and producing theories that are often
contradictory, swinging between essentialism (ethnic
group as an innate reference) and constructivism
(ethnic group as a social construction) (for some
reviews of the theories, see Glazer et al., 1975; Portes,
1984; Martiniello, 1995; Poutignat and Streiff-Fenart,
1995). Until recently, demography was hardly present
in these theoretical constructions. Without reviewing
the publications, we can quote three basic premises
from recent works: (1) ethnicity is a determining social
marker, in the same way as are social class and sex
(Simon, 1983); (2) the essentialist definition is to a great
extent rejected (Poutignat and Streiff-Fenart, 1995) in
favor of a definition based on social and historical con-
struction, and involving changing boundaries (Barth,
1969); and (3) despite the real difficulty of empirically
measuring the concept of ethnicity, a difficulty that
provokes caustic criticisms that go so far as to suggest
all attempts in this direction should be rejected, it is
increasingly acknowledged that greater efforts should
be made in experimental formalizations to construct
and mobilize categories closer to social and economic
reality.
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It is in connection with this function attributed 
to statistics (Desrosières, 1993) that demography has
become implicated in research on ethnicity. Indeed,
demographers have participated and contributed to
the development of “ethnic statistics,” defined here as
the production and analysis of official categories such
as are those provided by censuses and large surveys
carried out by public statistical bodies. Even in
descriptive works, it is obvious that the development
of conceptual tools and categories at the source of
these analyses are produced from a more or less
explicit theoretical formalization. In this sense, the
spread of theories of ethnicity in national social sci-
ences has had a direct effect on the degree of acclima-
tization in the demographic research of ethnic
categories in each country.

The use of ethnic categories is not without prob-
lems, and several works discuss the issue of the social
and political significance of such categories (see
Anderson and Fienberg, 1999; Zuberi, 2001). We will
steer the analyses that follow in this perspective, by
placing ourselves at four different levels: (1) attempt-
ing, by examining demoethnic analyses, to answer the
question “why are demographers interested in ethnic-
ity?”; (2) giving a brief overview of the diversity in the
political and social use of statistical categories; (3) illus-
trating our words with the study of three cases where
ethnic data have been used in the United States,
Canada, and Great Britain; and (4) looking critically at
the production of ethnic data in censuses.

I. WHY DEMOGRAPHERS ARE
INTERESTED IN ETHNICITY 

The answer to this question is not univocal or
obvious insofar as demography is not fond of episte-
mological and theoretical reflection. The examination
of demographic publications (particularly Anglo-
Saxon) show that the ethnic variable is analyzed in
association with population components supplied by
censuses. Moreover, demographic manuals deal with
the ethnic question in this perspective (see Beaujot,
1991:297). This type of analysis aims at studying the
relative size of ethnic groups, their growth over time,
and their socioeconomic characteristics. Research into
integration has also drawn on this type of data in order
to compare the economic performance of different
ethnic groups, or that of the native population with
that of immigrant populations (North American liter-
ature is very extensive: see Lieberson and Waters, 1988;
Borjas, 1994; Halli and Driedger, 1999; Pendakur, 2000;
for Europe: Coleman, 1994). The concept of “residual
discrimination,” which is defined as the persistence of

economic differences even after human capital factors
have been taken into account, could be empirically
verified in these data (Renaud et al., 1997).

Beyond the immediate interest for each variable that
characterizes population, the theoretical interest in the
ethnic variable for population sciences comes from the
conception of the population system. To reproduce (or
renew) itself, a population can only count on a limited
number of mechanisms: the replacement of genera-
tions through natural growth or net migration. When
the ethnic (or racial) composition of a population is a
sociopolitical issue, the population dynamics of sub-
groups becomes a wide-spread field of research, as is
the case in Canada and the United States (Bean and
Frisbie, 1978). From a methodological point of view,
the ethnic group constitutes a dependent variable 
that varies according to demographic variables. It is 
an essentially descriptive approach that, at first sight
appears nontheoretical, but behind these analyses
there is always a certain reference to a desired or desir-
able demoethnic balance. Population projections often
serve as a warning to adopt more selective or restric-
tive immigration policies. Beyond these sociopolitical
considerations, this type of analysis causes huge clas-
sification problems, as we will show later, as it is based
on categories that are assumed to be fixed and invari-
able, a fiction that is contradicted by the fluidity of
ethnic identities (Waters, 1990; Hout and Goldstein,
1994).

However, another response to the question “why is
demography interested in ethnicity?” is not strictly
demographic but more generally linked to social
science concepts, which consider ethnicity as a factor
in behavioral variations. The ethnic category is raised
to the level of an explanatory variable of demographic
phenomena. For a long time, the descriptive approach
was preferred when ethnicity was used in the analysis
of differential demography in the same way as sex,
age, marital status, family structure, and social cate-
gories. Recently and increasingly, research in this area
has been using statistics from multivariate analyses.
Once again, despite the empirical character of the
research, the interpretations most frequently borrow
from culturalist theories (Piché and Poirier, 1995).
Beyond the general criticisms that call the adequacy of
these approaches into question (Poutignat and Streiff-
Fenart, 1995:120–123), a more radical criticism sug-
gests that ethnic categories are inappropriate for causal
analysis and are carriers of a racist ideology if they are
not placed in their sociopolitical context (Zuberi, 2001).

Migration is a distinctive case and deserves to be
considered separately. For a long time, researchers
were obliged to choose between a Marxist approach
that rejects the pertinence of the ethnic variable and a
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functionalist, neo-liberal approach that considers the
ethnic variable as a proxy for cultural factors. In the
first case, migration determinants are of a macrostruc-
tural nature in relation to capitalist development.
When Marxists deign to speak of ethnicity, it is con-
sidered as a smokescreen or as a secondary contradic-
tion in relation to the war of the classes (Bonachich,
1999). In the second case, the accent is placed on the
individual (microscopic approach), and ethnicity is
most often presented as an obstacle to mobility (a
retention factor) and an impediment to integration. For
some time, authors have been trying to reconcile the
two micro-macro approaches (Wood, 1982; Massey 
et al., 1998:chapter 2) and introduce a communal level
(the “meso” level) at which ethnicity is a strategic 
link. Thus, ethnicity acts as a networking factor in 
he field of migration at the point of origin, by partici-
pating in the organization of migration, and at the 
destination, by constituting itself as a channel of infor-
mation for the other members who have remained in
the country of origin and as an interdependent group
within the community.1 The concept of ethnicity has
therefore become central to all contemporary theories
on migration.

In any case, the importance of ethnic categories will
always remain ambiguous. Ethnic categories can be
useful to dominant groups (those who have the power
to nominate) as classification tools in order to maintain
the privileges and systems of racial segregation
(Zuberi, 2001). Classification therefore aims to deter-
mine hierarchical statuses that stipulate who has or
does not have political and civil rights, as was the case
for the apartheid system in South Africa, racial segre-
gation in the United States, and ethnic selectivity in
Canadian immigration policies. Censuses are therefore
used to count, classify, organize into a hierarchy, and
control.

With the adoption by various countries of rights 
and freedom charters, programs for equal access to
employment, and antidiscrimination measures (at the
beginning of the 1960’s), the role of censuses changed
radically, as we shall see in the next section. The 
principle of these charters is that no specific group 
has intrinsic, normative, or cultural superiority over
another. As a matter of principle, therefore, there is
only one category of citizens. But in reality (and this 
is the role of the analysis of ethnicity), there really is
an ethnic stratification. Classification therefore aims at
determining which groups are disadvantaged (less
equal) and which mechanisms are the basis of ethnic
stratification. In this approach, the census is used to

enumerate in order to highlight the stratification and
to identify the target groups toward which equal
opportunity programs should be aimed. Here the 
criteria are presumed to be objective (color, national
origin, ancestral origin, language), and exogenous
(defined by the statistical system or the researcher).
Very recently with self-identification, the criteria have
become subjective and endogenous. But regardless of
whether the criteria are exogenous or endogenous, the
ethnic categories can be used by minority groups to
demand equal access to economic, social, and political
resources.

In short, the intrinsically ambivalent nature of
ethnic data must be emphasized, in the sense that, 
as we stated previously, they can confirm hierarchical
organization, as well as be used in aiming for equality.
Undeniably, ethnic inequality is present in every
country of the world and ethnicity is a major principle
for division within human society. It therefore seems
difficult to analyze societies, or transform them (which
is not, strictly speaking, the purpose of demography,
but is also what it is used for), without taking their
organizational principles into account.

In demography, the analysis of ethnicity is nearly
always based on official data provided by censuses. An
analysis of the types of data collected (or not collected)
is very revealing of subjacent conceptions. The next
section presents three case studies (United States,
Canada, Great Britain) that illustrate the issues behind
the statistics on origins. The last section presents a
more technical discussion of the production of ethnic
data.

II. OFFICIAL CATEGORIES AND 
THEIR POLITICAL UTILIZATION: 

A GREAT DIVERSITY

The linkages between political views and projects
and the statistical categories that support them are
present in every society (Nobles, 2000). In this respect,
censuses are a special place in which views on race and
ethnicity are confronted by official statistics. In this
sense, censuses do more than reflect social realities,
they also participate in the construction of these reali-
ties (Kertzer and Arel, 2002b:1). However, statistical
constructions around ethnic categories cover a wide
diversity, which makes any attempt at generalization
difficult. This is essentially owing to historical and
social specificities and the various procedures that are
at the origin of racial and/or ethnic stratification. Con-
quests, annexations, redefinition of borders, or migra-
tion have placed certain groups in minority positions,
whether they are old or recent minorities (Striff-Fenart,
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1997:3). To simplify, four cases could summarize past
and present experiences regarding ethnic statistics.
The first case (counting to dominate) has characterized a
major part of historical experiences associated with
colonialism. Although very widespread in the past, it
still exists in some newly independent countries. The
second case (not counting in the name of national inte-
gration) is associated with the republican perspective
for which national identity is unique. Ethnic differ-
ences are therefore denied and should disappear
through an unavoidable assimilation process. The
third case (counting or not counting in the name of multi-
culturalism) is associated with counting or not count-
ing but for reasons that have little to do with racist
views or national unification, but rather with the
increased appreciation of cultural mixing. The fourth
case (counting to justify positive action) has appeared
recently and implies a complete reversal of the racist
and discriminatory perspective of the first case.
Although the first three cases currently apply to the
majority of countries, there is increasing pressure to
recognize minorities and the necessity of ethnic statis-
tics in order to document discriminatory practices.

1. Counting to Dominate and Exclude

Historically, this type of categorization was closely
associated with the colonial situation, which was
impregnated with racist ideologies and the issue of
superiority/inferiority. According to colonial logic, the
others should be collectively identified, and censuses
(or administrative surveys in the case of the majority
of African countries) are the most visible and most
politically important tools for the state’s statistical
needs (Kertzer and Arel, 2002b:3). This approach char-
acterized all the regions under colonial domination,
particularly Africa and Asia but also eastern Europe.
Generally, the approach employed categories that
reflected racial and ethnic differences considered to be
scientifically apparent and administratively pertinent
(Uvin, 2002). Such a stratification essentially aims to
recognize the rights of the dominant and to exclude the
dominated from citizenship. In some extreme cases,
racial or ethnic markers are recorded on identifica-
tion papers: this was notably the case in apartheid in
South Africa (Kertzer and Arel, 2002b:3), in Rwanda
(Chrétien, 1997:18), and in Soviet controlled countries
(Haug, 1998:13).

Regarding the postcolonial period, the paths taken
by the newly independent countries were extremely
diverse despite their very similar colonial situations.
The case of Africa illustrates this diversity well.
Although after independence, as we will see later, the
majority of African countries opted to negate ethnicity

in the name of national integration, some of them
adopted an ethnicist approach by using ethnic cate-
gories as tools for domination. The comparison of
Burundi and Rwanda is an exemplary illustration 
of the political stakes of statistical data. In the case of
Rwanda, ethnic categories served as administrative
markers in order to exclude the Tutsis from power,
thus leading to a policy of numbers that tends to 
cover discriminatory practices (Chrétien, 1997:37). In
Burundi, the reverse strategy was adopted: ethnicity is
denied (therefore no questions in the census) in order
to mask the unequal power structure and the system
of mass exclusion (Uvin, 2002:166). In other cases, 
censuses are simply abandoned (Nigeria), or the
results are not published (Mauritania) (Kertzer and
Arel, 2002b:25).

Eastern Europe’s experience should also be placed
under the title of “counting to dominate”. The Soviet
experience regarding nationality is all the more inter-
esting, as many authors see the similarity between the
concept of nationality and that of ethnicity (Courbage,
1998:27; Arel, 2002b:802). Historically, the former
Soviet Union was presented as a federal structure
based on ethnic and territorial foundations (Abramson,
2002b:176). Nationality or membership of an ethnic
group was recorded on each citizen’s identity card
(Haug, 1998:13). The Soviet empire’s constitution is a
unique historical case given the huge challenge of 
managing a multinational empire. Ethnic statistics are
indeed used for imperial management here and follow
from the colonialist logic of territorial extension (Blum
and Gousseff, 1997:49). The colonial nature of the
Russian territory raised the issue of the administrative
and legal status of the conquered people, and social 
distinctions based on geographic origin (national or
ethnic) become necessary in order not to give to the
inhabitants of these regions the same attributes as those
of the central regions. Censuses have played a key role
in the establishment of precise nomenclatures enabling
territories and nationalities to be associated, initially on
the basis of ethnography (between 1897 and 1937) and
then on a purely official, administrative, and legal basis
(1839–1989) (Blum and Goussef, 1997:55–61).

With the collapse of the Soviet empire, the policy of
numbers continued to dominate the debates regarding
official census categories, but this time in the context
of independent States. In post-Soviet censuses, the
association between nationality and territory is main-
tained everywhere as the question of nationality con-
tinues to be linked with that of national sovereignty.
Indeed, the legitimacy of independence is perceived as
being based on the fact that the country constitutes the
land of origin of the titular nation, that is, the ethnic
nationality that has given its name to the state, hence

534 Rallu, Piché, and Simon



the necessity of creating ethnic majorities via census
statistics, which provokes struggles by different
groups for recognition on the list of nationalities (Arel,
2002b:804–805). “Post-Soviet elites use the census to
legitimize the right of titular nations to rule over their
homeland, in perfect continuity with Soviet practice,”
according to Arel (2002:817). The case of Uzbekistan
illustrates this continuity in the practice of national
and ethnic categorization in which the policy of
numbers persists even after independence (Abramson,
2002). As we will see later, taking into account the fact
that these new states are emerging within a new global
system of nation states, the necessary recognition of
ethnic diversity will transform the enumeration prac-
tices of censuses (Abramson, 2002b:196). Moreover,
these pressures also apply in Russia (Blum and 
Gousseff, 1997; Haug, 1998).

This said, it must be stressed that the approach of
“counting to dominate and exclude” did not develop
only in colonial situations. As we will see in greater
detail, this issue has been present in countries of immi-
gration such as the United States and Canada for a
long time. For example, in Canada during the 19th and
at the beginning of the 20th century, the racial issue
was included in an immigration policy that aimed at
excluding certain groups such as blacks and Asians.
These racist criteria were not eliminated until the 1960s
(Piché, 2003). However, although the racist issue has
lost momentum or even disappeared in the official 
statistics of these countries, racial categories continue 
to be included in censuses, even though ethnic cate-
gories are dominant, but for reasons that are diametri-
cally opposed and associated with the struggle against
discrimination.

2. Not Counting to Unify and Assimilate

In contrast to “counting to dominate,” many coun-
tries have opted not to count populations based on
ethnic or national criteria. The justifications are not all
identical, but in all cases, ethnicity as a basis for social
stratification is rejected, either in the name of national
integration, as is presently the case in many African
countries, or in the name of the republican principle of
national unity, as is the case in several countries in
Western Europe. The case of west Africa is particularly
interesting insofar as the scale of ethnic analysis, which
was omnipresent during the colonial period, has been
abandoned in the postcolonial period in favor of a
nation-building ideology. Indeed, they have moved
from a situation in which ethnic classification,
invented by colonial administrators and ethnologists
(Amselle, 1990:22), was used as a basis for social strat-
ification to a situation in which the effort of develop-

ing and building a national identity is monopolized by
the postcolonial state, which is involved in a modern-
ization process that should result in the disappearance
of ethnic awareness (Otayek, 2000:87, 90). In this
context, ethnic analysis becomes taboo owing to the
weakness of the state, which is trying to build a nation
within borders drawn by the colonizers, borders that
rarely take ethnic geography into consideration. For
west Africa, analysis of ethnicity is all the more lacking
as vast circular migratory movements have turned the
region into an integrated economic space (Adepoju,
1988:60; Cordell et al., 1996:13). Membership of an ethic
group is of little importance in this context, as long as
labor needs remain high, and the concept of citizen-
ship is of little importance in societies in which access
to social security remains essentially within the family
sphere and outside of state-controlled legislation.

Therefore, during this period, demographers
ignored the ethnic variable in their analyses of cen-
suses and surveys, even when the variable had been
explicitly included in the questionnaires. It is only
recently, notably in Côte d’Ivoire, that the concept of
citizenship has come into effect and is used for exclu-
sion purposes (Blion and Bredeloup, 1997; Dozon,
1997). It goes without saying that even if ethnic cate-
gories are rejected in the name of national integration,
this does not mean that ethnicity is not included in
political practices (Otayek, 2000:55). The situation is at
the very least paradoxical: on the one hand, ethnic data
are absent in order to avoid claims of ethnic identity
and to promote national integration, and on the other
hand, ethnic based policies are omnipresent.

The refusal to include ethnic categories in official
statistics characterizes nearly all the countries of
western Europe. According to a recent inventory, the
reasons that these countries refuse to include a ques-
tion regarding ethnic groups are mainly political, 
constitutional, and legal: this is the case notably of
France, Germany, Spain, Belgium, Denmark, and Italy.
It would seem that this information is not pertinent for
Sweden, Switzerland, and Ireland and that there is no
social demand for these types of data (Courbage,
1998:55).2 The case of France deserves particular atten-
tion insofar as the debates there are particularly viru-
lent. Indeed, in France, the question of using ethnicity
as an analytical or simply descriptive category is far
from being resolved as is confirmed by debates that are
ideological and controversial in nature (Taguieff, 1991;
Lorcerie, 1994). The frequently violent arguments
between demographers testify to the difficulty of 
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2 Other unitary states exist, such as Greece and Turkey, which,
although proclaiming the homogeneity of the nation state, would
not recognize the existence of minority groups on the territory or
official statistics on these groups (Haug, 1998:13).



introducing the ethnic variable into the analysis of
social reality. For some, the study of ethnicity is dan-
gerous because of the risk of making it essential—and,
in so doing, reducing social issues to biology (Blum,
1998)—and playing into the hands of the extreme right
(Le Bras, 1998). For others, taking ethnic categories into
account is necessary if we wish to understand the
mechanisms at work in the exclusion phenomena
based on national or ethnic origins (Tribalat, 1995). The
rise in the assertion of identity highlights the inade-
quacy of traditional categories (French–foreign) in the
study of the future of immigrants and their descen-
dants, particularly with regard to discrimination
(Simon, 1998).

It is necessary here to note the double standard of
metropolitan practices in the colonies. Thus, France,
Great Britain, and Belgium, which have refused to
include questions regarding cultural or ethnic identity
because of its incompatibility with their conception of
a nation state, did not hesitate to do so in the colonies
(Kertzer and Arel, 2002b:10). In the specific case of
France, colonization, which creates a system of ethnic
classification, constitutes a denial of republican uni-
versalism (Otayek, 2000:24–25).

3. Counting or Not Counting in the 
Name of Multiculturalism

The Latin-American experience is different from the
majority of historical experiences discussed thus far. In
this region, racial mixing is acknowledged in political
and ideological views as a positive value and should
therefore not cause a problem. Within this ideological
context, there are two distinct statistical practices. 
On the one hand, in the majority of countries (e.g.,
Venezuela, Colombia, Cuba, Dominican Republic) the
census does not enumerate by race or color (Nobles,
2000:66). On the other hand, and this is the case in
Brazil, the use of the census in racial attitudes is par-
ticularly well developed. Thus, racial views are in a
way used to promote multiculturalism, insisting on
harmonious race relations, and statistical data serve 
to measure the population’s degree of whitening
(Nobles, 2000:43, 62). However, since the 1980s,
numerous surveys have shown socioeconomic differ-
ences between the categories of color: we thus move
from the idea of a radically democratic and nondis-
criminatory society to an image of distinct groups that
are discriminated against (Nobles, 2000:65).

4. Counting for Positive Action 

All ideological constructions regarding notions of
race and ethnicity are currently under pressure and

being called into question. In particular, countries
using statistical categories in order to dominate are
being challenged by the minority rights movement
and antiracist and antidiscriminatory ideologies.
Although Africa seems so far to have avoided this
movement (e.g., Côte d’Ivoire), the recognition of 
pluralism is imposing an increasing number of new
statistical practices and risks transforming the enu-
meration practices of censuses. This is particularly true
in the case of eastern Europe, where the issue of plu-
ralism has appeared (Blum and Gousseff, 1997;
Abramson, 2002; Arel, 2002b). Even countries such as
France, which are characterized by the absence of
ethnic statistics, are confronted by the increase in social
demand for data requesting information concerning
the integration of immigrants beyond the first genera-
tions (Striff-Fenart, 1997). A new issue is appearing in
the countries of the European Union, supported by the
Council of Europe, which expresses the need for reli-
able statistical data “to encourage peaceful intercul-
tural relations and ensure the protection of national
minorities” (Haug, 1998:11). Pressure in favor of posi-
tive action appears as much in Latin America, for
example, in Colombia (Barbary, 2001) and in Brazil
(Nobles, 2000), as in Asia, for example, in China
(Courbage, 2002). We are progressing from the diver-
sity of past situations to a pluralist model that tends to
replace ethnic nationalism by a more civic nationalism
(Dieckhoff, 2000:191).

Three countries deserve particular attention for
having made this transition toward a pluralist model,
they are the United States, Canada, and Great Britain.
In these countries, ethnic diversity resulting from
immigration has necessitated calling official views and
statistical categories into question. Here we witness a
complete reversal in views and policies, which now
sees ethnic categories of censuses as tools in the fight
against discrimination. The following section will
present these three case studies.

III. STATISTICS OF ORIGINS: 
UNITED STATES, CANADA, 

AND GREAT BRITAIN

Countries that have introduced ethnic or racial clas-
sifications3 in their statistical systems have all, in one
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3 Despite the scientific invalidation of “race” as a biological
concept, it continues to be used as a descriptive category of popu-
lations in social practices and has been maintained in numerous
international texts, the most famous being the 1948 Universal Dec-
laration of Human Rights, and UNESCO’s 1950 “Experts’ Declara-
tion on Race” (see Gayon, 2001). Based more on social perception
than on improbable genetic variations, the “racial” categories des-



way or another, been confronted with the experience
of population diversity associated with a political 
connection: slavery, immigration (postcolonial in 
particular), or the registration of minorities within the
political borders of a nation state. The definition of the
categories, the methods used for recording them, and
the use made of them vary considerably among the
countries, which underlines the weight of historical-
national formations and the difficulty of providing a
description and an analysis of classification methods
independently of their political contexts (taken in the
broadest sense). The experiences of the United States,
Canada, and Great Britain make it possible to highlight
certain constants in the models developed by immi-
gration countries.4 The omnipresence of the ethnic and
racial reference not only concerns legal or social policy
bodies, administrative bodies, the media, and collec-
tive representations, but it clearly distinguishes the
demographic (and social science) research of these
countries where the principal divisions place race and
ethnic group at the same level as sex, age, and social
category.

1. The United States: From Slavery to
Multiple Race

The extraordinary development in the use of racial
and ethnic categories in the United States is part of a
historical continuity with origins that are in slavery
and immigration. These two major facts are part of 
the United States’ constitution. The new nation’s first
census, in 1790, used the categories that had already
been used in colonial censuses. It includes a distinction
of the population according to race and condition, with
regard to slavery. This founding distinction continued
until well after the abolition of slavery and the feder-
ation’s 10-year censuses continuously included ques-
tions regarding the “race” of the territory’s inhabitants
(Anderson and Fienberg, 1999). To this fundamental
distinction was quickly added differentiation accord-
ing to ethnic origin, whose characterization was con-

tinually being refined during the development of mass
migration and then during the period of assimilation
in the years between the two wars (Schor, 1999), and
after the success of the civil rights movement and the
emergence of ethnic revival affecting the descendants
of European immigrants of the beginning of the 20th
century. In the extension of the civil rights movement
that obtained the suppression of segregation policies
(civil rights acts) and the establishment of affirmative
action, a revision of the categories included in censuses
became necessary (Nobles, 2000).

Indeed, affirmative action programs require a
numerical comparison of the distribution of racial
groups in the economy, housing, or education. The
disparities within an equal representation serve as
indicators of the size of the phenomenon and its 
eventual decrease or increase. However, the list of
groups benefiting from these programs was officially
set in 1977 by “Federal Statistical Directive 15” at 
four minorities: “Blacks,” “Indians,” “Hispanics,” and
“Asians.” As a result, these four groups are subject to
special treatment in censuses, either through a ques-
tion regarding “race,”5 or by a special formulation for
“Hispanics.”6 The naming of target groups in affirma-
tive action programs therefore reproduces the Ameri-
can society’s racialization, as it aims to quash the
negative effects of the circulation of racial prejudices.
By doing this, it reinforces the racialization of the sta-
tistical system.

Jointly with the consolidation of racial taxonomy, a
re-evaluation of categories used to classify immigrants
and their descendants was undertaken. The combing
operated by the question on foreign parentage was
indeed of no use in describing the situation of immi-
grants who had arrived between 1880 and 1920. To
study the identity demands of the hyphenated Ameri-
cans in more depth and to re-establish genealogical
links, another approach was required.7 The concept of
ancestry appeared within this context. Contrary to the
double classification that resulted from individuals’
place of birth and that of their parents, ancestry
records the origin with which the respondent identi-
fies, with reference to the nationality or the country of
origin of the last ancestor born outside the United
States. The U.S. statistical office carried out several
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ignate phenotypic, physical, or chromatic markers that serve to dis-
tinguish individuals and outline populations. Some countries, such
as the United States as we will see later (but also Brazil), officially
use a racial classification. Others use proxies, such as “visible
minorities” in Canada, or “ethnic group” in Great Britain. The soci-
ological literature of ethnic and racial studies extensively uses the
concept of race, thus conferring social or cultural acceptance on it.
Simply put, race is what is produced by racism, dealing with the
effects of racism therefore presupposes speaking of race, while being
aware that this is not based on any objective distinction between
humans. In a later section of this chapter, we will refer to ethnic and
racial categories, without quotation marks, to evoke the classifica-
tion used by the statistical bodies of the countries in question.

4 For further developments, see Simon, 1997.

5 With the following formulation in 2000: “What is this person’s
race? Mark one or more races to indicate what this person consid-
ers himself/herself to be” (the underlining is ours). The possibility
of selecting more than one race appeared for the first time in the 2000
census. The expression “considers to be” emphasizes the subjective
nature of the response.

6 For background on the “Hispanic question,” see Cholsin (1986).
7 On the links between ethnicity and race in the United States’

statistical classification, see Schor (1999).



surveys in 1969 and 1979 (Current Population Survey)
that tested the questions on ancestry, and the question
was introduced into the census in 1980.

From then on, ancestry was used as an elementary
parameter for pinpointing ethnic groups in the United
States. Although such groups do not benefit from 
differential treatment programs, their recognition
through the census consolidates the development of
the ethnic pluralism present in American society since
the mid-1960s (Petersen, 1997). From a methodological
point of view, the recording of declarations on indi-
viduals’ origins is an innovation in the census. Beyond
an objective evaluation of ethnicity, self-classification
is based on the expression of identity. Indeed, by
asking individuals to choose an origin or even several
origins, the question presupposes a selection among
the plurality of possible origins, according to criteria
that largely elude statistical services. In other words,
the responses to the question on origin indicate the
ethnic options of individuals, to quote the title of Mary
Waters’ famous publication (1990) devoted to the
analysis of data on ethnic origins.

The significance of data on race and ethnic origins
poses a real epistemological problem for statistics and,
in particular, for official statistics whose purpose is 
to authenticate the numerical size of the groups that
make up the country’s population. The variations in
the declarations of ethnic origin in each census demon-
strate the instability of identities and their sensitivity
to current events, whether they are political, cultural,
or social (Skerry, 2000). The interweaving of the col-
lection of racial and ethnic data and affirmative action
programs mainly provoke debates on the categories.
Their legitimacy is rarely called into question as they
have become almost natural in American society. The
division of society into a racial pentagon is conceived
as consubstantial and is never questioned (Lacorne,
2001).

In contrast, the debate surrounding the policy of
affirmative action has weakened the statistical base
and provoked changes in the method of handling
racial groups. The introduction of the possibility of
multiple choices in declaring race in the 2000 census
formalized the change in society toward greater racial
diversity. Indeed, the results (fewer than 7 million dec-
larations of several races, 2.4% of the population) seem
to demonstrate the resistance of racial boundaries, if
not in reality, at least in the representations of individ-
uals who favor an uncombined genealogy in their dec-
larations (Grieco and Cassidy, 2001). Multiple choice
for race has, however, opened the Pandora’s box of 
the reliability of the declarations and definitively
damaged the pertinence of the questioning (Perlmann
and Waters, 2002). Although some consider that the

low rate of racial mixing declared reinforces the perti-
nence of affirmative action, others predict that the con-
vention of racial self identification will be called into
question (Goldstein and Mourning, 2002).

2. Canada and the Visible Minorities

Since the beginning of the 1970s, the Canadian gov-
ernment has been professing a multiculturalism based
on recognition of the population’s ethnic peculiarities,
associated with the exercise of specific rights for
minorities within the confederacy. However, this con-
version should not make one forget the particularly
assimilation policies of successive governments faced
with foreign immigration. The multicultural opening
exists within the conflict between the two “founding
peoples,” France and Great Britain, since the promul-
gation of the 1867 Act of British North America that
created the dominion of Canada.

A regular and detailed count of inhabitants accord-
ing to their origins and first or usual language occu-
pies a strategic position in the formation of Canadian
identity and, in more concrete terms, in confederate
political management. More recently, debates sur-
rounding the emergence of a Canadianism that could
be expressed in the same way as that of other ethnic
groups, or be defined as a priority, is developing
among the two founding peoples as a result of the
pressure from large-scale foreign immigration.8 The
recording of origins in censuses has experienced
numerous changes since the end of the 19th century.
As well as nationality and place of birth, data on ethnic
group and racial origin were collected until after World
War II, when there was a return to ethnic origins. Oppo-
sition between a geographical-political definition of
origin and a definition of ethnicity through linguistic
ancestry has been seen in Canadian classifications from
1871 up to the last census in 1996 (White et al., 1993).

The definition of ethnic origin developed dramati-
cally between 1951 and 1991. Although the 1951 census
was the first to offer a geographical definition of origin,
the 1971 census introduced a series of significant mod-
ifications in the conceptualization and the formulation
of ethnic origin. In particular, it marked the passage to
self-counting. Origin is characterized as the “ethnic or
cultural group [to which] the ancestor on the male side
belonged upon arrival on the continent” (Census Guide,
quoted in White et al., 1993). The Census Guide recom-
mends referring to the language spoken by this ances-
tor. In 1981, the reference to the ancestor on the 
male side was abandoned and replaced by a wider
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8 The concept of “foreign immigration” is a Canadian specificity
and indicates all origins other than French and British.



meaning of ancestry. The concept of roots replaced 
that of descent in the guide’s instructions. The use of
a list of names, organized hierarchically according to
the number of times they were used in the preceding
census, was proposed in several censuses. This organ-
ization method in the form of origins listed in descend-
ing order resulted in competition between different
groups to be recognized in the listing and to obtain,
thanks to multicultural policy, a significant numerical
representation. The pressure exerted by ethnic lobbies
to modulate the formulation of the questions or to
include one name or another started to multiply.

The multiplication of demands from the first
nations led to the removal of the reference to the first
ancestor to arrive on the continent. This step toward a
broader concept of the Canadian population’s origins
also resulted in the acceptance of multiple responses
in even the wording of the question. The result did not
take long: multiple responses represented 11% of all
responses in 1981, 28% in 1986, and 38% in 2001. The
affirmative action programs included in the 1982
Charter, then in the Employment Equity Act of 1986,
modified in 1996 (Equity Act, 1996), and the Multicul-
turalism Act of 1988 also had a significant effect on the
data collected in the census. The inclusion of a “Black”
category in 1986 responded to the Employment Equity
Act, without it being really sufficient to cover the range
of minorities that were likely to be discriminated
against. Working on the same principle as the affirma-
tive action programs, the act established quotas or
numerical objectives to achieve equal opportunity.
However, the Canadian census, contrary to the U.S.
census, has not included a reference to race since 1951.
The evaluation of the population concerned by the
Equity Act revealed itself to be delicate, and the 
act introduced the concept of “visible minorities.” By
visible minorities, the concept of “nonwhite”9 people
is understood, that is, an all-inclusive list combining
all individuals according to their country of origin but
referring implicitly to visible attributes such as skin
color or appearance.10 In 1981, all visible minorities
combined made up nearly 5% of the total population,
by 2001 they had increased to 13%. This increase is
essentially owing to high, mainly Asian, immigration
in the 1990s.

After nearly a century of evolution, the categoriza-
tion of ethnic groups has changed considerably. Origin

is now clearly distinguished from language, it has lost
its reference to the paternal line (awareness of gender
inequality in Canadian society), and its reference to the
first arrival on the continent (increase in autochtho-
nous claims). Henceforth, it is turning toward a more
subjective definition, closer to identification than
ancestry, which in any case is very hypothetical.
Taking into account multiple origins puts into per-
spective claims to reconstitute ethnically homogenous
lines from the migration period up to the census date.
The high levels of mixed marriages between ethnic
groups should favor a more subjective definition of
origin, because the identification of a specific ancestry
depends on a grid of complex decisions that are 
specific to each respondent.

Increasing the relativity of origin as the expression
of ancestry, the emergence of a Canadian category dis-
turbs the classification usually used. For a long time
regarded as inadequate, claims of Canadian origin
have increased significantly. The introduction of a
Canadian category in the list of ethnic groups was
tested in preparation for the 1991 census. Nearly a
third of respondents chose it to describe the origins of
their parents or grandparents, and half chose it to
describe their own ethnic identity (Pryor et al., 1992).
Quite obviously, a process of indigenization consecu-
tive to the date of the initial migration (more than 2
centuries for the founders) has greatly affected the
Canadian population. This refusal to be included in the
old ethnic distinctions by affirming a national identity
can be explained as a reaction to the multicultural
policy. The 1996 and 2001 censuses explicitly included
the Canadian category in the section on origins. Nearly
one-quarter of the population indicated it as their only
ethnic origin in 2001, whereas 16% declared it in 
combination with another origin. A postenumerations
survey on ethnic identity is carried out in conjunction
with the census in order to provide an evaluation of
the population’s declaration and membership logic,
beyond a national feeling that obviously destabilizes
the statistical systems and public policies toward
minorities.

3. British Postcolonialism

Although questions regarding race and language
have been authorized by the Census Act since 1920,
data on ethnic or racial ancestry have only been col-
lected in the United Kingdom census since 1991. Up to
this date, censuses had only recorded data on nation-
ality and place of birth. These were used to establish
statistics on ethnic groups with the short-lived intro-
duction in 1971 of a question on parents’ place of birth
based on the model of the American census.
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9 More precisely “persons, other than natives, who are not of
white race or who do not have white skin.”

10 The list of groups considered as “visible minorities” indicates
visible perceptions as clearly as the terminology: “White, Chinese,
South Asian, Black, Arab/West Asian, South East Asian, Latin-
American, Japanese, Korean, Other.”



However, the categories thus obtained did not 
correspond to the groups studied by the sociology of
ethnic and racial studies, or to the population targeted
by campaigns against discrimination. Created by the
Race Relations Act (RRA) of 1976, the Commission for
Racial Equality was given a mission “to work towards
the elimination of discrimination; to promote equality
of opportunity; to influence policy; and to develop and
encourage research in the field of race relations”
(RRA). From this point of view, public action and the
development of tools of knowledge and surveillance
appear closely related.11 However, the development 
in the fight against ethnic and racial discrimination
encounters many problems, the least of which is not
the complete lack of quantitative information on the
phenomenon. The concept of a minority, the usage of
which spreads meteorically in public view, does not
have a statistical basis. In the 1971 census, a question
on the parents’ country of birth, similar to that of the
American census, was introduced. It was used as a
basis for identifying minorities concerned with the
RRA. However, the information thus collected is not
really satisfactory, and from the point of view of the
1981 census, reflection on taking ethnicity into account
began. A virulent argument began between those who
support pinpointing individuals’ ethnic and racial
origin and those for whom such a process is not only
prejudicial to individual freedom but also springs from
scientific trickery. To the detractors of a question on
ethnicity, Martin Bulmer (1980) responded by pointing
out the relative imperfection of all measurement of
social phenomena. By placing the specific issue of race
in a more general perspective, he neutralized the con-
troversy regarding the legitimacy of racial representa-
tion and only dealt with the technical issue.12

In parallel with the epistemological and ethical
debate on the racialization of statistics, the Office of
Population Census and Survey carried out a series of
tests to develop the questionnaire on ethnic and racial
origins. In the face of resistance, the idea was aban-
doned by the government, and the 1981 census did not
include any questions on ethnic origin or parents’
place of birth. After this first failure, the gaps in the
information provided by the census on the situation of

ethnic minorities caused major problems for the Com-
mission for Racial Equality. The adjustment of local
positive action policies required very accurate infor-
mation that the census could not provide. As a result,
the government asked the Office of Population Census
and Survey to begin exploratory work again. This
time, the changes in the census did not meet with any
major opposition. The 1991 census therefore included
a question regarding a person’s ethnic origin (Coleman
and Salt, 1996). The taxonomy used combined racial
and ethnic elements, such as White, Black-Caribbean, or
Pakistani. This confusion reflects the ambiguity in the
definition of minorities in British legal texts.

In Great Britain, more so than in the United States,
the borders between race and ethnic group appear to
be extremely blurred. In most cases, these two terms
overlap or are used one for the other. Thus, the RRA
of 1976 defines discrimination as unfavorable treat-
ment of a person on the basis of “racial grounds.” The
text uses an extensive definition of racial grounds: 
“ ‘racial grounds’ [refers] to ‘color, race, nationality
(including citizenship) or ethnic or national origin.’ ”
With criteria combining objective (place of birth, 
language of socialization, religion, culture, nationality,
skin color) and subjective elements (identification of a
real or imagined ancestry, feeling of belonging to a
group), such a liability is hardly surprising. It repro-
duces the broad outline of the divisions inherited
from the colonial experience and the construction of

the British empire, while striving to match the most
common representations in British society. This is why
the “ethnic origin” category is biological, cultural,
political, and social (Ballard, 1997).

Such a characterization indicates a continuity
between British colonial classifications and those used
for minorities settled in the United Kindgom. The fact
that the majority of the immigrant populations came
from former colonies of the empire reinforces the
transposition of taxonomies. The colonial heritage13

greatly modifies the management and position of
immigrants in former empires. As Didier Lapeyronnie
(1993:132) points out, the immigrant of colonial origin
is a victim of a specific rejection, more racist than 
xenophobic, which “is born from the difficulty that is
specific to universalistic and modern cultures of incor-
porating the particular experience of the colonized.”
The progression from colonialism to racism rises from
a connection between the immigrant and the host
society that precedes the migration. In this sense, the
racialization of immigration statistics in Great Britain
is situated in the extension of the classification formed
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11 Maire Ni Brochlain (1990:546–550) lists no less than seven
reasons justifying the presence of an “ethnic question” in the census.
These arguments all have, with no exceptions, an operational range.
Here, knowledge is subordinate to action, it starts with a recogni-
tion of multiple “racial” discriminations in all aspects of social life,
then the statement directs the initiatives taken by the services in
charge of “ethnic minorities.”

12 A very “positivist” position, which he reiterated in the Office
of Population Census and Survey publication that followed the 1991
census (Bulmer, 1996).

13 On this point, British and French experiences show many 
similarities.



within the framework of colonial management and
reactivated in immigration control policies.

The ambiguity of such a determination corresponds
to the broad spectrum covered by the laws on race rela-
tions. Social intervention programs, in placing the fight
against racial and ethnic discrimination at the centre of
their concerns, have encouraged the racialization of
statistics while polarizing social issues on ethnic-racial
problems. The British experience once again illustrates
the close links between racism and antiracism in their
interdependent development. How can the terrible
contradiction that is attached to any reparation be
avoided? By refining the methods of pinpointing
exposed minorities, the classification locks them into
an autoreferential dynamic, excluding de facto other
media of identification (notably socioeconomic).14 In
the same way as the United States—which began to
take multiple declarations into consideration, opening
the way to an apprehension of multiculturalism or
intermixing—the census in 2001 also introduced a
mixed position in a formulation that was even more
explicit than the U.S. example by introducing a special
heading. A question on religion was also added.
However, there are no longer any questions on 
citizenship.

IV. THE VERY DIFFICULT USE OF 
ETHNIC DATA OR THE BIAS 

OF ETHNIC STATISTICS

The ideological and ethical aspects considered so far
should not blind us to the simply methodological
problems. It is necessary to ask about the quality of
ethnic data and the specific methods of analysis that
are associated to them, which conditions the legiti-
macy of their use and on which the image of the 
components of society depends.

Here we will only discuss the statistical aspects:
data collection; the manner in which respondents can
be situated in the categories, notably with the question
of people of mixed race (for convenience, all persons
of multiple or mixed ancestry will be so called, but the
terms should be understood in the social and not the
biological sense); and the presentation of information
by statisticians who regroup and classify the data once
more. The importance of data collection for these types
of data is such that it is necessary to consider this stage

in sufficient detail before moving on to the issue of
analysis. Then we will consider analysis problems at a
given time: estimates of data quality and common bias
in these types of data. Last, we will look at the prob-
lems of studying population trends through ethnic 
statistics.15

1. Collecting Ethnic Statistics

The statistician’s approach wishes to be objective
(Goldman and McKenney, 1993; Goldmann 1997) by
ensuring that the ethnic categories reflect the sociocul-
tural reality of the various components of society. The
statistician is involved twice: during the design of 
the questionnaire and during analysis of the data 
collected.

a. The Wording of the Question on Ethnic Origin

Before the questionnaire is written, the issue of the
method of declaration of ethnic origin comes up: 
self-declaration by the respondents, declaration by the
interviewer, or from a document (e.g., identity card,
passport) that includes the origin, which was very
common in the Soviet Union and still is today in coun-
tries that were part of it. Self-declaration conforms best
to the freedom of the individual but is still not uni-
versally applied. The declaration method obviously
affects the results (Telles and Lim, 1998).

The question on ethnic origin is usually presented
as a list, closed or open. Experience has shown that 
not only do these lists differ from the terms used by
anthropologists, but that they do not fulfill scientific
criteria and that they mix different dimensions: racial,
cultural, and national. Thus, one often comes across
terms referring to race (skin color), language, and
nationality with the names of ethnic groups. The
United States divide the question into three: that is race
(e.g., “White,” “Black,” “Amerindian,” “Chinese”),
Hispanic origin (“no/yes Mexican, Porto Rican”), and
ancestral origin (“ancestry”) of an ethnic-cultural
nature (including nationalities and ethnic groups). In
Great Britain (1991 census), a single question includes
racial aspects and nationality in the terminology of the
categories (e.g., “Black African,” “Black Caribbean,”
“Indian,” “Pakistani,”) (Bulmer, 1996). Australia uses
a question on ethnic origin in order to distinguish the
aborigines and only introduced a question on ances-
tral origin in 1986 (and more recently in 2001). New
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14 Criticism aimed at ethnic and racial classification in the census
and at the entire statistical machinery remains relatively widespread
in Great Britain. It also comes from users who work in the field of
discrimination, and who, although challenging the production of
ethnic statistics, also set up systems for evaluation. For an example
of this position, see Moore (1997).

15 Although the issue of people’s origins has been called many
different names—ethnic origin, race, and ancestry in Anglophone
countries—we always use the term ethnic origin for more clarity and
because the problems of collection and analysis are the same regard-
less of the term used.



Zealand uses one ethnic question that can include
nationalities (“ancestry”) in the open category, and
people of mixed race can tick several boxes.

At the level of the ethnic groups themselves, various
inaccuracies are frequent: a group can appear on the
list at the same time as one of its subgroups, particu-
larly when the subgroup is sufficiently represented in
the population for its size to be of interest. Certain
names are more popular than scientific, and they often
correspond to the manner in which the dominant
group has named the other ethnic groups rather than
the manner in which the ethnic group calls itself, a 
situation that was common in colonial statistics. Last,
certain very minority ethnic groups do not appear on
the list and can be specified in the “other” category if
space has been provided. The list is sometimes very
short and aims to group into large categories as is the
case in Great Britain.

The considerations that determine the establishment
of the list of categories proposed are not strictly anthro-
pological but are associated with the demographic and
social significance of the groups. However, they tend to
carry the majority’s a priori vision, represented by the
administration and including the statisticians, and can
make it difficult for respondents to accept the sug-
gested categories and to identify themselves therein. It
is therefore desirable that the list be prepared in collab-
oration with representatives of the different compo-
nents of the population.

Because of the existence of various levels (race,
nationality, ethnicity) of groups and subgroups in the
proposed list, the order of the categories has a non-
negligible influence on the results. Alphabetical order
can place very poorly represented groups at the top of
the list, whereas ordering according to numerical
importance is subject to the quality of prior estimates
and variations with time. For this reason, it is fre-
quently contested by various minorities. Statistics
Canada’s recent tendency has been to remove the list
altogether and replace it with an open question con-
sisting of four blank spaces (Canada, 1996 census:
Goldman 1997:45).16

b. Mixed-Race and Multigroup Membership

The individuals who make up the population can
belong to several ethnic groups at the same time owing
to intermixing. Statisticians may wish to ignore this
fact and insist that an individual be attached to one
and only one group. Ethnic membership is therefore
considered as a social (we attach ourselves socially to
a community) rather than a genealogical phenomenon.
Transmission of origin can therefore follow a patrili-

neal or a matrilineal tradition, or another method:
social, emotional, etc. Statisticians can also decide at
which degree of intermixing a person belongs to a
community; the U.S. practice of one drop blood, accord-
ing to which with 1/16 of black blood a person is black,
has been the object of much criticism. The choice of
single membership within a social context is not con-
tradictory to the definition of ethnic origin as mem-
bership of a sociocultural group but has implications
for analysis. Whereas a characteristic fixed at birth
such as sex is (nearly) unchangeable, a social charac-
teristic is subject to variation and to various interac-
tions. The example of the 2000 U.S. census illustrates
these aspects clearly. Few mixed-race individuals 
identified themselves as such and the declaration of
ethnicity is therefore social rather than biological
(African-Americans would seem to make up a social
class). There is nothing to ensure that some of the
people of mixed-race will not choose a different 
category in the next census.

If the declaration of mixed-race is allowed, it can be
done in many different ways: ticking as many boxes in
the list as necessary, describing in the “other” category,
having several boxes in an open list as in the 1996
Canadian census, or dividing the question into two
questions on parents’ origins (with a double answer
possible for each parent such as in the 1988 French
Polynesian census). The approach of two questions on
parents would be capable of reflecting the genealogi-
cal reality of the parents if they had at the most two
origins, otherwise a question on each grandparent
would be necessary. It is however not a biological
racial reality (whose existence has been definitively
invalidated) that we wish to identify, but sociocultural
membership, a fact that justifies taking simplified rep-
resentations into account.

c. Respondents’ Answers

The respondents’ answers represent the subjective
aspect of ethnic membership. Choosing imposed dec-
larations would not solve all the problems. In the
absence of a document, the interviewer must decide on
the origin of the persons and his/her opinion varies
according to the interviewer’s own origin—a member
of a majority group, of the interviewed minority, or
another (Telles and Lim, 1998)—and would influence
the results (Davis, 1997). Coercive practices can cause
an outright refusal to reply, either by avoiding the
survey or by giving inaccurate information, which
results in under-representation, a high rate of nonre-
sponse, and a reduction in data quality.

The principal difficulties undoubtedly stem from
the existence of groups that are divided into subgroups
and people of mixed-race. Thus when two groups that
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16 The purists claim that even the few examples quoted in the
title of the question can influence the results (Goldmann, 1997).



are in a relation of inclusion are present on the list, 
an individual might not read the list entirely. Some
members of a subgroup not present on the list might
wish to distinguish themselves from the main group
that is listed and place themselves in the “other”
group, clearly mentioning their origins or not. Persons
of mixed-race have the choice among their various
origins, which they can only mention if the question-
naire offers the possibility. If this is not the case, in
order to show a dominant origin, they are obliged to
omit their other origins. Last, because origins are of a
social nature, sociodemographic factors such as length
of stay, nationality, social situation, and cultural 
integration can influence the declaration.

In the field of ethnic categories, the collection
method used is particularly susceptible to ambiguity
between categories in which respondents can place
themselves according to their perceived origins, and
objective categories that reflect society as viewed a
priori by statisticians. The trend is to give more
freedom to the respondents and to move away from
single answers (the United States recorded multiple
answers in the 2000 census, see above) and to replace
a list of hotchpotch categories that reflect the concerns
of the majority with open responses.

2. Presentation of the Results

Although a table usually presents all responses, 
possibly including the most common responses to the
open question and the different types of multiple
origins when they can be declared as such, tables that
compare different variables should, for practical
reasons, group the origins in fewer categories. The
groupings are usually done by geographical region or
by cultural groups, unless particular origins are of spe-
cific significance because of their number or social posi-
tion. If the questionnaire is designed for this purpose,
one can still choose to continue separating people of
mixed-race into one or more categories or integrating
them into monoethnic groups at this level.17

Since 1991, New Zealand has been using a particu-
larly interesting double analysis of ethnic categories
associated with the existence of people of mixed-race.
An initial analysis provides additive numbers. 
Statistics New Zealand has used, according to priority,
a maximum of three ethnic groups mentioned 
by mixed-race individuals and published a table
according to the number of origins: single and 
mixed-race by two or by three or more origins with 
the details of these origins (Statistics New Zealand,
1993). This implies category changes when grouped 
at a wider level: an English-Greek mixed-race individ-
ual is no longer of mixed-race if European origins 
are grouped. Another analysis of the data produced
tables in which an individual is included in a category
as soon as he/she mentions it. This method makes 
it possible for each component of the population 
to include all its elements, as well as those who 
share their origins with others, but the results are not
additive.

As soon as the results are presented, the frequency
tables of ethnicity and the analysis of open answers
make it possible to consider changes to the list. As with
any changes in nomenclature, it is important to pre-
serve the comparability of the information with that
collected in the past. However, poorly represented
groups are sometimes withdrawn from the list, which
causes problems in ascertaining to which group they
will attach themselves, or sometimes groups that
seemed well represented in the open question are
added to the list. It would seem preferable to avoid
withdrawing groups from the list, but adding also has
an effect on the evolution of other groups. Individuals
whose group does not appear on the list can change
their declaration, detailing their origins in the open
question or attaching themselves to a different group
in various censuses. Individuals thus move from one
category to another simply as a result of the impreci-
sion of the categories (a phenomenon that should be
distinguished from voluntary changes, see above),
which results in population transfers between groups.
However, the absence of a list obviously avoids any
such changes.

In summary, even though the large number of
ethnic groups cause coding and grouping problems for
the presentation of the results, it would seem prefer-
able, from an essentially theoretical point of view, to
abandon the lists and to ask about ethnic origin in a
completely open question. This would avoid the prob-
lems associated with the imprecision of terms and the
inevitable changes to the list that this then entails. The
second conclusion is more imperative: it is necessary
to give mixed-race individuals the possibility of
declaring themselves as such and to present them 
separately in the results.
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17 Only the method of dividing the question on origin into two
questions on the parents makes it possible to calculate the dominant
origin of mixed-race individuals: persons with three-fourths of an
origin or one-half a, one-half b, and one-fourth c; however, if only
two origins are required for each of the parents there will be ambi-
guity at this level. The question on individual origin does not make
it possible to weight the different origins to which a person is
attached, a one-half a, one-half b, and one-fourth c person appears
to belong equally to three ethnic groups from ticks on a list or the
counting of his/her origins in an open question. Placing mixed-race
individuals into one single group is not mathematically correct and
is based on the choice of hierarchical organization (or attribution pri-
orities). Usually, high priorities are attributed to minority groups,
which results in placing mixed-race individuals with them, but this
choice does affect the results of the analysis.



a. Data Quality and Variations of Declarations 
of Origin

The populations that we wish to study through 
the question on ethnic origin are old, historic, or
autochthonous minorities or are new minorities,
resulting from migration. The phenomena studied are
the socioeconomic and sociocultural (e.g., language,
religion) characteristics and more generally social inte-
gration, which presupposes an analysis over time but
which can be carried out through comparison between
diverse components of a population by cross-section.
This presupposes reflection on data quality.

Comparison of data on ethnic origin with other
variables makes a relative verification of the quality of
the answers possible. The most interesting variables
are place of birth and original nationality. However,
there are hardly any monoethnic countries, and multi-
secular migrations, including colonization, add to 
this confusion, although analysis by age or period 
does sometimes make it possible to distinguish old
migrants (e.g., returning colonists). Religion and first
language in particular also make verification possible;
however, these concepts do not always overlap. Dec-
laration of religion varies according to practice, and
persons born in the host country or who migrated at a
young age may not have spoken their parents’ lan-
guage enough to consider it as their first language.

Whereas up to now we have mainly considered that
respondents declare their ethnic origin in its unchang-
ing aspect (as an origin) and the objective aspect (in
the sense of ethnic-cultural filiations reflecting social
reality), we will now consider the cases in which this
declaration is affected by other criteria and can change
over time.

Individuals can refuse to be identified with a group
of origin for numerous personal, social, or political
reasons and attach themselves to a group that they
believe is closer. A high social position can result in an
individual attaching to a more favored group: artists,
for example, tend to attach themselves to groups of
exotic origins. This phenomenon particularly affects
mixed-race people but is not exclusive to them. Thus,
in Australia and Canada, people of all origins have
started to declare themselves to be Australians or
Canadians, respectively, in censuses (Pryor et al., 1991,
1992). These phenomena generally tend to lower the
socio-occupational levels of minorities. Measuring
social distance, and socioeconomic characteristics in
general is obviously biased if the definition of the pop-
ulation in which the characteristics are being measured
is in itself social, in other words, if there is interaction
between the social situation and the declaration of
origin. More generally, a variant characteristic is 

measured, for example, socio-occupational situation,
against an invariant characteristic, such as birth year,
place of birth, and sex, but it is far more risky to do it
in comparison to a characteristic that is itself variant,
such as the declaration of a person’s ethnic group.

The socioeconomic position of people of mixed-race
is especially sensitive to this type of measurement.
Their attribution to one or another of these groups in
the context of a single category will affect the results
of the comparisons. Thus, the tendency, through the
interplay of priorities, is to include them in the visible
minorities; by so doing, the intergroup distance in the
measurement is reduced, as the mixed population
would be more favored than the minority groups. The
same is true if we consider that persons with faint
kinship ties to an ethnic group do not belong to this
group, whereas visible characteristics still distinguish
them from the majority group and are therefore the
cause of discrimination. The process is therefore
reversed: underprivileged people are included within
the privileged population. To measure a social phe-
nomenon such as discrimination, it is necessary for the
affected group to be fully counted, in other words that
there be adequacy between the division of the popu-
lation by the statistician and that caused by the 
discrimination itself.

With the existence of intermixing, ethnic groups
take us back to set theory in mathematics. Mixed-race
people belong to several groups, and comparison
between subsets should include every individual from
each group or the separate analysis of each intersec-
tion. Therefore, the solution lies either in including
mixed-race people in all the groups to which they
belong (this has been the case in New Zealand since
1991), which avoids the above mentioned bias (but a
difference in proportion effect of mixed-race people
remains in some groups), or in analyzing them 
separately.

Another source of inaccuracy is linked to the fact
that the ethnic origin variable combines several 
generations whose degree of integration undoubtedly
varies. It is therefore necessary, in the case of recent
migration, to compare it with the place of birth to dis-
tinguish the migrant generation (first generation) from
that of their descendants. If the parents’ place of birth
is available, it is also possible to distinguish migrants’
children (second generation) from the following gen-
erations.18 However, particular components of migra-
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18 One might also believe that discrimination is easier to measure
shortly after the migrant’s arrival, with compensatory phenomena
coming into force after a while in sectoral or ethnic labor markets
(Renaud et al., 1997); it would therefore be more interesting to study
recent migrants in a survey or from a question on residence a year
before the census.



tion (such as the return of colonists) cannot easily be
distinguished from nationality. Although nothing pre-
vents the place of birth and ethnic group from being
used simultaneously, when these variables are com-
bined (or cross-tabulated) biases linked to ethnicity are
found.

In summary, using monoethnic categories leads to
the isolation of nonhomogenous populations, which
are made up of people with double (or multiple) mem-
bership, and ethnic origin alone does not make it possi-
ble to distinguish different generations, which, added
to the social aspect of the declaration of origin, can 
bias the estimate of social distance. Simultaneous
approaches by variables not susceptible to biases linked
to the social nature of origin appear necessary, and it
would be useful to have information on parents’ birth-
place for populations resulting from recent migration.

3. Longitudinal Observation

It is also necessary to consider the difficulties in
measuring the evolution of population components in
the context of simultaneous variations in the quality 
of enumeration,19 of natural growth, migration, and
changes in declarations of origin. Declaration of ethnic
origin can vary over short periods. In Australia,
between the 1986 census and the postcensus survey,
15% of changes in the declarations of aborigines were
observed (Howe, 1994). How can longer-term changes
be measured?

The evolution of the population by ethnic group, all
ages combined is first of all affected by the different
composition of births and deaths with regard to the
proportion of mixed-race people, which is interpreted
differently according to the method of classifying
them. A population that becomes mixed can lose,
according to the method of classification used, some of
its descendants, which can reduce and even reverse its
growth.

The analysis of the evolution of an ethnic group is
more precise if it is carried out by birth cohort through
the method of expected population (by survival
between t and t¢).

Pt¢
x+a = Px

t *Sx,x+a

where S = population’s probability of survival (P);

x = age in t;
a = interval t,t¢.

However, estimates of mortality by ethnic group
often give controversial results, owing to the bias asso-

ciated with the declaration of different origins for the
same person in censuses (denominators) and in civil
registration data (numerators), because the declaration
is made by the relatives or neighbors of the deceased.
This is a first illustration of the problems in using
ethnic data for measuring demographic phenomena
such as mortality and natality in order to measure
demographic trends and socioeconomic characteris-
tics. Indeed, in relation to a stable attribute (e.g., sex,
place of birth . . .), a cohort increases or decreases
(apart from mortality) only as a result of migration, 
but it is not the case with an unstable variable 
susceptible to changes in declaration such as ethnic
origin. It is therefore difficult to decide whether the
changes are due to migration or changes in declara-
tion, which react one against the other as interference.
The ethnic origin variable alone is not sufficient to
measure migration. Because migration is frequently
ascertained from other sources, we can therefore
attempt, by difference, to estimate the changes in 
the declaration of origin. Ideally, migration data
according to the same categories as those of the census
or the survey should be available.20 The use of ethnic
group, in censuses, for example, seems to call for its
use once more in other statistical fields: civil registra-
tion, migration, etc.

In the absence of a direct measurement of migration,
changes according to place of birth or the nationality
of origin provide an estimate of migration21 when there
is a good match between an ethnic group and these
variables. In the case of censuses, migration can also
be estimated with a question on former residence,
directly for the arrivals and from the expected popu-
lation for the departures (the difference between the
population expected by survival between t and t¢and
population observed in t¢ who declared residence in
the country in the question on former residence in t).
The growth by birth cohorts, of an ethnic group that is
higher than migration or higher than the growth of
another variable that enables the size of this popula-
tion to be estimated without ambiguity represents an
increase in the declaration of this ethnic group in these
birth cohorts, and vice versa, lower growth indicates a
decrease in declaration.

Thus, in the absence of immigration, an increase in
the cohorts of Australian aborigines has been observed
since 1981, after a reduction, in the absence of emigra-
tion, between 1976 and 1981. In Canada, American
Indians have recently experienced an increase owing
to changes in the declaration of origin. In Yugoslavia,
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19 The methods of verifying the completeness of the enumera-
tion are usually postenumeration surveys and comparison with
other, for example, administrative, sources.

20 Provided that that the categories are the same and that the 
declaration of origin is identical and stable.

21 Provided that the statistical operations are similarly complete.



the Yugoslavs22 increased between 1961, 1971, and
1981, but they decreased significantly between 1981
and 1991. These variations were often more than 10%.
In Australia, the increase resulted from the adoption of
laws that are more favorable to the aborigines. In
Yugoslavia, the reduction resulted from an increase in
competition between the nationalities, with political
parties demanding each person to attach themselves to
their origins (Mrdjen, 1992). Between the French Poly-
nesian censuses (Baudchon and Rallu, 1993), signifi-
cant variations are observed around the age of 20,
when individuals move out of family homes and com-
plete the questionnaire themselves without always
taking into account the declaration that their former
household head made when he/she completed the
questionnaire on their behalf. The changes should also
be considered in relation to migration, which is con-
siderable at these ages.

The evolution of the population’s ethnic compo-
nents is interesting not only at a national level but 
also at regional and local levels in order to measure
phenomena such as confinement and ghetto-ization.
The problems that appear at national level can also be
found at these levels (evaluation of enumeration
quality, migration, and changes in declaration of
origin) and necessitate, when the information is avail-
able, the same comparisons with stable attributes as at
the national level.

Taking into consideration the difficulties of follow-
ing the trend in numbers and the social nature of
origins (e.g., susceptible to vary with the occupational
situation), measuring the evolution of the socioeco-
nomic characteristics of the population’s ethnic com-
ponents seems particularly hazardous. Admittedly,
rarely are huge changes in declaration observed, but,
for example, variations of 5% in the total number con-
centrated on certain social categories can be enough to
make the assessment of the trend in levels of qualifi-
cations or occupation impossible.

Finally, the use of ethnic origin, which is not a stable
attribute even though it is often considered as such,
does not make it possible to separate the factors of
change of ethnic groups. As in cross-sectional analysis,
it is necessary to use together (or simultaneously)
other approaches based on stable attributes in order to
confirm the changes.

In conclusion, evaluating the ethnic origin variable
is particularly delicate as it is based on different points
of view regarding the composition of society, the sta-
tistician’s objective viewpoint, and the more subjective

viewpoint of individuals: that of the majority group
and that of the minorities. It represents different reali-
ties, social for the statistician and genealogical or 
biological for others. The fact that the ethnic origin
variable includes nonhomogenous populations,
including individuals with double (or multiple)
origins and of different generations, makes its use dif-
ficult, resulting in considerable biases in the measure-
ment of social distance. Last, as an unstable variable,
it does not allow a precise measurement of changes,
particularly of migration. With regard to minorities
resulting from recent migration, the individual’s place
of birth and that of the parents can be used at the same
time as ethnic origin or preferably apart to improve the
homogeneity of the populations studied and enable
change factors to be analyzed.

It is surprising that current practice most often devi-
ates from the appropriate methods: lists composed 
of terms referring to various dimensions, frequent
changes in the list, imprecise treatment of people of
mixed-race, delimitation of nonhomogenous popula-
tions, and approximate evaluation of changes without
distinguishing the various factors; all of this leads 
to measurement of social distance and its evolution
without the sources of bias even being mentioned.
Compared with analyses of stable attributes, the analy-
sis of ethnic origin can be an interesting complement
or a source of bias, more especially so as the methods
of collection and analysis are approximate. It remains,
however, the only variable that enables autochthonous
minorities or those whose migration dates back to
three generations or more to be studied.

CONCLUSION

Demography has played a preponderant role in
ethnic statistics. In so doing, it participates and has
always participated in the power of naming. For this
reason, complicated problems exist in the demo-
graphic analysis of ethnicity. The ambivalence still
remains as, beyond the numerous problems of pro-
duction and analysis of statistical categories such as
described above, the essentialist and biologizing drift
is still possible. Moreover, the increasing ethnic plu-
ralism of modern societies, in association with the
migratory flows of the past 30 years are a major chal-
lenge in that they question the old definitions of 
identity based on the idea of an ethnic nation and
necessitate new approaches to citizenship (Bauböck
and Rundell, 1998).

One of the major questions raised by the emergence
of new ethnic minorities resulting from immigration
concerns their position within the society and the
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22 Individuals declaring themselves to be of Yugoslav national-
ity, rather than Serb, Croat, or Muslim, etc., which should not to be
confused with Yugoslav citizenship.



nation. In particular, the issue of economic integration
finds its meaning in the fact that minority groups 
have to contend with discriminatory and racial 
obstacles in the labor market. The numerous antidis-
crimination and antiracism measures have created
considerable social demand for data providing infor-
mation on the experience of immigrants and their
descendants, and data that identify the groups who
suffer most from the mechanisms behind ethnic strat-
ification. Censuses continue to provide the best oppor-
tunity for producing such data, insofar as the so-called
ethnic categories reflect, if only in an approximate way,
new migratory realities. The trend toward self-
identification in censuses and the evolution toward
subjective and endogenous definitions must be inter-
preted in this sense.

The evolution of ethnic categories calls into ques-
tion two traditions of demographic research concern-
ing the use of these categories. Their changing and
fluid nature decreases their causal value considerably
and therefore makes it difficult to interpret the varia-
tions in behavior according to these categories. It is 
traditional, differential demography that is called into
question here. But more fundamentally, the subpopu-
lation approach, which is so dear to demography, must
be abandoned as it becomes difficult, if not impossible,
to follow ethnic groups from one census to another.
Expressed in more technical terms, the comparability
of ethnic categories is seriously disrupted by the new
definitions. Nevertheless, that which is lost in compa-
rability is gained in legitimacy and validity insofar as
minority groups participate in the definition of the cat-
egories. Where demography can play a strategic role
in studying ethnic groups is in its statistical power of
information on ethnic inequality. The collection of
ethnic data is only legitimate if it is not used to the 
disadvantage of minority groups (Pool, 1991:16) but
serves to reinforce the policies and measures aimed at
eliminating racist and discriminatory practices.
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INTRODUCTION

The collective genetic heritage (gene pool) of a pop-
ulation is made up of all of the hereditary information
(genes) carried by individuals in the population. The
goals of human population genetics are to study the
structure of the gene pool, to identify the modes and
mechanisms that control the transmission of genes
from one generation to the next, and to track the
underlying variations and their causes.

The intersection between demography and popula-
tion genetics is clear: both fields study the structure 
of human groups and their evolution, distribution in
space, and perpetuation over time. However, they
differ in their approach to the topic. Demographers 
are interested in individuals and their behavior (e.g.,
the population structure by age, sex, marital status,
survival or mortality, nuptiality, fertility, mobility),
whereas population genetics focuses on the allelic
structure of the gene pool and the probability of
change over time in the relative frequency of alleles.
Interaction between the disciplines is intrinsic to the
phenomena themselves, especially with reference to
the mechanisms and modes by which a population is
perpetuated over time. On the one hand, genes are 
not independent entities; their dynamic can only be
studied in relation to the characteristics and behaviors
(notably demographic) of their carriers. On the other
hand, demographic phenomena, such as individual
behaviors, are partly determined by individuals’
genetic heritage.

In the first section of this chapter, we review the
main components of the genetic structure of a popula-

tion. We then examine and assess the principal models
used in population genetics. Next, we study the evo-
lutionary mechanisms of population genetic structure,
using both theory and examples. We conclude the
chapter by discussing the important role that the study
of family names can play in the intersection of genet-
ics and demography.

I. THE STRUCTURE OF A
POPULATION’S GENE POOL

The characterization of the collective genetic her-
itage of a population is based on the observation of
phenotypes, manifestations of hereditary characteristics
that can be discerned by the use of our senses or using
available instruments. For example, eye color can have
the blue or brown phenotype; for the characteristic ABO
blood type, we distinguish the phenotypes type A, type
B, type AB, and type O.

The phenotypic manifestation of hereditary charac-
teristics is determined by the genotype, the set of genes
that the individual received from his or her parents.
For each autosomal characteristic1 the individual has
two genes, one inherited from the mother and one
from the father. These two genes form the individual’s
genotype for this characteristic.

Alleles are different forms of the same gene or dif-
ferent hereditary information for the same characteris-
tic. For the characteristic eye color, genetic information
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might be blue eyes (c allele) or brown eyes (C allele); for
the characteristic blood type there are three principal
types of allele, designated by the symbols IA, IB, and i.
An individual who carries two identical alleles for a
given trait is called a homozygote; an individual whose
genotype consists of two different alleles is called a 
heterozygote.

Different alleles have different capacities to deter-
mine phenotypes. An allele is called recessive when the
information it carries is only manifested if the other
allele is identical (condition of homozygosity); it is
called dominant if its manifestation is independent 
of the other allele; and two alleles are codominant if,
when present in the same individual, they interact to
produce a phenotype different from that produced by
either of the two alleles in homozygous condition
(Table 96–1).

Studies of population genetics start by observing
phenotypes (phenotypic frequencies) in order to
deduce genotypic and allelic frequencies (Appendix
96–A). Allelic frequencies are the base parameter. 
A population is characterized by the relative frequency
of the alleles in its gene pool, and studying the 
genetic evolution of a population means analyzing 
the internal dynamics that determine changes in 
allelic frequencies from one generation to another.

II. MODELS OF POPULATION 
GENETICS

Population genetics uses explanatory models to
study changes in allelic frequencies. Even the most
refined models are merely theoretical instruments 
and can never achieve a complete description of
reality. However, models have been proven to be gen-
erally effective in identifying the forces and mecha-

nisms of genetic evolution and analyzing their modes
of action.

1. Panmixia

The simplest model, panmixia, assumes that evolu-
tion of the gene pool over generations is solely deter-
mined by allelic frequencies. The birth of a new
individual (or the formation of a new genotype) is
equivalent to two independent selections from the
gene pool of the parent generation. If p and q are the
frequencies of the A and a alleles of an autosomal 
bi-allelic system (p + q = 1), the probability that a 
new individual has the genotype AA is p2, 2pq is the
probability that the individual is an Aa heterozygote,
and q2 is the probability of aa homozygosity. The
Hardy–Weinberg theorem, named after its inventors,
describes the relationship between allelic frequencies
(p, q) and genotypic frequencies, given by (p + q)2. In
the new generation, a fraction p2 of individuals will
have the AA genotype, a fraction 2pq will have the Aa
genotype, and a fraction q2 will have the aa genotype.

The model is stable: allelic frequencies remain con-
stant across generations, and the underlying distribu-
tion of genotypes and phenotypes is also unchanging
(panmictic equilibrium). A population that is initially
unbalanced (i.e., with a significant difference between
the observed genotypic frequencies and the frequen-
cies expected based on the model) reaches equilibrium
in the first generation for which the model’s hypothe-
sis holds. Equilibrium is then maintained as long as the
hypothesis holds (Table 96–2).

2. Random-Mating Model

Populations perpetuate themselves via sexual
reproduction, which requires the formation of couples.
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TABLE 96–1 Characteristics, Phenotypes, Genotypes, and Alleles

Characteristic: Eye color Characteristic: MN blood group Characteristic: ABO blood
group

Alleles: C, c Alleles: M, N Alleles: IA IB, i

Relationship: C, dominant; c, Relationship: codominant Relationship: IA and IB, 
recessive codominant; i, recessive

Phenotype Genotype Phenotype Genotype Phenotype Genotype

Brown eyes CC, Cc Type M MM Type A IA IA, IAi
Blue eyes cc Type MN MN Type B IB IB, IBi

Type N NN Type AB IA IB

Type O i i



The reference model (random mating) assumes that
couples are formed randomly with respect to geno-
types (or phenotypes) and that their contribution to
the perpetuation of the group does not vary systemat-
ically. Table 96–3 describes the model: the possible
types of pairings (in terms of genotypes), their relative
frequency, and the distribution by genotype of the
progeny of each couple. It is clear that the condition of
panmixia (random extraction of pairs of alleles) coin-
cides with that of random mating (random formation of
couples).

III. MECHANISMS OF VARIATION OF
GENETIC STRUCTURE

These models assume that the population is large
(theoretically infinite) and that individuals (classed by
phenotype or genotype) all contribute equally to the
formation of the filial generation, with each individual
having an equal probability of coupling and no differ-
ences in fertility or mortality. They also assume that

there is no mutation (passage from one allelic form to
another), so allelic forms remain unchanged and that
the populations are not affected by migration (or at
least that there is no differential migration by pheno-
type or genotype). When these conditions are met, 
the population is said to be in panmictic equilibrium;
allelic frequency (and genotypic and phenotypic fre-
quency) are stable across generations.

There are several situations in which these 
hypotheses are not met.

1. Assortative Mating or Nonrandom
Formation of Couples

We speak of assortative mating when the probability
of couple formation is not independent of the pheno-
type (or genotype) of the partners. Assortative mating
can act in a positive direction (if a couple is more likely
to form when the partners are alike than when they are
different) or in a negative direction (in the reverse
case), and can act either completely or partially.

Positive assortative mating (when partnerships are
more likely to form—or only form—between bearers
of the same trait) does not cause variation in allelic fre-
quencies, but it does imply a different distribution 
of genotypes and phenotypes than that expected
under the panmictic model. In effect, the population is
divided into several subgroups; couples form between
individuals of the same subgroup. In the case of com-
plete genotypic sorting, for example, the population is
divided into three groups, each made up of individu-
als with the same genotype—AA, Aa, and aa, respec-
tively. All children of AA*AA couples and aa*aa
couples belong to the same groups as their parents,
whereas children born to Aa*Aa couples are distrib-
uted among the three groups in a 1 :2 :1 ratio. In each
generation, the frequency of heterozygotes declines,
whereas the frequency of homozygotes rises. The AA
and aa groups of homozygotes each increase by half
the amount by which heterozygotes were reduced.
Allelic frequencies, however, remain constant. After
many generations, heterozygotes approach extinction,
and almost all individuals are of AA or aa genotypes.
The relative frequencies of these two genotypes
approach p and q. At that point, the two remaining
groups are completely separated, forming two distinct
populations between which there is no exchange of
genes.

Consanguinity, marriages between individuals with
common ancestors, can be seen as a particular form of
assortative mating: unions are formed between indi-
viduals carrying a higher than average proportion of
identical alleles, with the proportion being higher the
more closely the two individuals are related. These
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TABLE 96–2 Panmictic Model

Allelic frequencies Genotypic Allelic frequencies
in the parent composition in the filial
generation of the filial generation

generation

Allele A: Genotype AA: pf = 
frequency = p p *p = p2 (2p2 + 2pq)/2 = p

Allele a: Genotype Aa: 
frequency = q 2*p *q = 2pq

Genotype aa: qf = x
q *q = q2 (2p2 + 2pq)/2 = q

TABLE 96–3 Random-mating Model

Type of pairing Frequency Distribution of offspring 
according to genotype

AA Aa Aa

AA p4 p4

*AA
AA * 4p3q 2p3q 2p3q
Aa
AA * 2p2q2 2p2q2

aa
Aa * 4p2q2 p2q2 2p2q2 p2q2

Aa
Aa * aa 4pq3 2pq3 2pq3

aa * aa q4 q4

Total 1 p2 2pq q2



identical alleles have not only the same effect but also
the same origin, because they are pairs of alleles that
were present in the couple’s common ancestors. Chil-
dren born to consanguine marriages show a higher fre-
quency of homozygous loci and a lower proportion of
heterozygous loci than do other children. The proba-
bility that recessive alleles will be manifested at the
phenotypic level increases, which explains the higher
frequency of hereditary diseases among children of
consanguine parents.

Negative sorting means that couples are more likely
to form between individuals with different character-
istics. Sex is the classic example, although the example
is not quite correct: the two chromosomes X and Y,
which jointly determine sex (XX for women, XY for
men), can be seen as two allelic forms of a gene. Pair-
ings only take place between individuals of the oppo-
site sex. From these pairings, individuals of both sexes
are born, in a 1 :1 ratio. The system is stable, with the
frequency of the two alleles constant at 0.75 and 0.25.
Only two genotypes (or phenotypes) are possible (XX
and XY), male or female, each with a frequency of 0.5.

2. Selection: Differences in Contribution
to Subsequent Generations

Selection occurs when individuals’ contributions 
to subsequent generations differ as a function of the
genetic information they carry. Survival and fecundity,
the two primary components of the biological capac-
ity for reproduction, are largely determined by genetic
heritage, although fertility also depends on many
other factors, with socioeconomic and cultural factors
playing a growing role.

The relative effective contribution to the formation
of subsequent generations is measured using the index
of fitness. A fitness of one is assigned to the individuals
(or couples) who have the largest number of successful
offspring, that is, children who survive and reproduce
in turn. The value of the index of fitness for other
groups is calculated by dividing their average number
of successful offspring by that of the group with fitness
1. The index of selection describes the phenomenon from
the opposite perspective and is calculated by subtract-
ing the index of fitness from one. Selection is set at zero
for the group whose contribution is largest and is equal
to one for the group with zero contribution (fitness
equal to zero).

Table 96–4 gives an example in which the average
number of successful offspring varies by genotype and
shows the relative values of fitness and selection for
each group. For each successful child produced by an
AA individual, Aa and aa individuals produce 0.75 and
0.5 children, respectively. It does not matter for the

purpose of this example whether all Aa and aa indi-
viduals have lower effective fertility do than AA indi-
viduals or whether, for example, 75% of Aa individuals
reproduce as do AA individuals and 25% do not repro-
duce at all, or the survival of children born to Aa indi-
viduals is 75% that of children born to AA.

Selection can act at different levels: in the formation
of gametes, during the course of the definition of the
genotype, or in the expression of the phenotype. It 
can act through mortality or differential survival,
through differences in fecundity or fertility, or even
through differences in the capacity to raise children
after their birth. In all cases it influences the overall
results through differential contributions to the per-
petuation of the population. Because of the large
reduction in infant mortality, the number of children
born alive now provides a good estimate of fitness.

Categories (gametes, genotypes, phenotypes) that
are associated with reduced fitness are submitted to
negative selection; we speak of positive selection for
groups with higher fitness. To indicate the object and
the direction of selection, expressions such as selection
against the recessive allele, against the recessive phenotype,
selection in favor of, or against heterozygotes, are used.
Appendix 96–B explains in more detail the effects of
different types of selection on the genetic structure of
a population.

Over the course of generations, the continuous
action of selection reduces the frequency (or even com-
pletely eliminates) of the alleles being selected against
and the genotypes and phenotypes formed by these
alleles. Selections against the heterozygote constitute a
special case, because this genotype contains different
allelic forms (Appendix 96–B). Selection against the het-
erozygote, when it has a lower fitness than do the two
homozygous genotypes, leads to fixation of the allele
with a higher initial frequency. Selection in favor of the
heterozygote (heterozygote with higher fitness than
homozygotes), in contrast, leads to a stable equilib-
rium, determined by the intensity of selection against
the two homozygotes independently of their initial
allelic frequencies.

The direction of selection is not always constant.
The eradication of malaria is a classic example of a
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TABLE 96–4 Indices of Fitness and Selection

Genotype Average no. of Indices of
successful offspring

Fitness Selection

AA 4 1 0
Aa 3 0.75 0.25
aa 2 0.50 0.50



process that has changed the direction of genetic selec-
tion. When a population is subject to both thalassemia
and malaria, selection favors the heterozygote, to the
detriment of the two homozygous forms. However,
with the disappearance of malaria, selection acts
against the thalassemia homozygote and, to a lesser
degree, against the heterozygote.

3. Mutations

The expression genetic mutation signifies the passage
from one allelic form to another. Mutations occur nat-
urally in the course of the DNA replication that pre-
cedes the formation of gametes. Certain environmental
conditions can influence the frequency of mutations or
mutation rate. The most common effect of a mutation is
the loss of a function: for example, an error in replica-
tion might cause an allele to lose the information nec-
essary for the synthesis of an enzyme. Such a mutation
is equivalent to the passage from the dominant allelic
form to a recessive form: individuals that are homozy-
gous with respect to the new allele are not able to syn-
thesize the enzyme, and the reaction that requires its
presence cannot take place in these individuals. Muta-
tion in the opposite direction (retro-mutation), which
confers a previously missing functional capacity on an
allele, is less frequent but still possible.

Mutations change allelic frequencies. Given a rate of
mutation m from A to a, in each generation a number
pm of A alleles mutate to a. In subsequent generations,
the allelic frequency p of A varies according to the
equations:

p1 = p0 - mp0 = p0 (1 - m)

p2 = p1 - mp1 = p1(1 - m) = p0 (1 - m)(1 - m) = p0 (1 - m)2

pn = p(1 - m)n.

If, in addition to the mutations from A to a, retro-
mutations also take place at a rate n, in each genera-
tion mp A alleles mutate to a and nq alleles mutate 
from a to A. If the two quantities are equal, the allelic
frequencies do not change. Equilibrium is thus 
determined by the values of the mutation and retro-
mutation rates, not by the initial values of the allelic
frequencies. In an equilibrium state

Mutation-Selection Interaction

A mutation that causes the loss of a function, such
as the capacity to synthesize an enzyme, can lead to
the phenotypic manifestation of defects or disease in

ˆ ˆp q=
+

=
+

n
m n

m
m n

and

the homozygote. In this case, there will be selection
against the recessive phenotype. Selection tends to
eliminate harmful alleles, whereas mutations continue
to reform them. If s is the intensity of the action of
selection and q is the allelic frequency of a, sq2 indi-
viduals will be eliminated in each generation as aa
homozygotes are struck by selection. Mutations will
simultaneously recreate mp @ m new a alleles. Equilib-
rium conditions are defined by

If there is complete selection (s = 1), the equilibrium
frequency of a becomes:

4. Individual Mobility and Migration

When individuals migrate, they take their genes
with them. Depending on the characteristics of the
sending and receiving populations and the intensity
and direction of migration, migratory flows can
modify the genetic structure of the populations
involved. Models are used for reference in studying
the effects of migration. Migration-induced variations
are generally evaluated based on allelic frequencies in
the gene pool of the receiving population as a 
whole (Appendix 96–C). Migration often leads to 
the constitution of subgroups within the receiving 
population; couples form preferentially within 
each subgroup (assortative mating based on origin).
Usually, it requires many years, or even many 
generations, before groups of immigrants can be con-
sidered to be integrated into the receiving population
to the point at which the hypotheses of the random-
mating model can be applied to the population as a
whole.

Migration may also influence fertility. The average
number of children in immigrant families is often dif-
ferent from that of native-born families. Migrants may
have higher fertility owing to the conservation of tra-
ditions specific to the population of origin or, fertility
may be lowered by difficulties caused by migration
itself.

Appendix 96–C illustrates some of the effects of
migration on the genetic structure of populations.
These effects can vary depending on the direction and
strength of migratory flows, allelic frequencies in the
populations in question, and, finally, the subgroup
structure that develops in the host population. Models
address one phenomenon at a time; they can be 
combined and integrated to describe interaction
between different processes taking place in the same
population.

ˆ .q = m

ˆ .q s= m
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Because migrants are not a random genetic sample
of the population of origin, migration can also induce
changes in the sending population. In the models con-
sidered here, migratory behavior is hypothesized to be
independent of the genotype or phenotype of the indi-
vidual, but it is nevertheless possible that genetic char-
acteristics could affect the propensity to migrate. For
example, migration by groups (family groups, groups
of relatives, or inhabitants of the same village) can
produce concentrations of specific genetic markers,
which differentiate migrants based on their population
of origin.

5. Genetic Drift

Genetic drift describes the effect of random varia-
tions occurring in a finite population with an intensity
inversely proportional to the size of the group. The
action of drift, which accumulates from generation to
generation, can lead to fixation of one of the initial
allelic forms. It is impossible to predict which allelic
form will be fixed. In general, the allelic form with the
highest frequency has the highest probability of being
fixed; if several populations with the same initial allelic
frequencies are considered (p for allele A and q for a),
the most likely outcome is that allele A becomes fixed
in a proportion p of the populations and a in a pro-
portion q. However, this distribution is only the most
probable distribution; the outcome in a given popula-
tion cannot be specified a priori.

The fixation rate is a useful parameter for describing
the dynamics of finite populations: it indicates the pro-
portion of alleles established in each generation in a
population, that is, the proportion of the population in
which an allele is fixed.

Genetic drift reduces the internal variation in a pop-
ulation, thus limiting the possibility of adaptation; that
is, in evolutionary terms, a population’s capacity to
survive in the face of environmental changes. At the
extreme, when all individuals in a population have the
same phenotype, environmental variation incompati-
ble with this phenotype can lead to the extinction of the
entire population. However, genetic drift increases dif-
ferences between populations, by causing the fixation
of different alleles in initially similar populations. One
or more of these populations might contain an allele
more capable of responding to environmental varia-
tion. Only these populations would survive, possibly
occupying vacated ecological niches. Drift cannot be
defined a priori as having positive or negative effects
on a population’s survival capacity; it produces an
advantage in some cases and a disadvantage in others.

Migration counteracts drift by increasing internal
variability and reducing divergence between popula-

tions. In the presence of migration, even at low rates,
the index of fixation by drift decreases rapidly. Muta-
tions also work in opposition to drift, but because
mutation rates are generally much lower than are
migration rates, their effects are even weaker.

IV. ANALYSES AND APPLICATIONS

The development of electrophoresis techniques 
has led to great advances in the observation of allelic
frequencies. These techniques make it possible to
observe polymorphism at the proteic level; today,
DNA sequencing techniques have opened the way for
new and more radical means of observing genetic vari-
ability, based on the sources of information as well as
it manifestations.

1. Geographic Distribution of 
Allelic Frequencies

Graphing techniques can be used to establish the
spatial distribution of allelic frequencies as a function
of the geographic location of populations. Lines of
equal frequency, analogous to level curves uniting
points at the same altitude on a relief map, mark zones
where populations share the same allelic frequency,
and color and shadings distinguish geographic areas
with different frequencies.

When these techniques are applied to the different
regions of Italy (Fig. 96–1), zones with strong or 
weak diffusion of an allele are immediately visible, as
is the existence of a gradient. In this situation, the 
distribution of allelic frequencies is the result of spe-
cific patterns of diffusion produced by both migration
and factors of isolation. Environmental characteristics
can also influence the frequency distribution. For
instance, because the hemoglobin allele S confers a 
relative resistance against malaria, the distribution 
of the allele is associated with the presence of the
disease.

The works of Arthur Mourant (Mourant, 1954;
Mourant et al., 1976) provide a remarkable set of obser-
vations on this subject. The monumental work of Luigi
Cavalli-Sforza et al. (1994) is more up-to-date both in
the data collected and in the methods used.

2. Evolutionary Reconstructions and the
Relationship between Populations

The relationships between populations, and their
genetic similarity (or distance), can provide informa-
tion about their biological evolution. Clearly, two pop-
ulations that have recently descended from the same
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ancestral population will have similar allelic frequen-
cies. However, populations that have been evolving
separately for a long period will have more different
distributions of allelic frequencies. It is even possible
to estimate the time elapsed since the separation of two
populations by hypothesizing a relationship between
the degree of differentiation between the populations
and the time necessary to develop this difference. That
is, comparing the gene structures of populations
makes it possible to formulate hypotheses about their
evolution and the relationships between them. Con-
clusions should be accepted with caution; genetic sim-
ilarity can result if populations are submitted to
analogous factors of selection and does not necessar-
ily imply a common evolutionary path. In addition, the
relationship between genetic difference and time
elapsed is not always linear.

3. Genetic Distance, Distance Matrices,
and Methods of Representation

Indices of genetic distance provide a synthetic
measure of divergence between the gene pools of dif-
ferent populations. There are numerous methods for
calculating the genetic distance between populations;
Jorde (1980) and Lalouel (1980) provide overviews of
these methods that are both detailed and wide in
scope.

One of the most commonly used measures of
genetic diversity is Masatoshi Nei’s D value (1972,
1978). Nei’s D is calculated by using the probability of
having identical alleles on the same locus chosen ran-
domly from the gene pool of the two populations
being compared, weighted by the probability of 
equality within each population. If pAi and pBi are the
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FIGURE 96–1 Average frequencies of IA alleles (ABO system) in regions of Italy. (From Soliani et al., 1981.)



frequencies of the allele i in populations A and B,
respectively, then:

IAB = SpAipBi, IAA = SpAi
2 and IBB = SpBi

2;

the normalized identity I is given by the ratio

and the standard genetic distance is

D = -ln(I).

Anthony Edwards and Luigi Cavalli-Sforza (1965)
proposed a geometrically based method. Populations
are represented by points whose coordinates corre-
spond to the square roots of the allelic frequencies.
Because the sum of the allelic frequencies of each
system is equal to one, these points are located on the
surface of a hypersphere with radius 1 and axes given
by the square root of the frequencies. In a bi-allelic
system (p + q = 1), the population-points are positioned
on the circumference with the equation x2 + y2 = 1, 
with pand . In a tri-allelic system 
p + q + r = 1, they are on the surface of a sphere. The
distance between two populations can be defined as a
function of the arc defined by the two points or of the
length of the chord that joins them. The chord provides
a linear distance and makes it possible to combine dis-
tances calculated from independent genetic systems
(characteristics carried on different chromosomes)
geometrically.

Researchers argue over the usage of genetic dis-
tances, the theoretical conditions required for validity
of the measures, and the interpretation of results.
However, both theoretical and empirical examples
show a strong correlation between the different
methods of calculating genetic distance, generally
between 0.8 and 0.95 (Hedrick, 1975).

4. Graphical Representations

Distance matrices, constructed from the indices of
diversity between populations taken in pairs, can be
used to produce graphic representations which are
easier to read and interpret than distance measures.
The most common approaches are tree diagrams (or
dendrograms) and topological maps.

The dendrogram describes the evolutionary relation-
ships between populations. It assumes that currently
existing groups are derived from the same ancestral
population submitted to a series of splits, and that the
cumulated genetic difference between two popula-
tions is a function of the time elapsed since their sep-
aration. Starting with the distance matrix, it is possible
to retrospectively reconstruct the order of splits and
the probable evolutionary paths (phyletic trees) traced

y q=x p=

I I I IAB AA BB=

by the populations. Different methods often produce
different results; specialized techniques, such as boot-
strap resampling (Efron, 1982), can be used to assess
the credibility of the trees produced and to identify the
most likely tree.

At the conceptual level, one problem with the 
dendrogram is that splits are generally not followed 
by complete separations between populations, and
genetic flows, in the form of individual migrations,
continue between groups belonging to different
branches. Satisfactory methods taking into account
these postseparation genetic flows do not yet exist.

Take, for example, the relationships between Italian
regions, each characterized by allelic frequencies of 
the classic blood groups (ABO, MNSs, Rh haplotypes). 
We first recorded the average frequency of each 
allele in each region, then constructed the between-
region similarity matrix. From there, we used the
program Mega2 (Kumar et al., 2001) to produce the
dendrogram in Fig. 96–2, which describes the rela-
tionships between the gene pools of different regions.
The uniqueness of Sardinia is immediately evident; a
second division separates the southern regions from
the center and north regions. These groupings are in
turn progressively subdivided into distinct subgroups.
The dendrogram as a whole reflects the geographic
dispersion of the regions, their history, and the rela-
tionships that they have maintained over the past cen-
turies fairly well.

Topological maps are based on methods such as 
principal components analysis and multidimen-
sional scaling. In general, they provide good descrip-
tions of the relationships between groups and are more
informative than are tree diagrams when there are
clear divisions among the groups or when the goal is
to compare results obtained by using different data
sets. Meaning is assigned to the axes afterward, and 
is often based on geographic position or ethnic 
origin, cultural identity and historic relations, territo-
rial characteristics that impede or encourage relation-
ships between groups, or migratory dynamics. Based
on the organization of the population under study,
topological maps can provide information on evolu-
tion. They do not necessarily assume that evolution
has taken place in the form of a series of splits, with
interruption of all genetic flows between the groups
that result.

The topological representation in Fig. 96–3 is based
on the same data used to construct the dendrogram in
Fig. 96–2. The values of the first dimension of a multi-
dimensional scaling analysis are plotted on the hori-
zontal axis, whereas the second dimension is on the
vertical axis. The first dimension can be easily inter-
preted as the north–south direction. Similar to the 

558 Lucchetti and Soliani



Chapter 96/Genetics and Demography 559

Trentino

Venezia

Frioul

Lombardy

Liguria

Piedmont

Tuscany

Emilia

Marches

Lazio

Umbria

Abruzzo

Basilicata

Calabria

Puglia

Campania

Sicily

Sardinia

0.001
INED
23404

FIGURE 96–2 Dendrogram of relationships between Italian regions based on allelic frequencies of ABO,
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dendrogram, the topological representation reflects
the geographic distribution and the history of the
regions. However, it describes the relationships solely
based on the proximity of the points, without having
to assign each region to a particular branch. Thus, for
example, Liguria and Piedmont are closely linked both
geographically and historically, but under the com-
plete taxonomy of the dendrogram they were assigned
to different subgroups.

V. BIODEMOGRAPHIC RESEARCH

When it comes to genetic evolution, human popu-
lation biology shares many interests with the study of
demographic evolution—the study of relationships
between isolates and the groups that make up popu-
lations, and of variation over time and space. Scientists
can study distributions of genic frequencies, by using
erythrocytic and proteic markers and recent improve-
ments allowing the observation of the sequencing of
nuclear and mitochondrial DNA. This understanding
makes it possible to make deductions about the origin
and the evolution of human groups, and even to reach
some conclusions about the origins of modern humans
(Cann et al., 1987; Cavalli-Sforza et al., 1994).

Research on micro-evolutionary processes—the
concrete mechanisms by which groups are trans-
formed over time—as a function of sociodemographic
behaviors is also very useful. In particular, it is 
necessary to consider changes in fertility, nuptiality,
mortality, and migration, which can vary across pop-
ulations and have reached new levels over the past few
centuries.

An early area of research, which is now fairly old,
studies demographic behavior in order to identify the
mechanisms causing the evolution of genetic and
genotypic frequencies: selection via differential mor-
tality and fertility, migration, genetic drift, preferential
mating, and subdivision of the population into isolates
or subgroups. These biological and genetic transfor-
mations can be clarified and quantified by measuring
evolution and demographic variation.

Consanguinity is one of the themes that has long
been embraced by biodemography (Cavalli-Sforza and
Bodmer, 1971; Conterio and Moroni, 1974). The type
and degree of consanguinity as well as its incidence are
tied to the age structure and the natural and migratory
dynamics of the population. These factors in turn
depend on social organization such as division into
classes or castes, economic parameters such inheri-
tance systems, religion, laws, traditions, and familial
and collective customs. Studying the historical evolu-
tion of consanguinity and its variation over time and

space, as well as differences in behavior within com-
munities, makes it possible to evaluate the specific
variations in the genetic structure of populations. Con-
sanguinity is also important from a medical point of
view, because it encourages the appearance of patholo-
gies caused by harmful or lethal recessive genes; mor-
bidity, disability, and infant mortality, in addition to
morphological characteristics such as size, are closely
correlated with consanguinity.

By studying union formation and modes of choos-
ing spouses, it becomes possible to demonstrate that
assortative mating by phenotypic characteristics or
even social or cultural characteristics is taking place.
Analyzing marital mobility, both within and between
groups or populations, allows researchers to estimate
a community’s degree of isolation and to evaluate 
the effects of isolation on the evolution of genetic 
structure.

Migration has a strong influence on the evolution of
the gene pool in a given geographic area. In genetics,
the cumulative effect of continuous migration is impor-
tant, even aside from the short-term effects of migra-
tion. Entries and exits have different impacts on the
genetic pool. Emigrants are not a representative sample
of the sending population, either socially or biologi-
cally. For the receiving population, the consequences
for genetic heritage vary based on the life trajectories of
immigrants, especially in terms of reproduction. Eco-
nomic and social factors such as occupation, education
level, marital status, and income affect both reproduc-
tive behavior and the likelihood of eventual integration
into the receiving society. Thus, migratory flows must
be analyzed at a fairly fine level, at minimum sepa-
rately by sex and age group.

The nominative reconstruction of families, extended
to entire populations or wide geographic areas, fur-
nishes the most interesting, most complete, and most
complex examples of interaction between demogra-
phy and genetics or population biology. When it is
extended to large territories and over several genera-
tions, it provides geneticists and population biologists
with real-world experience (“real” populations whose
outcomes can be followed over time) in which evolu-
tionary forces and mechanisms, as well as their results,
can be observed concretely.

This reconstruction takes the form of what we call
“useful history” of a population, integrating demo-
graphic history, social history, and genealogical and
genetic history.

The pioneering research in this domain was carried
out on the population of Quebec in the 19th and 20th
centuries (Charbonneau et al., 1987; Desjardins, 1988;
Bideau et al., 1995). It represents a significant example
of this type of approach because of the impressive
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number of individual records; the extent of the histor-
ical field covered; and the quantity of biological,
medical, social, and economic characteristics consid-
ered. This research assessed the consequences of
founder effects, the choice of spouse, the number of
children per family, migratory flows, consanguinity,
endogamy, and the evolution of isolates.

Because this analysis included information on
hereditary diseases (Bideau et al., 1979), it was possi-
ble to construct a map illustrating their spatial diffu-
sion. “It is evident that the eastern regions are affected
by rare diseases, mostly characteristic of the French
Canadian population (tyrosinemia, spastic ataxia of
the Charlevoix-Saguenay, intestinal atresia, agenesis of
corpus callosum, myotonic dystrophy . . .). On the
other hand, in the center and west regions, we find for
the most part more common diseases such as
Duchenne’s disease, phenylketonuria, Friedreich
ataxia, thalassemia. . . . Diseases including cystic fibro-
sis and fragile X syndrome are spread over the entire
population” (Bouchard, 1993).

Demographic analyses, both aggregate-level and
based on individual reconstructions, have shown that
the region’s population was produced by three waves
of migration (from three founder effects?), which took
place one after another in the three regions of Quebec
between the 17th and 19th centuries. These immi-
grants, who were likely not a random sample of the
French population of origin, gave birth to a population
that was genetically different from the population of
origin. The contribution of pioneering immigrants to
the genetic pool is also clearly recognizable in recon-
structions of ascending genealogies of the bearers of
hereditary diseases: “A study of the first couples to
arrive in the Saguenay (before 1842) demonstrated that
after six generations, more than 20% of the first immi-
grants no longer had any descendants in the regional
population, whereas 10% of them had more than 3000
descendants” (Bouchard, 1993).

Overall, the unique characteristics in the gene pool
of the population under study can be attributed to (1)
natural fertility that led to population doubling every
25 years, (2) distinctive modes of familial reproduction
that encouraged the establishment of descendants of
longstanding family lines, and (3) a relatively endoga-
mous marriage market, all accentuated by (4) highly
homogenous immigration.

Contrary to what is generally believed, studies have
shown that closely consanguine parents were not sig-
nificantly more common among carriers of rare hered-
itary pathologies. Because of differential reproduction
patterns by founders within the population being con-
sidered, the risk of hereditary disease was diffused
throughout the majority of the population rather than

being concentrated in certain easily identifiable fami-
lies or groups of descendants. Close consanguinity
between spouses thus adds relatively little to the
general risk of a given couple producing a child
affected by pathologies owing to rare genetic muta-
tions (Bouchard, 1993).

Research on reconstructed populations has slowed
considerably since the 1980s because of the numerous
and serious practical difficulties in organizing studies.
Research is based on the collection of a large mass of
data and requires costly long-term investigations and
precise organization of data. In addition, it takes a long
time to arrive at concrete results using these data.
Genealogical reconstructions also demand a high level
of competence in different scientific domains, leading
to difficulties in collaboration and integration, and the
substantial financial resources necessary for these
studies are difficult to mobilize in a single field. Finally,
because reconstructions necessarily apply to specific
populations and periods, the results obtained describe
specific situations and are not always easily general-
ized. Once carried out, however, this type of study can
be highly productive, as evidenced by the example
described above. Developments in computing and the
expansion of available archives and computerized
databases have opened new possibilities for the appli-
cation of these methods, including in large present-day
populations.

VI. THE ANALYSIS OF SURNAMES

In patrilinear societies, family names can be treated
like allelic forms of a gene situated on the Y chromo-
some and transmitted through the male line. The
origins of surnames are cultural. Since the codification
of surnames and the establishment of rigorous norms
of recording, however, the diffusion and population
structure of surnames has been a product of the repro-
ductive and migratory behavior of their bearers. (In
many Italian regions and in a variety of European
countries, family names were widely used starting in
the 17th century.) Currently, the modes of diffusion of
family names are analogous to those that prevail for
genetic characteristics.

Surnames, which are inherited from the family of
origin, define an individual identity that is both bio-
logical and cultural. At the population level, the dis-
tribution of surnames can help define the biological
and cultural identity of different groups, as well as
provide insight into the structural characteristics of the
population itself.

The correspondence between family names and
genes is obviously not complete. Problems arise from
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the polyphyletic origin of surnames: the same family
name could form independently in different regions,
and having the same family name does not always
mean sharing the same origin. Illegitimacy, adoption,
transcription errors, and legal changes, as well as the
evolution of the language, introduce variations at the
individual level, although they do not generally com-
promise the ability to characterize a population on 
the aggregate level. Finally, the length of time that is
observable is not ideal: the history of family names is
fairly brief compared with the long evolutionary
period of allelic frequencies. Still, from the rich bibli-
ography already available, it is clear that surnames
and genes follow similar dynamics: conclusions
derived from analyses using the two types of data are
generally consistent (Lucchetti and Soliani, 1989; Zei 
et al., 1993).

Family names have the practical advantage of being
easy, quick, and inexpensive to record and categorize.
The record of surnames can be extended to cover the
whole population and can often be directly obtained
from lists that have already been established in various
forms by various public and private institutions. Many
of these lists now exist, and some are even computer-
ized. Different sources of names can be used depend-
ing on the phenomenon being studied: stock data
(censuses, population registers, lists of residents) or
vital data (births, marriages, deaths) of people who are
native to a certain area or have experienced certain
events (marriage, birth, parenthood, death) in that
area. By using historical registers (religious or civil),
the record of family names can be extended into the
past as well. A population’s evolution, at least for the
past few centuries, can be traced completely by observ-
ing actual movements in detail. It is thus possible to
overcome the fundamental ambiguity of attempting to
reconstruct the past from the present when experi-
mental verification is not possible.

Frequencies of surnames form a system with high
polymorphism, with a large capacity for characteriza-
tion and differentiation. Systems of surnames can even
be used to distinguish between neighboring popula-
tions, in which biological characteristics are generally
not sufficient to identify significant differences 
(Lucchetti and Soliani, 1989).

1. Isonymy, Consanguinity, 
Matrimonial Structure

The use of surnames to analyze consanguinity is
generally traced to George Darwin (1875), who esti-
mated the frequency of marriage between cousins
based on the incidence of isonymic marriages, or mar-
riages between people with the same family name.

Analyses of this type were carried out in numerous
studies, based on a precise quantification of the rela-
tionship between consanguinity and isonymy (Crow
and Mange, 1965). More recent applications address
the repetition of surname pairs among spouses, thus
extending the analysis to the marital behavior of the
population as a whole. To uncover and assess popula-
tion subgroups within which marriages take place
preferentially, Gabriel Lasker and Bernice Kaplan
(1985) calculate the number RP (for “repeated pairs”)
of repetitions in associations of spouses’ last names
according to the following formula:

where Sij represents the number of couples in which
the husband has the surname i and the wife the
surname j and N is the total number of couples. The
index RP varies between zero (each pair of last names
appears only once) and one (all couples have the same
combination of family names). The expected value
E(RP) for a random combination of family names 
is calculated by using the method proposed by
Ranakut Chakraborty (1985). Comparing observed
and expected values for a random sample makes it
possible to measure the nonrandom component and
thus to evaluate the influence of preferential choice on
the formation of couples. Preferential choice is inter-
preted as an expression of subdivisions within the
population (Mascie-Taylor et al., 1987). Applications to
historical populations in Massachusetts (Relethford,
1992) have shown that the random component of RP
is negatively correlated with the size of the population
and with exogamy. The relative excess of RP is posi-
tively correlated with the size of the population,
demonstrating a positive relationship between popu-
lation size and internal stratification.

2. Family Names and the Internal
Structure of the Population

The typology of the distribution of surnames 
supplies information on the internal structure of a 
population. Intuitively, there are two extreme situa-
tions: a population with few family names, all with 
a high degree of repetition, and a population with
many family names, all rare. The first suggests a high
degree of isolation, with no immigration of individu-
als from the outside: the survival of the population
depends on local families, and the number of sur-
names declines over time, with the remaining names
increasing in frequency. In the second type of popula-
tion, the greater variety of surnames suggests the pres-
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ence of immigration introducing new family names
with low occurrence in the population.

The number S of different surnames in relation to
the number N of individuals is a measure of the inter-
nal homogeneity (or variability) of a population. For
populations of equal size, differences in the number S
of patronymic forms stem from characteristics of the
community, in particular on its level of isolation or
openness.

The ratio S/N is a crude but simple indicator of 
a population’s richness in surnames; a higher 
value implies a greater variety of family names. At 
the extremes, a ratio equal to one means that 
every individual in the population has a different 
last name, whereas values close to zero indicate that
there are few patronymic forms and each is carried 
by a relatively large number of individuals. In the 
first case, the family name has great power to 
identify the individual within the population but can
only rarely distinguish the population from other
groups. In the second case, the family name cannot
identify the individual within the group but is strongly
predictive of the community that the individual
belongs to.

The ratio S/N is defined based only on the diversity
of patronymic forms in a population and does not
always distinguish between different populations with
the same level of variation. For instance, the ratio has
the same value when there are S last names appearing
with equal frequency in the population and when
some of the S surnames are common whereas others
are rare or unique.

Family names that appear only once (family names
with frequency one) have a strong influence. In his-
torical populations, especially isolated populations,
the modes of transmission of family names and
patrilocal customs meant that surnames with fre-
quency one were mostly carried by women who had
married in to the population. In present-day popula-
tions, however, family names with incidence one, or
more generally with low frequency, are primarily asso-
ciated with the mobility of single people, essentially
men, who migrate for work reasons.

Numerous indices originally used in analyses of
biological variability (genetic or ecological biodiver-
sity) can be applied to the distribution of family names
in order to describe the structural characteristics of a
population. The probability that two randomly chosen
individuals carry the same family name (Relethford,
1992) defines the random component of the internal
isonymy of a group. As James Crow and Arthur Mange
(1965) have shown, there is a specific relationship
between this measure and the random component of
the consanguinity in a population.

The frequency and distribution of patronymic forms
can be used to evaluate a population’s richness in sur-
names and even to estimate the importance of migra-
tory flows. Ronald Fisher’s a index (Fisher et al., 1943),
developed to assess an ecosystem’s richness in species,
measures the abundance of surnames in a population.
The n index developed by Samuel Karlin and James
McGregor (1967) measures the rate at which new
alleles appear in a population. When applied to sur-
names, it is interpreted as a measure of the rate 
of entrance of new names and used to estimate 
immigration.

Applications using historical data from the Parma
Valley (Yasuda et al., 1974) and Sardinia (Zei et al.,
1983), as well as on recent Italian (Piazza et al., 1987),
Sicilian (Scapoli et al., 1997), and French (Darlu and
Ruffie, 1992) data, confirm the credibility of this usage
of family names. The results of this research are in
agreement with observations based on demographic
data.

3. Migration Matrices

By observing the distribution of surnames at dif-
ferent periods in the same group of populations,
researchers can analyze changes in these populations
as a function of migratory and reproductive behavior.
For instance, Ellen Wijsmann et al. (1984) proposed an
interesting method and applied it to historical data of
Sardinia. The patronymic structure of several popula-
tions can be described using a matrix N of dimension
P ¥ S, where P is the number of populations being
studied and S is the number of names. Each row of the
matrix corresponds to a population, and each column
to a surname. Each cell element npk represents the
number of individuals in the population p with family
name k. The patronymic structure of the P populations
observed at different times can be described using two
matrices, N1 and N2, indicating times t = 1 and t = 2,
respectively. If the P populations represent a relatively
isolated system, N2 can be expressed as a function of
N1 according to the relationship

N2 = B ¥ N1 + E

where the matrix E represents effects due to chance, or
at least to causes other than migration and fertility. The
matrix B, a square matrix with dimensions P ¥ P, com-
bines the joint effects of migratory and reproductive
behavior. B can be decomposed into two matrices R
and M such that B = R ¥ M. R is a diagonal matrix:
each cell rij describes the reproductive behavior in the
jth population. M is a square matrix, also P ¥ P, in
which each element mjk indicates the proportion of
individuals migrating from population k to population
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j. The elements of the main diagonal estimate the 
proportion of native born residents.

Ignoring E and assuming that only migration and
reproduction are at work, we can write

N2 = R ¥ M ¥ N1

where the value of each cell npk in N2 (the number of
individuals in population p with surname k at 
time t = 2) is calculated by adding the number indi-
viduals with the kth name at time t = 1, reproducing at
the rate of their population of origin, who migrate
from each population to population p (including 
the quota mpp of people originating in population p
who stay in the same population). Ellen Wijsmann 
suggested a way of deriving B from the matrices of
isonymy between the populations and then deriving
M, which describes the probabilities of migration
between the populations being considered. When
applied to historical data from Sardinia, the method
has produced results that are in good agreement with
what is already known about migratory movements in
the region.

4. Relations between Populations

Models and methods similar to those used for allelic
frequencies can be applied to the study of family
names and can shed light on the relationships between
two or more populations. Indices of distance or of sim-
ilarity can be calculated based on the probabilities that
two individuals taken at random from the two popu-
lations have the same family name.

One of the most commonly used is the Rij index
developed by Gabriel Lasker (1977, 1985):

where Sik and Sjk are the number of individuals 
with surname k in populations i and j, respectively,
and Ni and Nj are the total number of individuals in
the two populations. Rij is an index of similarity (of
relationship): it is high when the two populations 
have a significant proportion of patronymic forms in
common, zero when they have no patronymic forms
in common.

To facilitate interpretation and comparison of
values, other indices impose a constraint that the index
of similarity of a population with itself be one. One of
the most prominent of these indices is the index of
“standardized isonymy” proposed by Kuan Ho Chen
and Luigi Cavalli-Sforza (1983), which is calculated
from the relative frequencies pik and pjk of surname k in
populations i and j:
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The methods of representation described for matri-
ces of genetic distance can also be used for matrices of
similarity obtained from family names. In general,
results agree with those obtained on the basis of allelic
frequencies. As noted above, these methods can also
be used to compare neighboring populations with neg-
ligible genetic differences.

The diffusion of family names, in accordance with
the geographic dispersion of their bearers, provides
information on the history of populations. In particu-
lar, family names can shed light on the presence of
groups linked by a common cultural-historical origin,
or groups that are culturally differentiated owing to
different ethnic origins or long periods of isolation.
The application to the Italian population (Zei et al.,
1993) has clearly shown correlations between the
history of different regional populations, the influence
of immigrants of different origins, and historic sepa-
rations (Barbujani et al., 1991, 1992). Analyses carried
out based on surnames are in good agreement with
maps produced based on allelic frequencies (Piazza,
1988), as is shown in the examples described here.

These analytic methods have been applied to dis-
tributions of surnames in Italian regions (Lucchetti et
al., 1996), constructed by using lists of telephone cus-
tomers (Seat, 1993). The results of this analysis are pre-
sented in a multidimensional scaling representation
(Fig. 96–4). The spatial distribution of regions in this
figure echoes their geographic location, if the first
dimension is graphed on the vertical axis (to identify
the north–south direction) and the second dimension
on the horizontal axis (to identify the east–west direc-
tion). The uniqueness of Sardinia is clearly visible—the
region is characterized by very specific patronymic
forms. Trentino and the Valle d’Aosta, where there are
names of German and French origin respectively, are
also distinctive. The southern regions are clustered in
the lower part of the figure, whereas the northern
regions are gathered in the upper section and Lazio,
Abruzzo, and Molise are in the middle. On the other
hand, Piedmont, Lombardy, and Liguria occupy unex-
pected positions based on their geographic location:
the position of the regions of the industrial triangle
demonstrates the effect of the powerful processes of
migration coming from the southern regions.

The observation that north–south migratory flows
are largely directed toward the industrial cities
inspires an examination of the patronymic structure of
the five principal metropolitan areas (Turin, Milan,
Genoa, Rome, and Naples) separately from their
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regions (Fig. 96–5). By using this refinement, the
remaining parts of Lombardy and Piedmont rejoin 
the group of northern regions, whereas Milan and
Turin fall even lower on the vertical axis than do their
regions as whole in Fig. 96–4. On the other hand,
Genoa, because of the greater dispersion of immi-
grants over the Ligurian territory, and Rome, toward
which immigrants converge from all over the country,
move very little in relation to their location in Fig. 96–4.
Finally Naples, the arrival city for the flows of immi-
grants from the other regions of the south of Italy, is
differentiated from Campania by moving even further
toward the bottom of the figure.

The study of communal populations scattered over
the Apennines (Parma and Piacenza in the north;
Massa Carrara, La Spezia, and Genoa in the south),
belonging to different provinces and linked to each
other by various means of communication (railroad,
roads, highways), reveals the direction of mobility and
the contrasting effects of separation by the Apennines
and connection by communication routes (Lucchetti 
et al., 1990).

Because data can be collected on the patronymic
structure of a population in past centuries, analyses
can be extended fairly far back in time. Research on the
evolution of patronymic structures in parishes of the
high Parma Valley (Lucchetti and Soliani, 1989) shows

moments of rapid change alternating with periods of
relative stability and highlights the effects of particu-
lar events, such as mortality crises or periods of war,
and periods of marked isolation or rapid population
growth.

5. Multidisciplinary Approaches: From
Genetics and Anthropology to

Demography and Sociology

“Current studies on family names, far from being
limited to genealogy, are now a full part of the research
domain. They facilitate an original decoding of both
the historical and anthropological conditions that
spurred the process of identification of individuals at
different times in various parts of Europe.” “Studying
in turn the origins and the history of family names,
their geographic distribution and the ties between
genetic markers and family names . . . anthropologists,
family historians, demographers, specialists in popu-
lation genetics, and sociologists show the extent to
which a multidisciplinary approach is necessary in
order to explain the phenomenon of the family name.”
The project Le patronyme. Histoire, anthropologie, société
(The surname: History, anthropology, society), published
by the Editions du CNRS (Brunet et al., 2001), on whose
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cover these quotes are displayed, presents a large
number of studies on the subject: “Based on concrete
examples, from the Baltic provinces to Sardinia or the
Moroccan Atlas, from the Flemish of France to the
French of Quebec, this work offers a perspective
without equivalent on the question of the origins and
the evolution of the surname.”

We take one of the diverse collection of articles as
an example, both for the breadth of the field that it
covers and for its demographic interest: “Immigration
flamande en France au XIXe siècle et au début du XXe

siècle.”2 In this article, European specialists from dif-
ferent disciplines show how characteristic family
names of eastern and western Flanders diffused in the
three French departments that were the closest, geo-
graphically and linguistically, to Flanders: the Nord,
the Pas-de-Calais, and the Aisne. During the 19th
century, there was preferential migration toward

centers of labor, such as Paris, the Moselle, the
Meurthe-et-Moselle, and Nantes. In addition to tracing
the destination of migrants, the methods used make it
possible to quantify their presence in specific zones
and their dispersion over the course of the 20th
century (Degioanni et al., 2001).

For the past few years, the major demography jour-
nals, including Population, have turned their attention
to the usage of family names as an instrument of analy-
sis, in particular for the study of migration. Italian
migration to France has been analyzed in the frame-
work of a collaboration between French- and Italian-
speaking geneticists and demographers (Degioanni et
al., 1996). They first reconstructed the distribution of
family names in France and in Italy, using births from
the vital registration system collected by National
Institute for Statistics and Economic Studies for the
36,500 French communes, grouped by department,
and marriage dispensations from the Vatican, grouped
by diocese, for Italy. They then compared variations in
the two series of distributions for the 50-year period
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1891–1940 in order to estimate migratory flows from
Italy to France. Despite the technical difficulties stem-
ming from using these sources, the authors show that
migration can be quantified using these methods,
although in approximate fashion. Above all, these
analyses clarify a number of points concerning the
geographic origins of migrants, the direction of flows,
and the time of migration, information that cannot
generally be derived from census data. Residents of
Piedmont and Liguria were the first to migrate to the
south of France; starting in the early 20th century, they
were followed by Venetians, many of whom moved
toward the Garonne and along the Nantes-Rennes
axis. Venetians and residents of Lombardy were also
numerous in the Lorraine, and residents of Lombardy
in Franche-Comté. Numerous groups from all over
Italy, but especially from Emilia-Romagna, migrated to
Paris. The zone around Marseilles attracted Italians
from the center-south, especially from Lazio, Sicily,
Sardinia, and Tuscany.

European demographic history societies occasion-
ally follow along with the development of this new
discipline, which applies easily accessible information
to in-depth studies of the behavior of human popula-
tions, often impossible to analyze otherwise. As noted
above, the analyses address the internal structure of
specific communities and their demographic dynam-
ics; the size of the marriage market and the modes of
formation of couples; relations between populations;
and the presence, intensity, and direction of migratory
flows (Pizzetti et al., 2001). Further development of
these research methods invented by anthropologists
and geneticists, and their application, could be greatly
encouraged by their diffusion among demographers
and sociologists.

The evolution of human populations is the global
result of a complex network of interactions between a
number of different factors, often defined and ana-
lyzed in the context of different disciplines. Reciprocal
forces overlap, cancel each other out, or reinforce each
other in multiple and varied combinations (Livi Bacci,
1986). Evolution cannot be fully reconstituted through
reductive approaches. When it comes to evolutionary
and historical reconstructions, the phenomena under
analysis can not be studied in a perfectly controlled
manner or be subject to repeatable experiments in a
laboratory. Studying these phenomena becomes a sci-
entific challenge, and the credibility of the conclusions
is rarely comparable to that of those obtained in the
experimental sciences. The trust placed in these recon-
structions depends on the convergence of multiple
sources of evidence offering independent support to a
given interpretation. The accumulation of new sources
of evidence from varied research fields plays a vital

role in creating a tight network of information to verify
a proposed reconstruction (Ammerman and Cavalli-
Sforza, 1986).
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APPENDIX 96–A

Calculating Allelic Frequencies

Codominant Alleles

Calculating allelic frequencies is trivial when there
are codominant alleles: because there is a one-to-one
correspondence between genotype and phenotype, the
alleles of each type can be directly enumerated and 
the relative frequencies derived from them. For
example, for a sample of 1000 individuals (T = 1000),
the following distribution of MN blood groups is
observed:

The existence of the Hardy–Weinberg equilibrium
can be verified by comparing the observed genotypic
frequencies to the frequencies that would expected
given the relationship

MM (p2); MN (2pq); NN (q2)

Dominant Alleles

In the case of dominance, there is no longer one-to-
one correspondence between phenotype and geno-
type. The direct counting method proposed above is
no longer feasible, because homozygotes for the dom-
inant allele cannot be distinguished from heterozy-
gotes at the phenotypic level. We therefore assume that
the population is in panmictic equilibrium, and the 
frequency of the recessive phenotype, that is, of
homozygotes for the recessive allele, is assumed to be
equal to q2.

Take as an example a sample of 1000 (T = 1000)
people composed of 350 people with blue eyes and 650
people with brown eyes. The allelic frequency q of c,
the recessive allele determining blue eyes, is estimated
by assuming

q2 = frequency of recessive homozygotes

or, in other words,

q2 = (350/1000) q = = 0.187.

The frequency p of the dominant allele C is there-
fore given by the difference:

p = 1 - q = 1 - 0.187 = 0.813.

The error in this estimation is equal to sq =
.

Hardy–Weinberg equilibrium cannot be verified,
because the hypothesis is taken as a given.

Calculating Allelic Frequencies using Maximum
Likelihood Methods

Take the ABO blood type system as an example.
Label the allelic frequencies of IA, IB, and i alleles p, q,
and r, respectively (p + q + r = 1), and let n1, n2, n3, and
n4 be their distributions into phenotypes A, B, AB, and
O observed in a sample. Knowing the means of deter-
mination of phenotypes and the expected probabilities
for each of them, we construct the probability function
L, in which p, q, and r (p + q + r = 1) represent the
unknowns. The values that maximize L are the most
likely values for the allelic frequencies. The method
also provides the estimation error.

1 42-( )q T

0 035.
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TABLE 96–A

Group Genotype No. of individuals

M MM 380
MN MN 490
N NN 130
Total 1000

The individuals in the sample carry a total of 2000
alleles (1000 ¥ 2). The 380 individuals with phenotype
M carry 380 ¥ 2 M alleles, the 130 individuals with phe-
notype N carry 260 type N alleles, and the 490 indi-
viduals with phenotype MN each carry one M allele
and one N allele. Of 2000 alleles in total, 1250 (380 ¥ 2
+ 490) are of type M and 750 (130 ¥ 2 + 490) are type
N. The allelic frequencies, generally represented by
lower case p and q, are

p(M) = (380 ¥ 2 + 490)/2000 = 0.625

q(N) = (130 ¥ 2 + 490)/2000 = 0.375

More generally,

p= 2(MM homozygotes) + MN heterozygotes

2*T

and

q= 2(NN homozygotes) + MN heterozygotes

2*T

Because only two alleles are involved in the deter-
mination of the characteristic studied here, by defini-
tion p + q = 1.

The error involved in the estimation of the frequen-
cies is equal to sp = sq = .pq T2



APPENDIX 96–B

Selection Models

Selection against the Recessive Phenotype

Selection against the recessive phenotype operates
in the presence of diseases that are caused by a reces-
sive allele a and are manifested in homozygotes. If
selection is total, aa individuals do not contribute at 
all to the reproduction of the group, and population
increase only comes from healthy individuals—AA
homozygotes and Aa heterozygotes. However, indi-
viduals with the aa genotype continue to be produced
as offspring of pairings between Aa*Aa heterozygotes
as long as the population contains heterozygotes, who
are healthy but carry a alleles.

Take a population in panmictic equilibrium, with
the standard distribution of genotypes AA: p2, Aa: 2pq,
and aa: q2, where p and q are the allelic frequencies of
A and a. When this population is submitted to a regime
of total selection against the recessive phenotype, only
AA and Aa individuals, a proportion of the population
equal to p2+ 2pq = p(p + 2q) = p(1 + q), participate in
reproduction.

The allelic frequencies within this fraction of the
population are p1 = 1/(1 + q) and q1 = q/(1 + q): these
become the allelic frequencies in the generation fol-
lowing selection. Clearly, p1 > p and q1 < q: the fre-
quency of allele A increasses, whereas that of a
decreases. Similarly, in the next generation we have 
q2 = q/(1 + 2q), and after n generations of selection, 
qn = q/(1 + nq).

It is possible to evaluate the decrease in q at each
generation or after n generations and the correspon-
ding decrease in homozygous individuals aa carrying
the disease caused by the recessive allele. It is also pos-
sible to calculate the number of generations necessary
to reduce the initial frequency of the allele a by a given
quantity given the regime of selection observed.

Selection with Respect to Heterozygotes

Selection against Heterozygotes

Selection against heterozygotes occurs when the
contribution of heterozygotes to the formation of new
generations is lower than that of the two types of
homozygotes. To simplify, suppose that selection is
total and that the two homozygotes have the same
fitness:
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TABLE 96–C

Genotype Frequency Fitness Selection Successful 
portion of the
transmission

AA p2 1 0 p2

Aa 2pq 0 1
aa q2 1 0 q2

TABLE 96–B

Phenotype Genotype Expected Observed 
probability frequency of

phenotype

A IAIA and IAi p2 + 2pr n1

B IBIB and IBi q2 + 2qr n2

AB IAIB 2pq n3

0 Ii r2 n4

L = (p2 + 2pr)n1 (q2 + 2qr)n2 (2pq)n3 (r2)n4

Only AA and aa individuals (p2 + q2 = 1 - 2pq) par-
ticipate in reproduction: within this group allelic fre-
quencies are q1 = q2/(1 - 2pq) and p1 = p2/(1 - 2pq). In
each generation the change in the allelic frequency q is
given by

Dq = q1 - q = [q2/(1 - 2pq)] - q =
[-pq(1 - 2q)]/(1 - 2pq).

When Dq = 0, the system is in equilibrium, with no
changes in the frequency q over the passage of gener-
ations. The change Dq is zero if either p or q is equal to
zero (if q = 0 and p = 1, all individuals are AA, whereas
if q = 1 and p = 0, all are aa; in either case, there are no
heterozygotes) or if the quantity (1 - 2q) is zero, that
is, if p = q = 0.5. The first two equilibrium conditions
are stable, but the third is unstable. If q > 0.5, Dq is pos-
itive, that is, q increases from one generation to the
next; if q < 0.5, Dq is negative and q decreases. Small
random variations from the condition q = 0.5 are suffi-
cient to spur evolution toward one or the other allele.
If the two alleles in question have different frequencies
when selection against the heterozygote begins, the
allele with the higher frequency will reinforce its 
position. If the equilibrium condition, p = q = 0.5, is 
disturbed by random genetic variation, one of the 
two alleles will be reinforced. If selection against het-
erozygotes is introduced in several populations where
the equality of frequency p = q = 0.5 initially was in
effect, the two alternative alleles will each become
fixed in approximately half of the populations; but the
destiny of any given population cannot be predicted a
priori.



Selection in Favor of the Heterozygote

Favorable selection toward the heterozygote takes
place when heterozygotes have higher fitness than the
two homozygotes.

The classic case of selection in favor of the het-
erozygote is that of thalassemia in a malarial environ-
ment. Thalassemia is a genetically determined disease
that is less severe among individuals who are het-

erozygous with respect to the t allele responsible for
the disease (thalassemia minor) and more severe
among homozygotes (thalassemia major or Cooley’s
anemia). Selection takes place in a malarial environ-
ment because healthy individuals are more susceptible
to malaria. Healthy individuals are subject to selection
by malaria, and tt homozygotes are subject to selection
by thalassemia. As a result, heterozygotes contribute
most to the formation of the next generation.
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TABLE 96–D

Genotype Phenotype Initial frequency Agent of selection Fitness Selection Successful portion of
the transmission

TT healthy p2 malaria 1-s1 s1 p2 (1-s1)
Tt thalassemia minor 2pq 1 0 2pq
Tt thalassemia major q2 thalassemia 1-s2 s2 q2 (1-s2)

Individuals 2pq, p2 (1 - s1), and q2 (1 - s2) participate
in reproduction; the frequency q of t alleles in the next
generation will be:

q1 = [(pq + q2(1 - s2)]/(1 - p2s1 - q2s2),

with

Dq = q1 - q = - pq(qs2 - ps1)/(1 - p2s1 - q2s2).

The conditions where Dq = 0 correspond to the
values q = 0 (p = 1), q = 1 (p = 0), and = s1/(s1 + s2). Selec-
tion in favor of the heterozygote produces a stable
equilibrium condition (when qs2 - ps1 = 0), that is, when
q = s1/[s1 + s2]), which depends on the intensity of selec-
tion against the two homozygous genotypes. The 
equilibrium is stable, because when q > s1/(s1 + s2), Dq
is negative and when q < s1/(s1 + s2), Dq is positive: 
in both cases the forces of selection work to maintain
equilibrium, and there is no possibility of moving
away from it.

APPENDIX 96–C

Migration and its Effects on the Genetic
Structure of Human Populations

Island Model Migration

The island model describes the effects of constant
unidirectional migration from a large population (a
continent) toward a small population (an island). The
model analyses the evolution of allelic frequencies in
the smaller (receiving) population by assuming that

the large population, because of its large size and the
negligible influence exerted by the out migrations,
does not experience significant change.

Let there be two populations, that of an island (i)
and that of a continent (c), initially in internal equilib-
rium for a bi-allelic characteristic, with qi0 and qc0 being
the respective initial frequencies for an allele a and m
the proportion of individuals migrating from the 
continent to the island in each generation. The allelic
frequency on the island becomes

After the first generation with migration: qi1 = (1 - m)
qi0 + mqc0;

After the second generation: qi2 = (1 - m)qi1 + mqc0 =
. . . = (1 - m)2qi0 + [1 - (1 - m)2]qc0;

And, finally, after n generations: qin = (1 - m)nqi0 +
[1 - (1 - m)n]qc0.

The proportion of natives among the residents of
the island decreases with each generation. Over time,
the island population will become more like that of 
the continent, and once the equation qin = qc0 holds the
island population will no longer change from one 
generation to the next. The change D from the equilib-
rium value, initially D0 = qi0 - qc0, becomes D1 = (1 -
m)(qi0 - qc0), D2 = (1 - m)2(qi0 - qc0), . . . , Dn = (1 - m)n(qi0

- qc0), declining by a fraction equal to (1 - m) at each
generation.

If the migration rate is known, allelic frequencies 
in the island population can be predicted. Reciprocally,
if allelic frequencies at different times are known, 
they can be used to estimate the rate of genetic 
flow from the continent toward the population of the
island.



This model has been applied to the North American
population of African origin. This population is taken
as the island population, subject to a steady arrival of
genes from the much larger white population; move-
ment in the opposite direction has very little influence
on the white population. Typical allelic frequencies in
the white and African-American populations qc0 and qi0

are known, so it is possible to estimate the average
magnitude of genetic flows by generation, and from
there to calculate the time necessary to reduce the
remaining difference by half.

The R° allele (in the Rh system) has a frequency of
0.63 in the African population and a frequency of 
0.03 in white populations; its frequency in current
North American populations is estimated to be equal
to 0.45. The length of the period of migration of genes
toward the African population living in North
America is estimated at 10 generations (approximately
300 years).

When the model is applied, the rate m of passage of
genes from whites toward African-Americans is esti-
mated to be 0.033 per generation; if this rate were held
constant, another 10 generations would be required to
reduce the initial difference between the two popula-
tions by half (Barrai, 1978).

The model can thus be applied to populations that
live on the same territory and are separated by social,
economic, or cultural factors rather than geography. In
these cases, the two populations could be wholly or
partly integrated at some future time.

Archipelago Model

The archipelago model accounts for migratory
flows between several populations, analogous to a
series of islands of an archipelago with migratory
exchanges taking place in all directions. The model can
be described by a matrix M of migrations, a square
matrix with dimensions equal to the number of popu-
lations being studied, where each element mij repre-
sents the population of island i that immigrated during
the previous generation from island j. The elements of
the main diagonal mii = 1 - Skπimik represent the number
residents of island i who stayed on the same island
during the next generation. A vector q describes the
values of the allelic frequencies on the different
islands, and the allelic frequencies of the next genera-
tion are calculated from the product of the vector q and
the matrix M.

Because migration flows go in all directions, it is
expected that the system will move toward an equi-
librium at which allelic frequencies are the same on 
all islands and equal to (or a weighted
average if the population sizes are different).

The model can be used to analyze changes in allelic
frequencies in each population, the relative distance
from equilibrium position, and the rate of reduction of
the distance.

Migration, Isolation: Effects on Genotypic and
Phenotypic Structures

The population that occupies a given geographic
area is rarely a homogenous whole. Most of the time
populations are divided into more or less separate sub-
groups. The problem is further complicated by large
migratory flows.

Subdivision into groups influences the genotypic
and phenotypic structures of the population: there are
more homozygotes in populations subdivided into
nuclei that are partially or totally separated from 
each other than in populations without subdivisions.
Take, for example, a population formed from two iso-
lates. Assume for simplicity that the populations are of
equal size, and that both are in panmictic equilibrium
with respective frequencies q1 and q2 for allele a. Within
the two isolates the frequencies of homozygotes are q12

and q22 respectively; in the total population the fre-
quency is (q12 + q22)/2. This frequency is greater than
that expected when the population is taken as a
homogenous whole: the frequency of the allele a in the
whole population is the average of q1 and q2, and the
expected frequency of aa homozygotes is [(q1 + q2)/2]2.

Thus, fusing the two populations into a homoge-
nous whole reduces the frequency of homozygotes
and increases the frequency of heterozygotes. Con-
versely, the subdivision of the population into distinct
groups is associated with an increase in the frequency
of homozygotes and a reduction of the frequency of
heterozygotes. The same phenomenon is observed in
positive preferential mating. Specific statistics (Wright,
1968) are used to study the phenomena of division into
subgroups (Whalund effect), both to detect the pres-
ence and intensity of structure and to predict its con-
sequences. These methods focus in particular on
migration, and the extent to which immigrants consti-
tute partially distinct isolates within the receiving 
population rather than being integrated completely
and rapidly into it.

q q Ni= Â
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S E C T I O N  

I

HISTORY OF POPULATION
THOUGHT AND POLICIES

Introduction to Volume IV

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Volume I looked at the central study of the discipline—the built-in mechanisms of pop-
ulation dynamics. Volumes I and II respectively addressed the determinants of the three
big forces of population change (fertility, mortality, and migration). Volume III drew on
all this groundwork to paint a broad panorama of the historical and geographical forces
behind population processes and sketch out prospective future medium- and long-term
trends. Volume III examined the biological, economic, social, and political consequences
of population changes and, more generally, looked at the big issues facing society where
these changes intersect.

But, should and can society as a whole try and shape the course of all of these
processes? This is the central question in this fourth volume on population thought and
policies. Volume IV will then go on to offer some insights into data collection methods
and tools for demographic analysis.

Section I of Volume IV will address this issue of population thought and policies on
three different levels, the first being the abstract level of ideas, the other two the con-
crete level of political realities, seen from two complementary angles: the broad con-
cerns of a population policy and individual country case studies.

Before moving onto population policies as such, it was thought necessary to look
first at the dominant thinking that shaped historical and contemporary population
theory and informed the concerns of demographers, naturally, but more especially of
philosophers, politicians, and the public. This short overview in two chapters is fol-
lowed by a third on ethics as it affects demography. This first part concludes with an
introduction to population policies proper. Because most of this work focuses largely
on post-World War II developments, a historical review is given of pre-1940 population



policies, while a few very basic reference points on the principles and context behind
contemporary population policies are outlined in a very short chapter.

The major concerns of population policies (fertility, health, migration, age structures)
are then considered in three parts, beginning with a world overview that takes in as far
as possible the wide range of situations and policy approaches. This is followed by a
comparative analysis of family and fertility policies pursued since World War II. Health
policy is dealt with in the same way in the third part. The fourth part looks first at
migration policies, then at policies concerned with population age structure.

But for all that it enables the topic to be considered in depth from a broadly com-
parative analysis standpoint, splitting the field up into these different subject chapters
risked obscuring the fact that population change comes about as a result of the inter-
play between all these elements, and government attempts to shape population trends
cannot ignore that: what they do (or do not do) in a sphere will affect population change
only as it connects with the other factors in population change and hence with what
they do (or do not do) in those other spheres. It was therefore thought necessary to
amplify the subject approach with a fifth part containing country case studies to give
an overview of all policies that have demographic consequences across all spheres.
Eight chapters are therefore given over to as comprehensive as possible an analysis of
the population policies pursued, purposefully or otherwise, over some 50 years in eight
major countries, concluding with a survey of policies conducted at the international
level to illustrate the unprecedented and at times quite decisive role played by the inter-
national community since World War II in the establishment of population policies.

2 Caselli, Vallin, and Wunsch



P A R T  

I

HISTORY OF POPULATION
THOUGHT AND SHORT

INTRODUCTION TO 
POPULATION POLICIES

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Although the word demography was a 19th-century invention (coined by Achille Guil-
lard, 1855), population issues were a very early concern for human societies. The need
to count people is lost in the mists of time. A major legacy has come down to us from
the ancient world in this area, and no analysis of the population policies of our era can
be undertaken without some mention of the history of ideas developed in different cul-
tures down the centuries. The belief that births and deaths were ordained directly by a
god, whose will alone determined their equilibrium or otherwise, left little scope for
human population policies or even any real thinking on the matter, even when the mere
fact of counting people was not itself taboo.1 But philosophers from antiquity onward
reflected on the theory, while administrators took censuses and, over time, the thinkers
developed their ideas, explored the pros and cons of population growth, suggested to
rulers policies or measures that might work toward the desired ends.2 This is consid-
ered by Éric Vilquin in Chapter 97, in a concise but wide-ranging review of over 2000
years of history of population thought leading to the situation as it stood on the eve of
World War II.

1 The taboo on counting has religious connotations and is found in the Bible, but in both ancient and more
recent history, has also often served as a cover for political strategies.

2 A concern central to the work of the 18th-century Pastor Johann Peter Süssmilch ([1741], 1998), for whom
“God’s order” in no way precluded human intervention, provided it was consistent with what Providence
ordained: the increased peopling of the Earth (Rohrbasser, 2001).



The difficulty of condensing into a single chapter so much history from so many dif-
ferent civilizations may be exceeded only by that of outlining the history of population
thought in the few decades that followed, for at least three reasons. One is the indis-
putable difficulty a contemporary author, however learned, faces in objectively review-
ing the development of fellow specialists’ thought in light of a largely yet-unwritten
history. But this standard difficulty is compounded by two things. Another is that this
is among the most eventful periods in the demographic history of humankind—the
most crucial phase of worldwide demographic transition, where population growth
peaked. But it also witnessed a real growth spurt in the still very young discipline of
demography, and a proliferation of new ideas and theories of all kinds. Paul Demeny
tackles this in Chapter 98, on the trend in ideas on population since 1940, starting with
an extensive look at the tools and materials readers can use to explore the matter in
greater depth, and moving on to a more specific review of selected major concerns in
contemporary demographic thought.

One consequence of the development of population science has been the increase in
ethical issues surrounding the work of demographers, and the use to which the results
of their research may be put, or perhaps even more so, the scientific or other use that
may be made of the investigative techniques they employ. This sensitive issue clearly
seemed to fit here, following on from the first two chapters of consideration on popu-
lation thought, and as a prelude to the following chapters on population policies.
François Héran therefore considers ethics and population in Chapter 99.

Part One concludes with two chapters that touch briefly on population policies
proper. Plainly, these chapters concentrate mostly on developments in recent decades,
seldom harking back to before World War II. But even modern population policies have
historical roots, and a rapid review of population policies pre-1940 from Michael Teit-
elbaum in Chapter 100 informs the situation. Without preempting what follows, Stefano
Baldi and Raimondo Cagiano de Azevedo sketch out in a concluding Chapter 101, some
of the fundamentals of the principles and contexts on which today’s population poli-
cies are based.

References

Guillard Achille, 1855. Éléments de statistique humaine, ou démographie comparée. Paris, Guillaumin, 376 p.
Rohrbasser Jean-Marc, 2001. Sussmilch et Frédéric II: le sceptique et le ministre de la providence, L’exper-

tise, Annales littéraires de l’Université de Franche-Comté, p. 197–224. Besançon, France, Presses universitaires
fran-comtoise.

Süssmilch Johann Peter, 1741. Die göttliche Ordnung in den Veränderungen des menschlichen Geschlechtes aus der
Geburt, dem Tode und der Fortplflanzung desselben erwiesen. Berlin, Kultur-Verlag, 360 p. (Reprint of the orig-
inal edition by J. C. Spener, Berlin, 1741).

Süssmilch Johann Peter, 1998. L’ordre divin dans les changements de l’espèce humaine démontrés par la naissance,
la mort et la propagation de celle-ci. Paris, INED, PUF, 352 p. (Unabridged version of the 1741 edition, trans-
lated by Jean-Marc Rohrbasser).

4 Caselli, Vallin, and Wunsch



INTRODUCTION

Once a group of women and men develops the
awareness to form a population which has a future of its
own that transcends the overlaying succession of indi-
vidual futures, some of its members will inevitably start
thinking about how to manage this common history.
Having perceived that the group has so far outlived the
passing of individuals, they reflect on how best to en-
sure the same continuity in the future. Self-perpetua-
tion is the aim of all populations! The mechanism of
continual replacement that enables a population to
endure over time (i.e., the combination of entries, births,
and immigrations with exits, deaths, and emigrations)
assuredly contains varying elements of inevitability or
laws of nature that are relatively difficult to gauge and
cannot but be endured. But humans would not be
humans without a belief in their ability to shape a pop-
ulation, at least to some degree, as they have thought to
do with so many other mechanisms in life and in the
world; it is this specifically human conceit that is the
source of progress. Our forebears were no more wearily
resigned than we to the trends and vagaries of the com-
ponents of demographic changes.

Population sustainability requires that the individ-
uals comprising the population remain sufficiently
healthy and survive long enough to contribute to pop-
ulation replacement. This in particular involves a suf-
ficient proportion of the population managing to feed
itself, protect itself day by day from the fatal stresses
and strains of its environment, be sufficiently fertile,
and be sufficiently untempted to emigrate. At what
stage in the hominization process these basic consid-

erations may have become expressly imprinted into
the consciousness of some human being is not known
and matters little. Suffice it to acknowledge that, long
before writing and long before history, our remote
ancestors certainly possessed the ability to conceive of
population. 

In order to influence the factors that shape their
destiny, humans must assess their present situation,
choose a goal to achieve or a course to follow, and
frame an appropriate strategy. Where the future of the
population is concerned, the point is to define a demo-
graphic ideal, measure how far one is from it, and
decide how best to close the gap. The ideal population
will be that whose absolute size, growth rate, and com-
position—judged by various criteria—are most apt to
ensure both its long-term sustainability and its happi-
ness; the strategy will be formed of a coherent set of
effective, realistic, and legitimate ways of steering the
population dynamics of the current population toward
the ideal population characteristics. This means
demographers, philosophers, and politicians—often
one and the same—must work in conjunction.

If the aim of population sustainability and the
strategic criteria of effectiveness and realism come
down on balance to just plain common sense and cal-
culation (sound demographic analysis), the same
cannot be said of the aim of happiness and the crite-
rion of legitimacy. What, within the bounds of the 
sustainability requirement, is a desirable population?
Large or small? Dense or sparse? Increasing, station-
ary, or decreasing? Young or old? Homogeneous or
heterogeneous (ethnically, socially, linguistically, polit-
ically, etc.)? In addition, which of the many effective
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and realistic policy approaches for achieving the
chosen ideal characteristics should be selected? There
is no scientific answer to this host of questions. Every
society is deemed to have its own answers that square
with the ethical choices and definition of happiness it
has settled on; each individual, guided by his or her
own conceptions of happiness and ethics, can formu-
late and express an opinion as to which population
theory they would like to see the community follow.
The history of population thought is a descriptive and
comparative survey of theories that are, in the final
analysis, only the demographic elements (where they
exist and are overtly expressed) of belief systems of a
much broader compass.

Advances in scientific knowledge have demo-
graphic consequences that must be taken into consid-
eration by all subsequent population theories. So
strong may be the influence of the underlying belief
system, however, that all theories may not invariably
do so. Also, demographic science has scarcely offered
a description and explanation for all phenomena
(which, indeed, no observer of human behavior can
do, being unable to set up chemistry laboratory-style
experiments), such that the gaps and uncertainties 
in knowledge leave a vast clear field for subjective 
and ideological argument, not to say theorists’ own
philosophies and personal psychologies.

Attempts have been made to apply different classifi-
cation criteria to population theories, but none has
become the standard. All told, a chronological classifica-
tion is no more artificial than any other and suits the
purpose here, barring the occasional liberty taken with
the timeline. Also, rather than striving for a compre-
hensive survey—an equally hopeless and unfeasible
endeavor—it seemed preferable to sketch out the history
of population thought through an (inevitably personal)
selection from among the most original and influential
theories. Let me also stress that the main reason why
Europe dominates this chapter is simply because 
European population theories have attracted signifi-
cantly more analysis than those of other continents. 

I. SOME OF THE EARLIEST KNOWN
POPULATION THEORIES

We can ascribe to prehistoric populations a minimal
implicit population theory: because the survival of the
group depends on numbers,1 it is essential to keep
watch, and, if possible, act on, mortality, fertility, and

migration; the pursuit of a more sophisticated social
ideal than collective survival alone can only heighten
nuance and add complexity to this type of concern. 
But it would be a mistake to conceive of a simple,
coherent primitive population theory. The different
situations and philosophies of the different peoples
necessarily colored their thinking in this as in 
other fields: nomadic and sedentary communities
were probably inclined to different demographic
ideals; some may have been driven by the fear of
underpopulation, others by overpopulation; all neces-
sarily made their demographic choices agree with their
religion, moral code, political organization, technol-
ogy, psychology, and so forth.

Very few peoples in the ancient world gave expres-
sion to their population theories, at least in writing,
which is the only sufficiently detailed and precise form.
The interpretation of the archaeological remains left
behind by preliterate peoples is too uncertain and
approximate on this: the existence of (female and earth)
fertility divinities in almost all nature-worshipping or
primitive religions testifies only to an awareness of the
importance of this factor for life and survival. 

What theories are known, moreover, tend to be for-
mulated by thinkers who may have been expounding
only their personal ideas (e.g., Plato’s theory is not uni-
versal for ancient Greece), although some admittedly
influenced the behavior of their people. Care must be
taken, therefore, not to generalize to all the great civi-
lizations in the ancient world the smatterings of pop-
ulation theory that have survived for us in the works
of their most renowned writers.

It would be impossible to survey all the religious,
legal, philosophical, historical, or literary writings 
that fall within the ambit of demographic thought
because they inform us about peoples’ norms in 
relation to marriage, divorce, homicide, infanticide,
sexuality, abortion, contraception, or their demo-
graphic agendas. What follows are merely examples of
ancient theories which, in addition to their inherent
merits, are deserving of special interest for the influ-
ence they may have on more recent theorists.

1. China: Confucius

Confucius (555–479 BC) codified and unified ele-
ments of long pre-existing theories, thereby investing
Chinese civilization with a system of moral and polit-
ical philosophy that left a powerful imprint on the rest
of imperial history, permeating institutions and behav-
iors (Confucius, 1981; Gay-Sterboul, 1974). 

The main aspects of Confucianism that affect the
population are moral laws. They are not demographic
in intent, but have demographic implications. 

6 Vilquin

1 Volume of population, but also the specific absolute numbers
of certain key subgroups: women (for reproduction), defenders (for
war), producers (for the economy), and so forth.



All Chinese—from beggar to emperor—are subject
to the moral duty of filial piety based on the precept
that the souls of the dead can only be kept alive (and
favorably disposed to the living) in the afterlife by
regular ancestral worship rites performed by their
direct male descendants. For the man, therefore, repro-
duction is both a duty to his ancestors and a personal
imperative. As an unbroken male line must be pre-
served at all costs, children must be produced in suf-
ficient numbers to ensure multiple sons, and, in light
of early mortality, ensure the survival of some children
long enough to produce further children before dying.
Given the extreme uncertainty of individual fertility
and mortality, the only reasonable strategy is to aim for
maximum fertility at almost any cost. Institutions and
morality are therefore all ordered to that end. Its prin-
cipal purpose being reproduction, marriage, arranged
by families, sometimes before the birth of the young
parties directly interested, is entered into only when
the engaged couple have not only attained puberty,
but are mature enough to bear and raise children. To
further secure the birth of male offspring, a man may
have concubines in addition to his wife. Repudiation
of the wife is permitted and easily done; infertility is 
a normal reason for repudiation. A woman’s life is 
justified only by bearing several male children to her
husband. Bearing a female child is a failure, and it 
is understandable that, for the poor, a girl should 
be regarded as a superfluous burden that it is not
unthinkable to rid oneself of. Remarriage by widows
is frowned on, but that of widowers is a matter of
course. Paradoxically, the art of loving, including con-
traceptive techniques, seems to have been cultivated
by the elite in Chinese society, but it was strictly an
indulgence of the nobility.

The emperor has duties specific to his function,
which includes a duty of benevolence toward his sub-
jects in return for their absolute obedience. He must
ensure harmony and equilibrium in the working of the
administrative and economic machinery of society
through a realistic and fair policy. To this end, Confu-
cius advises him to count the population in close
detail: sex, age, social class, trade, and health are data
that will enable the imperial government to accurately
assess needs and resources. In fact, regular census
taking was standard practice for the Chinese adminis-
tration, so much so that it introduced for the purpose,
at various eras and in different forms, hierarchically
organized canvassing systems for the entire popula-
tion, which at certain times provided more or less the
same statistical services as a permanent population
register. 

Confucianism is a populationist theory. If the pop-
ulation is large, its work will ensure the welfare of all,

the wealth of the country, and the emperor’s power,
provided there is a fair distribution of land and
resources and the emperor treats his subjects benevo-
lently. The success of this policy will be proved by the
immigration of foreigners, further reflecting on the
emperor’s glory. 

Confucius seems not to have expressly considered
the demographic content of his moral precepts. He
sees them as so absolute as to render any inquiry into
the point or value of their consequences superfluous.
He professes the optimistic belief that if all people,
emperor and subjects alike, keep their place, perform
their duties, and abide by the rules of moral conduct,
the harmony of society and the world is assured. 

Some of Confucius’s followers glimpsed the pos-
sibility of a discrepancy between population growth
and the finite character of natural resources: land that
is farmed becomes exhausted, uncultivated lands
decrease, people’s needs increase, and so on. But they
believed that overpopulation would result only from
poor resource management, and the problem would be
cured by a return to a sounder economic policy of low
consumption, saving, and providence. There is there-
fore an optimum relationship between population and
resources toward which the emperor’s wisdom must
steer the ship of state.

2. Greece: Plato and Aristotle

Two of ancient Greece’s foremost thinkers devel-
oped somewhat similar population theories within the
all-encompassing framework of a total political utopia.
Plato (Vilquin, 1982; Plato, 1997) and Aristotle con-
ceived an organization of society that was radically
new in the Greek geopolitical context of their time: the
city, a small territory centered on a single town, in
which the citizens (free men) attended to public civil
and military business while women and slaves did 
the work necessary for general life. They also formed
part of a line of thought that questioned the traditional
values of Greek civilization, beginning with religion
and morality. The old morality based on ancestor
worship, which made reproduction a religious duty to
the family line, was in disarray, but was supplanted by
a civic morality that made reproduction a civic duty to
the State. 

In his Republic and Laws, Plato (428–348 BC) con-
ceives of a city whose organization and legislation
strictly regiment each person’s life so that no individ-
ual whim risks upsetting the eternal static equilibrium
that constitutes the Platonic ideal. 

Here, he develops the odd theory of the two fertili-
ties formulated in his other philosophical works (in
particular, the Banquet). Fertility of the soul is an
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exchange of thoughts between the minds of men. Its
perfect form is the love between master and disciple,
which is the vehicle for the transmission of science,
philosophy, and the sense of beauty. It is Platonic love,
with no sexual overtones. The other fertility is repro-
duction, reduced to a simple biological and social
necessity. All the worst individual and social disor-
ders, the attendant passions, crimes, lunacies, and
rebellions are the result of commingling the two fertil-
ities which should remain utterly discrete. Plato also
sees the interplay of love and sexuality as the gravest
threat to the harmony of his perfect city. So high are
the stakes that the dissociation of the two fertilities
must be inculcated in children at all costs, and any
means by which to ensure that individuals respect it
are acceptable.

Because reproduction is an entirely civic function, it
is for the State alone to organize it. The State must reg-
ulate not only the institution of marriage, but also
sexual relations, the “selection of sons” (Republic, III,
415 a–c)2 (eugenics), and the education and guidance
of children toward the different functional specializa-
tions that society needs. The State’s power in these
matters must be absolute and no personal, family, or
other interest must compete with or challenge it. These
premises therefore lead Plato into constructing an
unwieldy, pettifogging, sometimes monstrous frame-
work of demographic laws. 

The only exception to the Platonic ideal of modera-
tion, “right measure,” even nonmovement, is the quest
for physical (eugenics) and spiritual (philosophy) per-
fection on which no bounds can be set. The city must
be neither rich nor poor, the population neither too
sparse nor too numerous.

The Republic, the first description of Plato’s great
political utopia, is the product of this obsessional quest
for “right measure”/moderation and eternal static
equilibrium. Like all other aspects of the city (which
should be “neither large nor small” V, 460 a), the pop-
ulation absolutely must be stationary. This obviously
cannot be achieved if reproduction is left to the free
will of individuals and families. All the strings of this
infinitely delicate biosocial function must be com-
pletely in the hands of the State, that is, the aristocracy
of the magistrates. This elite of scholars and sages
knows and lays down the conditions for the happiness
of the individual and the community, resulting in their
absolute authority and the total obedience by all other
citizens. The State’s power is totalitarian: the State may
compel, mislead, or brainwash. For the system cannot

suffer the slightest discordance; total law and order
cannot tolerate the slightest measure of individual
fancy or initiative. This leads logically to Plato’s aboli-
tion of property and the family, which could only
stand in the way of the magistrates’ authority. The
objectives of a stationary population and eugenics
dictate the laws. 

There may be a community of property among all
citizens, but it is not possible to talk of a community
of women, since total separation of the sexes is the
general rule, with marriage reduced to simple cohabi-
tation ordained by the magistrates for a specific period.
The magistrates must be perfect demographers: using
calculations, which Plato does not explain, they must
have point-in-time information on the number of 
newborns the city needs to ensure a constant, sustain-
able absolute size of population and its qualita-
tive advancement. For that, the city ordains a given
number of marriages. The couple will be designated
by the drawing of lots (so that only fortune or the gods
are to blame for dissatisfaction with the partner they
acquire), but the draw will have been deftly manipu-
lated to ensure that the best of men are partnered with
the best of women—for the good citizen is physically
healthy and attractive, politically docile, and psycho-
logically predisposed to his or her allotted social func-
tion. To limit the production of weak or malformed
children, Plato recommends that reproduction be
authorized only within specified age limits (that vary
somewhat from chapter to chapter). Like physically
deficient babies, children conceived without the mag-
istrates’ authorization must also be eliminated (the
technique of infanticide as practiced in Greece and
mentioned by Plato was to expose children to the ele-
ments). The others will be raised collectively and con-
ditioned to perform allotted duties to society and the
economy. They will never know their parents or sib-
lings, which will create problems for the eugenicists!

Plato is well aware of the difficulties that his mag-
istrates will face in making the necessary prospective
mortality and fertility calculations, and his chief fear is
that a forecasting error may irreparably damage the
entire edifice. 

In the Laws, written 40 years after the Republic, Plato
endeavored—frankly, with little success—to add a
touch of realism to his great dream. Population 
stationarity and genetic selection remain the two main
focuses, but there is a lighter touch to the social organ-
ization and laws. There is less duress and more incen-
tive (rewards, penalties) and social pressure (taboos).
Instead of abolishing the family and property, Plato
neutralizes them: they will remain, but every care will
be taken to see that they do not thwart the magistrates’
social engineering. The problem of land distribution
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between citizens’ families, which regularly exercised
the Greek cities (sometimes to the point of civil war),
is settled once and for all when Plato ordains that the
city will only ever have 5,040 families. The land is
fairly divided into 5,040 indivisible and nontrans-
ferrable lots, one per family, and this distribution is
immutable and never to be challenged. Each lot must
therefore have not only one owner, but also only one
heir (male citizens only). This gives a new justification
to the demographic laws: the magistrates must evalu-
ate and manage the fertility of unions such that the
total number of families neither increases nor
decreases, and that each lot has one male heir only.
Plato bitterly regrets the impossibility of ensuring that
each union produces exactly one male and one female
child that are fit to survive and reproduce, and so
robust measures are called for: large families will sur-
render children to infertile unions, while supernumer-
ary children will be taken out of society (by infanticide
or, if adults, banishment). The magistrates, in charge
of stationarity and eugenics, must gauge the city’s
short-, medium-, and long-term population require-
ments, and, on the basis of their calculations, issue
mandatory orders: if the city is likely to suffer a short-
age of children, they will enjoin reproduction for all 
for a specific period; in the event of a likely surplus, 
they will prohibit all sexual intercourse for a specific
period. To enforce their orders, they will use a 
range of measures increasing in stringency from 
exhortation, through rewards and threats to compul-
sion. In the final degree of coercion, “nuptial inspec-
tors” (i.e., matrons with authority over marriage) 
will have the power to enter homes to ensure that
couples are obeying orders (!), exacting punishment on
offenders.

Plato allows migration only as a last resort. Immi-
gration is ruled out because of the danger of allowing
into the city individuals not inculcated with its specific
moral precepts from birth. Emigration (in fact expul-
sion under the guise of establishing settlements) is a
means of ridding the city of undesirables of all kinds:
individuals whose upbringing had not produced the
desired outcome, antisocial elements, troublemakers
or, quite simply, supernumerary individuals too old to
be discreetly put to death as a baby would be. 

Only in the Laws does Plato set the total number 
of the stationary population. Specifically, he sets the
number of family heads at 5,040. Why this figure,
rather than, say, 5,000? Because 5,040 is the product of
the first seven whole numbers, which gives it precisely
60 divisors, including the first ten whole numbers and
12. For a philosopher fascinated by the arithmetical
properties of numbers, the figure of 5,040 is that of the
numbers of the same order of magnitude (wherein

Plato probably situates “right measure”) which best
enables the population to be exactly subdivided into
numerically equal groups and subgroups. 

Averaged over time, each head of family must have
a wife, a son (heir), and a daughter (who will marry a
neighboring heir), so at all times there will be just over
20,000 free citizens. Strange as it may seem, at no point
does Plato concern himself with the total population
size of the city. He refers to slaves for the functions they
perform, but considers neither their numbers nor their
population dynamics. It was probably obvious to him
that family heads, having absolute power over their
slaves, would be capable of managing them like live-
stock in their best economic interests through a judi-
cious and easily readjustable mix of commerce and
breeding. The State had no need to concern itself. 

The optimum population thus devised by Plato is
not an economic optimum. There is no question of 
balancing population with land size, production, or
consumption. The ideal absolute number is that which
best enables the State to control the population,
ensures that all the city’s political institutions work to
the best effect, and delivers a high level of satisfaction
to citizens themselves in the fulfillment of their politi-
cal offices (pledge of social stability). Overpopulation
is a purely numerical concept: there is point-in-time
overpopulation of the city when there are more than
5,040 male heirs.

Aristotle (384–322 BC) espouses Plato’s theories in
his Politics (Books II and IV). Certain aspects are
nuanced and tempered, but the fundamental princi-
ples are no different (absolutism, stationarity). He fears
population growth, but only because distributing the
land and its produce among a growing number of indi-
viduals would impoverish some of the people, which
can only result in social unrest. But he fears under-
population no less, since it would deprive society of
the economic advantages of the division of labor. He
is no less authoritarian than Plato, for example in con-
sidering that the State could compel women to termi-
nate their pregnancies if the number of children were
deemed to be excessive. 

3. Rome: Augustus

The Romans saw the issue couched in very differ-
ent terms. Rome was the center of a sprawling empire
that the Latin people had conquered by arms: Rome’s
view of the benefits of a large population was mainly
from the standpoint of military might. 

Augustus’ predecessors had already noted the
waning popularity of marriage and reproduction
among Roman citizens. In the first century BC, the
citizen class were finding the idea of a wife and 
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children common. Spending one’s wealth on festivals
and banquets was a greater sign of status than keeping
a family. As the literature, drama, and biographies of
famous citizens attest, the unmarried state was fash-
ionable among this class of the population, and there
was no certainty of its replacement. The chief ambition
of a young Roman citizen was to be adopted by a rich,
aging bachelor and inherit his fortune. Augustus (63
BC–AD 14) thus found it increasingly hard to recruit
young Romans of noble birth into the officer class of
the army and to administer a rapidly expanding
empire. Having clearly identified the sources of the
problem, he promulgated a highly sophisticated set of
laws to promote marriage and reproduction, and
tackle what was hindering them. These laws (lex Julia,
17 BC, and lex Papia Poppaea, 9 AD, are the main ones)
lay down a mix of generally financial deterrents
against the declining morality of Roman society which
lay behind a falling birth rate and the undermining 
of civic virtues. Adultery was severely punished.
Cohabitation was automatically legalized. The finan-
cial advantages of being unmarried were scrapped.
The ability to benefit under a will was radically
reduced and in some cases abolished for single people,
childless couples, women with fewer than three chil-
dren, un-remarried widowers and divorcees. The con-
fiscated portion legacies were allotted to large families.
Parents with more than three children were highly
favored.

These first laws failed to remedy matters, so Augus-
tus introduced a 100-day delay between death and the
vesting of the inheritance to give unmarried heirs the
time to marry in order to claim their portion. But this
final “tweak” seems to have added nothing to the
effectiveness of this major body of demographic legis-
lation. Circumventions and exemptions were quick to
develop. Although they remained formally in force for
several centuries, Augustus’ laws failed to stem the
decline of the citizen class. This may well be one reason
why Rome found it increasingly hard to enforce its
presence and authority at the far-flung borders of its
vast empire. The fall of the Roman Empire may in part
be due to the loss of demographic dynamism among
its nobility. 

II. THE DEMOGRAPHIC DICTATES OF
SOME MAJOR RELIGIONS

1. Judaism and Christianity

For the Jewish people, the injunction in Genesis to
“Be fruitful and multiply, and replenish (fill) the earth”
(Gen.1.28 and 9.1.7), is both a commandment and a

promise: let Israel be confident in its reproduction;
God guarantees its fertility and continuance. God said
to Abraham, “I will make thy seed as the dust of the
earth [. . .] tell the stars if thou be able to number them
[. . .]: so shall thy seed be [. . .] I will make thee exceed-
ingly fruitful [. . .] I will bless thee and [. . .] will mul-
tiply thy seed as the stars of the heaven and as the sand
which is upon the sea shore” (Gen.13.16; 15. 5; 17.6;
22.17), and He would promise the same to Hagar the
Egyptian and her son Ismaël (the forebears of the
Arabs), and to Isaac and his son Jacob (the forebears of
the Israelites). Fertility thus has a dual ontology:
human duty and divine blessing. God approves and
favors the man who creates many children, but also, it
is the man with whom He is well-pleased to whom He
grants a large progeny. 

Populationism was an obvious imperative for this
broad mix of tribes threatened (and often vanquished)
by powerful neighbors. Being unmarried was an
unthinkable state; the patriarchs’ polygamy found jus-
tification in the need to increase their cumulative fer-
tility; infecundity was among the worst of misfortunes.
As a particularly striking and spectacular demonstra-
tion of His intervention in the story of humankind,
God makes an infertile woman fertile. 

The Bible has many verses, often in the form of
aphorisms, with clear populationist overtones—“In
the multitude of people is the king’s honour, but in the
want of people is the destruction of the prince”
(Prov.14.28); “Children’s children are the crown of 
old men” (Prov.17.6)—which would be formalized 
into shibboleths by 17th-century populationist–
mercantilists like Bossuet. 

The Old Testament also gives an account of three
population counts done in Israel (Num.1, Num.26, and
2Sam.24) which, as well as their obvious purpose of
measuring the nation’s military and economic might,
have a sacred nature whose ambiguity long prevented
any census being taken in the Judaeo-Christian world.
This is because although, like Moses before him
(Num.1, Num.26), King David was ordered by God to
number the people (2Sam.24.1),3 he was conscious of
committing a sin entailing harsh retribution. One pos-
sible interpretation of this paradox would be that
knowing the size of the flock is the exclusive preroga-
tive of the owner: the king is only the shepherd; God
alone is the Master. Perhaps also the multitude of
descendants promised by God to Abraham is beyond
any attempt at measurement. It is accepted that the sta-
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tistics presented as the findings of these censuses are
purely symbolic figures. 

Early Christianity expresses no views on popula-
tion. It is chiefly about ethical matters, without regard
for the strictly demographic implications of its moral
precepts. Christian populationism is therefore only a
logical consequence of the Christian attitude toward
life, the individual, and love. 

Respect for life, the prospect of resurrection and
eternal happiness, trust in Providence, and condem-
nation of material gain are all implicit encouragements
for individuals to reproduce. Christian morality is
opposed to polygamy, divorce, abortion, and infanti-
cide. While extolling the virtues of indissoluble,
monogamist marriage, the apostle Paul saw the
unmarried state and chastity as morally superior, but
he was concerned with a small elite, not the popula-
tion as a whole.

2. Islam

For Muslim believers, the Koran and the example of
the Prophet are the sources of precepts that must be
followed and are not open to interpretation. Islamic
populationism has the same expansionist overtones 
as biblical populationism. Children are repeatedly
described as a blessing from Allah and many precepts
encourage men to marry and reproduce. Marriage is
the normal state of the believer; to remain voluntarily
unmarried is offensive. Early marriage is encouraged
(the traditional Arab practice of prepubertal marriage
is not prohibited), as is remarriage. Spouses are for-
bidden to live apart for long periods. Marital sexual
intercourse is expressly praised. Traditional Arab
polygamy is maintained, but now confined within
strict limits: a man may not have more than four wives
at once, and must treat them equally.

The natalist hue of these promarriage and -repro-
duction precepts is somewhat qualified by other tenets
that specify a large number of periods of sexual absti-
nence (during menstruation, after widowhood, during
periods of fasting and pilgrimage). Protracted breast
feeding is strongly urged. Repudiation of a wife is
easily done; a wife can also obtain a divorce, but with
great difficulty. 

The issue of contraception is not clearly addressed
by the holy writings. It is therefore a field in which 
different schools have put forward different theories.
For popular religion, permeated with pre-Islamic
superstitions, contraception is impious. Infanticide is
expressly proscribed, but abortion is not mentioned
and is therefore also the subject of varied doctrinal
positions.

III. THE MIDDLE AGES AND THE
RENAISSANCE

1. The Fathers of the Church. 
The Reformation

In their treatises on morality and the documents 
of councils convened to condemn various heresies
(Manicheism, Gnosticism), theologians from the early
centuries AD up to the Middle Ages expounded on
certain aspects of Christianity that merely reinforced
its populationist hue: humankind must populate the
Earth and Heaven, so fertility is the primary purpose
of marriage; any sexual activity other than for repro-
duction is unacceptable, nonmarital sexual intercourse
is unlawful, and abortion equals infanticide. The
medieval Church exhorted monks and nuns to chastity
while propounding fertility for married couples; it
imposed celibacy on priests and made dissolution of
marriage almost impossible. Most Christian writers
followed St. Paul4 and St. Augustine in believing that
the ideal state for human beings is pure celibacy; the
alternative for those unable to achieve or not called to
it is fertility within marriage.

Saint Thomas Aquinas (13th century), perhaps the
only doctor of the church to have thought in specifi-
cally demographic terms, was a firm advocate of a
large and growing population as the foundation of the
glory and prosperity of terrestrial kingdoms. 

The Reformation, while not calling biblical popula-
tionism into question, did relax some of the unyield-
ing rules of Catholic morality: divorce and remarriage
were accepted subject to conditions, reproduction was
not the main purpose of marital relations, and in the
20th century, contraception would come to be
regarded as morally acceptable between spouses not
acting out of pure self-interest.

2. Ibn Khaldoun

The Arab historian and statesman Ibn Khaldoun
(1332–1406) conceived the idea of writing a vast 
universal history, starting with a methodological intro-
duction: Al Muqaddima (“Prolegomena” or “Introduc-
tion,” 1968). It is in this first volume of his major opus
that he develops a cyclical theory of history, which he
calls the “science of human sociability” and is the first
tentative nontheological sociology. The dialectical rela-
tionship between wealth and population, taxation and
psychology, plays a key role in it. 
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Wealth and population are interdependent, but 
the substance of their relationship depends on the
sociopolitical context. In the earliest stages of a civi-
lization (settlement), the population grows. With
increasing population density, division of labor light-
ens the burden on all, bringing a rising standard of
living and increased efficiency of political, military,
and economic institutions. The leaders follow the
Koran, so taxation is minimal. Farmers therefore
produce great wealth because they keep the profit of
their labor. The social climate is naturally optimistic
and highly conducive to rapid population growth.
Economic and population growth enrich the State;
governments are caught in the trap of excess and
avarice and raise taxes. This is the start of the down-
turn in the cycle. Rising taxation gradually erodes pro-
ducers’ interest in working, and production falters,
prompting the leaders to further raise taxes in order to
maintain revenues. The population feels oppressed,
and its original optimism fades into disenchantment
and rebellion, which are not conducive to reproduc-
tion. Fertility drops while mortality and emigration are
temporarily exacerbated by civil war, which brings the
nation to its knees. The field is now open for a new and
uncorrupt people to embark on a new cycle where
growth will again be followed by the decline of civi-
lization, wealth, and population.

IV. MERCANTILISTS AND
PHYSIOCRATS

The implicit populationism of church doctrine
seems not to have been called into question in the pre-
Renaissance Christian world. But, with the Renais-
sance, a rediscovery of the thinkers of the ancient
world, the development of centralized states and state-
to-state relations, the discovery of the New World, 
the birth of capitalism, and many other innovations
prompted intellectuals to revisit the dominant theories
in all fields. By overlaying political and economic con-
siderations onto the moral precepts, traditional popu-
lationism would then be given a more explicit and
voluntaristic gloss by some and would be challenged
by others. The old biblical aphorism that the glory and
strength of the king are made by the number of his
subjects became formal doctrine and would go virtu-
ally unchallenged for three centuries.

1. Mercantilist Populationism 
(16th–18th Centuries)

For theorists of monarchical absolutism, like
Niccolò Machiavelli (1469–1527) (Florentine Histories,

1520–1526), the purpose of the political and social
organization of a nation, the supreme goal of gov-
ernment of a people, is the power and wealth of the
State (incarnated in the person of the monarch). Any 
individual concern for welfare comes second to this
ideal of national greatness, which means that it is often
sacrificed to it with glib fatalism. The population is 
an essential factor of the leader’s political and 
military might: his advantage therefore lies in the pop-
ulation being large, and he must actively promote its
growth. 

The mercantilists developed additional, relatively
new populationist arguments out of their economic
theories. They argued that a nation’s wealth lay in the
quantity of gold and silver it possesses, and anything
that draws these precious metals into the royal coffers
is good for the State. The discovery and systematic
conquest of America having brought a sudden influx
of gold and silver into the Iberian kingdoms, the rest
of Europe feverishly sought ways of siphoning off
some of this windfall. International trade became the
favored means of accumulating wealth. Each country
was to produce the agricultural foodstuffs and indus-
trial products necessary for the subsistence of its
inhabitants as well as a surplus of manufactured goods
to be sold at the highest possible price abroad.5 Why
this emphasis on manufactured goods? Because, on
the international market, they are far more advanta-
geous than foodstuffs: industrial activity is much more
profitable than agricultural activity, costs less, and
brings greater returns. Some even went so far as to see
agriculture as being governed by the law of diminish-
ing returns, while industrial returns increase thanks to
the division of labor. 

Where does population fit into this mechanism? 
A larger population contains more individuals who 
are not needed for agriculture and can therefore be
employed in manufacturing. Population growth
enables the development of an export industry, which
is the only way to increase the wealth of the State. If
wealth is gold, the way to get it is through population
growth. This is what lies behind Jean Bodin’s excla-
mation (in Les Six Livres de la République [Six Books of
the Commonwealth], 1576) that “there is no wealth nor
strength except in men.” The population policy pro-
pounded by mercantilists was therefore first and fore-
most a pro-marriage, -large families, -immigration
(preferably of manufacturing workers), and anti-
emigration (except to populate the colonies).
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The leading theorists of mercantilism are Jean Bodin
(1530–1596) (Les Six Livres de la République, 1576),
Barthélemy de Laffemas6 (1545–1612) and Antoine de
Montchrestien (1575–1621) (Traité de l’économie poli-
tique, 1616). Broadly, they believe the earth to be non-
depletable, France underpopulated, and that a larger
and better managed population could substantially
enrich the king and the kingdom. Their population
policy is promarriage and for controlled migration,
and their economic policy focused on food self-
sufficiency and the export of high added value manu-
factured goods. There are only benefits to population
growth (“one should never fear there being a surfeit of
subjects or citizens”, says Jean Bodin in Les Six Livres
de la République, 1576). At worst, should the nation’s
farmers be unable to supply sufficient foodstuffs, the
State can always import food using the added wealth
gained from the increased population. Montchrestien
adds a significant nuance to classical mercantilist doc-
trine: the source of wealth is not just the population,
but the population at work (Traicté de l’oéconomie poli-
tique, 1616), from which stemmed his preoccupation
with an employment policy and advocacy for the
restoration of the tradition of census taking (aban-
doned in Europe after the fall of the Roman Empire)
to identify the shirkers and scroungers (those that
cannot be put to work will be removed from the
kingdom).

Colbertism is surely the most perfected form of
demo-economic policy inspired by mercantilism.
Colbert, Louis XIV’s principal minister during the first
part of his personal rule from 1661 to 1683, went to
extraordinary lengths to foster population growth,
industrialization, and exports, fearing neither to over-
turn customs and privileges, nor to oppress the popu-
lace. Notable among his many initiatives was the 1666
edict encouraging marriage and reproduction by
granting tax exemptions to couples who married
before the age of 20 and to families with at least 10
legitimate children. This statute was only rarely and
poorly applied, and had to be repealed in 1683.
Colbert’s bid to drive out religious celibacy by limit-
ing the numbers of priests, monks, and nuns, and
raising the minimum age of female noviceship, had
little more success. He encouraged immigration and
banned emigration, except for settlement in the
colonies (Canada). To increase the volume of work, he
cut the number of public holidays and set up work-
shops for sturdy beggars. At the same time as reor-
ganizing the navy and the colonies to increase French
influence on the channels of international trade, he laid
the costly foundations of a mainly export-oriented

luxury goods industry manufacturing tapestries, silk
and other costly fabrics, fine glassware, watches and
clocks, and more. To maximize the export selling prices
of these products, he used the prestige of Louis XIV
and his court to constantly launch new fashions in
clothing (ribbons, lace, accessories), which Europe’s
other courts would rush to imitate from suppliers in
Lyons, Lille, and Paris. The well-oiled mercantilist
machine was running smoothly and population policy
was a big part of it. 

To Colbert and his interest in population we also
owe the regular publication of vital records in Paris
from 1670 on, a failed attempt at a national statistical
survey, and the testing out in Canada of the systematic
collection of population data. 

The very end of the 17th century witnessed the
emergence of what may be called critical mercantilism,
propounded by humanist philosophers (Fénelon
(1651–1715),7 Vauban (1633–1707),8 and Boisguilbert
(1646–1714)9) who agreed with the broad theory, but
minus the totalitarian excesses that absolutism and
Colbertism had produced. They believed that if the
king’s glory derived from population numbers, the
misery of the populace could only tarnish it. Their
concern for the population’s standard of living led
them to a major rethinking of orthodox mercantilism.
They sought to restore the status of farming, unfairly
neglected in favor of industry, to add morality to and
lighten the tax burden, and to liberalize trade and the
movement of goods to and from the home market.
From there, they implicitly came to a new definition of
national wealth: no longer gold reserves, but a well-
fed, gainfully employed population. 

In England and Germany, mercantilism coexisted
with antipopulationist arguments informed by the fear
of overpopulation, too varied to form a uniform school
of thought. Thomas More (1478–1535) (Utopia, 1516)
harked right back to Plato’s stationarity and authori-
tarian communism, while the deeply pessimistic
Thomas Hobbes (1588–1679) (Leviathan, 1651) doubted
that emigration to the colonies would suffice to drain
off the surplus population.

Few mercantilists accepted the possibility of a limit
to the volumes of subsistence that national agriculture
or international trade could supply, or the obvious
ceiling that would set on population growth. The most
highly developed such theory is that of the Italian 
Giovanni Botero (1540–1617) whose Delle cause della
grandezza e magnificenza delle città (1593, repub. 1930)
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postulated that the life of humankind depends on two
factors: the virtus generativa, which is humankind’s
propensity to reproduce, and the virtus nutritiva, which
is the ability to produce subsistence. Botero’s axiom is
that the former is naturally more expansive than the
latter: humankind’s tendency is always to increase to
the maximum allowed by the available means of sub-
sistence. Point-in-time food stocks set a maximum
level to absolute population size. Once the population
rises above this maximum, a range of ills (famine,
plague, war) will drain off the surplus. A state that
wishes to increase its population must therefore first
work to increase its food production; an increase in
population will automatically follow.

After the death of Louis XIV, theorists taking stock
of his disastrous rule took on a gloomier tone. For
some, the mercantilist machine created its own prob-
lems, and the glimmering fears of overpopulation,
whose harsh control by famine and wars could be
more humanely achieved by emigration to the col-
onies. For others, population growth certainly added
to the state’s wealth, but its attendant excesses, vice,
urbanization, and capitalization were all adverse to
reproduction.

2. The Physiocrats

A breakaway theorist from the mercantilist school,
Richard Cantillon (1680–1733), set the foundations for
a radical new philosophy—physiocracy—which was
only to be fully developed during the latter half of the
18th century. Cantillon (Essai sur la nature du commerce
en général, 1755) reasoned that the real source of wealth
was land (through labor). Landowners hold the reins
of the economy, labor, and the population. The eco-
nomic allocation they give to their lands (agriculture,
stock farming, or amenity) dictates the volume of 
subsistence produced, labor demand, and hence
maximum potential population growth. Cantillon also
points out that, for a given quantity of subsistence,
population size is determined by lifestyle: a popula-
tion accustomed to excess cannot increase as much as
a frugal population. 

The principle behind all physiocratic theories is that
of a fundamentally good and balanced natural order.
Governing consists in enforcing that natural order and
restoring it when it is upset. The physiocrats are there-
fore diametrically opposed to the economic interven-
tionism advocated and practiced by the mercantilists.
The real wealth of a nation is not its gold reserves or
its population, but its land and agriculture. Only the
land generates wealth, producing more than goes into
it (François Quesnay’s [1694–1774] “net product”; the
articles “Fermiers” and “Grains” in the Encyclopédie,

1756–1757; Tableau économique, 1758); all other activities
merely adapt the goods extracted from the land,
adding nothing to national wealth. Logically, there-
fore, the nation’s happiness lies in a fertile land, well-
exploited by a sufficient population respectful of the
natural order. 

Population growth is no longer the absolute prior-
ity that it was for the mercantilists. It is desirable only
insofar as the land is underused. And there is never
any need for a specific policy to promote population
growth, which occurs spontaneously to the full
measure permitted by the means of subsistence avail-
able: “The only limits to [population] increase are
those set by subsistence” (Quesnay, “Fermiers,” L’En-
cyclopédie, 1756); “There are always as many people as
can be fed” (Mirabeau, L’Ami des hommes, 1756). The
best-fit criterion between population and subsistence
is a decent standard of living. Unlike classical mer-
cantilists, the physiocrats saw no benefits to a large 
but impoverished population. The aim of government
must be not population increase but increased agri-
cultural output, which will generate population
growth and raise living standards. Physiocratic policy
is therefore an agricultural policy to develop a pros-
perous farming community and promote scientific
agriculture. Victor de Mirabeau10 (L’Ami des hommes,
1756) even professes a belief in limitless agricultural
progress that will not only enable but automatically
produce population growth with no drawbacks. But he
also believed that the population of Louis XV’s France
was declining, for which he blamed the architects of
royal despotism, unfair taxation, luxury, and underex-
ploitation of the land. François Quesnay reasoned far
more pessimistically that the population inevitably
tends to increase beyond what the available means of
subsistence can support, so that the wage will always
be minimal and poverty inevitable. The legislature’s
main concern, therefore, should be the populace’s
quality of life, not its numbers.

The controversy over depopulation of the known
world sparked off around 1720 by Charles de 
Montesquieu (1689–1755)11 (Lettres persanes, 1721) and
Robert Wallace (1694–1771)12 would impel many 
European intellectuals to propound theories on the
origins of population growth that were more convic-
tion- than science-based. Has the world or European
population increased or decreased since ancient times?
Is the population of a given country increasing or
decreasing? With no population statistics at hand, sub-
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stantiation for views was sought from any useful
source, and many drew on an implicit axiom that the
population increases under sound government and
declines under despotism.

Victor de Mirabeau’s belief in the limitless possibil-
ities of progress—not just in agricultural science, but
science in general—to increase subsistence without
restriction or maximum finds echoes in William
Godwin (1756–1836) (An Enquiry Concerning Political
Justice, 1793) and Marie-Jean-Antoine de Condorcet
(1743–1794) (Esquisse d’un tableau historique des progrès
de l’esprit humain, 1795), who were flatly opposed by
Thomas Robert Malthus (An Essay on the Principle of
Population, 1798). More realistically, Jean-Jacques
Rousseau (1712–1778) (Social Contract, 1762) believed
that there was a right relation to be kept between size
of territory and population size (Book II, Chap. 10), but
remained in favor of some population growth, seeing
depopulation as a sure sign of degenerated govern-
ment (Book III, Chap. 10).

3. Adam Smith

The extraordinary demo-economic rise of North
America inspired the father of free-market capitalism,
Adam Smith (1723–1790), to evolve a theory that
pushes the mechanistic nature of population growth to
the limit. Just as the production of goods is demand-
driven, population changes are labor-demand-driven,
with wages interfacing between supply and demand.
A labor shortage that pushes up wages will have a
knock-on effect on marriage and fertility rates, “the
demand for men [. . .]necessarily regulates the pro-
duction of men” (An inquiry into the nature and causes
of the wealth of nations, 1776). Malthus was to adopt
much of this approach.

V. THE FIRST DEMOGRAPHERS

Demography dates from 1662. Its founder, John
Graunt (1620–1674) (Vilquin, 1976), and its earliest 
theorists (e.g., William Petty [1623–1687],13 Edmund
Halley [1656–1742],14 Antoine Deparcieux
[1703–1768],15 Gregory King [1648–1712],16 Louis 
Messance [1734–1796],17 Jean-Baptiste Moheau

[1745–1794],18 Johann-Peter Süssmilch [1707–1767]19)
strove mainly to observe and describe the population,
its composition and changes. Their ultimate goal was
to uncover laws governing population akin to those
being discovered in the natural sciences. And they did
indeed highlight many statistical laws (sex ratio at
birth, age- and cause-specific mortality, the relative
invariability of the crude birth and death rates, etc.),
which produced astonishment from within a wide
audience. They argued that the scientific results of
demography were essential to inform government
choices and policy, but seldom ventured further into
political or economic theorizing. Many gave the
backing of science to the theory of geometric progres-
sion: the natural tendency of humankind is to 
multiply by geometric progression, but obstacles 
of many kinds act to make it grow much less 
quickly in reality. Johann Peter Süssmilch (The Divine
Order, 1741) sees it as not only a natural but a 
divine law (as the title of his treatise clearly indicates)
which it would be blasphemous to oppose; population
growth is therefore inherently good since it is
“ordained” by Providence; also, adds Süssmilch to still
his own objections, there is plenty of room on the
Earth.

Over time, the development, systematic production,
and publication of population statistics, and advances
in analyzing them, meant that caveats had to be added
to population theories, which were now at risk of
being scientifically disproved.

VI. THOMAS ROBERT MALTHUS

Thomas Robert Malthus had many forebears—he
did not originate his theory. But so glaring a light 
did he shed on the law of population as to blind his
ardent followers and fiercest detractors alike, setting
off a furious debate that still rolls on today. Population
cannot now be addressed without referring to Malthus
and taking a stand on his thought. Sadly, Malthus’s
thinking, clumsily propounded by self-styled 
Malthusians, has also continually been deformed 
by rigid theorists more concerned with castigation
than dispassionate examination. Emphatic refutations
of the Malthusian system by some big names have
been accepted as authoritative, and history’s 
belated attempts to right the worst wrongs done to
Malthus and his thought have not yet made sufficient
inroads.
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1. Thomas Robert Malthus (1766–1834), 
A Noble Intellectual

Born in 1766 into a family steeped in the utopian
ideals that were the seeds of the French Revolution,
Thomas Robert Malthus became a fellow of Cam-
bridge University and a country parson after a broadly
based education inspired by the educational theories
of Jean-Jacques Rousseau. He was a man of nobility
and rectitude, esteemed and liked. He had a reputa-
tion for wisdom without severity. Initially fired by his
father’s enthusiasm for all the social, reforming, and
revolutionary ideas converging from all sides, both in
France in the wake of the Revolution and in England
then in the throes of turmoil, he nevertheless sought to
distance himself from the dangerous optimism of some
ideal society theories with the publication in 1798 of a
pamphlet which caused a furor—his Essay on the Prin-
ciple of Population. This was a bare-knuckle demon-
stration of the misguided theories held by Godwin,
Condorcet, and other egalitarians or pre-Socialists on
the causes of poverty and hence the means of eradi-
cating it. Spurred on by the unexpected success of his
pamphlet, he wrote a second edition (1803), which was
both more developed and especially more meticu-
lously documented with the collected “evidence”
gleaned from his lectures and travels. From 1804 to his
death (1834), he was a professor of history and politi-
cal economy at the East India Company College, pub-
lishing, in addition to four new editions of his Essay,
other significant works that rank him among the
founders of the science of economics. He married late
in life, at age 38, had three children, and seems to have
lived his life by the virtues he preached.

2. Egalitarian Utopias

While almost all the political philosophies of previ-
ous centuries had been dominated by a single obses-
sion (how to enrich the State or the Ruler), thinkers in
the latter half of the 18th century were increasingly
concerned with an issue of a very different order: how
to stem the sharp rise in the number of poor. But rising
poverty was nothing new. Renaissance England had
witnessed an economic change that enriched the few
by condemning the many to poverty: the land enclo-
sures, which turned ploughed land to pasture,
replaced corn by wool, cereal-growing by sheep-
rearing. Sheep-farming is much less labor-intensive
than crop-farming, forcing tens of thousands of dis-
placed peasants to flee the land to huddle in poverty-
stricken masses on the outskirts of towns. In 1516,
Thomas More, in his Utopia, accused sheep of devour-
ing men! As the canker continued to spread, Queen
Elizabeth I revived a primitive form of social assistance

in 1601–the poor laws. This body of legislation made
each parish responsible for feeding paupers residing
within their boundaries. Most English parishes dis-
charged this obligation by levying a tax on ratepayers
to provide bread to the unemployed and vagrants.
Two centuries later, the poor laws were generally crit-
icized for failing to prevent the unrelenting spread of
poverty, despite the increasing cost burden they rep-
resented. The social visibility of poverty had reached
unacceptable levels, and the remedies were clearly not
working, which made poverty a universal subject of
concern to philosophers and economists in the closing
quarter of the 18th century.

Theories abounded, but some were keener to lay
blame than try to understand why, while others pre-
ferred simply to dismiss something that they could not
realistically conceive of. It was this latter attitude that
shocked Thomas Malthus, and the subtitle of his Essay
(“. . . with remarks on the speculations of Mr. Godwin,
M. Condorcet and other writers”) is a thinly veiled
statement of intent to lay bare the errors of Godwin,
Condorcet, and others.

For these noble souls, poverty was all about the 
distribution of wealth. In an inegalitarian society, the
arrogation of wealth for the benefit of the few is insti-
tutionally organized (in particular through owner-
ship), plunging the many into abject poverty.
Revolution will overturn these unfair institutions, at
the same time sweeping away all obstacles to progress.
With wealth then being fairly distributed, excess and
poverty will be no more; also, humankind’s biological
and spiritual progress will lead it inexorably to an
earthly paradise where the indefinite prolongation of
human life will result in the diminishing and disap-
pearance of the sexual instinct.

Poverty, thought Malthus, was too serious and
acute a problem to be dealt with through such naive
conjectures. And, refuting the theory of the indefinite
perfectibility of mankind and society led him to
develop his own explanation of poverty.

3. The “Principle of Population”

The centerpiece of his theory of poverty is encap-
sulated in a universal natural law, which many other
writers (since renamed pre-Malthusians) had previ-
ously expounded, calling it even then the principle of
population: the propensity of living species to multi-
ply (driven by the instinct of reproduction) is at all
times apt to exceed the Earth’s capacity to produce the
subsistence necessary to support that multiplication.
The human species, like the animal species (a bold
comparison for the time, which Darwin would draw
on for support), is subjected by divine will to two
forces pulling in opposite directions: the naturally

16 Vilquin



powerful, fierce, and unreasoning instinct of repro-
duction is at variance with Nature’s fundamental
inability to produce means of subsistence at the same
unchecked pace. The pattern of food production nec-
essarily imposes its pace on population growth. The
renowned geometric (of population) and arithmetic (of
subsistence) progressions of increase that have elicited
so much fruitless discussion are, as Malthus himself
would point out, no more than rough depictions of the
dizzying nature of the divergence between the two
trends. He cites the example of the United States of
America, a vast, wealthy, and clearly underpopulated
country: its population doubles every 25 years, and
even every 15 or 10 years in some regions. So long as
neither space nor means of subsistence are lacking,
therefore, the population naturally tends to increase in
a geometric progression. Sooner or later, however, both
space and means of subsistence will inevitably become
scarce.

4. Misery, Its Causes and Remedies

The demands of the instinct of reproduction can be
kept down to the level of food production possibilities
in different ways, all of which will lead to the same
necessary and inevitable result: that the Earth never
has more than the number of inhabitants that it can
feed. Animals—and, sadly, most humans—leave it to
Nature to operate this check, and Nature has at its dis-
posal only the grim means of ridding itself of the
surplus of live-born individuals it lacks the means to
feed.20 Famines, epidemics, wars,21 malnutrition,

unhealthy living conditions, unemployment, and low
wages,22 all factors of premature death that Malthus
refers to together as “positive checks,” constitute
misery. This is the first aspect of the thesis, the origin
of misery. But a wide gulf separates Malthus’s analy-
sis from that of his detractors: the cause of misery lies
not in human institutions that can be changed by rev-
olution, but in a universal (divine) natural law that no
revolution can change.

No living species can evade the principle of popu-
lation, but misery—Nature’s means of applying that
law—is an inevitability only for animals. This is
because Man’s capacities for reason, self-assessment,
and forethought give him other resources than to
submit to Nature. He can take control of his life and
replace the destructiveness of Nature (misery) with a
preventive human strategy proper of ensuring that
there are no surplus individuals condemned to an
early death for want of subsistence; it is enough for
them not to be born. Misery can be averted by render-
ing it redundant, that is, by replacing it with another
way of keeping population commensurate with the
means of subsistence: voluntary fertility control. All
men have the choice of avoiding misery. They may (by
default) be driven purely by reproductive instinct 
to produce more children than they can feed, or they
may have only the number of children for whom they
can decently provide, which, unless they are wealthy,
will certainly lead to a smaller family size than in 
the former hypothesis. This is the second aspect of
Malthusian theory: solving misery through the use of
preventive checks.

As a Christian moralist, Malthus dismisses vice 
and acknowledges contraception as an effective but
wrongful means of fertility control. All that remains,
therefore, is marriage, but only after having acquired
the means to support a family, remaining pure in the
celibate state (“moral restraint”).

The first way of applying this solution to the
problem of misery in practice is to explain to those
most patently in need of explanation—the poor—how
their situation has come about: the natural mechanism
of the principle of population and the false inevitabil-
ity of the resulting misery; then to describe the solu-
tion to them, and urge and help them to choose wisely.
For a liberal economist like Malthus, this is purely a
policy of education, unsullied by restraint. No social
or economic system (which he systematically reviews)
offers any way of avoiding the choice between the pre-
ventive and destructive obstacles imposed by the prin-
ciple of population.
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22 Surplus demanders contending for an insufficient quantity of
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5. Challenging False Solutions

If misery results from the principle of population,
any putative solution of misery that does not go to the
levers of that principle is unrealistic. Malthus system-
atically examines such various solutions as social rev-
olution, public assistance, and private charity, and
concludes that in every instance these are bogus reme-
dies that in no way affect the conditions for applica-
tion of the principle of population. They neither check
the insensate drive of the instinct of reproduction, nor
radically increase the productive capacity of the land,
which are the only possible avenues to a real solution.
A simple redistribution of existing wealth by whatever
means changes neither the number of consumers, nor
the quantity of subsistence available, nor the condi-
tions in which both are produced. Justice and charity
are lofty moral values, certainly, and Malthus in no
way disavows them, but they can only alleviate spe-
cific misfortunes, solving the social problem of misery
is beyond their ken. In the final analysis, palliating
misery simply displaces it, replacing one set of poor by
a larger number of new poor. Malthus’s opposition to
the poor laws of England is wholly consistent, there-
fore. Palliating the distresses of the poor allows them
to reproduce without having the wherewithal to
provide for their children, who will therefore increase
the poor population. This Malthus summed up in a
short phrase that set British society in uproar: “the
poor laws create the poor which they maintain”!
(Essay, 1798, p. 83).

6. Liberal Philanthropist or 
Cynical Reactionary?

The ease with which Malthus dismantled the false
solutions outraged many who took their vengeance
through smear campaigns, painting him as a cold and
cynical reactionary. Although fundamentally an eco-
nomic liberal, Malthus was no less fundamentally pro-
gressive. His foremost concern was to increase the
standard of living for the whole population, and he
was more than ready to compromise his economic lib-
eralist principles so that the poor did not bear the
brunt. He called for sweeping social reforms (democ-
ratization of education, medicine, savings, guaranteed
minimum wage, etc.) to promote the rise of the poor
up the social scale, in the belief that this would dispel
the fatalism and resignation that stopped them from
taking control of their own future.

Nonetheless, objectively speaking, Malthusianism
relieves the governing and privileged classes from all
responsibility for misery and its elimination, cutting
the ground from under the feet of any revolutionary

theorizing;23 objectively, while ever people’s standard
of living is low, marriage and families are bourgeois
privileges; it is also true that Malthus was an apologist
for social inequality, which he saw as morally repre-
hensible but socially necessary as the only effective
engine of human activity, work, and progress. His
crusade against the putative right of the poor to be
maintained at society’s expense is little short of shame-
ful. Much remains still to be said about the alarming
repercussions of Malthusian theory.

VII. THE 19TH CENTURY–PRO- OR 
ANTI-MALTHUS

1. Malthusians and Neo-Malthusians

The very first Malthusians were naturally the bour-
geoisie. Living handsomely on the profits generated by
an unheeding, unquestioning capitalism, they arro-
gated wealth and power, right and respectability to
themselves everywhere in Europe. Malthus providen-
tially salved their consciences of any unease about the
plight of the laboring classes. When French minister
François Guizot made his celebrated “Make your-
selves wealthy” speech24 to the Chamber of Deputies
(Lower House), the noble parliamentarians’ ovation
was given with no hidden agenda.

The 19th century saw the flowering of classical eco-
nomic theories. All the writers in this vast movement
were familiar with Malthus’s Essay and, treating it as
established scientific fact, drew arguments or at least
inspiration from it on which to base and develop their
views on the role of population in the mechanics of
socioeconomic processes. Most were doomsayers 
who believed that the principle of population was 
an inescapable fact, and even sought to refine the case
for it.

David Ricardo was a friend of Malthus, and a
Malthusian: the “law of diminishing agricultural
returns” (On the Principles of Political Economy and Tax-
ation, 1817) reinforces the principle of population;
wages act to regulate the population because, naturally
settling at subsistence level, they embody the maxi-
mum means of subsistence to which the absolute size
of population always necessarily adjusts. Many econ-
omists make the so-called wages fund theory a central
article of faith: when the population increases, wages
decrease, and wages can rise only if the population
decreases.
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John Stuart Mill (1806–1873) (Principles of Political
Economy, 1848) also argued that the working popula-
tion must restrict its numbers as the only means of
achieving full employment with decent wages. From a
given population density, any population growth
brings the law of diminishing returns into operation
and the standard of living falls. For Mill, the ideal ten-
dency of the entire connection between volumes and
prices (including population and wages) is toward a
stable equilibrium.

Some argued that population was proportioned to
capital stock, while others believed that capital accu-
mulation and population growth were in competition.
Jean-Baptiste Say (1762–1832) (Catéchisme d’économie
politique, 1815) recommended “saving rather than 
procreating.”

There was a broad consensus of liberal thought to
reinforce the class theory element of Malthusianism.
Malthus was cited as authoritative proof for the argu-
ment that the misery of the working classes was
caused not by free-market institutions, but the igno-
rance and improvidence of workers, and that fertility
regulation by the working classes would result in the
elimination of misery without calling the principles of
economic liberalism into question.

Jean Charles Léonard Sismonde de Sismondi
(1773–1842) (Nouveaux principes d’économie politique,
1819) stood apart from this trend as a self-professed
Malthusian who was opposed to economic liberalism.
He believed that self-interested capitalism bore some
responsibility for the emergence and spread of 
misery, and advocated legislative protection of
workers against abuse. He was a somewhat unortho-
dox Malthusian, arguing that misery made the poor
improvident and prompted them to reckless repro-
duction; foresight therefore had to be inculcated in
them (education, saving), which would lead them to
regulate their fertility.

This era also saw the development of neo-Malthu-
sianism, chiefly through those who subscribed to
Malthus’s view that the poor must limit their family
size to improve their lot, but without his moral 
scruples, believing that all or almost all means were
justified to reduce fertility. More activists than 
theorists, they ran information campaigns to persuade
the working class of the benefits of contraception. 
They included luminaries of the non-Marxist far 
left, feminists, and anarchists calling for a “womb
strike” to choke off capitalism by depriving it of 
the “labour fodder, cannon fodder, and pleasure
fodder” (Chapelin, cited by Bureau, 1920) which 
were its lifeblood! In England and France, these move-
ments encountered draconian suppression by law and
justice.

While English and French socialists were on the
whole fiercely anti-Malthusian, some German social-
ists like Adolph Wagner (1835–1917) (Foundations of
Political Economy, 1876) believed that regulation of
working-class fertility was essential. But, believing the
education in individualism and providence counseled
by Malthus to be ineffective, they argued for State-
imposed restriction of fertility, advocating measures,
some of which foreshadowed the worst perversities 
of Hitlerism, like the forced castration of poor male
children.

As if to validate Malthus, for whom the United
States was the exemplar of a country where the 
principle of population had not yet taken effect,
Malthusianism would not find a foothold in North
America before the 20th century.

2. The Anti-Malthusians

On the fringes of liberal capitalism which had
embraced Malthus’s views as a revelation, some opti-
mistic economists, like Frédéric Bastiat (1801–1850)
Harmonies économiques, 1850), argued that the oppor-
tunities brought by industrialization and techno-
logical progress (division of labor, productivity
growth) disproved Malthusianism and held out the
prospect that subsistence would increase consequent
on the rate (exaggerated by Malthus) of population
growth.

The Church shared that optimism and overlaid it
with theological arguments to refute Malthusianism,
which it argued denied the affirmation of Holy Writ
that the multiplication of living things, and mankind
in particular, was a good thing and God’s will
(Genesis). Moreover, it was unacceptable for some men
to be declared surplus and so eliminated (or prevented
from being born). Malthusianism was a self-seeking
and blasphemous theory. Society must strive to
increase subsistence so that any nascent human being
may come into life.

Following William Godwin, vehemently refuted by
Malthus, the early socialists argued that misery was
caused by the organization and functioning of society.
Standing chronologically between Malthus and Marx,
they were more concerned with repudiating what they
saw as the heinous principle of population than con-
structing serious foundations for their own explana-
tion and solution for misery.

Very broadly, the pre-Marxian socialists challenged
the idea that the working class were to blame for
poverty-creating overpopulation, and repudiated a
theory that sought to justify the preservation of exist-
ing social structures with their glaring injustices.
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Inequality of resource allocation, regardless of
absolute population size, was what produced misery
among some of the populace, and created a false
impression of overpopulation. Some went further to
argue that, were the working classes to follow
Malthus’s counsel and limit their family size, then far
from improving their standard of living, social
inequalities would actually widen, as the wealthy
would arrogate to themselves all the benefits of the
demographic slowdown.

The most utopian argued simply that an egalitarian,
collectivist, or socialist society would spontaneously
generate regulating mechanisms which would prevent
population growth from outstripping the increase in
subsistence (Charles Fourier, 1772–1837) (Le nouveau
monde industriel, 1829). Pierre-Joseph Proudhon
(1809–1865) (Système des contradictions économiques,
1846) (“There is only one man too many on Earth: Mr
Malthus!”) and Louis Blanc (1811–1882) (L’Organisation
du travail, 1839) turn Malthus’s argument on its head:
misery causes overpopulation; when their standards
of living rise, the working class will become provident
and limit their fertility. They cited anecdotal evidence
that the wealthy limited their family sizes to maintain
their standard of living, while the working class living
on subsistence level had nothing to lose or gain from
an inegalitarian system.

Karl Marx (Das Kapital, 1867, Vol. 1) would draw
together and give substance to the disparate argu-
ments of the earliest socialists, without thereby clari-
fying the role of demographic variables in the socia-
list economy and society. He refuted the idea of a 
principle of population discrete from the economic
context, arguing for a law of population peculiar to 
each society, and more specifically, to each mode of
production. The misery of the working class was a 
necessary consequence of the capitalist mode of 
production.

The capital accumulated by individual capitalists
comprises both constant (buildings, machinery, inter-
mediate goods) and variable capital (stock of money
exchanged as wages for the labor of workers). One
effect of competition between individual capitalists is
the invariable tendency for the constant to increase
much more than the variable capital. Like capital, pro-
duction increases, and so the economy should be able
to satisfy the needs of an increased population. But the
individual capitalist is coldly calculating and always
more inclined toward labor-reducing investments that
consign to unemployment workers who would other-
wise have been employed in accumulating more
capital. This is why Marx talks of a “relative surplus-
population” (Book 1, Chap. 25, Sect. 3). In this way, an
“industrial reserve army” (ibid) is formed, comprising

not only workers unable to find work and those
thrown out of work by mechanization, but also a
whole range of other laborers without stable jobs, farm
laborers ready to leave the land, and all society’s
rejects—(widows, orphans, the sickly, etc.).

This mass of unemployed labor is not only a by-
product, but also an essential instrument of the capi-
talist mode of production; from it, individual
capitalists source and return the labor they need, and
consign their supernumerary labor according to the
fluctuations in demand. The unemployed also press
down on the wage demands of the active labor force,
ensuring that rising wages do not undermine profit
rates.

However, while Marx carries out a searching cri-
tique of the law of population of the capitalist mode of
production, he is extremely noncommittal on the law
of population in a socialist system, simply asserting
that as private ownership of the means of production
disappears, so too will the mechanism of relative
surplus-population. His ostensible argument is that
rising standards of living in an egalitarian society will
reduce natality, but little more; Marx offers no theory
of population. He does not consider the problem of
population growth relative to the means of subsistence
or even production; he analyzes only one aspect of it—
relative surplus-population—but seems unable to
carry this partial analysis over into the broader
problem.

Ill-equipped with the bases of theory on this by its
founder, Marxism can only signal its implacable oppo-
sition to Malthusianism by attacking it for objective
complicity with bourgeois privilege and professing a
dogmatic populationism, largely founded on a blind
faith in progress, which, after the revolution, will no
longer be held back by the private interests of capital-
ists and resource owners. Only Friedrich Engels, albeit
taking a more optimistic view than Marx (socialist pro-
duction would outstrip capitalist production), raised
the possibility of an absolute surplus-population in a
socialist society. But he believed in a socialist society’s
ability to carry out population no less than production
planning, if need be.

Revisionist socialists accepted that contraception
could bring immediate relief to the lot of the working
population. But orthodox socialists argued that the
poor should not yield to Malthus by limiting their
family size, since he was merely an apologist for his
own class and capitalism. Instead, they took refuge in
Marxist theory, deferring the issue to the advent of
socialism, when the problem would no longer arise
since it was a problem specific to capitalism. Most
claimed (but brought no proof) that socialism would
admit steady population growth above that permitted
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by capitalism but far from the geometric progression
of Malthus. They also rejected the law of diminishing
returns as a Malthusian axiom espoused by classical
economists.

Vladimir Ilyich Ulianov, popularly known as Lenin,
took the Marxian view, describing neo-Malthusianism
(Pravda, 16 June 1913) as typically “petty-bourgeois.”
Contraception and abortion are personal liberties, but
strategically against the interests of the proletariat.
This line of argument exerted a strong influence on
socialist thought right up to the late 20th century.

VIII. MATHEMATICAL, BIOLOGICAL,
AND SOCIOLOGICAL THEORIES

1. Logistic Growth

In about 1840, Adolphe Quetelet (1796–1874) who
had met and corresponded with Malthus, thought to
add the final touch to Malthusianism by making it a
mathematical model. He tasked a young associate, the
mathematician Pierre-François Verhulst, with formal-
izing a self-limiting geometric growth model. After a
series of attempts, all unsatisfactory to Quetelet, 
Verhulst (1845, 1847) devised the “logistic function” as
a common model of time-dependent population
growth. The graph of this function takes the form of a
sigmoid curve. After an initial phase of near-exponen-
tial growth, the population reaches its “normal”
absolute size when all productive land is farmed;
growth is continuous in time as long as new land can
be put under crop, but slows more rapidly (propor-
tional to the difference between current population
and normal population) when it passes a point of
inflection and approaches a horizontal asymptote, that
is, a maximum absolute population size.

Rediscovered and popularized circa 1920 (Pearl and
Reed, 1920), the logistic law has attracted increasing
criticism for omitting too many key factors involved
with population social and cultural development. Its
explanatory capacity is of little value and its forecast-
ing capacity highly unreliable. The few attempts to
incorporate economic and psychological factors into
logistic theory have been short-lived.

2. Biological Approaches

Herbert Spencer’s (1852) biodemographic theory
describes the antagonisms between the propensities of
species to survive and to reproduce. He argued that
development of the nervous system decreases the ten-
dency to multiply in favor of self-maintenance. Fertil-
ity is inversely proportional to development of the

organism. Accordingly, the least developed individu-
als will multiply, but being exposed to the principle of
population, only the fittest will survive.

Francis Galton (1869) believed that differential fer-
tility was present between races and social classes, 
and recommended that the process should be directed
toward the development of a superior race.

Corrado Gini’s (1934) cyclical theory assumes that
the rising standard of living (among the higher social
classes) diminishes reproductive energies. After World
War II, Josué de Castro (1952) gave a similar theory a
deceptive scientific veneer, which lasted only 20 years
or so. He claimed that increasing protein intake in the
diet led to sterility, while certain dietary deficiencies,
by contrast, increased fecundability (“the poor are
under-fed, but misery makes a fertile bed”), but no
reliable scientific evidence was produced to give cre-
dence to these assertions.

3. Sociological Theories

Many sociologists have stressed the importance of
population growth, especially increased population
density, in the process of civilization, intellectual, eco-
nomic, and social progress. For Emile Durkheim
(1893), inter alia, population density is an essential
driver of progress because it enables the division of
labor. For Eugène Dupréel (1928), increasing density
develops individuals’ activity in all fields through the
development of linkages between them; he also argues
that a population that perceives itself as growing is
imbued with optimism.

Another focus of concern for sociologists was to find
an explanation for fertility decline in industrialized
countries. Their many and varied theories involve
growing individualism resulting from rising standards
of living, women’s economic activity, urbanization,
rationalism, and so forth.

Arsène Dumont’s (1890) theory of “social capillar-
ity” argues that the desire for upward mobility leads
to restriction of family size, since fertility is a financial
burden that competes with other possible investments
(see Chapter 92); the desire to secure higher social
status for their children, moreover, will often impel
parents to invest more in their education than in their
number.

IX. OPTIMUM POPULATION

The basic idea underpinning the theory of the
optimum is very simple: if a population can be con-
sidered as too small or too large, there must be an
intermediate stage between underpopulation and
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overpopulation that is more balanced than these two
extremes. Adolphe Landry (1934) saw the ultimate aim
of demography as being to determine the theoretical
conditions of this optimum and put them into practi-
cal terms for specific populations. The idea of an
optimum is at least implicit in several older theories:
the golden mean of China, Plato’s static equilibrium,
the optimum combination between population and
subsistence or welfare theorized by Richard Cantillon
and many others. But the concept of optimum popu-
lation came under methodical study only from the
1920s onward.

Even the definition of an optimum raises contro-
versial issues, for in fact it involves determining the
main demographic characteristics (mainly absolute
size) of a population that will maximize its happiness,
the assumption being that happiness is not maximized
where population is too high or too low. The crucial
issue is, if not to define happiness, at least to select a
reliable and preferably measurable indicator of it:
longevity, individual income level, for example. Any
change in one constituent of the definition of happi-
ness will produce a shift in the optimum.

One source of this theory lies in the assertion of
some classical economists that an increase in the
absolute size of a population produces first an
increase, then a decrease, in the return on its economic
activities (Cannan, 1861–1935) (Elementary Political
Economy, 1888). There is, therefore, an absolute size of
population that will yield a maximum return on its
activity. One objection to this line of argument is that
there is probably a different optimum for the different
activities of a population.

In economic terms, conjecturing a certain quantity
of wealth produced by a certain quantity of popula-
tion, for distribution among that population, the
optimum may lead to conclusions with which its the-
orists themselves may be uncomfortable. By applying
the laws of increasing and diminishing returns and the
(average and marginal) productivity trends, it can 
be concluded that maximizing individual welfare
depends on reducing the number of individuals who
must share in the national wealth (where the wealth
generated decreases more slowly than the population).
But a new question arises (previously raised by Victor
de Mirabeau, Jean Charles Sismondi, and others): is it
better for a few to enjoy a very high level of welfare,
or for a slightly lower level of welfare to be shared by
a greater number? The economic optimum offers no
answer to this question.

Optimum theory therefore leads to a dilemma:
either a satisfactory definition of happiness is achieved
through mostly nonmeasurable elements, for which no
quantitative relation can be made with absolute pop-

ulation numbers and so no optimum absolute size can
be calculated, or happiness is reduced to a quantifiable
indicator, and that simplification unduly constrains
the scope of the results. Some proponents of this theory
have therefore accepted that between underpopula-
tion and overpopulation—which can be defined—
there lies a broad optimum area in which the choice of
an optimum point is discretionary and depends on
population- and time-specific, especially noneco-
nomic, criteria to define that population’s happiness.

Attempts to further refine the theory have been
made with the concept of a dynamic optimum.
Because the optimum is never achieved and constantly
shifts with the continual changes in the context in
which a population evolves, rather than matching
absolute population size to a putatively fixed context,
population development should be matched with the
evolution in its environment. Although conceptually
more pleasing, this new theory of the optimum
resolves none of the technical contradictions of its
predecessor: its key constituents are and remain
unquantifiable; the optimum rate of change can 
no more be determined than the optimum absolute
size.

Alfred Sauvy (1963) put an interesting gloss on the
definition of the optimum: it is the absolute size of
population that best permits achievement of the self-
appointed objectives of a given society, from which 
a wide range of optima can be defined, linked to 
the various possible societal objectives: geopolitical
supremacy (optimum power), population living 
standards (optimum welfare), economic efficiency,
elimination of poverty, economic self-sufficiency,
attainment of a philosophical ideal, and so on. Alfred
Sauvy also sought to bring into the theory previously
neglected elements like the linkages between the
growth and changes in the structure of a population
(his marked preference was for population growth
from what he regarded as the all-around beneficial
effects of the resulting rejuvenation of the population).

X. DEMOGRAPHIC TRANSITION

Population thought in the latter half of the 20th
century was dominated by the theory of demographic
transition. This theory, whose raw makings predate
World War II (Landry, 1934; Thompson, 1929), grew
out of the observation that all industrialized countries
had, over approximately the last two centuries, fol-
lowed the same demo-economic development from a
starting stage (agrarian society) to an end stage (indus-
trial society). As this trend seemed to be independent
of the physical, economic, and political characteristics

22 Vilquin



of the populations concerned, it was hard to resist the
beguiling temptation to develop it into a universally
applicable theoretical model, particularly so for the
comforting answers it appeared to bring to the huge
and distressing question mark raised by the demo-
graphic future of the Third World, and hence the
planet.

Adolphe Landry (1934) divided time-dependent
population change into three phases or “demographic
regimes.” In the primitive regime, the pressure of sub-
sistence (or, more generally, the economy) on the pop-
ulation affected only mortality, not fertility. Nature
was left to regulate the population by taking off the
excess numbers. Through this process of “natural”
adjustment, the population always tends toward the
maximum supportable by available subsistence. Both
fertility and mortality are very high. The absolute size
of this population experiences very moderate long-
term growth that is frequently and suddenly reduced
by crises of excess mortality (epidemics, wars, etc.).

In the intermediate regime, scientific progress grad-
ually improves mortality, while economic progress
brings the population a standard of living that it
aspires to maintain or further improve. This calcula-
tion leads to a measure of fertility regulation (initially
through postponed marriage). The third stage, or con-
temporary regime, brings a sharp drop in natality, not
just as a result of individual economic motives; this,
said Landry, disproved the idea of a universal law.

Various later authors produced classifications some-
what different from that of Adolphe Landry, but the
broad pattern remains unchanged, focusing chiefly on
time-dependent sequences of fertility and mortality
trends.

There are two aspects to the transition phenome-
non. First, it is a transition from equally high mortal-
ity and natality to equally low mortality and natality.
Between these two, spectacular economic progress
brings major changes in the population whereby 
mortality and fertility are reduced by different and
independent mechanisms. Second, there is a time lag
between these two downturns, and it is the scale of
that lag that determines the pace of transition, since it
dictates the trend in the population growth rate. In
most of the historical situations for which the theory
tries to account, mortality decline has preceded fertil-
ity decline, such that transition has commenced with
a relatively spectacular population growth and ended
with population stationarity or even decline.

Following so many others, this theory was seized on
as offering a universal model, and used in particular
to predict the demographic future of the Third World
(having recognized that its “demographic revolution”
was the effect of mortality decline, while fertility

remained very high). Its proponents therefore natu-
rally looked closely for the signs of the onset of fertil-
ity decline. In some cases, feeling it to be too long
delayed, they forced it in order to give credence to a
theory that they deemed not only scientifically right
but also politically expedient.

At the same time, the theory was attacked by
demographers and historians as an over-simplification
of the real and often quite different population pro-
cesses of different industrialized countries. Their con-
clusion was that its lack of general value in describing
the past applied equally to forecasting the future. They
also stressed that the onset of transition in the Third
World today is taking place in a radically different
context from that of the onset of Europe’s own transi-
tion at the end of the 18th century.

One major weakness of this theory is that it merely
describes the course of a phenomenon but not its
mechanisms, the factors involved, or the cause–effect
relationships. The search for a theory to explain fertil-
ity decline is probably key to a renewed impetus for
transition theory.

XI. MAJOR CONTEMPORARY
DEBATES

At this close remove, a detailed review of the
ferment of 20th century thought on population issues
is clearly not possible. Interest in population issues
will obviously be increasingly acute and widespread
at a time in history of utterly unprecedented popula-
tion events and situations: wars that wrought the
greatest carnage ever, the largest scale genocide, the
Third World population boom, the most coercive pop-
ulation policies, the inexplicable inconsistencies and
collapse of fertility in wealthy countries, and more.
The final quarter of the 20th century saw the average
annual growth rate of the world population reach and
exceed its historical peak. Scientists and politicians
fear unbridled growth in the total numbers of
humankind during most of the 21st century, which will
be very unequally distributed between rival worlds.
Population awareness is more than ever global, and
population thought arguably more discrete than ever.
The scale and pace of the demo-geopolitical upheavals
in progress are fertile ground for the resurgence of 
theories of every kind.

Demographic load remains very much part of the
world political agenda, keeping nationalist popula-
tionism very much alive.25 The arguments propounded
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for it are varied: renewed fertility efforts, possibly com-
bined with selective immigration, to prevent white
Western Christian civilization from becoming a numer-
ical minority, to ensure the survival of a language or a
culture, to balance and outweigh others. The recurrent
theme of improving fertility often cloaks fear of immi-
gration and its social and cultural effects. In some cases,
the exclusionary and racist overtones are clear: increas-
ing the number of births so that society’s needs do not
have to be met from immigration, selecting only
prospective immigrants that match the host country
profile, driving out foreigners that cleave to their cul-
tural identity, cleansing the nation.

One of the most hotly discussed topics of recent
years among population theories is that of population
and development (Chapter 86). The interaction
between population growth and economic develop-
ment is widely acknowledged as self-evident, but the-
ories as to the meaning and nature of this relationship
are irreconcilable and all the more strenuously argued
(in particular at the big United Nations conferences:
Bucharest, 1974; Mexico City, 1984; Cairo, 1994) 
where the stakes run into the billions of dollars! The
wealthy who see population growth consuming the
bulk of the crumbs they spare for the economic 
development of the Third World take comfort in the
belief that funding family planning programs is much
more effective and profitable than lending assistance
for economic development; while the poor, who see
themselves trapped in inescapable economic inferior-
ity, feel that only an economic takeoff will help check
population growth.

The industrialized world is engaged in a different,
internal debate on population aging. The question is,
in order to avert the collapse of pension and social
security systems in the meantime, should fertility be
encouraged to increase the contributor base for when
the number of beneficiaries increases, or should the
way the systems work be adjusted to changes in the
shape of population pyramids?

It is also in wealthy societies that an almost total
schism has silently come about between the sexual
behaviors of couples and individuals and the codes of
sexual morality propounded by the great religions,
mainly Catholicism. The Roman Catholic Church, with
what is often described as obdurate consistency, has
regularly renewed its prohibitions on contraception
(with the exception of “natural” forms of birth control),
abortion, remarriage after divorce, and euthanasia
(see, inter alia, Pope Paul VI’s encyclical Humanae 
Vitae, published in 1968). But no more in the 20th
century than in the 1st has it expressly linked its moral
injunctions to demographic issues. In the debate on
population and development, it argues that the

Malthusian view is no more than a self-seeking 
blind refusal to help build a society of fairness and 
fellowship.

Malthusianism received a new lease of life after
World War II with the emergence of environmental-
ism. The Club of Rome’s (Meadows et al., 1972) work
on the linkages between world population trends,
forms of economic development, and the future of the
planet’s energy resources, was the starting point for a
major extension of the Malthusian argument. The
imperatives of prudence and providence apply both to
human fertility (of rich and poor alike) and manage-
ment of the natural heritage; uncontrolled demo-
graphic change foredooms the long-term, sound
management of the earth. The most alarmist of these
arguments gave rise to the radically new concept of the
right of successor generations, but while it has become
a bandwagon issue, its content has not really been
spelled out.

What will inform population thought in the coming
century? All the old lines of reasoning and argument
will be more alive than ever. But, probably more than
ever, the issues will be those of space and food, ethics
and realism, urgency and indecision, differences and
injustices.

Acknowledgment

This chapter was translated from the French version by Glenn D.
Robertson.

References

Sacred Works

New American Standard Bible. Study Bible, 1999. Grand Rapids, Michi-
gan, Zondervan Publishing Company, 2055 p.

The Koran, 2003. Translated by J. M. Rodwell. London, Phoenix Press,
509 p.

Other References

Aristotle, 1998. Politics. Translated by Ernest Baker. Oxford and
New York, Oxford University Press, 423 p.

Bastiat Frédéric, 1850. Harmonies économiques. Paris, Guillaumin,
463 p.

Blanc Louis, 1839. L’organisation du travail, 5th ed. Paris, Bureau de
la Société de l’industrie fraternelle, 284 p.

Bodin Jean, 1576. Les six livres de la République, 6 vol. Paris, Fayard,
340 + 123 + 209 + 216 + 229 + 550 p.

Boisguilbert (de) Pierre, [1695] 1966. Le détail de la France. La
cause de la diminution de ses biens et la facilité du remède, en
fournissant en un mois tout l’argent dont le Roi a besoin et
enrichissant tout le monde, in: Alfred Sauvy and Jacqueline
Hecht (coord.), Pierre de Boisguilbert ou la naissance de l’économie
politique, p. 581–662. Paris, INED, 2 vol. 1032 p.

Botero Giovanni, [1593] 1930. Delle cause della grandezza e magnifi-
cenza delle città. Turin, Istituto Giuridico, 84 p.

24 Vilquin



Bureau Paul, 1920. L’indiscipline des mœurs. Paris, Bloud et Gay, 
608 p.

Cannan Edwin, 1888. Elementary political economy. London, Oxford
University Press, 152 p.

Cantillon Richard, [1755] 1952. Essai sur la nature du commerce en
général. Paris, INED, 196 p.

Chapelin Émile, 1920. Ayez peu d’enfants ! Pourquoi ? Comment ?
quoted in P. Bureau, L’indiscipline des mœurs, Paris, Bloud et Gay,
608 p.

Condorcet Marie Jean Antoine Nicolas Caritat (Marquis de), 1795.
Esquisse d’un tableau historique des progrès de l’esprit humain. Paris,
Agasse, 389 p.

Confucius, 1981. Entretiens de Confucius. Translated by Lunyu, with
introduction, notes, maps, and chronology by Anne Cheng. Paris,
éditions du Seuil, 180 p.

De Castro Josué, 1952. Géopolitique de la faim. Paris, Les éditions
ouvrières.

Deparcieux Antoine, 1746. Essai sur les probabilités de la durée de la vie
humaine. Paris, H. L. Guérin and L. F. Delatour, 208 p.

Dumont Arsène, 1890. Dépopulation et civilisation. étude démo-
graphique. Paris, éditions Lecrosnier et Babé, 520 p.

Dupréel Eugène (ed.), 1928. Deux essais sur le progrès. Bruxelles,
Maurice Lamertin, 272 p.

Durkheim Émile, 1893. De la division du travail social. Paris, F. Alcan,
471 p.

Fénelon (de Salignac de La Mothe) François, 1983. Fénelon, œuvres, 2
vol. Edited by Jacques Le Brun. Paris, Gallimard, 1638 p., 1830 p.

Fourier Charles, 1829. Le nouveau monde industriel et sociétaire, ou
Invention du procédé d’industrie attrayante et naturelle distribuée en
séries passionnées. Paris, Bossange père, 576 p.

Galton Francis Sir, [1869] 1892. Hereditary genius: an inquiry into 
its laws and consequences, 2nd ed. rev. London, Macmillan, 
390 p.

Gay-Sterboul Sylvie, 1974. Confucius, ses disciples et la population,
Population, vol. 19(4–5), p. 771–794.

Gini Corrado, [1930] 1934. Nascita, evoluzione e morte delle nazioni:
teoria ciclica della popolazione e i vari sistemi di politica demografica.
Rome, Libreria del littorio, 137 p.

Godwin William, 1793. An enquiry concerning political justice and its
influence on general virtue and happiness, 2 vol. London, G. G. J. and
J. Robinson.

Graunt John, 1662. Natural and political observations made upon the
bills of mortality. London, J. Martin, J. Allestry and T. Dicas, 
150 p.

Halley Edmund, 1693. An estimate of the degrees of the mortality
of mankind, Philosophical Transactions, vol. 17(196), p. 579.

Hobbes Thomas, 1651. Leviathan, or the matter, forme and power of a
common-wealth ecclesiasticall and civill. London, Andrew Crooke,
396 p.

Ibn Khaldoun 1968. Discours sur l’histoire universelle (Al-
Muqaddima). Translated and edited by Vincent Monteil. Bey-
routh, Commission internationale pour la traduction des chefs-
d’œuvre, 1434 p.

King Gregory, 1973. The L. C. C. Burns journal: a manuscript note-
book containing workings for several projected works (com-
posed c. 1695–1700), in: Peter Laslett (ed.), The earliest classics 
John Graunt [. . . and] Gregory King, p. 1–292. Weastmead, 
Farnborough, Hants, England, Gregg International Publishers
Limited, 457 p.

Laffemas (de) Barthélemy, 1601. VIIe traicté du commerce, de la vie du
loyal marchand, avec la Commission du roy et bien qu’il faict aux
peuples et royaumes. Paris, Léon Cavellat, 15 p.

Landry Adolphe, 1934. La révolution démographique. Étude et essai sur
les problèmes de la population. Paris, Sirey, 231 p.

Lenin Vladimir Ilyich Ulianov, 1913. Paper in Pravda no. 137, June
16, 1913.

Lenin, 1987. Essential Works of Lenin. Mineola, NY: Dover Publica-
tions, 372 p.

Machiavel Nicholas, 1952. Histoires florentines (Istorie fiorentine),
in: Edmond Barincou (ed.), Machiavel: œuvres complètes. Paris,
Gallimard, 1639 p. (La Pléiade).

Malthus Thomas R., 1798. An essay on the principle of population.
London, McMilan/J. Johnson, 396 p.

Marx Karl, 1867. Das Kapital, Kritik der politischen Ökonomie. 1. Band.
Hambourg, O. Meissner and New York, L. W. Schmidt, 784 p.

Meadows Donella H., Meadows Dennis L., Randers Jorgens and
Behrens III William W., 1972. The limits to growth. New York, 
Universe Books, 310 p.

Messance Louis, 1766. Recherches sur la population des généralités
d’Auvergne, de Lyon, de Rouen, et de quelques provinces et villes 
du Royaume, avec des réflexions sur la valeur du blé tant en 
France qu’en Angleterre, depuis 1674 jusqu’en 1764. Paris, Durand,
330 p.

Messance Louis, 1788. Nouvelles recherches sur la population de la
France, avec des remarques importantes sur divers objets d’adminis-
tration par Monsieur Messance, receveur particulier des finances de
Saint-Étienne en Forez. Lyon, Les Frères Perisse, 131 p.

Mill John Stuart, 1848. Principles of political economy, with some of their
applications to social philosophy, 2 vol. London and New York, J. W.
Parker and C. C. Little and J. Brown.

Mirabeau (Riquetti Marquis de) Victor, 1756. L’ami des hommes, ou
Traité de la population, 3 vol. Avignon, 431 + 578 + 577 p.

Moheau, 1778. Recherches et considérations sur la population de la
France, new ed. 1994, Paris, INED, 652 p.

Montchrestien (de) Antoine, 1616. Traicté de l’oeconomie 
politique. Geneva, Droz, 452 p. (Les classiques de la pensée 
politique).

Montesquieu de Secondat Charles, [1721] 1998. Lettres persanes.
Paris, Pocket, 390 p.

More Thomas, [1516] 1997. Utopia. Mineola, NY: Dover Thrift 
Editions, 96 p.

Paul VI, 1968. Humanae vitae. Paris, Centurion, 63 p. (Lettre ency-
clique de Sa Sainteté le Pape Paul VI sur le mariage et la régula-
tion des naissances).

Pearl Raymond and Reed Lowell J., 1920. On the rate of growth of
the population of the United States since 1790 and its mathe-
matical representation, Proceedings of the National Academy of Sci-
ences, vol. 6(6), p. 275–288.

Petty William, [1682] 1686. An essay concerning the multiplication of
mankind, 2nd ed. London, Printed for M. Pardoe, 50 p.

Plato, 1997. Complete works, Edited by John M. Cooper and D. S.
Hutchinson. Indianapolis (Indiana) and Cambridge, Hackett
Publ., 1808 p.

Proudhon Pierre-Joseph, [1846] 1872. Système des contradictions
économiques ou Philosophie de la misère. Paris, Librairie 
Internationale.

Quesnay François, 1756. Fermier, in: Encyclopédie ou dictionnaire
raisonné des sciences, des arts et des métiers, par une société de gens
de lettres, vol. 6, p. 528–540. Paris, Briasson.

Quesnay François, 1756. Grain, in: Encyclopédie ou dictionnaire
raisonné des sciences, des arts et des métiers, par une société de gens
de lettres, vol. 7, p. 812–831. Paris, Briasson.

Quesnay François, [1758] 1958. Tableau économique, in: INED (ed.),
François Quesnay et la physiocratie. II Textes annotés, p. 675–682.
Paris, INED, 1005 p.

Ricardo David, 1817. On the principles of political economy and taxa-
tion. London, J. Murray, 589 p. (Republished in Ricardo. Complete
works, vol. 1. Cambridge, 1951).

Chapter 97/History of Population Thought 25



Rousseau Jean-Jacques, 1762. Du Contrat social, Edited by Pierre
Burgelin, col. GF. Paris, Flammarion, 187 p.

Sauvy Alfred, 1963. Malthus et les deux Marx: le problème de la faim et
de la guerre dans le monde. Paris, Denoël, 353 p.

Say Jean-Baptiste, 1815. Catéchisme d’économie politique, ou Instruction
familière qui montre de quelle façon les richesses sont produites, dis-
tribuées et consommées dans la société. Paris, Impr. de Crapelet, 
160 p.

Sismondi Jean Charles, 1819. Nouveaux principes d’économie politique
ou de la richesse des nations dans ses rapports avec la population, 2
vol. Paris, Delaunay, 379 p.

Smith Adam, 1776. An inquiry into the nature and causes of the wealth
of nations. London, George Routledge, 780 p.

Spencer Herbert, 1852. A theory of population, deduced from the
general law of animal fertility, The Westminster Review, vol. 57, 
p. 468–501.

Spengler Joseph J., 1936. French population theory since 1800,
Journal of Economic History, vol. 44(1), p. 577–610.

Spengler Joseph J., 1936. French population theory since 1800,
Journal of Economic History, vol. 44(2), p. 743–766.

Spengler Joseph J., 1942. French predecessors of Malthus, a study in
eighteenth-century wage and population theory. Durham, (North
Carolina), Duke University Press, 398 p.

Spengler Joseph J., 1945. Malthus’ total population theory: a restate-
ment and reappraisal, Canadian Journal of Economics and Political
Science, vol. 11(1), p. 83–110.

Spengler Joseph J., 1945. Malthus’ total population theory: a restate-
ment and reappraisal, Canadian Journal of Economics and Political
Science, vol. 11(2), p. 234–264.

Stangeland Charles E., 1904. Pre-Malthusian doctrines of population:
a study in the history of economic theory. New York, Columbia Uni-
versity Press and The Macmillan Company, 356 p.

Stassart Joseph, 1957. Malthus et la population. Liège, Université de
Liège, Faculté de Droit, 342 p.

Süssmilch Johann Peter, 1741. Die göttliche Ordnung in den Verän-
derungen des menschlichen Geschlechtes aus der Geburt, dem Tode und
der Fortpflanzung desselben erwiesen. Berlin, Kultur-Verlag, 360 p.

Thompson Warren S., 1929. Population, American Journal of Sociol-
ogy, vol. 34(6), p. 959–975.

Vauban (de) Sébastien, [1707] 1992. La Dîme royale. Paris, Imprimerie
Nationale, 293 p.

Verhulst Pierre-François, 1845. Recherches mathématiques sur la loi
d’accroissement de la population. Bruxelles, Académie Royale des
Sciences et Belles Lettres, 38 p. (Nouveaux Mémoires de 
l’Académie Royale des Sciences et Belles Lettres de Belgique, 
vol. 18(1)).

Verhulst Pierre-François, 1847. Deuxième mémoire sur la loi 
d’accroissement de la population. Bruxelles, Académie royale des
sciences et belles lettres, 32 p. (Nouveaux mémoires de l’A-
cadémie royale des sciences et belles lettres de Belgique, vol.
20(3)).

Vilquin Éric, 1976. La naissance de la démographie, Population et
Famille, vol. 3(39), p. 145–164.

Vilquin Éric, 1982. La doctrine démographique de Platon, European
Demographic Information Bulletin, vol. 13(1), p. 1–18.

Wallace Robert, 1969. A dissertation on the numbers of mankind 
in ancient and modern times, 2nd ed. New York, A. M. Kelley, 
338 p.

26 Vilquin



INTRODUCTION

Labor in industrial societies is highly specialized. A
large proportion of gainful activities are directed—
through exchange in economic and political markets—
to the production of goods and services aimed at
satisfying the needs of the day and the foreseeable
future. Within the social division of labor, however, in
modern economies a growing proportion of human
effort is allocated to science: to activity aimed at a
better understanding of natural and social phenomena
and processes through observation, description, and
the derivation of regularities. Some of these activities
may be best seen as ornaments that an affluent society
desires and can afford. What once may have been
amateur pastimes only, now find systematic support
within the walls of academia and in specialized
research institutions. Thus, studies are devoted to
uncover the architecture of ancient Pompeii, to chart
the evolution of medieval music, or to fathom the
origins of the solar system. Utilitarian arguments, nar-
rowly construed, poorly justify such work: its aim is
satisfaction of curiosity and aesthetic interest now ele-
vated to the level of a social need.

The analysis of the state and dynamics of human
populations, the core subject matter of the science of
demography, may provide its practitioners intellectual
stimulation and, when a job is well done, a sense of
accomplishment similar to what those students of 
Etruscan vases or of distant galaxies might experience.

But it is important to remember that what society
demands of the study of population is far more
directly tied to considerations of practical use. If the
goal in describing demographic facts were simply sat-
isfaction of curiosity—contemplation of intriguing
numerical oddities and regularities in a mirror, as it
were, held up to a population—demography no doubt
would still flourish in any affluent society. It would be,
however, a much more limited enterprise than what it
is today. Society through its institutions—govern-
ments, foundations, international organizations and
the like—seeks to have access to a polished and mul-
tifaceted mirror, providing an accurate demographic
image, because it suspects, indeed knows, that what
appears in the mirror is likely to be less than fully in
harmony with the collective interest, or with the inter-
ests of various collective constituencies. Similarly, pre-
dictions concerning population change are sought
because of the anticipation that demographic trends,
evaluated by various value criteria, are less than
optimal.

Optimality does not mean a state of bliss. The
notion of demographically “less than optimal” merely
implies that through appropriate collective rearrange-
ments, improvements could be achieved. Optimality
would be reached when this is no longer possible: that
is, when, under the existing rules of the political
system, proposed further rearrangements could not
command support that is sufficiently strong for their
adoption. Demographic knowledge is needed, and
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population research is socially supported, first and
foremost because it is expected, directly or indirectly,
to yield useful information to the political process
searching for opportunities for social improvement.
Awareness of this social need suggests a simple four-
fold classification of the functions of demography and
its practitioners. Demographers ask four types of ques-
tions that start, respectively, with the words: What?
Why? With what effect? and, finally, What (if anything)
can and should be done about it? In other words
demography, and demographers, in their special
domain focused on the state of population and its
dynamics, provide description, investigate causes, study
consequences, and engage in studies of policy. The
massive volumes of this treatise address in great 
detail the topics delineated by this fourfold division.
But while the classification just outlined is a useful
device in thinking about and in understanding 
what demographers do, particular products of 
demographic research do not necessarily fall in just
one of the four boxes identified by the classification.
Description, explanation of causes, discussion of 
consequences, and even discussion of policy matters
may be bundled rather than neatly separated. Still, one
of those ingredients typically tends to dominate, 
suggesting the right pigeonhole. But as the present
volume amply demonstrates, investigating the sub-
stantive issues as delineated above requires appro-
priate methods—instruments of research. Such
instruments are sometimes imported ready-made from
neighboring social science disciplines, but more often
must be laboriously home-grown. The importance of
such instruments in demography, and the appreciable
share of research effort demographers devote to 
developing and polishing them, warrants that separate
consideration be given to a fifth topic: tools. Most,
although by no means all, demographic tools serve the
goal of better description. Thus, discussion of research
instruments may be thought of as subordinated to the
topic of description.

I. LANDMARKS OF POPULATION
THOUGHT SINCE 1940: AN OVERVIEW

AND A LITERATURE GUIDE

At least two weighty reasons support the seemingly
arbitrary period–demarcation line of 1940 indicated by
the title of the present paper. First, the steady accu-
mulation of demographic work, traceable back to the
18th century has markedly accelerated after 1940. A
number of notable developments signaled this shift.
These include the launching of a series of ambitious
demographic studies at Princeton’s Office of Popula-

tion Research in the early 1940s under the sponsorship
of the by-then moribund League of Nations; the exten-
sive scientific activities of the Royal Commission on
Population in Britain, set up in 1944; the establishment
of the Institut national d’études démographiques
(INED) in France; and the launching of the first two
major specialized scientific journals in demography:
Population, in 1945, under the auspices of INED, and
Population Studies, in 1947, under the sponsorship of
Britain’s Population Investigation Committee. Other
novel initiatives were also important. The United
Nations established its Population Commission in
1946 to “provide advice and assistance on matters
affecting or affected by population changes” (Trygve
Lie, 1995). At the same time, to carry out population
studies and to serve as a source of expert analysis and
advice in population matters, the Population Division
was created within the UN Secretariat. In 1947 the
International Union for the Scientific Study of Popula-
tion (IUSSP), originally founded in 1928, was reconsti-
tuted as an international association for individuals
interested in population studies. The establishment of
the Population Council in 1952 and the subsequent
entry of private U.S. foundations, notably of the Ford
Foundation and the Rockefeller Foundation, into the
field of population gave impetus to the establishment
of vigorous university-based demographic research
programs in the United States and in a number of
developing countries. The 1954 World Population
Conference, held in Rome, marked the beginning of an
influential series of international scientific congresses
on population that were sponsored, respectively, by
the United Nations and by IUSSP. Within individual
countries, the immediate postwar years witnessed a
greatly expanded role claimed by governments in eco-
nomic and social matters that generated a strong
demand for more timely and more extensive demo-
graphic data. National statistical organization supply-
ing these data, in turn, set up research units for the
analysis of demographic information. Thus, post-1940,
within the social sciences demography became an
established independent discipline.

A second consideration that justifies 1940 as a
demarcation line in population studies is the strong
shift in the subject of demographers’ interest that can
be best linked with that particular date. In the 1920s
and 1930s there were two major preoccupations in the
“cutting edge” of demographic research: interest in
eugenics—(in changes, actual or potential, in popula-
tion quality) and the related concern with low fertility
in industrial societies, pointing toward eventual pop-
ulation decline. The trauma of World War II brought
discredit to eugenics, resulting in the virtually total
dissociation of demographers from work in that field.
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And the unexpected upturn of Western fertility, that
culminated in the postwar baby boom but was already
evident in the early 1940s, made the concern with
below-replacement fertility at least temporarily moot.
At the same time, the accelerating tempo of mortality
decline in the economically less developed world and
the resulting dramatic acceleration of the rate of pop-
ulation growth, coinciding with the process of decolo-
nization, shifted many demographers’ interest to the
study of population dynamics in the countries of Asia,
Africa, and Latin America—a topic only marginally
present in pre-1940 demographic research. The per-
ceived negative economic consequences of rapid pop-
ulation growth greatly amplified demand for research
on the demography of the developing world and also
strengthened demographers’ interest in considera-
tion of the policy implications of their findings. 
This, in turn, generated demand for research on the 
factors influencing population growth and its proxi-
mate and underlying demographic and socioeconomic
determinants, and stimulated demographers’ involve-
ment both in research on the nondemographic—eco-
nomic and social—consequences of demographic
change and in policy studies based on findings from
such research.

Thus, ironically, at the same time that demographic
studies gathered strength and demography became a
recognized independent academic field, its discipli-
nary boundaries also became fuzzier and less well-
defined. In descriptive demographic work, and in
fashioning tools for that work, demographers are in
possession of their own uncontested proprietary
terrain. That is still true when demographers seek to
explain a change in a particular demographic variable
in terms of changes in some other demographic vari-
able. But in searching for deeper explanations for pop-
ulation processes, demography must become an
“interdiscipline”: demographers need to acquire skills
and cooperate with practitioners from other fields of
study—from history, sociology, anthropology, eco-
nomics, political science, to name only disciplines most
evidently capable of contributing to a better under-
standing of demographic phenomena. Making use of
a broad array of skills is even more of an obvious
necessity in research on the consequences of popula-
tion change and in the domain of policy studies; there,
demographers are often only junior partners in inter-
disciplinary cooperation.

Not surprisingly, there is a tendency among demog-
raphers to resent this dilution of their professional
identity and a preference for drawing narrower, hence
clearer, boundary lines around their discipline. Doing
so assures easy communication with colleagues and
provides the familiar academic and intellectual com-

forts of conducting discourse only with the like-
minded. Such discourse is important for advancing
knowledge in the core areas of demography, and wise
institutional design should assure that it is sufficiently
fostered and protected. But the temptation to make it
exclusive should be resisted; wise institutional design
should also seek to stimulate an opening up of the
cloistered world of demography to wider intellectual
influences through interaction with other specializa-
tions. As is, few demographers would be brave enough
to claim that existing arrangements in the ways
demographers are trained, research is conducted,
research results are scrutinized, published, and dis-
seminated have found satisfactory solutions. Such
solutions require maintaining a delicate and shifting
balance between disciplinary exclusivity (with the
attendant risk of marginalization in terms of the social
significance of the resulting research products), on the
one hand, and interdisciplinary cooperation (with the
attendant risks of losing professional identity and
intellectual overextension), on the other.

The ideas of demography are hatched in demogra-
phers’ heads. If the ideas emerge from that locus—and
often they do not—they may take the form of words,
spoken in a classroom, or in professional debates, or in
public forums. Each of these sources can be influential
and important, but each of them is elusive and limited
in outreach and permanence. Ideas in the scholarly
world can be communicated fully satisfactorily only if
they are committed to paper, pass critical peer review
(admittedly a fault-ridden process), and get published
in journals and books, accessible to anyone interested
and open to sustained critical scrutiny. Thus, in a first
approximation, an account of ideas produced by an
academic discipline is a review of the published liter-
ature in that field. The references to the chapters in 
this treatise provide a comprehensive introduction to
the important contributions to modern population
thought and its grappling with the four questions
noted above.

The limitations of such an introduction, however
well intended, should be, nevertheless, evident. The
first is the limitation of the present reviewer, but in
most instances also of the other contributors, in terms
of access to languages and in geographic outreach. The
references cited here, and in most other contributions
to the enterprise, are in English and French only. This
is a bias only partially excusable by the fact that by
sheer numerical bulk and by ease of access to demog-
raphers, irrespective of their geographic location, the
terrain covered constitutes a disproportionately large
chunk of the population literature.

The second bias is one of selectivity, that reflects,
once again, limitations of the reviewer’s, and also of
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other commentators’, outlook and judgment, but is
also imposed by the sheer size of the literature that
carries demographers’ ideas. One bibliographic
research tool familiar to demographers, Population
Index, now (unfortunately) defunct, even if professing
selective coverage, carried many hundreds of new cita-
tions every year, and has done so during the entire
period of the six decades under consideration here.
The Review of Population Reviews, published by the
Paris-based organization CICRED lists the contents 
of some 80 journals in the field of demography. 
POPIN, the population information service main-
tained by the United Nations Population Fund, pro-
vides extensive databases on population publications.
It also offers a Worldwide Directory of Population Insti-
tutions which lists, for example, more than 100 popu-
lation research and training institutions both in China
and in India.

Clearly, the short overview offered below cannot
claim to be representative. The aim, instead, is to 
illustrate main strands of population thinking that
appear to have been especially important in popula-
tion policy debates during the last six decades or
during parts of that period. As has long been the case
in the natural sciences, contemporary social science
work tends largely to ignore publications that are not
of recent vintage. The overview below seeks to avoid
that practice by paying attention to significant 
work during the period covered regardless of date of
publication.

Where should the reader look for enlightenment
about the flow of ideas in the field of demography that
is far more detailed than what follows below and that
also permits forming a judgment uninfluenced by a
guide? Those with ample time would be well advised
to settle in the reading room in a well-equipped library
and to leaf through the proceedings volumes of
IUSSP’s General Conferences. These are held every
four years (and special conferences sometimes in-
between) and the raw (unedited) papers presented at
each meeting fill either a single massive tome, or more
often two or three, and on occasion up to six, hefty
volumes, and, more recently, a CD-Rom, which is
deceptively slim but offers equally rich fare. Their
content is obviously too sprawling to be sampled and
characterized here, but their inspection and selective
perusal would well reward the critical reader (who
may also imagine hopping from conference to confer-
ence in places like Rome, Vienna, Stockholm, New
York, Ottawa, Belgrade, London, Mexico City, Liège,
Helsinki, Manila, Florence, Delhi, Montreal, Beijing,
Salvador de Bahia, or Tours) The papers in most cases
are volunteered by IUSSP’s members, subject only to
the restriction that they fit a fairly accommodating

overall topical frame. Thus, the content of these
volumes gives a good representative picture of what
demographers, or the institutions that support their
research, have been interested in, hence considered
important, during the post–World War II decades.

A similarly simple recipe for an exploratory excur-
sion in pursuit of modern ideas on population would
be perusal of past volumes of specialized journals. The
reader would have the advantage of being exposed
only to material that had been filtered through a com-
petitive process for limited space and had been sub-
jected to prior editorial screening and revision, albeit
of varying severity. Those with ample yet not unlim-
ited time at their disposal could apply themselves to a
subset of what is available in this genre and go through
only some of the journals, such as (a) INED’s Popula-
tion (completing in 2005 its 60th annual volume),
preferably with a side excursion to INED’s ambitious
monograph series appearing under the general title
Travaux et documents (and, more recently, titled Les
Cahiers de l’INED: some 150 volumes since the incep-
tion of the series); (b) Population Studies (in its 59th
year); (c) Demography, the journal of the Population
Association of America (in its 42nd year); (d) Popula-
tion and Development Review (in its 31st year) and its
eleven book-length supplements on special topics; or
(e) Genus, the population journal with the greatest
longevity. Reading the book review sections of the
journals just cited (unfortunately, not all of them are
engaged in providing this service so essential for the
good health of a discipline) also would be a rewarding
guide into the population literature that takes the form
of books and monographs.

Turning to books that provide a comprehensive
overview of the field and experienced guidance com-
bined with original scholarship can be an efficient way
of avoiding the hazards of a random walk across the
periodical literature. Eminent examples of this genre
include Alfred Sauvy’s Théorie générale de la population
(Sauvy, 1956, 1969), and classic French and American
population textbooks in population, such as Adolphe
Landry (1949), Philip M. Hauser and Otis Dudley
Duncan (1959), Donal Joseph Bogue (1969), and
William Petersen (1975). A less ambitious book is a
“reader,” offering selections of special merit from the
periodical literature, with sometimes extensive, some-
times perfunctory commentary that imposes some
coherence on the works presented. The main merit of
such books is that they provide easy access to items,
typically mostly journal articles, that readers otherwise
may find difficult to locate—a problem that is now
being solved by access to specialized literature
through the Internet, such as through the indispensa-
ble journal storage JStore. Some recent examples
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include, each with a focus or special emphasis on eco-
nomic aspects of population, Nancy Folbre (1996), Paul
Demeny and Geoffrey McNicoll (1998), T. Paul Schultz
(1998), and Julian L. Simon (1997).

As a rigorously edited early guide to key issues that
occupied demographers in the past, the UN-sponsored
study The Determinants and Consequences of Population
Trends (United Nations, 1953) is still indispensable. The
follow-up volumes to that project (United Nations,
1973) are also valuable, as are the volumes commis-
sioned as back-up materials for the UN’s first large
intergovernmental conference on population, held in
Bucharest in 1974 (United Nations, 1975). In general,
the United Nations, primarily through work in its Pop-
ulation Division, its Statistical Office, and through its
specialized agencies (more recently especially the UN
Population Fund), is a steady producer of population
reports, analyses, and statistics that find wide use in
the field of demography. The United Nations, often
through its regional economic and social commissions,
also is a frequent convener of specialized population
meetings, typically resulting in valuable technical pub-
lications with contents either produced within the
organization itself or contributed by invited academic
researchers.

In contrast to the United Nations’ work, with its 
resolutely internationalist outlook, country-specific
examinations of population issues sponsored or 
initiated by national governments reflect the special
interests of domestic constituencies. Reports of this
type, often published annually—such as part of, or a 
supplement to, compendia of up-to-date national
demographic statistics—have long been a steady pres-
ence in the population literature in most industrialized
countries.

More recently, their equivalents on a regional 
level have also increasingly made an appearance, as
organizations with access to strong professional staff
resources, such as the Organization for Economic
Cooperation and Development (OECD), the Council of
Europe, or the European Commission, publish general
surveys of the population of their member countries or
report on special population–related issues of their
region. Despite their national or regional frame of ref-
erence, the best examples of these products should 
be of substantial interest to students of population
everywhere.

The same remains true, despite a degree of
inevitable obsolescence, of two especially ambitious
national programs aimed at examining population
issues at a particular point in time. The first of these,
the work of Britain’s Royal Commission on Popula-
tion, which stretched over a period of four years, was
already mentioned above (Great Britain, 1949). Its

papers, rich also in technical–analytic material, consti-
tuted six volumes. The other, carried out in the United
States, was the Commission on Population Growth
and the American Future (1972). Its report was based
on deliberation that took nearly as much time as did
its British predecessor’s, and was backed up by eight
large volumes of research papers, covering demo-
graphic, social, economic, and spatial aspects of pop-
ulation growth, and discussing the relationship of
demographic growth to such issues as resources, envi-
ronment, and governance. The considerable scientific
merits of the work of the two commissions notwith-
standing, both projects turned out to be somewhat ill-
timed, hence less influential on policy matters than
could have been expected. The perceived problems
that prompted these enterprises were polar opposites:
in the first instance it was low fertility and the prospect
of population decline; in the second, the problem of
sustained high fertility and the resulting rapid popu-
lation growth and the prospect of an increasingly neg-
ative influence of these phenomena on the quality of
life. Both expectations proved to be misguided. As a
member of the Royal Commission is said to have
observed (Grebenik, 1997), the Commission was estab-
lished when there was lots of money and few babies,
but issued its report when there were lots of babies but
little money. The American effort encountered similar
interference from hard-to-predict demographic trends.
When the enterprise was conceived, the U.S. baby
boom—which at its peak brought total period fertility
rates above 3.5—was still a reality. By the time the
Commission’s report was published, the baby boom
was history and the total fertility rate was below
replacement.

Ideas about population include ideas by practition-
ers in the field of population studies about how well, or
how unsatisfactorily, the discipline is performing its
main functions: producing and disseminating impor-
tant and sound research findings. Such stock-takings,
assessments, criticisms, and forecasts of future devel-
opments by demographers are often influential in 
protecting the field from unhealthy tendencies,
provide guideposts for new directions, or at least
enhance demographers’ self-awareness about prob-
lematic aspects of their work. Even more optimistically,
they prompt academic decison makers and adminis-
trators in allocating funds for population research
more wisely and with deference to unpopular ideas.

The genre typically takes the form of an essay; sober
analysis is often combined with expressions of contro-
versial personal views and occasionally filled with
polemics. Some examples are Dennis Hodgson (1983,
1988), who, using the example of the theory of demo-
graphic transition, documents a shift in demographic
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research from a social–scientific to a policy-oriented
stance; Paul Demeny (1988), who assesses and criti-
cizes the institutional arrangements that tend to rele-
gate policy-oriented research to performing ancillary
functions to existing population programs in the Third
World; Samuel H. Preston (1989), who identifies defi-
ciencies and conflicts in the diagnosis of population
problems; Dirk J. van de Kaa (1991) who discusses
emerging issues for demographic research agendas in
Europe and the ambiguities of the role of the demog-
rapher as a scientist and as an actor concerned with
socially useful results; McNicoll (1992), who complains
that increasing sophistication in the analysis of popu-
lation processes has been accompanied by a lessening
of interest by demographers in the larger, related ques-
tions of social and behavioral change; Simon Szreter
(1993), who argues that further intellectual progress in
fertility studies, a key area of demographic research,
requires emancipation from the idea of transition and
its associated obsolescent methodology; and Green-
halgh (1996), who finds that demography’s sophisti-
cated methods and noted achievements are undercut
by outmoded thinking rooted in modernization theory
and analyzes the tension between demography’s use
for applied purposes and its claims to being a science.

Round-numbered institutional anniversaries occa-
sioned much self-examination in a similarly critical
vein. Demography‘s 30th birthday was marked by
several such essays, notably by Keyfitz (1993), who
examines the influence of population journals and
comments on the tension between researchers wishing
to focus on conclusions about substantive matters and
those pursuing technical questions of methodology;
and by Preston (1993), who discusses the scope of
demography and the various research approaches that
can legitimately claim that label, and identifies prom-
ising research areas in which demographers can be
expected to be called on to address issues of national
and international concern. From INED’s 50th anniver-
sary celebration sprang a volume (Chasteland and
Roussel, 1997) containing some 20 highly informative
articles assessing national experiences in demographic
research and discussing the future of demography.
Particularly notable among these are two contributions
by the editors of the volume, and essays by Ronald
Lee, Samuel Preston, Alain Blum, and Graziella
Caselli. Marking the first half century of the publica-
tion of Population Studies, the closing issue of volume
50 of that journal published an equally important set
of articles examining the achievements, status, and
prospects of various subfields of demography. The
lead essay, by John Caldwell (1996), questions the
extent to which demography is a social science (and
gives a less than conclusive answer) and examines

how changes in the outside world affect what demog-
raphers do and what and where they publish.

A recent comprehensive appraisal of the field of
population studies that surveys contemporary thought
on demographic processes in their multifarious con-
nections to social phenomena at large is offered by The
Encyclopedia of Population (Demeny and McNicoll,
2003). Population issues are often defined fairly nar-
rowly, focused on description of the core demographic
processes or, in a policy context that was dominant in
the second part of the 20th century, on rapid popula-
tion growth and measures to curtail it.

An aim of the Encyclopedia is to make a compelling
demonstration of the need for a more universal inter-
pretation of the subject matter. Even a partial listing of
the topics covered by the nearly 300 contributors of
this 2-volume survey suggests the breadth of contem-
porary population thought. The topics include the
entrenchment of very low fertility and the growing
problems of old-age support; the retreat from marri-
age and the diversification of family forms; the new
medical technologies affecting reproduction and
longevity; the resurgence of a variety of infectious dis-
eases; increased South-North migration and refugee
movements; the press for women’s equality and fuller
reproductive rights; a widened array of environmen-
tal effects of demographic dynamics, notably climate
change; and global shifts in the relative population size
of countries.

The Encyclopedia also gives attention to the evolu-
tionary bases of human development and behavior,
with insights drawn from genomic research and from
comparisons with other species. Many of these 
topics have ethical debates associated with them—
long-standing, like abortion and asylum-seeking, 
or newfound, like genetic engineering and animal
rights—debates that are unlikely to be satisfactorily
advanced without expert input from demographers.
And the traditional interest in population history and
prehistory also brought new findings and interpreta-
tions during recent decades, settling some controver-
sies and raising others. All this territory is staked out
in the Encyclopedia.

In a somewhat different genre, the present series,
Demography: Analysis and Synthesis, also offers, as was
noted above, a broad overview of the population field.
There, the coverage is less encompassing, but with the
advantage that the narrower focus permits greater in-
depth treatment of the various topics. These two recent
works demonstrate that any attempt in a single
chapter that would aspire to offer a comprehensive
survey of population covering the last 60-odd years
could necessarily excel only in superficiality. To avoid 
that pitfall, my assignment must be interpreted as one

32 Demeny



calling for drastic selectivity. The ambition of the
present chapter is not to duplicate specialized discus-
sions of population thought but to focus selectively on
some major issues that the in-depth but piecemeal
approach may have missed. The prime opportunity 
for that is offered by examining the bearing of popu-
lation dynamics on public policy as perceived by 
those studying demographic issues during the last 65
years. In doing so, I seek to distill some of the major
themes in population thought from the literature cited
above.

II. THE GLOBAL POPULATION
PROBLEM

The study of demographic dynamics as a scholarly
pursuit has its own considerable intellectual and aes-
thetic rewards to both researcher and consumer of
demographic research. But such study acquires social
importance only to the extent that particular patterns
of population change are proven to affect, or are per-
ceived to affect, social welfare differently: some pat-
terns are, or are thought to be, better than others. Such
differences raise the possibility of deliberate, purpose-
ful modification of the demographic status quo in a
mutually agreed direction that enhances the common
welfare. If the cost of such an engineered change is less
than the improvements obtained, ameliorative collec-
tive action—crafting beneficial population policies—
becomes a potential possibility. Population thought in
the second half of the 20th century has been preoccu-
pied by exploration of the opportunities modified
demographic trends might offer for enhancing human
welfare.

Population policies are often discussed with refer-
ence to particular countries. This is the case also in the
present treatise. Although the choice is in many ways
natural—states are the locus of many important polit-
ical decisions affecting demographic behavior—a
country-by-country study may miss some important
policy issues and leave their common underlying logic
unexplored.

In the early 1940s, students of population antici-
pated the emergence of two kinds of population prob-
lems in the post–World War II years. One was the
continuation of below-replacement fertility observed
in almost all countries of the Western world during the
1930s, implying negative rates of population growth in
the coming future. To the extent that this was seen a
“problem,” it clearly required responses to be deter-
mined by the affected countries themselves.

A second type of problem was seen as a global or at
least a broad regional one: emerging as a result of

exceptionally rapid rates of population growth in
countries where fertility was still traditional (i.e.,
“high” in comparison to Western levels) but mortality
was declining. Economists as well as demographers
expressed doubt about the ability of many low-income
countries to cope with a rapid population surge. Some
concluded that the economic and social consequences
of mortality improvements will not be sustained or
will even be reversed unless rapid fertility decline also
ensues.

By the late 1940s, the first type of the anticipated
postwar problem seemed to evaporate quickly as
birthrates rose in most low-fertility countries.
Although the magnitude of this “baby boom” varied
from country to country, vigorous pronatalist policies
no longer seemed justified. Indeed, at the height of 
the baby boom, in some instances, notably in the
United States where period total fertility rate reached
3.7 in 1957, serious consideration was given to policies
that would actively seek moderation of population
growth.

Predictions about accelerating population growth 
in the less developed world were, however, on a 
firmer footing. What fueled this growth was an often-
precipitous drop in the level of mortality—a welcome
development. But a doubling or even tripling of pop-
ulation size by the end of the 20th century was likely
to set back already low living standards or at least
greatly retard their improvement. To a significant
extent, mortality decline was sparked and sustained
through the adoption of new methods of controlling
infectious disease, greatly aided by international aid
programs. This suggested that international programs
could and should also be designed to bring birthrates
down faster than could be expected in the absence of
deliberate intervention. An acceleration in demo-
graphic transition, it was argued, would speed up eco-
nomic development.

This was not a universally shared view. In an influ-
ential article published in 1949, Alfred Sauvy argued
that the global population problem is a false problem;
indeed the notion of world population is largely
devoid of meaning. The politically relevant units are
the sovereign countries; only countries can assess 
their own problems and find their own appropriate
solutions.

Yet many of the newly independent developing
countries of Asia and Africa were not well prepared to
pay sufficient attention to potentially deleterious
demographic changes or to mount effective programs
that could modify these changes for the better. An elab-
orate set of economic–demographic projections pre-
pared by researchers at INED (Balandier, 1956) showed
the magnitude of the economic difficulties that accom-
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modation of rapid population growth would involve,
and the potential alleviation of that burden if fertility
decline were to follow more closely the falling rates of
mortality. For example, the INED projections showed
that the population of India and Pakistan (within the
borders prior to the independence of Bangladesh) with
constant fertility would grow from 460 million in 1955
to 1.3 billion by the year 2000. Early and rapid fertility
decline would result in a population of 866 million in
the year 2000: still a rapid growth by any historical
standard, but presumably more conducive to eco-
nomic development. (The actual 2000 population of
these countries is estimated by the United Nations as
1.288 billion: a result that reflects both a lower mortal-
ity trajectory than was assumed in the INED projection
and an appreciable decline of fertility in the last two
decades of the 20th century.)

Concerns with the harmful effects of rapid popula-
tion growth manifest in academic studies and eventu-
ally also in developed countries’ public opinion and in
official policy formulations by economic development
agencies, national and international, were not only
humanitarian. Economic instability and impoverish-
ment in the less developed countries were deemed 
as having potentially ominous consequences in the
context of Cold War rivalries. Quite apart from the
latter consideration, sharpening income inequalities
among countries were seen as a source of international
instability. And, in the long term, the growing imbal-
ance between population sizes in the low-growth
regions as compared to regions experiencing rapid
demographic growth had unwelcome geopolitical
implications.

The search for policy instruments suitable for accel-
erating the fertility transition in less developed coun-
tries led to extended and sometimes acrimonious
debates. Much of this discussion among countries,
with the conspicuous exception of China, which found
its own unique solution for the population problem,
was conducted in academic forums in the developed
world, primarily in America. The developed world of
course had relatively low fertility and much historical
experience on why birthrates fell. Social science 
analysis was virtually unanimous in interpreting this
experience. The explanation centered on the role of
changing structural conditions of the economy, condi-
tions to which microlevel units of the population
readily responded, in demographic as well as in other
matters. Demand for smaller families was seen as the
primary force determining birthrates; the means by
which couples regulated their fertility was not unim-
portant, but was seen as a distinctly secondary factor.
If the demand were strong enough, fertility would be
low, even if birth control technology were primitive. 
A transition to low fertility presupposed changing

preferences, and such preferences were responses to
market signals. If policy were to have an explicit role,
it would be through reinforcing those signals through
appropriate institutional arrangements. The specifics
of the needed socioeconomic arrangements were
known and well elaborated. They were development
oriented in a broad sense: the demographic side effects
were essentially by-products of the overall design.

But assembling the policy instruments so identified
into a coherent development strategy of institutional-
structural reforms, reforms justified also by demo-
graphic objectives, remained a task inconsistent with
the spirit of post–World War II development philoso-
phy. In promoting development, governments came 
to see their roles not in supporting institutions 
harnessing the market, but in replacing the market 
in key developmental tasks through specific goal-
oriented categorical programs. In the matter of popula-
tion policy, the rapid postwar progress in the technol-
ogy of birth control provided an appealing, apparent
shortcut for achieving fertility decline through pro-
grammatic means. Markets, it was held, could not be
relied on to bring that technology to those wishing to
practice birth control. Governments could, instead,
organize free delivery of birth control information and
provide effective means for preventing births to all
those who wished to plan their families. Surveys indi-
cated that there existed a substantial latent demand for
such services. Satisfied customers, in turn, would serve
as role models, bringing new clients to the program.

The effectiveness of family planning programs in
reducing fertility remains a matter of controversy.
According to international guidelines, programs
recruit their clients on a strictly voluntary basis. By
accepting the service voluntarily, clients demonstrate
that they value that service. But some of the more suc-
cessful programs, notably in Asia, tended to increase
acceptance by often heavy-handed methods of per-
suasion, and, in the especially important case of China,
by coercion backed by legal sanctions. Where fertility
fell in less developed countries with active family
planning programs, it is typically found that program-
provided free services account for a large percentage
of those practicing contraception. This result is then
often taken as an indicator of success in reducing
aggregate fertility. But what would have happened in
the absence of the program is conjectural, hence rou-
tinely ignored. Some less developed countries that
lacked government programs also experienced major
falls of fertility: Brazil is a conspicuous example. Sim-
ilarly, if programs have seemingly only minor success
in reducing fertility, this can be taken as evidence that
the program is inadequately financed, organized, and
managed: greater efforts would have led to better
results.
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Family planning programs as they were commonly
conceived had a strong resemblance to health pro-
grams. But given the special priority accorded to
family planning services in foreign assistance, typi-
cally they were organized as a separate “vertical”
program, or kept administratively distinct within the
broad health program. The justification for such treat-
ment was that while clients of family planning serv-
ices are recruited because the program satisfies their
individual needs, the program also serves a national
developmental need by helping to reduce aggregate
population growth and hence deserves priority. Once
a family planning program is organized, its managers
and professionals form a natural advocacy group
strongly interested in the program’s sustenance.
Invoking the public interest in lowered fertility, as dis-
tinct from simply serving the needs of the program’s
clients, has long served as a key supporting argument
in that endeavor.

Over time, this developmental prop has eroded.
This was in part a result of criticisms of the intrinsic
scientific merit of the argument but most of all a reflec-
tion of the extensive decline of fertility that has
occurred, a decline often attributed to the success of
the family programs themselves.

Accordingly, the development rationale of family
planning programs was gradually dropped and was
replaced by the argument that the programs satisfy
important health needs and help people exercise a fun-
damental human right. The Cairo conference formal-
ized this shift: even though the name of the conference
for the first time included a reference to development,
scant attention was paid to that concept. Family plan-
ning programs were redefined, instead, as reproduc-
tive health programs, responding to a broader range of
women’s health needs, such as prevention of unsafe
abortions and sexually transmitted diseases, including
HIV/AIDS. But beyond this, new emphasis was put
on some requirements that would contribute to
women’s empowerment: reduction of infant and
maternal mortality and improvement in girls’ educa-
tion and women’s opportunities for employment and
political participation. Although the connection was
not highlighted, these are conditions that are likely to
help reduce the birthrate through stimulating the
demand for smaller family size. The Cairo conference,
in effect, reverted to some key elements of earlier pop-
ulation thought, advocating a demand strategy for
reducing birthrates.

The future of family planning service programs—
the centerpiece of the dominant population thought
since the late 1960s—is thus left in a somewhat
tenuous state. Without invoking a collective interest in
a wider practice of birth control, it is not clear what
level of priority should be accorded to such programs

as just one part of publicly financed health programs,
or indeed relative to any other social welfare programs
that also serve demonstrable human needs. Not sur-
prisingly, there are increasing efforts in national pro-
grams to rely on the market to facilitate access to
contraceptives and to provide program services on a
fee-for-service basis.

III. THE PROBLEM OF BELOW-
REPLACEMENT FERTILITY

During the second half of the 20th century, debates
about both population policy and consequent pro-
grammatic action were centered on the issue of rapid
population growth in the less developed world.
Toward the end of this period, however, a quite dif-
ferent demographic phenomenon began to attract
increasing attention: aggregate fertility levels that are
inadequate for the long-run maintenance of the popu-
lation. Analytically, the potential population policy
issue raised by low fertility is identical to the problem
inherent in rapid population growth: it is caused by
the disjunction between the sum total of individual
reproductive decisions and the collective interest in a
long-run demographic equilibrium. But this time indi-
vidual aspirations generate a deficit rather than an
excess in population growth. The syndrome, is not
entirely novel: it was detectable in fertility trends in the
West, especially in Europe, in the 1920s and 1930s, and
in some instances, notably in France, even earlier. But
in the decades immediately following World War II,
the baby boom seemed to make the issue of low fertil-
ity moot. Indeed, by any historical standard, popula-
tion growth was rapid during the second half of the
20th century, even in the developed world. Europe’s
population, for example, grew during that period from
550 million to about 730 million.

The baby boom was, however, a temporary inter-
ruption of the secular downward trend in fertility. By
the 1970s, the net reproduction rate was at or below
unity in most countries in Europe and also in the
United States. In the U.S., fertility stabilized at or very
close to that rate, but in Europe, fertility continued to
decline. By the beginning of the 21st century, the
average total fertility rate was 1.4. Such a level, if main-
tained indefinitely, would result in a population loss of
one-third from generation to generation, that is,
roughly, over each period of some 30 years. In some
countries, notably in Southern, Central, and Eastern
Europe, period fertility rates were at low levels
without historical precedent for large populations. If
continued, in the absence of large compensatory immi-
gration this would not only lead to rapid population
decline but also result in very high proportions of the
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population at old ages. It might be expected that in the
affected countries such prospects would generate not
only concern, but also vigorous remedial policy action.

By and large, however, this response has not been
evident. Most governments, as well as the general
public, tend to view below-replacement fertility with
an equanimity quite unlike the alarmed reaction that
the same phenomenon elicited when it first emerged
between the two World Wars. And explicit pronatalist
policies, common in the 1930s, are conspicuous by
their absence. There are a variety of reasons explain-
ing this indifference.

First, the preeminent population issue confronting
policymakers in the post–World War II period was
rapid global population growth. Programs aimed at
moderating fertility in the developing world received
assistance or at least encouragement from the rich,
low-fertility countries. Although the rationale was
modified over time, such assistance and encourage-
ment has continued, as indeed substantial further pop-
ulation increase in the less developed countries is 
still anticipated in the early decades of the 21st 
century. Even though population issues tend to be sui
generis, reflecting differences in demographic 
behavior country-by-country, there was, and remains,
a perceived dissonance between fertility-lowering
assistance to other countries and engaging in action at
home serving the opposite aims. Faulty logic notwith-
standing, the international terrain has not been favor-
able for domestic pronatalism.Second, the natural rate
of increase—the difference between the number of
births and the number of deaths—is still positive in
many of the countries with fertility well below replace-
ment. This is the result of age distributions that reflect
past fertility and mortality, and notably the effects of
the postwar baby boom, that still favor population
growth. While this momentum effect is temporary, the
long-term implications for population decline and
population aging are only dimly perceived by the
general public and provide an excuse for inaction on
the part of policymakers.

Third, when those long-term demographic effects
are understood, a calmer attitude still prevails. There
is an inclination, reinforced by increasing concern with
the quality of the natural environment, to regard a
degree of demographic “decompression” as a not nec-
essarily unwelcome prospect, especially in countries
with already dense populations. And it is assumed
that the economic and social disadvantages that might
be imposed by a declining population can be effec-
tively dealt with through institutional adjustments and
social policy measures other than measures aiming 
for a higher birthrate. A demographic policy often
regarded as potentially helpful in this regard is

encouragement of immigration. That willing immi-
grants are available to compensate for low birthrates
is taken for granted—a realistic assumption in high-
income countries.

Fourth, there is a vague expectation that the popu-
lation decline, impending or already begun, will in due
course trigger corrective homeostatic mechanisms,
leading to a spontaneous rebound in the level of fer-
tility. Another baby boom may not be in the offing, but
fertility may rise sufficiently to once again reach, or at
least approximate, replacement level. Governments, it
is assumed, would be ill-advised to interfere with this
natural process by trying to increase birthrates and
then seek to fine-tune them at the desirable steady-
state level. According to this view, a laissez-faire fer-
tility policy is justified since, apart from broad upper
and lower limits, governments are not competent to
determine what constitutes an optimal fertility rate, or
growth rate, or population size in any given year,
decade, or even longer time interval.

Finally, even if the will were there, there is a paucity
of effective pronatalist policy instruments. Exhortation
from governments is not promising, and in any case
unlikely to be tried in a democratic polity. Restrictions
imposed on access to modern contraceptive technol-
ogy are not politically acceptable and would be certain
to fail. This leaves the traditional levers of social
policy: dispensing material incentives and disincen-
tives so as to increase the willingness of couples to
have children. Such incentives can be engineered by
the government through fiscal measures, such as dif-
ferential taxation, provision of services in kind, or
both. This approach was tried in the interwar years,
but with limited success. After World War II many
similar measures continued to be applied; in fact, 
with the steadily expanding welfare state, they were
often upgraded and their scope, too, was extended.
However, they were no longer considered “pronatal-
ist” but were absorbed within the more encompassing
frames of family and general welfare policy. The new
label partly reflected a political–ideological preference,
but in part also the fact that some distinctive features
of pronatalism—such as differential rewards that
favored large families, and non-means-tested or even
regressive allocation of family and child benefits—
were generally no longer acceptable.

Although the redistributive policies of the contem-
porary welfare state are biased in favor of the elderly
and the poor, government-organized transfers to
parents of children, or to children directly (such as
through publicly financed day-care services and free
or subsidized education often beyond the secondary
school level, which lessens the cost of children to
parents), are substantial in all low-fertility countries.
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Indeed, it is typically assumed that existing family 
and welfare policies sustain fertility above a level that
would ensue in their absence. Accordingly, making
these policies more generous—socializing an even
larger share of child costs—is often seen as a means
toward increasing fertility, whether as an outright
policy objective or, more in the prevailing spirit of the
time, as an unintended but welcome by-product. Such
extension, however, is difficult, given the fiscal con-
straints of already overcommitted welfare states. And
more to the point, the net effect of family-friendly
redistribution of incomes and provision of services is
uncertain. It is notable that in the United States, where
such schemes are distinctly less well funded than, for
example, in Western Europe, fertility is, nevertheless,
relatively high.

In recent decades, in modern industrial economies,
the participation of women in the formal labor force
has expanded rapidly. This tendency, reflecting market
forces, but also encouraged by government policy
(partly as an antidote for deteriorating dependency
ratios as the population becomes older), is likely to
continue. Among the factors explaining the low level
of fertility despite general material affluence, many
observers point to the double burden on women of
both raising children and working outside the home.
To the extent that higher birthrates are seen to be
socially desirable, the derived policy prescription is to
adopt measures that make motherhood and women’s
labor force participation more compatible. The higher
fertility in countries (notably in Scandinavia) where
such measures are strongly applied, compared to
countries (especially those in Southern Europe) where
they are largely absent, suggests that enhanced com-
patibility (through day-care services, flexible work
hours, liberal sick-leave allowances, and the like) is an
effective pronatalist policy even if motivated by 
other considerations. But it is far from clear whether
the fertility differential so generated is high enough to
bring the total fertility rate back to replacement 
level. Steady labor force participation of women
during the child-bearing years can certainly be made
compatible with having one child or even two. It is
likely to be far less compatible with sustaining, or even
increasing, the proportion of women who have more
than two children. Many career-oriented women vol-
untarily remain childless; many others prefer a single
child. It follows that, to achieve average replacement-
level fertility, the proportions of such women need to
be counterbalanced by high enough proportions of
women who have chosen to have three, four, or more
children. There is little indication at present that poli-
cies directed at enhanced compatibility achieve that
result.

When fertility is high, as it still is in most develop-
ing countries, it is a safe prediction that with economic
development it will eventually decline, at least to
replacement level. In the long term, apart from out-
migration, the only alternative is higher mortality. 
The record of the high-income countries indicates,
however, that replacement-level fertility is not a nec-
essary resting point. Once fertility is lower than that,
predictions become highly hazardous. European and
East Asian experience suggests that fertility has a ten-
dency to settle below an average of two children per
woman, hence tending toward sustained population
decline. The question, to which no good answers exist
at the dawn of the 21st century, is “how far below?”
“Scandinavian”-style family policies may stabilize fer-
tility only modestly below replacement—around a
total fertility rate of 1.8. That would imply a fairly
moderate relative shortfall of births compared to
deaths, and population stability in rich countries with
such vital rates could be fully or almost fully compen-
sated with a modest level of controlled immigration.
Population aging would be then kept within relatively
narrow limits, which postindustrial economies could
readily adjust to. The demographic weight of such
countries within the global total in the foreseeable
future would continue to shrink, raising possible prob-
lems of a shifting geopolitical balance. Still, such
demographic configurations would be likely to push
the day of demographic reckoning beyond the policy
horizons that governments feel an obligation to be
actively concerned with. Pronatalist interventions
would find at best a marginal place on governments’
policy agendas.

On the other hand, fertility levels in the lowest-
fertility countries—countries with a total fertility rate
of 1.3 or below around the turn of the 20th century—
might stabilize at that level or even shrink further,
reflecting the decentralized and uncoordinated deci-
sions of individuals and individual couples. Such an
outcome might also foreshadow future reproductive
behavior in countries in which fertility is still fairly
close to replacement level. This would create a quali-
tatively different demographic situation for which
there are few precedents in modern history. It would
represent a clear threat to the continuing viability of
the countries affected. Compensatory immigration
flows would have to be so large as to be inconsistent
with any reasonable degree of cultural and ethnic con-
tinuity. Alternatively, population aging in the absence
of immigration would create virtually unsolvable chal-
lenges, and likely there would be a drastic loss of 
relative geopolitical status. Spontaneous homeostatic
mechanisms may not come into play to save the 
day, or may do so too sluggishly to matter. A radical
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rethinking of fertility policy would then become a
necessity for social—and national—survival.
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Macrodemus and Microdemus were long-standing
members of the same research center. They were both
demographers, but it was hard to believe they were
both in the same profession. Macrodemus practiced
macrodemography, Microdemus microdemography.1

Macrodemus spent most of his time processing 
the data series on births, marriages, and deaths 
from around the world, which he received via the
Internet from national statistical offices, official 
health organizations, and the United Nations Popula-
tion Division. He was an expert in formal demography,
as his English-speaking colleagues put it, and also 
a fan of demographic projections. Reputed for his 
rigorous analyses, he had learned demography from
Nicodemus and Mathodemus, and was eternally
grateful to his masters. Macrodemus had never
observed or interviewed anyone in his life. He saw the
world from high above and far away. He believed that
one could learn about human subjects all the more

easily by studying them in the aggregate and at a 
distance.

Microdemus was 10 years younger than Macrode-
mus. Trained by Epidemus and Geodemus, he liked to
explore the field on foot, observe behaviors at length,
and converse with men and women of all ages and
ranks. He was fond of stating that a researcher’s first
task was, using the 18th-century phrase, to “know
society.” This meant possessing not only the art of 
conversation but also the knack of getting on with all
social groups, the ability to discover the exotic in
everyday life, to decipher the words of all tribes, to
construct and deconstruct institutions, and to reveal
the hidden side of things. He felt a special attraction to
fringes and margins, where, in his view, the fate of
society was determined. While not disdaining quanti-
tative analysis, he was convinced that qualitative
analysis was the key to human behavior.

Macrodemus and Microdemus were not the
Center’s best-known researchers but, to use the lan-
guage of sociologists, they embodied the two “ideal
types” at the opposite poles of its activity. Other
researchers filled the space in between.2 Some covered
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1 These demographers should be of either sex. In the French text,
I have given them masculine-sounding names and have used male
gender agreements, in the hope that female readers will be happy
not to be identified with such overly typical male characters. Apart
from that, I borrow the following guideline from the Quebecois text-
book by André Duhamel and Noureddine Mouelhi (2001, p. vi):
“The masculine form is used here to refer to both sexes, without dis-
criminating between men and women, and for the sole purpose of
streamlining the text.”

2 They often came in pairs: Epidemus and Biodemus, Ecodemus
and Geodemus, Agrodemus and Cosmodemus, Paleodemus 
and Neodemus, Calodemus and Mesodemus, Erodemus and 
Gynodemus, Iatrodemus and Necrodemus, Oligodemus and Pole-
modemus, etc.



a very broad spectrum by switching effortlessly from
macrodemography to microdemography and vice
versa: they could analyze data covering the entire
planet in the morning and follow an interviewer
testing long questionnaires on fertility practices in a
distant suburb in the afternoon. But there were few of
these hybrid, semi-micro/semi-macro people around.
Most often, the distribution of labor at the Research
Center was polarized between the two models. The
two worlds coexisted without really mingling.
Macrodemus and Microdemus were, so to speak, 
caricatures, but they merely embodied extreme forms
of widespread practices.

The inclination of the Center’s researchers toward
macro- or microdemography was not determined by
their original disciplines. None had been initially
trained in demography. All had discovered it while
working in another discipline: sociology, economics,
history, political science, geography, statistics, epi-
demiology, biology, or more seldom, social psychology
and anthropology. But some had hastened to forget
their initial training in order to enter into a jealous
marriage with demography, while others were repeat-
edly unfaithful to it by cultivating a strong interest in
social science or the life sciences: they thought it
natural to put demographic analysis in a broader
framework.

This divergence in practices and cultures had a deep
structural influence on the Center. Both groups invari-
ably focused their research on human subjects, but
their relationships to the subjects were radically dif-
ferent. The approach to ethical issues was substantially
altered in consequence—so much so that one might
ask whether demography had a specific ethic or
whether, instead, each type of demography had a sep-
arate ethic.

The philosophical tale told in this chapter seeks 
to answer the issue I have just defined. It shows 
that the discovery of ethics by demographers is a 
laborious process, marked by advances and setbacks.
To provide a better grasp of these difficulties, we 
shall deliberately begin our reconnaissance trip in 
the company of a hardline “macrodemographer”:
Macrodemus. He seems to be the antithesis of the eth-
ically concerned, because he sincerely believes that his
working style poses no particular ethical issues. We
shall follow him in his unlikely and involuntary visit
to Ethics Island. This initiation voyage will give him
the opportunity to make many discoveries, until the
day when, like Robinson encountering Friday,
Macrodemus finds a companion in the guise of
Microdemus. He eventually understands that they will
need to join forces to face the ethical challenges of
tomorrow.

I. FIRST EXPLORATION OF THE
ETHICISTS’ ISLAND

When our story begins, at the start of the Third Mil-
lennium, Macrodemus has not yet met Microdemus.
Through circumstances beyond his control, which it
would be superfluous to recount here, Macrodemus
has landed unexpectedly on an unknown island with
his laptop computer—and no hope of return. He has
taken refuge at the top of a promontory, where he has
gradually built a rugged shelter. Thanks to wireless
Internet, he continues to receive and process his
beloved data. Through the same channel, he fulfills
contracts for national and international organizations
and receives his salary and research funds. Macro-
demus is a modern Robinson. He has made the unsur-
prising discovery that the island is inhabited. He has
promptly introduced himself to the locals, but without
arousing any feelings among them except polite atten-
tion. He accepts this indifference and rarely leaves
home.

Macrodemus has not taken long to discover that the
island is called Ethics Island and is dominated by an
elite of formidable experts: the Ethicists. They are 
subsidized by the island’s governor for the task of
addressing all the moral dilemmas arising on the archi-
pelago, and even beyond. The Ethicists describe the
dilemmas, exacerbate them (a good dilemma is a life-
or-death dilemma), and sometimes try to resolve them.
They produce a prolific literature, in which several
debates rage. The most prominent have seats in houses
for the initiated, called “Ethics Committees,” which
the governor consults periodically. The Ethicists prac-
tice the cult of ancestors but do not elevate them to 
the same degree of divinity as sociologists do. They
venerate founding fathers from the late 18th and early
19th centuries: Immanuel Kant, founder of the ethics
of duty; and Jeremy Bentham and John Stuart Mill,
founders of utilitarianism. But the cult of Aristotle—
for whom virtue is the quality of virtuous men and
must be nurtured through education—still has its fol-
lowers and is even enjoying a certain revival.

At the start of each academic year, the Ethics Island
bookstores display stacks of textbooks and collections
of readings that ethics professors recommend to their
students. Almost all of these works are in English
(Mackie 1977; Singer, 1993; LaFollette, 2000; Thomson,
2000). [CB: order cites late to early year]A few manuals
in French, imported from Quebec, have slipped into
the list (Duhamel and Mouelhi, 2001).

Macrodemus is not a big reader and, to tell the truth,
his intellectual curiosity before landing on the island
was very limited. But one day, in a moment of forced
idleness (the macrodata he was expecting had not been
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delivered on time), he fought off his boredom by
taking refuge in a bookstore. There, he struck up a con-
versation with a very learned and highly persuasive
young salesgirl, Philarethes, who invited him to
browse the works of the Ethicists.

This was a discovery for Macrodemus. The issues
addressed were the life-and-death issues recurrently
raised by events in the news. The Ethicists pondered
the legitimacy of certain actions such as preventive
war, capital punishment, suicide, euthanasia, abortion,
tissue and organ removal for grafting, recovery of stem
cells from excess human embryos, gay marriage, and
gay parenting. Macrodemus was surprised to discover
that some authors discussed these sensitive issues in
an intelligible, lively manner. Philarethes advised him
to purchase a remarkable encyclopedia.3 At home, he
started reading it in small installments, and this
prompted him to buy more books in the months that
followed.

From these readings, Macrodemus derived some
simple ideas:

• Ethics is a critical questioning of the principles
that guide our choices and actions. It has a
practical goal: the point is not only to wave
principles around but also to act in accordance
with them.

• Ethics is meaningful only for players who are in a
position to make responsible choices: totally
constrained actions are not choices and cannot be
subjected to ethical assessment.

• Ethics questions the moral legitimacy of our
actions, whether private or public. The issues
raised are at two levels: meta-ethics and applied
ethics.

Applied ethics covers the practical dilemmas
already listed. Meta-ethical issues touch on the princi-
ples for distinguishing good actions from bad actions.
In particular:

• Does the value of actions lie in those actions or in
their consequences? If we ought to judge them by
their consequences, what time frame should we
take into account: the near future, the next
generation, or future generations? And on what

portion of humanity should we assess the effects
of the action: myself, my immediate circle, my
partners, strangers, neighbors, or all of humanity?

• Can we fail in our duties (e.g., abiding by contracts
or respecting truth) to save a person’s life?

• How should we define the welfare that we ought
to promote, given the number of persons and the
diversity of their conditions? Is it the growth in
aggregate welfare, the growth in welfare per
capita, the alleviation of suffering for the less
fortunate, the definition of a basic quality of life,
economic justice, the universal respect for the
individual, the fulfillment of personal aspirations
in all their diversity—or something else?

• Are there absolute or sacred values that apply to
all persons and are, strictly speaking,
unchallengeable, that is, impossible to discuss?

• What is the moral value of an action that is good
for me but unacceptable to others?

• Can the same society harbor several moral
systems?

• Is every individual free to define the good to
which he or she aspires—in which case the State
should remain neutral and impartial toward
individual preferences—or should the State rank
priorities and steer behaviors in accordance with a
vision of collective welfare?

• Should we entrust to experts or specialized
institutions the task of examining or even
resolving our moral dilemmas?

Macrodemus understood that the distinction
between applied ethics and meta-ethics was classic but
not crystal clear, owing to a necessary alternation
between the two registers: the dilemmas of applied
ethics can be settled only by relying on a thoughtful,
critical vision of principles, while principles are
revised or deepened with the occurrence of practical
cases that raise new issues.

The list of questions raised by ethics is not impro-
vised. As the young bookseller confirmed, they had
taken shape in the course of long discussions that 
had begun in antiquity and had intensified in the late
18th century. As religious references faded, two major
families of theories had emerged (Table 99–1). Because
of their relationship, marked by sharp mutual criti-
cism, they would polarize the field of ethical reflection
until our time. At one end was the Kantian ethic of
duty (or “deontologism”). It does not define the nature
of Good but subjects the rules of action to the univer-
salization test: a rule is moral only if it can be univer-
sal, which means not instrumentalizing persons but
respecting their dignity in all circumstances (Table
9–2). At the other end stood “consequentialism,”
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3 Dictionnaire d’éthique et de philosophie morale edited by Monique
Canto-Sperber (1996). Updated in 2001, reprinted in 2004 in paper-
back (two volumes of 1,000 pages each), it has 330 entries, averag-
ing eight pages, with a detailed bibliography for each. Two hundred
sixty authors contributed, including many from outside France; the
indexes are very helpful. There is a glaring gap between the dictio-
nary’s international quality and the weakness of ethics teaching in
the French education system, in both mainstream and vocational
programs. The situation is entirely different in English- and Spanish-
speaking countries.



which judges actions (or the rules of action) not on
their intrinsic value but by measuring their conse-
quences as a function of a specific good to be promoted
(welfare, pleasure, happiness, utility, etc.). The main
variant of consequentialism was the utilitarianism of
Jeremy Bentham and John Stuart Mill, which aimed at
the “greatest possible happiness for the greatest

number of people,” asserting that each person should
“count as one and only one.”

Examining the list of major ethical questions,
Macrodemus had the feeling that some might directly
involve his discipline or that he could have a say in the
manner of addressing them. In particular, the number
of humans seemed to be a key element in utilitarian
ethics. However, a search of the bookstore’s database
with Philarethes failed to yield any reference work that
presented a balance sheet of the relationship between
ethics and demography. The young bookseller admit-
ted there was a gap here.

Macrodemus’s attention was drawn to a singular
fact: contrary to a widespread belief, ethics was not
principally concerned with issues of sexual morality.
Most Ethicists were even convinced that these issues
were secondary. Some leading religions stubbornly
continued to place them at the center of their doctrine,
but the entire history of moral philosophy was a long,
patient effort to emancipate ethics from this religious
dominance. The divine commandments could not con-
stitute an autonomous source of ethics. For either the
divine commandments were moral because they were
already consistent with preexisting ethics, or they 
arbitrarily gave God the exclusive privilege of defining
good and evil, which made human ethics superfluous.
A divine commandment is an absolute truth, literally
undebatable, in the sense that it is impossible to discuss,
being sheltered forever from public debate, under the
sole control of authorized exegetes; it therefore cannot
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TABLE 99–1 The Leading Theorists of Ethics, from Antiquity to the Present

Author Main work and date of publication

Aristotle (384–322 BC) Nicomachean Ethics 320 BC
Pyrrho of Elis (360–272 BC) No writings (views known via Sextus Empiricus) —
Marcus Aurelius (121–180) Thoughts 180
Thomas Aquinas (ca. 1225–1274) Summa theologiae 1273
Baruch Spinoza (1632–1677) Ethica, ordine geometrico demonstrate 1677
David Hume (1711–1776) Enquiry concerning the principles of morals 1751
Immanuel Kant (1724–1804) Kritik der praktischen Vernunft (Critique of practical reason) 1788
Jeremy Bentham (1748–1832) An introduction to the principles of morals and legislation 1789
Immanuel Kant (1724–1804) Grundlegungen zu einer Metaphysik der Sitten (Foundations of the 1797

metaphysics of morals)
Jeremy Bentham (1748–1832) Deontology 1834
John Stuart Mill (1806–1873) Utilitarianism 1861
Henry Sidgwick (1838–1900) Methods of Ethics 1874
Francis Herbert Bradley (1846–1924) Ethical studies 1876
George Edward Moore (1873–1958) Principia ethica 1903
Émile Durkheim (1856–1917) L’Éducation morale, lectures given in 1902 1925
Richard Mervyn Hare (1919–2002) The Language of Morals 1952
Elizabeth Anscombe (1919–2001) Intention 1957
Richard Mervyn Hare (1919–2002) Freedom and Reason 1963
John Rawls (1921–2003) A Theory of Justice 1972

TABLE 99–2 The Three Versions of Immanuel Kant’s
Categorical Imperative

Original German English translation

Handle so, daß die Maxime deines Act only on that maxim 
Willens jederzeit zugleich als whereby you can, at the 
Prinzip einer allgemeinen same time, will that it should
Gesetzgebung gelten könnte. become a principle of 

universal law.

Handle so, als ob die Maxime Act as if the maxim of your 
deiner Handlung durch deinen action was to become, 
Willen zum allgemeinen through your will, a 
Naturgesetze werden sollte. universal law of nature.

Handle so, daß du die Menschheit Act in such a way that you 
sowohl in deiner Person als in always treat humanity, 
der Person eines jeden andern whether in your person or in
jederzeit zugleich als Zweck, the person of any other, 
niemals bloß als Mittel brauchst. never simply as a means, 

but at the same time as an 
end.



have the slightest ethical value. There was no absolutist
ethic but only absolutism tout court. The same reasoning
applied to the references to “natural law” or “anthropo-
logical invariants,” which in fact were merely variants
of the argument from authority, often applied to sexual
relationships or family configurations. True ethics
could not rest on divine or natural foundations.

Macrodemus had never thought about these issues
too hard. In conversing with Philarethes, he had the
feeling that the Ethicists’ approach, unlike the natu-
ralist or religious approaches, maintained a relation-
ship to truth that was very close to the scientific spirit:
truth is not given, but is built up through a succession
of proofs and counter-proofs. It must be subject to
debate. It was not relativism. Some truths were now
established, such as the Earth’s rotation around the
Sun, or the primacy of the respect due to the human
person. But the only reason why they had been estab-
lished is that they had been conquered. They would
always need to take account of the novel issues that
the latest events would keep raising.

But Macrodemus’s curiosity had its limits. His inter-
est in Ethicist literature mainly satisfied his concerns
as voter or consumer, as patient or parent. He con-
fessed to Philarethes that, as a demographer, he felt
little concern for the Ethicists’ dilemmas. The young
bookseller conceded that demographic issues occu-
pied only a tiny space in this vast literature. Macrode-
mus thought he understood why. The demographer is
never in a position to resolve the life-or-death dilem-
mas explored by the Ethicists. He always arrives after
the battle, after the action. He can, of course, estimate
the losses due to war or genocide, identify the share 
of suicides in death statistics, count the number of
abortions, measure the effects of medically assisted
procreation on fecundity and fertility, and so on. More
generally, he is bound to take an ever-greater interest
in new reproductive methods, in new forms of union,
in lives extended by medicine or cut short by violent
deaths, and he does so chiefly in order to understand
these phenomena and assess their impact on popula-
tion dynamics. But when he steps in, the moral dilem-
mas have already been settled—or discarded. Unlike
the physician, psychologist, or social engineer, the
demographer does not operate on bodies or souls. He
decided nobody’s fate. To borrow the term used in
ethical analysis, demography is not an “intervention-
ist” science. It is only exceptionally associated with
clinical or therapeutic trials. It even disregards the in
vivo experiments of social psychology. We can say of
the demographer what Proust said of the statistician:
he takes a “bird’s eye view,” because his goal is not to
find out about an individual life—even less, to influ-
ence its course—but to grasp the aggregate of all 

the existences that compose a population.4 From his
refuge on his promontory, Macrodemus appreciated
this commanding position and was not about to
abandon it.

One exception, however, caught his attention. While
the Ethicists were very discreet about demographic
issues, some chimed in with the ecologists in stress-
ing the responsibility of present generations toward
future generations. This topic took up some room in
textbooks on environmental ethics (Pojman 2005).
Monique Canto-Sperber’s dictionary had an interest-
ing entry on environmental ethics (Birnbacher [2001]
2004). But Macrodemus felt the issue had been treated
rather superficially: the philosophers’ plea for sustain-
able development still referred to a “population
optimum,” an old notion long since abandoned by
demographers. Indeed, where should one locate this
alleged population optimum, if not somewhere in the
huge space between an underpopulated territory and
an overpopulated territory? These, in turn, were
extremely fuzzy concepts soon made obsolete by the
passing of time. Demographers were not uninterested
in the interactions between resource renewal, popula-
tion size, and human welfare, but most were 
aware that the issue largely spilled over the field of
demography. Just look at the Millennium Goals
defined by the United Nations, in which demography
took up only a limited share. The leading international
researchers in those early 2000s (such as Amartya 
Sen [1987] and Joseph Stiglitz) were primarily econo-
mists with a thirst for justice; they made very limited
use of demography, which mainly served as a back-
drop for them. True, the ethical issues they raised did
find some resonance among specialists of population
studies in the developing countries, but without 
producing a definition of a robust ethical system for
demographers.

Philarethes had listened to this speech intently. She
did not seem to approve it entirely. But Macrodemus
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4 At the end of Time Regained, in the aftermath of World War I,
the narrator reviews the social trajectories of the various characters:
“Of course, circumstances and individual character have always a
share in the matter and it was in quite different ways that Legrandin
[. . .] had in his turn penetrated this milieu, that Odette’s daughter
had become related to it, that Swann and finally I myself, had
entered it. [. . .] But, from the bird’s eye view of a statistician who
ignores reasons of sentiment and the avoidable imprudences which
lead to the death of an individual and only counts the number of
people who die in a year, one could observe that many people start-
ing from the same environment as that with which the beginning of
this narrative has been concerned reach another quite different and
it is likely that, just as in every year there are an average number of
marriages, any other well-to-do and refined bourgeois milieu would
have furnished about the same proportion of people like Swann, like
Legrandin, like myself and like Bloch [. . .]” (Proust, [1927] 1967, 
p. 346; English trans. 1931, with one amendment).



did not want to linger. He took his leave, promising to
resume the discussion again some day.

II. THE DREAM OF MACRODEMUS

One fine day, Macrodemus received a visit from an
Ethicist. People had found out about his activities. He
was handling computer files produced by the process-
ing of individual data. He should urgently declare them
to the ethics committee with authority in such matters,
under pain of being found in breach of the law.
Macrodemus had no choice but to undertake the neces-
sary formalities, which, all in all, were rather modest.

But he was in for a shock. He had thought he was
above all suspicion. The issues pertaining to the black
box of individual-data collection were of little interest
to him: he had never administered a questionnaire in
the field (unless in an earlier life, or as occasional super-
visor in an exotic district). He obtained his material
from statistical offices, on the principle that they had
one single task: that of supplying him in a timely
manner with the impeccable files that his sovereign
science required. The files had to contain the complete
list of unions and their children and, more generally, the
exact calendar of all events (so that he could fill out all
the half-lozenges of the Lexis diagrams). He had trouble
understanding why it was so hard to obtain the exact
chronology of migrations: why wasn’t it routinely
included in the files of all the statistical offices, with the
variables clearly describing the origins of each flow? He
could not imagine the efforts and transactions involved
in producing demographic information. He readily
believed that it was enough to remind every player (cit-
izens, foreign residents, civil registrars, doctors, police,
etc.) of what the public interest required. Overwhelmed
by the force of his arguments, the authorities would
finally decide to introduce the right questions into 
the right schedules, in order to collect impeccable
responses and deliver them in the proper format to the
demographer. One day, exasperated by the inertia of
officials and the failures of statisticians, Macrodemus
had not hesitated to publish an open letter in the press
solemnly enjoining the authorities to follow his recom-
mendations for producing better statistics.

Recommendations was one of his watchwords.
Macrodemus had a very simple way of characterizing
the social exchanges needed to produce data. It was a
balanced theory of rights and duties. A single duty:
that of the authorities to provide the relevant data. A
single right: that of the demographer to receive them.
To cope with the gaps, biases, and disparities in data
from country to country, Macrodemus believed a two-
step approach would suffice. First, you analyzed the
deficiencies by identifying the data that should have

been available and those that were not. Then, you
promulgated the national or international recommen-
dations that made it possible to remedy them—by
insisting, for example, that a particular country add a
specific question to a given register or identity docu-
ment. The rest was a matter of willingness and enforce-
ment. If the recommendations were not followed, it is
because the authorities were incompetent or craven.

Occasionally, Macrodemus had a dream, that of an
ideal data collection. It was an unmediated operation
without the participation of a statistical office, survey
department, or interviewers—a flow of data springing
directly from the population to feed his computer. No
ethics committee, no authority protecting individual
data. And this dream extended to all of humanity: he
saw on his screen a unified global system of vital sta-
tistics—or, better yet, a planetary population register—
that would provide him in real time with all the data
and indicators he needed. A large title appeared on the
screen: “Universal predetermined harmony of data,”
written in a new language that he instinctively under-
stood: demospeak. But his euphoria was short-lived.
No sooner had Macrodemus started to query the 
database than the screen went fuzzy and displayed
blinking failure messages: “Data concealed!” (by the
populations surveyed) and “False data!” (owing to the
incompetence of statisticians). Oddly, men and women
refused to be counted with the same docility as live-
stock. They didn’t want to be corralled, branded, or
tracked. They demanded explanations. Strange words
streaked across the screen: “consent,” “non-response,”
“private life,” “information technology and civil 
liberties,” “borders,” “informal,” “irregular.” Unfilled
questionnaires fluttered in the skies, eventually clut-
tering up the screen. The awakening was rude.

Macrodemus would have liked to shake off this
nightmare, but the vision returned, relentlessly. He
lacked a field culture, a personal experience of the
organization, and, ultimately, a genuine statistical
culture to understand that data come from people, that
they are burdened by transaction costs, and that the
demographer’s art is to be able to work with human
data—in other words, imperfect data.

III. WHEN MACRODEMUS FANCIED
THAT DEMOGRAPHY COULD MAKE 

A MOCKERY OF ETHICS

Each year, Macrodemus declared his data files to the
Ethicists, irritated at having to comply with what he
saw as a superfluous obligation. An idea occurred to
him: wasn’t there a radical means to expedite the issue
of the links between ethics and demography by assert-
ing outright that true science couldn’t care less about
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ethics? After all, the goal of science—and this applies
to demography as to any other discipline—is not to
maximize human happiness but to augment the quan-
tity of knowledge, irrespective of the use that humans
make of it. Science is unconcerned by good and evil. It
must only untangle truth from falsehood, and this
quest for truth presupposes total freedom of research.
Let’s be Nietzschean, for heaven’s sake! Let’s assert the
gay science beyond good and evil!

Energized by this revelation, Macrodemus donned
Zarathustra’s clothes and started traveling across
Ethics Island preaching the theory of Superman—the
Superman of science, naturally.

But the Ethicists were not impressed. They were
experienced and subtle folks. It was even said that they
had taken power on the island after the fall of a local
autocrat, the “Super-scientist,” who had compiled a
database of all the islanders without telling them. The
Ethicists promptly reminded Macrodemus that his
claim to autonomy ignored some crucial points:

• To engage in an activity with no concern for its
consequences on one’s fellow-humans is, in itself,
to take an ethical position, however negative.

• Declaring the free search for truth as an
unconditional value is to defend its universal
character, which is already an ethical position (we
know, since Kant, that a rule of conduct is moral if
it can be made universal, that is, if it can be
adopted by all without harming anyone).

• The unconditional search for truth cannot prevent
us from entering into conflict with other values,
given the multiplicity of reference systems in our
societies. But a researcher who ignores value
conflicts would leave the task of settling them to
others—moral philosophers, jurists, legislators,
journalists. He would therefore lose the autonomy
to which he claims title.

• In social science, data do not spring naturally from
the soil. The source of sources is always the
persons whose declarations are collected, whose
administrative data are gathered, or who need to
be observed for relatively long periods. This raises
issues of consent, anonymity, secrecy, and
information access.

• As people are not things but actors, they voice
opinions, implement strategies, and interpret their
own history: all these viewpoints, as well, belong
to social reality, and deserve to be heard.
Objectivating the researcher’s viewpoint with
respect to the actors’ viewpoints is a scientific
requirement that also has an ethical impact.

• Scientific activity is both individual and collective.
On the one hand, the researcher legitimately seeks
to establish his or her reputation in a competitive

world. On the other, many agents and institutions
are involved in the data production and processing
chain. This raises issues of intellectual property and
recognition, which are ethical issues as well.

• Knowledge production has a cost, if only to pay
for professionals with the time needed to conduct
research and methodical investigations. But the
relationship with employers, orderers, and
financers (very often governmental or
international agencies) creates a tension between
responsibility and freedom that has an ethical
dimension.

• Science does not boil down to an intransigent
quest for truth. It is also a path to fame and
honors—resting on a pedestal that may be national
or international, duly controlled by the profession
or broadened to the extreme by the media, at the
risk of upsetting the internal ranking of scientific
values. Should one counteract distortions of this
kind or, instead, exploit them? Does the
publication of unverifiable but stimulating tests
have its place in the advancement of research? All
these issues touch on professional ethics.

• More generally, we cannot skirt around the
relationship between science and society, which
inevitably has an ethical dimension. Despite many
doubts, we expect that scientific research, if
anything, will help to increase collective welfare
rather than decrease it, to strengthen personal
rights rather than erode them. We could, of course,
imagine a Nietzschean position that consists in
denying the universality of personal rights and
privileging a knowledge elite situated beyond
good and evil. But this pretension to a superior
amorality is itself an ethical position that, as such,
must be open to discussion and refutation.

It was decidedly impossible to elude the Ethicists’
grasp. Demography was admittedly a temperamental,
freedom-loving science, but it could not waive its
ethical duties. There had to be an alternative. Our
macrodemographer did not give up. The Nietzschean
model being of no help, he resolutely embraced a new
strategy: outwitting the Ethicists at their own game.
They wanted ethics? They would have it!

An opportunity arose: the authorities invited him to
give a lecture in a series on “Ethics and society” at the
Island’s Grand Theater. Macrodemus embarked on
intensive preparations. As he did occasionally in times
of great need, he started to read some books, but this
time without assistance from Philarethes; the young
bookseller had defended her doctoral thesis and,
apparently, taken another job. Macrodemus spent a
whole month polishing his arguments. On the day of
the lecture, he was ready.
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IV. WHEN MACRODEMUS IMAGINED
THAT DEMOGRAPHY WAS ALREADY

ETHICS IN ITSELF

Before a large audience of invited guests, Macrode-
mus began his lecture. Ethics and science were insep-
arable. But some disciplines meet this requirement
better than others, starting with demography. It was,
for Macrodemus, the most ethical of the social sciences.
It described the general dynamics of the population in
a fully neutral, unbiased manner. The distance it spon-
taneously took from persons made it perfectly harm-
less. Primum non nocere (First, do no harm) proclaimed
the Hippocratic oath in its Latin version. Well,
Macrodemus argued, the observance of this great 
principle was enough to make demography ethically
self-sufficient. No need to call on the Ethicists: demog-
raphy was ethics through and through.

Macrodemus was convinced of the radically
innocuous character of his activity. The demographer
in a research center was neither an administrator nor
a judge, neither a healthcare professional nor a social
worker. He never handled personal files for the
purpose of deciding people’s fates but worked only on
derived statistical files, which were always anony-
mized. His statistical activity could therefore have no
effect on people, either negative or positive.

Indeed, Macrodemus noted, this neutrality was not
specific to demographic analysts working on aggre-
gate data. It also applied to researchers mining 
individual data, even when the data were of adminis-
trative origin. The main factor was not the nature of
the source, which could be administrative (e.g., the
justice ministry, the interior ministry, or a social-pro-
tection agency), but the purpose of the new file was
that it was compiled for knowledge purposes, ruling
out all intervention concerning people and, from this
standpoint, totally disinterested. The demographer
practiced better than anyone the art of detachment, far
from human agitation.

And Macrodemus challenged his listeners: do you
think that the subject of demography is life, love,
death, and exile? If that were true, it would be terribly
intrusive. In reality, demography talks of other things:
births, unions, deaths, and migrations. The demogra-
pher is an alchemist who converts the milestones of
human life into a prosaic series of dates. Hence, like
the ancient sage who rises above to contemplate the
restless world and seizes the order of things under the
chaos of passions, the demographer remains impassi-
ble. He can study infant mortality without shedding a
tear on the fate of children. If he counts abortions, it is
without taking sides. If he tries to enumerate migrants,
it is not to proclaim that there are too many or too few

of them, but to measure the impact of migration flows
on the demographic or social dynamics of the coun-
tries of origin and destination. If he tries to individu-
ally identify the old people who break longevity
records, it is not out of love for the very elderly but 
to improve the quality of the data that will allow a
modeling of the final phase of life tables. In short,
demography is not sentimental.

Indeed, Macrodemus noted wryly, any listeners
who fancied going up to his office one day would soon
realize this. There’s nothing more disappointing that 
a demographer’s office: a computer, statistical com-
pendia, files, a few memos. No cell holding a few
guinea-pig inhabitants awaiting interrogation. The
demographer lived outside the world. By spending his
life handling aggregate series, like a hermit reciting his
prayers, Macrodemus had no need to make contact
with the anonymous individuals peopling his tables of
figures. So what if he was told that such remoteness
from the field was unthinkable in most other social 
sciences—anthropology, social psychology, sociologi-
cal observation? He accepted this singularity and saw
it as a guarantee of objectivity. Macrodemus was not
unaware that a population consists of men and women
in flesh and bones. But he had no reason to take an
interest in people in themselves. Their sole value was
as units of account or as underlying elements of vari-
ables allowing the construction of anonymous statisti-
cal relationships. The data-collection process was so
heavily delegated and decentralized that the demog-
rapher, working at the end of the chain, could ignore
its existence, although he might recall it when the
quality of the data fell short of his standards.

It would soon be time for a break. The seminar
organizers opened the floor to an initial discussion. A
listener thought this conception of the demographer’s
profession was terribly narrow and reductionist.
Macrodemus replied that an office researcher could
make an excellent demographer provided he did not
move out of his field of competence and remained
clearly aware of his power and its limits. Demography
had to be reductionist in order to be productive: 
depersonalization was the price to pay to construct an
overall view of the population that remained beyond
the reach of individual scrutiny and ensured the
researcher’s ethical neutrality.

Another attendee declared that, quite to the con-
trary, Macrodemus’s vision did not lack grandeur. It
was reminiscent of the contemplative reduction 
exercises practiced in antiquity, which marked the
beginnings of the scientific approach (Box 99–1).
Macrodemus accepted the comparison as a good
omen. He cited the work of his friend Bibliodemus on
the genesis of German demography in the 17th
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century. Stoic thought, which best embodied this dis-
tancing, had significantly influenced Leibniz and his
disciple, the Protestant minister Johann-Peter Süss-
milch, a keen student of demography. For the latter, the
regularities of demographic phenomena could be con-
templated and understood only from the standpoint 
of God, who is located at the “geometral point of all
perspectives.” It is from there that we perceive the
“divine order,”that is, the optimal order of the world,
which combines—or so Süssmilch believed—the best
birth and death rates imaginable (Rohrbasser, 2001).
Provided it was duly secularized, this point of view
remained valid.

It was objected to Macrodemus that the notion of
modeling scientific detachment on divine detachment
reflected a very elitist approach. But Macrodemus
countered with the example of John Graunt, the man
who inaugurated demography by tabulating deaths in
the city of London. In his seminal essay of 1662, Graunt
expressed his satisfaction that demographic computa-
tions enabled a mere citizen of London, a merchant by
profession, to have access to a comprehensive science
and hence be elected to the Royal Society. Very early on,
the pioneers of demography realized that tabulation
and computation gave everyone access to a totalization
capacity hitherto reserved for kings or theologians. The
divine gaze on the demographic order of things was
now within reach of the lowest commoner, provided
that he mastered the appropriate techniques.

To a sociologist who asked him what he thought of
Émile Durkheim’s approach, Macrodemus explained
that demography realized almost effortlessly the ideal
proclaimed by Durkheim in 1894 in Les Règles de la
méthode sociologique (The Rules of the Sociological
Method): it spontaneously treats social facts “as
things,” it does not let itself be thrown off course by
players’ motives, and it steers clear of preconceived
ideas and value judgments.5
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BOX 99–1 The origin of the demographic
viewpoint: the scholar’s detachment, according

to ancient wisdom

Greek and Roman philosophers, particularly the
Stoics, practiced spiritual exercises that reflected
their determination to remove themselves from the
world by contemplating it from above and from
afar. Imagine, they wrote, that you rise above the
Earth until it is reduced to a sphere. Seen from on
high, persons are merely particles, individual 
lives merge into a population, and you will see the
hustle and bustle of humans give way to regular
movements. Scipio’s dream, described by Cicero in
Book VI of the Republic, is the best-known example
of this thought experiment. Pierre Hadot has
shown that it fit into a long tradition of spiritual
exercises of ancient philosophy, ranging far beyond
Stoicism.

Emperor Marcus Aurelius, for example, quotes
this “fine saying,” which he attributes to Plato:

That he who is discoursing about men should look also
at earthly things as if he viewed them from some higher
place; should look at them in their assemblies, armies,
agricultural labors, marriages, treaties, births, deaths,
noise of the courts of justice, desert places, various
nations of barbarians, feasts, lamentations, markets, a
mixture of all things and an orderly combination of 
contraries. (Thoughts, VII, xlviii)

The lofty Stoic perspective converges with 
the Emperor’s viewpoint here. Significantly, the 
list includes the decisive events that were later to
interest demographers: births, unions, and deaths.
In the same period, the Romans had raised 
census and registration methods to a level of per-
fection that was not to be reproduced until the
Renaissance. In particular, they shifted from an
enumeration of noble families to the exhaustive
count of individuals, issuing birth certificates to
enable the Empire’s subjects to prove their age
(Nicolet, 1988).

More generally, the Ancients asserted the pre-
rogatives of “theoretical life” or “contemplative
life,” which allows a handful of free men to observe
the battles of interests among the multitude
without taking part in them. The contemplative
detachment of the wise man, as cultivated and 
celebrated by the Greeks at a very early stage,
played a crucial role in the history of Western
science by asserting the social figure of the scientist
as disinterested researcher.

5 Émile Durkheim’s Le Suicide (1893) is the textbook example of
a statistical analysis that may be conducted in the absence of the
interested parties or their close circle (note, however, that Durkheim
mentions in Le Suicide an important collection of letters left by
persons who committed suicide and that he returns to it at the end
of the work, taking care to check that these testimonies do not con-
tradict his typology of suicides). Throughout his career as sociolo-
gist and anthropologist, Durkheim remained a desk-bound scholar,
remote from the field. When he agreed to run the Commission for
welcoming Jewish refugees from Russia in World War I, he per-
formed his duty with dedication, but confided to his close friends
that he suffered from this change of register: “To decide people’s
fates on the basis of written reports without seeing the interested
parties leaves the door so wide open to error that it makes me
shudder. We’re working in the live flesh, a job that’s not for me”
(Durkheim, 1998, letter to Marcel Mauss, March 12, 1916).



V. UNIVERSAL, IMPARTIAL, 
AND NEUTRAL?

After the break, Macrodemus resumed his presen-
tation. He explained that the demographer treated
people in a universal, impartial, and neutral mode.
Universal, because in good demography everyone
counts. Impartial, because results are not influenced by
the observer’s position and interests. Neutral, because
the goal is not to describe what must be but only what
is. And Macrodemus set out to elaborate these three
points.

He began by quoting a remark by Jacques Vallin at
the beginning of an introduction to demography: “We
cannot count individuals or compile statistics about
them unless we treat them as if they were all the same”
(Vallin 1992). This statement contained a dual concept:
individual enumeration and a fertile reductionist
approach. The notion of enumerating individuals may
seem simple but it is not self-evident. For a long time,
authorities counted intermediate management units
(houses, lineages, hearths, concessions, etc.) or pivotal
individuals (freemen, men fit to bear arms, taxpayers,
producers, the faithful, de jure citizens, natives, etc.).
The notion of counting identically people of either 
sex and of all ages—without discrimination by status
or origin, and irrespective of the price that can be
assigned to them in the market for economic or social
values—is a late development. It first emerged in
Rome in around the second century AD (Nicolet,
1988). It did not reappear until the 18th century.

To realize this, we need only look at the lifelines in
the Lexis diagrams: demographic analysis rests on the
individual, not the family; it is not intrinsically family
centered but individualist.6 Family and household 
statistics are a useful but fortuitous extension of the
demographer’s work. Reproduction indicators, for
example, do not start by separating couples that repro-
duce from those that do not; they aggregate individu-
als of the same birth cohort and try to see if this set
collectively produces enough children to replace the
cohort. The fact that some individuals remain childless
and others have an above-average number of children
does not influence the construction of the reproduction
rate, although it is a useful element to take into account
when explaining behaviors. In sum, the demogra-
phers’ reproduction indicators can operate just as well
in a Platonic society that collectivizes children as in a
liberal society that individualizes them. What matters
is the end result of reproduction at the cohort level.
This is because demographic analysis bypasses ready-
made social groups. It is content with placing individ-

uals on a time axis. The cohort is only a time grouping
that ensures a formal equivalence between persons.
The equivalence principle likewise amalgamates
persons born locally and those who have arrived from
elsewhere, that is, natural increase and net migration,
interpreted as two growth factors of a population. By
the following year, demographic accounting incorpo-
rates the two additions into the reference population,
because it naturally assumes that one existence is
worth another, whatever its origin.

In its very principle, Macrodemus stressed, demog-
raphy treats individuals as units of account, without
weighting them in advance by any factor whatsoever.
Such a notion presupposes an equivalence principle
defining the membership of all individuals in a
common humanity (Desrosières, 1993; Boltanski and
Thévenot, 1991). Now this natural presupposition of
demographers (shared with many statisticians) did not
appear until late, at the same time as the emergence of
the individual as an autonomous subject of rights and
duties in moral philosophy. Macrodemus underscored
the strange affinity here between the demographic 
calculus and the utilitarian calculus championed by
Bentham and Mill: both procedures implement a prin-
ciple of accounting universality that attests to an equal
regard for all members of humanity.7

In the second part of his presentation, Macrodemus
set out to show that he had adopted some of the 
Ethicists’ basic ideas. The first was that all moral theo-
ries begin by defining a reference population whose
members possess equal dignity. For Aristotle, the
group consisted of free citizens, excluding slaves and
half-breeds. For the Founding Fathers of the American
Constitution, Blacks and slaves could not be counted
on a par with Whites and freemen. The Australians did
not start counting Aborigines until 30 years ago. And
one could give further examples. By contrast, with 
utilitarian philosophy, the definition is as broad as 
possible. It potentially extends to all of humanity and
even beyond. Macrodemus did not share the prejudice,
still widespread in France, that saw utilitarianism as
an economic ideology centered on selfishness and 
the pursuit of personal interest. He was sufficiently
conversant with the founding texts of utilitarianism to
understand that it was, in fact, a resolutely altruistic
moral philosophy. In the phrase borrowed by Bentham
from Francis Hutcheson, ethics sought “the greatest
happiness of the greatest possible number” (Bentham
[1781]). The balance of ills and goods should be
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6 Contrary to the argument defended by Rémi Lenoir (2003).

7 Later, as we know, economic theory dealt a severe blow to the
civic and community dimension of utilitarian calculations by reduc-
ing “utility” to a purely economic function (Pareto’s “ophelimity”)
and treating every individual as an entrepreneur, including when he
decides to form a union and have children. But that’s another story.



assessed for the aggregate social body and ultimately
for all of humanity, as each individual had an equal
claim to welfare, regardless of his or her condition.
Bentham defined the principle of the computation of
benefits and negatives (“pleasures” and “sorrows”) 
in a famous phrase—”everybody to count for one,
nobody to count for more” (Bentham [1781])—later
endorsed by John Stuart Mill (1861).

All things considered, it was a subversive idea, the
product of a long history, of which Macrodemus could
provide only an outline. It is potentially embodied in
Stoic cosmopolitanism and, in an altogether different
manner, in the equivalence established by Christianity
between the children of God, all of whom were iden-
tically marked by original sin and the possibility of
redemption. The notion that each person counts 
is expounded in the American and French declarations
of the rights of man. It was fulfilled in the implemen-
tation of universal suffrage (“one man one vote”),
which was accepted only at a late stage, in the face 
of stubborn resistance (Rosanvallon, 2002). For a 
long time, people thought it impossible to reduce 
the heterogeneity created by dependency relation-
ships (master/slave, white/black, settler/aborigine,
master/servant, man/woman, native/immigrant,
etc.). The right to vote was denied for this reason to the
homeless, the poor, servants, women, former slaves,
indigenous inhabitants, and so forth, and most coun-
tries still deny it to immigrants—an archaism that will
eventually disappear like all the others. The paradox
is that universal suffrage without a means test or
weighting was a path to emancipation whose access
was denied to the subordinate categories, on the
grounds that they were not sufficiently emancipated.
They were judged too dependent on dominant groups
or heads of families (just as, today, immigrants are
barred from the electoral process on the grounds of
their presumed dependence on foreign interests). By
deciding to count everyone without discrimination,
irrespective of their legal status, demographic statistics
embedded in the core of its practices a universalist
principle. It is also the principle of democracy on the
march, which it sometimes takes one step further—
even if this means having to face the old condem-
nation (dating back to Edmund Burke) of the
“atomization” of the social bond triggered by the “rise
of individualism.”8 Each person counts as one and
only one: an unexpected consequence of this utilitar-

ian formulation is that the reference individual cannot
place his own interests above those of others when
seeking to assess the consequences of his action. The
obligation to grant the same weight to everyone,
including to oneself, takes the impartiality require-
ment to the extreme. The utilitarian calculus must log-
ically produce the same collective results, whatever the
actors’ positions.9

The negative part of Bentham’s precept (“nobody to
count for more”) establishes a leveling principle: for
the demographer as for the utilitarian philosopher,
enumerated human beings are neither big nor small,
neither powerful nor destitute. In a further stage, of
course, demography, expanded into social statistics,
takes heterogeneity into account by introducing all
sorts of variables that differentiate situations and
behaviors, but it does so a posteriori, by attaching
these values to bases initially regarded as equivalent.
It is precisely because it uses an equal, neutral back-
ground that it can measure differences, detect inequal-
ities and, accordingly, objectify the variations in the
probabilities of access (such as differential mortality).
This initial leveling is anything but trivial, as attested
by the resistance from people of quality, who are not
fond of being quantified.

Macrodemus saw another proof of the impartiality
of demographic calculus in his refusal to weight the
planet’s inhabitants according to their distance. Seen
at a remove, the world no longer offers a privileged
vantage point separating nearby peoples from faraway
peoples. Again, this was a break from our habits. We
have a natural tendency to weight the existence of
human beings according to the distance between them
and us. Adam Smith had already posed the question:
if an earthquake destroyed China and its millions of
inhabitants, would the English be affected? The
famous apologist for the Chinese mandarin expresses
the same notion: if I can make a fortune by simply
pressing a button that remote-destroys a Chinese man-
darin whom I’ve never met, would I hesitate for one
second? And in its present version, the apologist for
the bomber or cruise missile says the same thing: it is
easier to obey an order to kill anonymous populations
at a distance than to execute nearby or visible indi-
viduals point-blank. A modern variant: we feel more
interest and compassion for victims that television
brings close to us than for invisible victims.
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8 Edmund Burke, in Reflections on the French Revolution, castigates
“the metaphysical and alchemistical legislators” who “have
attempted to confound all sorts of citizens, as well they could, into
one homogeneous mass [. . .]. They reduce men to loose counters,
merely for the sake of simple telling, and not to figures whose power
is to arise from their place in the table” (Burke [1790] 1980, p. 398).

9 This impartiality constraint, a sort of “veil of ignorance” before
its time, is an equivalent of Kant’s universalization test: a point of
view that is not interchangeable with another person’s point of view
cannot have moral value. That is why the present defenders of the
utilitarian theory staunchly deny that it allows the sacrifice of the
fate of a random individual to the benefit of an impersonal collec-
tivity, as frequently objected by Ethicists of Kantian obedience.



The issue is all the more acute today with the dis-
appearance of physical obstacles to information 
gathering and transmission in our global village. There
remains a pure distance, the psychological or cultural
distance, which measures our real degree of interest in
others. It is taken into account by the media, who select
images from information agencies depending on what
they expect to be the level of public interest. The giant
tsunami that devastated the South Asian coasts on
December 26, 2004, causing almost 300,000 deaths (a
figure whose size was not known until several weeks
later), captured the attention of Western media for a
sustained period. The event triggered an unprece-
dented solidarity movement, coordinated by the
United Nations, which had castigated the selfishness
of the leading countries. Was it the number of victims
that succeeded in offsetting the effect of distance?
Would we have shown equal concern if the victims had
not included many Western tourists? How would we
have reacted if the catastrophe had mainly struck a
poorer region less attractive to tourists, such as East
Africa? The principle of “everybody to count for one”
is at variance with our general propensity to measure
the value of human life in terms of its physical or social
distance. In this convergence with the Benthamite
imperative, the demographic approach shows its solid
ethical foundation.

A recent episode had particularly shocked Macro-
demus. The intrinsic impartiality of the demographic
approach had been undermined during the prepara-
tion of the 2000 U.S. census, at the end of the Clinton
presidency (Anderson and Fienberg, 2001). The
Census Bureau had suggested improving the census
coverage by performing in-depth surveys in the most
disadvantaged urban areas. Republican members of
Congress had objected, fearing that this improvement
would increase the electoral weight of the Democratic
Party, which has a stronger presence in these districts
than the Republican Party. The census results deter-
mine electoral redistricting in a country that takes for
granted that minorities should be locally represented
by elected officials of the same ethnic origin. Even as
the partial defense of political interests was intruding
into data collection, it was the Census Bureau that 
was accused of political partiality: the contradiction 
was such that the Bureau’s director preferred to resign.
The ethics of demographic and statistical neutrality
had been openly violated, since the electoral weight
and partisan weight of individuals had been taken 
into account to determine whether they were worthy
of entering demographic statistics or not. For
Macrodemus, this example simultaneously illustrated
the dangers of too close a connection between the 
collection of demographic data and political organiza-

tion, of which the United States offered an extreme
example.

Macrodemus proposed strengthening the impartial-
ity principle by extending it from spatial distance to
temporal distance. This extension was a logical conse-
quence of demographic analysis. A generation that
wants to make an unbiased assessment of the impact
of its behaviors should not place its own interests
above those of future generations. The only way to
achieve true impartiality would be to neutralize tem-
poral proximity in the same way as physical proxim-
ity. The Ethicists who had pondered the issue were
wondering about how to make present generations
sensitive to the interests of future generations, which,
by definition, are composed of distant, anonymous,
and unknown beings. For Macrodemus, demography
could play a decisive role in instilling such awareness.
The calculation of reproduction rates, combined with
long-term demographic projections, is indeed consis-
tent with this impartial perspective that puts the inter-
ests of all generations on the same footing: it places
inter-generational links in a dynamic framework that,
by construction, grants equal weight to the players and
output of successive generations, whereas economists
do just the opposite: taking our preference for the
present for granted, they apply discount rates to long-
term investments, devaluing the distant future to the
benefit of the near present.

Macrodemus refrained from giving other examples.
He concluded his lecture with a call for mutual recog-
nition of demographers and ethicists. Our objectives
are the same, he assured.

Macrodemus was warmly applauded. The Ethicists
had listened to his presentation in silence. They
announced that a young Ph.D., recently promoted
spokeswoman for the Higher Council of Ethicists,
would respond. Macrodemus was surprised to recog-
nize Philarethes, the young lady who had welcomed
him a few months earlier in the Island’s general 
bookstore.

VI. THE LIMITS OF THE ETHICAL
CONTENT OF MACRODEMOGRAPHY:

THE ETHICISTS’ RESPONSE

Our guest, Philarethes began, has just made an
interesting contribution to research ethics. His thesis is
simple: the demographic approach is universal,
detached, impartial, indifferent to personal cases, and
disinterested. Do these qualities suffice to proclaim the
intrinsically ethical value of demography? I don’t
think so, and here’s why.
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First, your ethics, dear Mr. Macrodemus, are essen-
tially negative. You quoted the abstention phrase at the
start of the Hippocratic oath: Primum non nocere. But
that’s just the beginning of the ethical approach, a basic
reminder of what we Ethicists call the Golden Rule:
“Do not do unto others what you would not have done
unto yourself.” Does doing no harm suffice to meet all
one’s obligations? Surely not.

Second, you tell us that the demographer practices
ethics spontaneously, without having to give it a
thought. Now an ethics worthy of the name cannot
remain tacit. It must be practiced cognizantly, and rest
on principles that can be stated and discussed publicly.
“Everybody to count for one” may be a mere adver-
tising slogan concocted by communication agencies in
charge of launching a census. We now need to give it
meaning.

Third, the invocation of ethical principles cannot be
confined to self-justification. Many demographers and
statisticians are convinced they are serving the public
interest. The notion that one could suspect their attach-
ment to the ethics of neutrality seems radically inappro-
priate and unfair to them. Convinced that their practice
can harm no one, whether by its goals or by its methods,
they reckon that their only problem is to get the public
to share this belief, and that a large share of so-called
ethical issues are, in fact, just communication problems.
In sum, their practices are good; all that remains is to
advertise the fact. This is to ignore that the ethical
approach is relational. It’s built up through interaction
with colleagues, partners, the public, and limited part-
ners—not proclaimed on a solitary basis. Where are the
documents that constitute your ethics code and regu-
late your dealings with your interlocutors?

Philarethes took the example of the impersonal,
anonymous character of data. She quoted one of the
few French statisticians to have explored these issues:
“The need to know individual data and the need not
to take an interest in them are the basis of statistical
confidentiality” (Padieu, 1991, p. 38). The problem is
that the second need does not have the same status as
the first. It’s a form of abstention obtained automati-
cally, without special efforts. In practice, the statistician
working on thousands of individual recordings has no
merit in obeying this rule. If he happens to handle indi-
vidual files that have not yet been anonymized (e.g.,
when updating a longitudinal survey), we can easily
imagine that his attention may be drawn here and
there to a person displaying a rare characteristic (a
woman with 10 children, a household with exception-
ally high income, an exotic place of birth, a TV show
host, etc.), without this ephemeral attention leading to
public disclosure. We may find this situation fairly
reassuring. If respect for confidentiality had to rely

solely on the virtue of each person whose work
involved handling the data, we would doubtless have
reason to worry (with 500 people processing 5,000
individual data files each, the risk that at least one
worker will commit an indiscretion is high). The fact
that the manager of a statistical operation has no inter-
est in divulging an individual datum offers the best
possible protection. But this is more a consequence of
data-protection arrangements stipulated by law than
of a personal ethical disposition. Let’s not overestimate
the moral merits of the statistician who merely respects
statistical confidentiality: this secrecy depends very
little on his moral qualities.

Philarethes expressed her skepticism about the
demographer’s intrinsic impartiality. Far from being
cosmopolitan, demography had often lent itself to
nationalist manipulations. To say the least, demogra-
phy did not escape the tendency for each country to
focus on its own problems and to reduce enumerations
to the “accounts of power.” In many European coun-
tries, international migration boiled down to the immi-
gration question, that is, the place of foreigners “on our
turf,”—a real problem, admittedly, but one that was 
far from exhausting the issue. The United Nations’ 
sustained use of demographic data, thanks to the 
compilation and harmonization undertaken by its
Population Division, clearly showed that demography
spoke the same language on all continents and prac-
ticed the same methods everywhere, but the UN’s
work was not itself without incidence on the fate of
nations. And Philarethes gave an example inspired by
one of her past conversations with Macrodemus.

The latest UN 50-year projections revealed that
Yemen might overtake Russia in population size,
making it one of the world’s demographic giants. Paul
Demeny, demographer at the Population Council and
editor of the journal Population and Development, relied
on these projections in a doomsday article that used
this scenario—Russia overtaken by Yemen—as the
symbol of the demographic threat from the Muslim
world to an old Europe resting on privilege (Demeny,
2003). The article had a public impact. And the Yemeni
authorities were able to exploit this unexpected 
publicity to obtain a mega-loan from international
monetary organizations. The problem is that some
demographers specializing in the Arab world chal-
lenged the quality of the data used: it turns out that
Yemen’s fertility rate is not seven to eight children per
woman but rather five, which means that its demo-
graphic transition is already well under way and that
its future growth would be less robust than what the
UN projections announced (Courbage, 1999).

I don’t have the means to settle this dispute among
demographers, Philarethes hastened to add, but I’m
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struck by the fact that the international image of an
entire country and, consequently, its economic fate can
be so dependent on the uncertainties surrounding the
demographer’s calculations. I thought, she added, that
the statistician could frame his measurements in a
“confidence interval.” Isn’t there a statistical ethic that
the demographer should have followed in this case? In
any event, the notion that the remote handling of
demographic macrodata protects local populations
from all intervention (benevolent or malevolent, it
makes little difference) is clearly refuted by such an
example. Generally speaking, the main justification for
demographic coverage of the planet since World War
II has been that the data gathered should allow an
expansion of action programs in developing coun-
tries—for reducing fertility, combating HIV/AIDS, or
intervening in migration flows. This is not repre-
hensible in itself, and is perhaps even positive, but we
must conclude that the practice of demography is not
without consequence to the fate of the countries 
concerned and that the demographer would do well to
reflect on it.

Philarethes paused. We need to go further, she con-
tinued. You stressed the demographer’s impartiality,
his indifference to social weightings, his lack of inter-
est in individuals. But impersonality, when linked to
bureaucratic indifference, is a double-edged quality. It
can, depending on circumstances, provide people with
the most efficient protection possible or cover up the
worst excesses. The demographic study of populations
largely owes its neutrality toward individuals to the
fact that it retrieves the standardization work already
performed by society: the main life events have been
ritualized, then recorded, by the Church (series of bap-
tisms, marriages, and burials), before being recovered
by civil registration officials (births, marriages,
deaths). Today, the information is sent by postal mail
or computer networks to statistical institute delega-
tions, then centralized and put through the statistical
number-cruncher. Survey data follow similar paths.
The whole process unfolds, as Alfred Schütz put it,
“like a letter in the mail,” through channels that are not
those of interknowledge or personal exchange but
require a new form of trust, which has become crucial
in our societies: “systemic trust” (Luhmann, 1989), that
is, a reasonable confidence by individuals in the proper
functioning of an anonymous bureaucracy.

You are not unaware, she went on, that one of the
most mind-boggling phenomena of contemporary
history is the ease with which ordinary people ensured
the success of the final solution perpetrated by the
Germans against the Jews, as if it was a mundane busi-
ness matter. An army of functionaries and employees
contributed to it by applying measures of which many

were—in Raul Hilberg’s concise phrase—“of a bureau-
cratic nature, anchored in routine, habit, and tradition”
(Hilberg, 1985, p. 219). This required not only the con-
tribution of railroad employees and police officers but
also that of ordinary clerical workers “attached to the
respect of form” and for whom the Jews “were only a
word in a subheading of their files.” A careful exami-
nation of the evidence reveals that “normal procedures
were applied to abnormal situations, as if the decisions
were in no way extreme.” One had to hate the Jews in
order to decide to persecute them, but (contrary to
what Daniel J. Goldhagen imagines) it was not even
necessary to hate them in order to contribute to the
smooth functioning of the persecution machine.
Human problems were kept at a distance, largely neu-
tralized and de-realized: they became technical prob-
lems. Correcting Hannah Arendt’s famous phrase on
Eichmann, Raul Hilberg concludes that the “banality
of evil” operated at the ground level rather than
among top decision makers: they were fully aware of
what they were doing, and knowingly relied on the
inexhaustible resources of bureaucratic and “systemic
trust” (Hilberg, 1985). In sum, a core of hate sur-
rounded by a gigantic halo of indifference proved
capable of fueling the enterprise of extermination.

Macrodemus wanted to interrupt her. He couldn’t
stand this penchant of the Ethicists for continually
referring to History’s worst misdeeds, as if statisticians
or demographers were potential murderers.

But the Ethicists’ spokeswoman had anticipated 
the objection: I know what you feel—you feel miles
removed from such horrors, and you think this 
historical reference merely shrouds the issue we’re 
discussing in useless pathos. You’re wrong: this old
history, which neither you nor I have known, will
never be over. It gives us a permanent lesson, namely,
that indifference to people as guaranteed by auto-
mated procedures has no ethical value in itself. It may
protect the people concerned as it may protect their
persecutors. Ordinary bureaucrats, Hilberg writes,
acted “with deep indifference toward the nature and
consequences of the acts performed” (Hilberg, 1985, p.
233). Let us apply this vigilance to demography (Selzer
and Anderson, 2001; Selzer, 1998; Rémond, 1996). In
ordinary times, the demographer’s distanced, neutral
treatment of persons has a negative ethical virtue: it
does not harm people. In times of crisis, the reverse is
true: neutrality can become reprehensible. It is neither
beneficial nor detrimental, neither good nor bad.

And, to support her statement, Philarethes went
back to census files and population registers. The
notion of anonymity is more complex than you think,
Mr. Macrodemus. Anonymized data may remain indi-
rectly personalized if they include uncommon local or
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individual identifiers. If your file shows a doctor in a
given age group with a given number of children in a
particular locality, it’s easy to track him down through
a medical directory. Small groups localized with too
great a precision are vulnerable to identification
attempts. Also, the demographer, as you well know,
does not always work on anonymous files. Increas-
ingly, he uses longitudinal files, which, by definition,
require the long-term archiving of individual profiles.
Population registers (in some countries), residence-
permit registers, social-insurance databases, and so
forth are also long-term databases accessible to
demographers and requiring special protection.
There’s nothing reprehensible about working on such
data, provided that proper confidentiality precautions
are taken. But all this requires special protocols. Plain
routine won’t do.

Philarethes offered a final argument. The demogra-
phy practiced by Macrodemus did not embrace all of
demography. The Ethicists were receiving ever more
requests for consultation from demographers who
combined macro-analyses and micro-observations.
Witness this recent example: French statisticians are
thinking of setting up, for research purposes, a vast
cohort of children, similar to the Millennium cohort 
in Britain. The project would track 10,000 to 15,000
children from pregnancy to adulthood by combining
direct surveys of parents, collection of biomedical data
from children, information retrieved from social-
protection agencies and schools, and environmental
information gathered by means of sensors installed in
homes. An undertaking as multifaceted and as long-
lasting in its purpose takes us far, very far, from the
national or planetary macrodata dear to the demogra-
phers of yore. It requires special ethical arrangements.
The researcher no longer keeps human subjects at a
distance but follows them closely throughout their
lives: this raises serious issues of consent and 
confidentiality.

It’s an extreme case, you will say, but we could
mention simpler operations that consist in deepening
macrodata by means of a microsurvey. One example is
the international program for checking, individual by
individual, the civil-registration records of all residents
of a country who state their age as 110 or older. The
demographer of mortality embarks on this type of
operation because he wants to make a detailed
description of mortality distribution at the oldest ages;
he wants to see how it operates at the farthest tip of
the population pyramid, where even the largest pop-
ulations are inevitably reduced to a handful of indi-
viduals. Don’t tell me, Mr. Macrodemus, that there’s
an unbridgeable gap between macrodemography and
microdemography. On the evidence, they are tied by 

a continuum that is being explored in ever-greater
depth. Moreover, who can fail to notice that the
macrodemographer’s field is narrowing? Marriages,
which he stubbornly keeps tabulating as he did 30
years ago, have ever less significance, owing to the
increase in cohabitation without marriage. If he 
wants to capture the informal chronology of union 
formations, he must go and ask the interested parties
directly by means of a questionnaire. The chronology
of migrations poses the same problem. The macrode-
mographer must ally himself with the microdemogra-
pher to update our knowledge base on the evolution
of demographic behaviors. The ethics of macrode-
mographers and microdemographers will increasingly
converge.

Philarethes offered her conclusion in the form of a
question: dear Macrodemus, you’re a demographer,
but have you ever asked yourself why? There are a
host of reasons for wanting to count the men and
women who inhabit our territories. We may want to
count because the interested parties want to be taken
into account. We may want to count because of a desire
to understand. We can count to assess needs, to
measure what separates real-life situations from our
ideals of justice. We can count because we want to
speculate on the probability of survival and estimate
the yield on annuity investments. A government may
count to render accounts of its management. It may
also count to control, and sometimes to exclude. In
short, one may have the best reasons and the worst
reasons to count. One thing is certain: nobody counts
for the sheer pleasure of counting. Falling back on a
technicist position does not dispense you from 
asking yourself about the purpose of your work and,
ultimately, about its impact on the population and
minorities.

The lecture was about to end. Macrodemus had
neither the strength nor the time to reply to Phi-
larethes. That would come later, no doubt. He returned
to his outpost, firmly resolved to limit his contacts with
the Ethicists to a bare minimum. However, the future
would decide otherwise.

One fine morning, when Macrodemus was season-
ally adjusting a Maltese or Cypriot series, there was a
knock on the door of his workshop. He recognized an
old colleague, whom he’d lost sight of, but whose
name he still remembered. It was Microdemus.

Microdemus, too, had washed up on the Ethicists’
island and had heard about the hermit on the promon-
tory. He explained to Macrodemus what he was doing:
a longitudinal survey on migrations between the
islands of the archipelago and the mainland, based on
a long questionnaire combining sociodemographic
and economic questions, plus a series of qualitative
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interviews. He was looking for framework data, which
Macrodemus perhaps could supply. That was the
beginning of their relationship.

Macrodemus and Microdemus had very little in
common. But the fact that they both lived abroad
brought them close. They discovered that they were
complementary. Microdemus told Macrodemus he
had settled in the plain, near a village, where he was
living in a house open to all visitors. He had trekked
up and down the island and held long conversations
with the Ethicists—including Philarethes, whom he
knew well. He urged Macrodemus to get out of his
workshop and explore the island at length. Soon, their
relationship became more informal. They called each
other by their abbreviated names, Mic and Mac. Each
initiated the other in his science. The couple they
formed was sometimes reminiscent of Robinson and
Friday, sometimes of Bouvard and Pécuchet. As
nothing in their appearance told them apart, the chil-
dren nicknamed them Tweedledee and Tweedledum.
In fact, they had become inseparable.

VII. DIALOGUE BETWEEN
MACRODEMUS AND MICRODEMUS

ON CHANGES IN DEMOGRAPHIC
SURVEY METHODS

I wonder where demography’s heading, Macrode-
mus confided to Microdemus one day. At times, I feel
like a dinosaur, the last of the Mohicans. My master,
Mathodemus, who still drops by to see me from time
to time, is desperate; he feels his lifetime’s teachings
are lost, and that no one will ever be trained in demo-
graphic analysis anymore.

I don’t share his pessimism, answered Microdemus.
They’re still training analysts, but of a new kind, who
put demography in the broader context of social sta-
tistics. They can no longer merely adjust for structural
effects by constructing “typical populations” free of
disruptive events. They try to analyze files of individ-
ual data and to subject them to multivariate analyses
that take durations into account and go beyond mere
description, toward a form of statistics that is ever
more explanatory.

But is it still demography? Macrodemus retorted.
It’s still demography if it tries to shed light on the

genesis and evolution of demographic behaviors:
births, unions, deaths. But the novelty is that these
behaviors are now viewed against a backdrop com-
prising a wide range of social, economic, educational,
and institutional factors. The analysis of individual
files requires new analytical techniques. So Mathode-
mus lamented the decline of demography? One could

counter his complaint with a symmetrical one: is it
conceivable that a demographer trained 30 years ago
by Mathodemus, who had developed his expertise 15
years earlier, might never have subsequently received
the slightest additional training to supplement his
technical capabilities? Can we accept the notion of a
researcher not enriching or upgrading his methods in
30 years? Tell me frankly, Mac, what new methods
have you learned since your initial training? Have you,
for example, familiarized yourself with duration
models, which our young doctoral students and new
recruits effortlessly master today?

Macrodemus carefully avoided answering. The idea
of incorporating a training plan into his career plan
had never occurred to him. He simply replied:

Why, then, change methods of demographic analy-
sis that work? Sex and age will remain sex and age, 
fertility and mortality distributions will always need
to be modeled, and Lotka’s equations are here to stay.

It’s the relationship to people, to human subjects,
that’s radically changed, Microdemus continued. The
researcher must now keep close track of behaviors and
question respondents in depth. This means asking for
their cooperation and, ever more often, their informed
consent. As you well know, Macrodemus, the new
demographic behaviors elude official recording. 
Marriages no longer comprise all unions; families are
reconstituted; new kinship ties emerge; people adopt
children in lieu of biological children or, on the con-
trary, to add to the number of siblings; couples now
form without cohabiting, calendars are getting com-
plicated, complex ties are developing between demo-
graphic events (unions, separations, births, recovery of
children) and the various paths followed by individu-
als (educational, residential, migratory, occupational,
health-related). Length of life, quality of life, and
number of persons are interacting variables. How can
you possibly grasp all this richness by the sole grace
of official aggregate data? Ever more often, demo-
graphic information must be obtained directly from
the interested parties. To know what’s going on, you
have to go and ask people—it’s that simple. You have
to ask them questions about informal or unofficial
behaviors. You need to jog their memories to recon-
struct past events that have generated present situa-
tions. In short, you need to establish a new kind of
relationship with people.

That’s precisely what worries me, Macrodemus
reacted. How do you make sure that people aren’t
making things up?

It’s very hard to make things up. Responses given
at random in a questionnaire would immediately be
spotted as aberrant and removed from the data file. If
they’re simply errors, we can screen most of them
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through consistency checks upstream, inserted into 
the computer-aided personal interviewing (CAPI) 
programs activated during the interview; or we can
correct them downstream through consistency checks
that restrict the field of compatible responses. The
problem doesn’t lie there. Rather, it’s in the respon-
dents’ tendency to standardize, minimize, and sim-
plify (male bluff is not a prejudice; it explains many
gaps between male and female responses). We accord-
ingly need to estimate response bias, for example by
benchmarking to external framework data or, more
subtly, by combining different questions.

OK, but there are other sources of bias. I imagine
there are a lot of things that people don’t dare admit
to you?

Only avowable practices are avowed, Microdemus
conceded, but that’s true of any survey or administra-
tive record: income surveys never reveal tax evasion
or embezzlement. If you want to study deviant or 
clandestine practices, you need other investigation
methods. In fact, we draw a distinction between the
private and the intimate. Respondents quickly under-
stand that a question about private life (date of 
first-union formation, for example, or ex-spouse’s
occupation) is not prompted by an unhealthy personal
curiosity but reflects a scientific inquiry of general
import. If the questionnaire is well designed, if the
survey managers are clearly identified as working in
the public interest, then the operation will come across
as professional and legitimate, and the ethical issue for
us will be, instead, not to abuse the trust that respon-
dents readily tend to place in us.

But, Macrodemus insisted, some surveys go further,
like surveys on drug addiction, sexual behavior, and
abortion. How do you manage?

I was coming to that. Such surveys are always
tricky, of course. They need to follow precise protocols,
guaranteeing confidentiality and anonymity (extreme
cases may involve erasing individual contact informa-
tion at the start of the telephone conversation). They
must be conducted for a public-interest purpose: AIDS
prevention, fight against discrimination, identification
of target beneficiaries of a social program, and so on.
That purpose must be stated fairly: for example, one
must not announce a benefit that could only be, at
most, an indirect consequence of the study. Above all,
the surveys must win the informed consent of the
persons concerned, when the topic is sensitive, that is,
when it may reveal membership in a vulnerable or
stigmatized minority, or offend the sensitivity of inter-
viewees by the very fact that the question is asked.
“Informed consent” means written and duly verifiable
consent. If all these conditions are met, it becomes 
possible to ask intimate questions concerning—as it

were—private life within private life. That said, each
question must be proportionate to the questionnaire’s
overall purpose. This means, by the way, that the
purpose must be clearly stated to respondents: the
questionnaire plan must not throw them off balance in
the process.

That seems obvious, Macrodemus.
Not all that obvious, said Microdemus. You’ll find

questionnaire theorists who, on the contrary, recom-
mend jumping from one subject to another during the
interview, on the assumption that the answers will be
more spontaneous and more authentic.

Indeed, Macrodemus recalled, I had a visit one day
from an interviewer working for a private firm, who
questioned me in the manner you mentioned about my
tastes and attitudes in a wide variety of areas. It was
heavy going.

Actually, it’s an entirely different conception of
surveys, consistent with the psychologists’ vision. The
point is not to go and see people to gather the sociode-
mographic information they have, but to design the
survey situation as a revelation experiment in itself:
the interviewer isn’t trying to collect your information
but to trigger and analyze your reactions. The ethics of
the questionnaire as we practice it in sociodemography
generally excludes this type of experimental relation-
ship. We don’t see the respondent as the subject of 
an experiment: he’s cooperating with us to produce
missing information. He’s almost a coproducer of data,
so, even if it’s technically difficult, the least we can do
is to give him a summary of the results at the end of
the survey.

It’s an approach that suits me fine, Macrodemus
concurred. I have a better understanding, now, of all
the preparation and pedagogy that this type of survey
requires. On the other hand, I’m more skeptical about
the subjective questions that are increasingly common
in these questionnaires.

You mustn’t confuse them with the general opinion
questions scattered throughout polling-company
questionnaires such as “What do you think of School
in general? of the Justice system? of the Police?” and
so on. What respondents can describe accurately are
their reactions to an event or an institution that we’ve
just discussed with them (a recent divorce, their kid’s
school, the healthcare facility they’ve used). It’s inter-
esting to compare properly contextualized judgments
and assessments with the corresponding objective
practices. On this score, sociologists have learned a 
lot from American ethnomethodologists. They now
believe respondents are not “cultural dopes,” but 
are capable of describing what they do, and the 
survey designers must make intelligent use of this
accountability.
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What do you think of surveys on values, taken as
explanatory factors of demographic behavior?

It’s problematic, Microdemus admitted. Typically,
these are batteries of fairly standardized questions.
Some are even patented and cannot be reproduced
without paying royalties to their inventor. Their
purpose is to reveal people’s deep-rooted attitudes,
arranged in classic antagonistic pairs such as progres-
sive/reactionary, tolerant/closed, individualist/col-
lective, hedonist/ascetic, idealist/materialist, and so
forth. In a way, it’s a return to the system we were dis-
cussing before, that is, the transformation of questions
into small experimental devices for gathering subjects’
live reactions. I find the explanatory power of these
typologies limited or relatively tautological: Why do
some people expect morals to change? Because they’re
more open to moral change. Why do young couples
want fewer children? Because they have a mindset that
drives them to have fewer children. The notions of
materialism, individualism, or hedonism seem too
general and very moralistic to me.

Gérard Calot, a top expert in macrodemography if
ever there was one, freely resorted to this type of expla-
nation to account for the evolution of demographic
behaviors.

True, said Microdemus, but he was aware of the
weak scientific status of this type of explanation. When
he had to write a scientific article about the decline in
fertility, he simply made a cautious allusion to it. In
fact, when you jump off the platform of demographic
technique with your two feet and you have no socio-
logical baggage whatever, you tend to use such spon-
taneous explanations as a parachute. If you believe in
the “decline of fertility,” you’re sure to explain it by the
decline in moral values, if not of civilization. Adolphe
Landry was already complaining about this in La 
Révolution démographique back in 1934. And he painted
a very grim picture of moral decay. Pornography, he
assured, had already invaded the smallest French 
villages (he was targeting the movie industry and the
image industry). What would he say today?

Are you telling me, Macrodemus asked, that you’re
against putting questions on values in a questionnaire
on demographic behaviors?

No, Microdemus replied. If I had to choose, I’d
prefer introducing the issue in the questionnaire itself,
so I could check its relevance scientifically, rather than
introducing it surreptitiously into the commentary on
the data, as an uncontrolled heuristic resource. Like
any sociologist, I’m reasonably Weberian. I think the
special problem in social science is the need to study
actors’ values without indulging in value judgments,
to take their moral standards seriously without lectur-
ing them. Values do indeed exist, in more or less 

crystallized forms. They can function as intermediate
drivers of action—as vectors or obstacles. I just think
you should always inquire into their origins and, most
important, never turn them into a deus ex machina
that explains everything without ever being explain-
able. One of the ethical requirements of social science,
in my view, is to abstain from judging actors’ behav-
ior by one’s own moral values. There’s nothing more
insufferable than a researcher posing as an altruistic
ascetic to disqualify someone else’s hedonism and self-
ishness. That’s how old folks have been judging the
young since earliest antiquity, and how the rich judge
the poor. An adult demography should shun this type
of bias altogether, which would make it fall back on
the glibness of common sense.

I don’t feel targeted by such diatribes, Macrodemus
mumbled. Personally, I prefer to explain the demo-
graphic by the demographic, as Durkheim explained
the sociological by the sociological. All the rest is 
fluff.

You’re wrong, countered Microdemus. It’s not
because the explanation of behaviors is subject to pres-
sure from spontaneous and uncontrollable psycholog-
ical theories that you should fall back on sex and age
and never step outside the frame. I wholeheartedly
applaud your indignation at a researcher who neglects
structural effects, selection bias, or calendar effects.
Identifying them is a vital prerequisite. But it’s never
more than a prerequisite. The notion that you need to
“explain the demographic by the demographic” pro-
ceeded from a strategy to autonomize the discipline in
the 1960s and 1970s. A similar phenomenon occurred
in other social sciences: Durkheimian sociology, of
course, but also pure Walrasian economics and struc-
tural anthropology. It belonged to a necessary moment
in the development of demography. Today, the notion
of pure demography has not vanished but it fits into 
a broader vision of social phenomena, where the
groundwork for demographic analysis gives way to a
wider social analysis. Concretely, this means that at
both ends of the sequence running from questionnaire
design to statistical processing, demographic behav-
iors are now incorporated into a complex of socioeco-
nomic and sociocultural factors that put individuals
back into their context. Demographic analysis is no
longer separated from statistical modeling in general.
It does make its specific contribution: a privileged
attention to the calendar of events, to interference
between demographic events, and to the interaction
between age effects, period effects, and cohort effects.
However, it does not cut itself off from statistical
models with a wider descriptive and explanatory
intent, such as duration models, multilevel models,
and ceteris paribus regressions.
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And, Microdemus insisted, that’s where the Ethi-
cists call us to account. With each successive survey
project, they clearly see that most demographers now
work on individual data, produced from surveys,
where events and durations are studied in the light of
social, educational, economic, health or cultural infor-
mation—and, ever more often, combined with infor-
mation on knowledge skills, preferences, intentions,
motives, values, and habits. It’s demography seen
from below that now complements demography seen
from above.

Microdemus drew an analogy with the work of his-
torians. In their recent study of the immense historio-
graphical output on World War I, Antoine Prost and
Jay Winter (2004) observed that the history of the war
long gave precedence to the viewpoint of diplomats
and officers, while soldiers and civilians remained
invisible. Historians studied “war without warriors.”
It was only in 1959, 40 years after the conflict, that the
perspective began to change: under pressure from
amateur historians, who were veterans themselves,
professional historians have finally trained their spot-
lights on the men who had fought the war and the
populations that had been subjected to it. Generals and
diplomats have given way to soldiers and the popu-
lace, “the war seen from above’ has been replaced by
“the war seen from below” (Prost and Winter, 2004, p.
27–33). Mutatis mutandis, demography has followed a
similar path—and so, incidentally, has a large sector of
sociology. The changes in behavior have forced
researchers to modify their way of looking at things
and their perspective.

To support his claim, Microdemus cited the results
of the Demography 2000 international online survey,
conducted between October 1999 and 2000 among 637
demographers and population-studies researchers
(Chasteland et al., 2004, p. 142). Respondents were
asked to name the main factors of change in demog-
raphy from a long list provided. Their top three picks
accounted for 48% of total responses: “development of
information technology,” “use of new categories from
other disciplines,” and “techniques borrowed from
other disciplines.” This was a clear acknowledgment
of the force of external pressures on demography. 
More than other social sciences, population studies
now combine very diverse techniques: collection of
statistical data, collection of individual data, and 
the event-history or longitudinal approach. These
methods were long separate. Social scientists who
handled aggregate statistical data seldom practiced 
the intensive methods dear to sociologists of the family
or anthropologists, and vice versa. On the one hand,
you had large numbers, the standard questionnaire,
the cross-section, and anonymity; on the other, inter-

knowledge within a community, the qualitative inter-
view, long-term tracking, and the personalized rela-
tionship based on trust. The two worlds are now
joined. Individual data can now be mass-processed;
lifelines can now be tracked for years, even for an
entire lifetime (through long-term cohorts or adminis-
trative registers).

An ever-richer content, ever more intensive obser-
vations, ever longer tracking: these changes inevitably
have ethical implications. Until now, demographers
focused on just a few traces of our existence: a snap-
shot in the population censuses, and a few milestones
in civil-registration documents. They can now capture
entire lives in their webs. At the scientific level, this
move toward multiple competencies and comprehen-
siveness must be encouraged as long as it produces
knowledge, but it clearly adds to the researcher’s
moral obligations: the more information he or she
extracts from respondents, the more explanations and
guarantees he or she must give them.

In fact, Microdemus continued, the researcher’s
interest coincides here with the individual’s interest.
As you realize, the most grandiose observation
systems remain at the mercy of popular consent. If
they are targeted by a media campaign, they will be
discredited.

I know something about that, Macrodemus acqui-
esced. There have been no census data for the Nether-
lands since 1971 or for Germany since 1987. I also
learned that these antienumeration campaigns were
aimed not so much against the census itself as against
the plan to match it with population registers.10

It’s not just the census, Microdemus added. In
France, the population census is well accepted, 
despite the increasing difficulty for enumerators to
enter buildings. The systematic recording of social-
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the 1971 census, in university towns; they pointed to the danger of
collating the census and population registers. In the preparatory
tests for the 1981 census, the authorities observed such high rejec-
tion rates that they decided to call off operations. In West Germany,
the 1983 census faced identical opposition for the same reasons: the
protests were sparked by the automatic transmission to town halls
of a page from the census schedule for the purpose of updating the
population registers. The Constitutional Court ordered a halt in
census preparation until passage of a law to protect personal data,
which took place in 1985. The government authorized a new census
in 1987, accompanied by a large-scale advertising campaign, but the
Green Party called for a boycott, widely followed in the “alterna-
tive” neighborhoods of Berlin and university towns. Since then, the
Länder and the federal government have failed to reach agreement
to finance a new census.



insurance contributors (the notorious “Safari” plan)
had to be halted in 1976 after a press campaign. Do you
remember? They set up the Tricot commission, after
which Parliament passed the Information Technology
and Civil Liberties Act in 1978, establishing the like-
named Commission. What strikes me, Macrodemus
concluded, is the vulnerability of the databases used
by demographers. Whether it’s the census or admin-
istrative files, these data are as solid yet as vulnerable
as a deposit bank. If you build a trusting relation-
ship with the customer, they grow bigger and more
beautiful. But if the public withdraws its trust, you get
instant panic: the system collapses, and for a long 
time. Hence the usefulness of High Authorities for 
protecting the data: they remind us that censuses,
administrative registers, and continuous surveys are
arrangements requiring specific review and protective
action. Personally, I’ve always argued that these
watchdog bodies in each country should rely on the
cooperation of statisticians and demographers, and
should help, in exchange, to protect their work from
frivolous claims.

But how do these high authorities, Macrodemus
asked, follow the changes in morals and question-
naires? Do they easily accept the new survey style now
prevailing in demography, which seems to be driving
the researcher’s curiosity ever further?

I won’t conceal from you, Microdemus responded,
that they have trouble following. The example of the
problems encountered by the Family Survey associ-
ated with the 1999 French census is illuminating
(Héran, 2005). The survey nearly went under: the High
Authority that reviewed the questionnaires in 1994
didn’t understand why a demographer would be
interested in cohabiting unions of less than six months
(these were necessarily “affairs”), in “living apart
together” couples (they were not real couples), in the
complete calendar of unions and separations (that
stirred family secrets), and in adopted children (more
secrets to protect). The survey managers had to 
negotiate some wordings and search the jurisprudence
themselves to demonstrate the legitimacy of these
questions. Now some far more formidable issues are
being raised by the new generations of surveys.

Such as?
I’ll only mention a few. How do you obtain the

informed consent of “statisticized” people when part
of the information is gathered unbeknown to them by
cross-tabulation with administrative files? How do
you guarantee anonymity if the longitudinal survey
requires you to store personal data for long periods—
up to an entire lifetime? Is it enough to deliver general
information when the source files are opened, or do
you need specific information for each new series of

connections? How do you obey the neutrality impera-
tive if the extension of the observation period tends to
modify the behavior observed? Can you avoid intrud-
ing in private lives if the questions end up covering all
aspects of life? Should respondents be told in advance
how long the operations are expected to last? As you
see, a lot remains to be done to settle these issues
without jeopardizing the interests of science or the
interests of individuals. One approach under consid-
eration (which Benoît Riandey is promoting in France)
is to develop encryption systems that segment the
identification numbers. They allow citizens filling out
administrative forms or survey respondents to enter
sensitive information in one section of the question-
naire; that information will be inaccessible to the
administrative body but can be decrypted by a prop-
erly authorized third party.

VIII. RESEARCH ETHICS: AN
EPIDEMIOLOGICAL MODEL

ILL-SUITED TO DEMOGRAPHY

In the hope of finding out more, Macrodemus and
Microdemus surfed the Web looking for documenta-
tion that would give them a more practical answer to
their questions. In their search, they discovered a
variety of ethics more targeted than the one practiced
by the Ethicists—which, in principle, should have been
more relevant to them. Its name was “research ethics,”
a booming specialty in English-speaking colleges and
universities. Did it offer guidance on the ethics of
demographic research?

Macrodemus and Microdemus soon realized that
research ethics was strongly anchored in the life 
sciences. It was only just beginning to spread to the
behavioral sciences, in particular the disciplines that
conducted experiments on humans, or that subjected
them to intensive, long-term monitoring, such experi-
mental psychology, cognitive psychology, and anthro-
pology. The sciences that resorted to demographic and
social statistics were virtually absent from this group,
because they did not conduct real-life experiments but
only thought experiments.

Microdemus paid a visit to the Ethicists’ main book-
store. He found the research ethics guide written by
the director of bioethics programs at the University of
Montreal (Doucet, 2002). It was a remarkable summary
of the regulations and legal arrangements successively
adopted in Europe, the United States, and Canada. The
guide pointed out in passing that the founding texts
suffered from several imprecisions or terminological
confusions, which ultimately revolved around the
legitimate definition of science:
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• Often, in international ethics texts, the term
research’ is used for “experimental research” and
the expression research subject is simply a shortcut
for “subject hired for experimental research
purposes.” This is misleading, as experimentation
does not designate all research but only one of a
number of research methods. The social sciences
claim the right to use other methods. Macrodemus
was happy to note that the Montreal specialist
began by citing statistical modeling for descriptive
and explanatory ends, and regarded it as a full-
fledged scientific approach (practiced even by hard
sciences such as astronomy). He also mentioned
qualitative observation methods, of which
Macrodemus was not very fond: these sought to
reconstruct and understand the logic of behaviors
using various techniques such as detached
observation, participant observation, directive
interviews, comprehensive interviews, focus
groups, and the analysis of documents produced
by actors and institutions. From one method to
another, the researcher’s relationships with human
subjects are extremely variable. However, if the
relationship is properly defined and controlled, the
qualitative approach need not be experimental in
order to qualify as scientific.

• Some ethical regulations do not merely reduce
research in the general sense to “experimental
research” but go further by equating the latter
with “intervention-based clinical research,” which
covers pharmaceutical trials (as well as clinical
trials of medical devices and surgical trials). The
purpose of such tests is to measure the
pharmacological and clinical effects of a product
and establish at what level of effectiveness and
safety it is absorbed by the subjects in the
experiment. This marks the maximum degree of
intervention by research on the human body. But
there are experimental research studies that, so to
speak, act not on the body but on the mind. This is
true of experimental psychology, which conducts
experiments in laboratories and natural
environments. It is also true of studies involving
the administration of tests or exams—a standard
practice in education science and sociolinguistics.
More broadly, any administration of a
questionnaire to a sample of subjects may be
qualified as experimental, since the same person is
invited to respond to a series of questions (or give
multiple-choice answers) and, reciprocally, a series
of persons is invited to respond to the same
question.

• Conversely, intervention on the human body is not
necessarily synonymous with scientific

intervention. There are forms of innovative care
that use untested methods, whose main purpose is
not the advancement of science but a therapeutic
procedure of last resort (often, compassionate
care). Such procedures are referred to as
“experimental treatment,” insofar as it involves a
“procedure that is performed for the direct and
immediate benefit of the recipient, but that, in
scientific terms, has not yet fully proved its worth”
(Law Reform Commission of Canada, 1989, quoted
by Doucet, 2002, p. 148). Now it is not always easy
to distinguish intervention-based clinical research
from such innovative care not validated by
science. The confusion is all the greater as clinical
research is itself generally conducted on patients
undergoing treatment and has not yet obtained the
scientific validation that normally follows the
experiment. To draw the sharpest possible
distinction between the two types of intervention,
clinical trials are no longer qualified as therapeutic
research in North America because the expression
may lead patients to believe that the research will
have an immediate therapeutic effect on them. The
term clinical research is now used instead of
therapeutic research: the scientific connotation
therefore outweighs the medical connotation, but
the degree of intervention on the body may be of
equal scope in both cases.

Microdemus had to read the texts twice to grasp 
the meaning of all these distinctions, which he tried 
to explain to Macrodemus. He understood the basic
point: research, scientific research, experimental
research, and intervention-based research are realities
that communicate but do not blend. Research ethics
must be careful to clear up these terminological con-
fusions, which mirror confusions in the areas covered.
The ethical principles that apply in one case are not
necessarily valid in the other.

Likewise, Microdemus noticed that ethical guide-
lines were structured according to dichotomies 
ill-suited to demographic research: research was
described as quantitative or qualitative, with human
subjects or without human subjects, clinical or explana-
tory, with or without therapeutic (or diagnostic or
medical) purposes, and so on. These distinctions were
combined with a distribution by field, which, for
example, allowed Hubert Doucet to devote the chapters
of his textbook to four categories of research: interven-
tion-based clinical, epidemiological, genetic, and 
qualitative (Doucet, 2002). But, Macrodemus wondered,
where does demography fit into these typologies?

Into non-medical research, of course, but (to use the
official Canadian phrase) was demographic research

Chapter 99/Ethics and Demography 59



conducted with human subjects or without human
subjects? Macrodemus had never really thought about
it. He had the impression he was working on human
subjects and at the same time without them. Admit-
tedly, at a certain point, the subjects had had to 
participate in order to supply the basic information;
the government had had to ask them to fill out cen-
sus schedules, population registers, civil registration
forms, or survey questionnaires, unless the declara-
tions had been filed by friends or relatives, registrars
under oath, or doctors. Operating at the end of the
chain, Macrodemus also realized that individual data
sometimes had gaps that needed to be filled by editing
or imputation methods. But he preferred to leave this
tinkering to the specialists at the national statistical
offices. All that a macrodemographer asks of a statis-
tical institute is the timely delivery of a clean file that
meets the requirements of accounting consistency.
Little does it matter to him to know the efforts and
compromises needed to extract the data from the 
population.

On occasion, when he had to end a set speech with
a lyrical flourish or answer a radio-show caller who
insisted on describing his personal case, Macrodemus
held in reserve a phrase that he would utter in an
earnest tone: “Let’s never forget that behind the indi-
cators, you have people.” This dash of humanism was
always welcome. It was an inexpensive way to counter
the unfortunate impression given by the demogra-
pher’s impersonal treatment of the data, with decimals
of children and mean life expectancies. But Macrode-
mus no longer dared use his fine phrase after Microde-
mus politely noted that it had no connection to any
professional practice. For the true precept informing
Macrodemus’s practice was none other than Aristotle’s
old adage: “There is no science except of general
things.” A private individual could never be more than
an anonymous purveyor of data for him. To study the
individual as such was to run the risk of sinking into
a bottomless pit, as we can clearly see from Jean-Paul
Sartre’s unfinished and desperate attempt in L’Idiot de
la famille (The Family Idiot): the singular human
subject (Gustave Flaubert, in this case) is infinite, and
thousands of pages are not enough to describe him
(Sartre, 1970–1971). To turn the human subject into an
object of science, one must reduce him, and, ultimately,
reduce him to insignificance. Microdemus found
Macrodemus better inspired when he forthrightly
defended the advantages of reduction instead of
indulging in humanism or personalism.

In fact, while demographic research always needs
human help, even when working on highly aggre-
gated data, we must admit that this reliance is more
systemic than individual. It is channeled through
largely institutional and depersonalized mechanisms.

Initially, individuals know that the registration of their
existence (or death) by the authorities incorporates
them into a broader enumeration. By the end of the
process, when the demographer steps in, there is no
personal dimension left. We can see this clearly in the
borderline example of demographic analyses of world
population: each of the world’s 6.4 billion inhabitants
is included in the tabulation and counts as one, but
there is no way they can give the researcher their
consent whenever they are “statisticized.” Where
should we classify this human yet impersonal science,
which, on the one hand, can take all human beings as
its object, through a vast compilation of individual
data, and, on the other, never intervenes on the body
and never performs experiments on human subjects?
Where should we put a discipline that works both with
human subjects and without them? The textbooks on
research ethics offered no answer.

Macrodemus and Microdemus tried to determine 
in which cell research ethics placed social-science
research. They realized that it was wrongly classified
under qualitative research, on the pretext that it was
not biomedical research of an experimental nature.
“Qualitative” was a euphemism for “nonquantitative”
and “nonexperimental”—in other words, “nonscien-
tific.” In countries such as Canada and the United
States, the ethics committees set up in each university
hospital no longer simply examined biomedical 
projects; they had ended up examining social-science
research projects. This extensionist approach had been
implemented in Canada by the Tri-Council Policy
Statement (1998) devoted to “Ethical Conduct for
Research Involving Humans,” the three councils being
specialized in medical research, natural sciences and
engineering, and social sciences and humanities
respectively (Doucet, 2002). To cover the three research
fields, the Canadian authorities prescribed the “pro-
portionate approach to ethics assessment,” that is, “the
more invasive the research, the greater should be the
care in assessing the research.” If the risk for individ-
uals was minimal, one could authorize expedited
review (called “simplified” review in France).

At first, it was thought that projects in sociology and
anthropology, owing to their very limited potential
harmfulness, would benefit from these streamlined
procedures. But they were often viewed with great
suspicion by committees of experts trained exclusively
in the experimental sciences. As Doucet notes, these
experts’ incomprehension of social science is not so
much at the ethical level as at the scientific level. They
are worried not about the immorality or danger of
social-science research projects but about their
methodological weakness. They fail to see how causal-
ity links can be proven without using the experi-
mental method. They fear that, in these conditions,
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research will give free rein to an ideological or subjec-
tive analysis, especially since social science jargon can
be worryingly obscure whereas it is supposed to
describe realities known to all. Because of their scant
familiarity with social science, experts in experimental
science tend to assess sociodemographic projects in
terms of their common sense or prejudices.

Microdemus was deeply shocked by the notion that
an approach was irretrievably subjective if it did not
implement the experimental method. In his view,
demography provided proof of the contrary: a social
science, it was neither qualitative nor experimental, yet
a science all the same, at least as much as economics
and social statistics. To define the proper ethical
approach for it, shouldn’t demography be placed
somewhere between experimental research and 
qualitative research? But Microdemus noticed that the
research-ethics manuals had installed another disci-
pline in this intermediate space: epidemiology. Did
this mean that the ethical approach for epidemiology
could be extended to demography?

As noted earlier, Microdemus had received some
training from Epidemus. He had a rough idea of the
relationship between demography and epidemiology.
They do have in common the fact of being focused
more on populations than on the individual. But the
resemblance stops there. Epidemiological studies can
treat human subjects using methods as interventionist
as those of clinical trials. In fact, epidemiology is not
consistent on this count: it can perform observation
studies as well as experimental studies:

• The observation studies conducted in
epidemiology may have a purely descriptive intent
(measuring the distribution and propagation of
health statuses to steer the allocation of healthcare
expenditures) or, more ambitiously, they may seek
to explain (by identifying behaviors or risk factors
that play a decisive role in the etiology of
illnesses). In ethical terms, these observation
studies are interventionist or invasive when they
involve taking biological samples from human
subjects. The ethical problem becomes particularly
sensitive if the samples consist of genetic material:
the information gathered concerns not only the
individual’s identity and origins but also those of
his blood relatives, who become, de facto,
complementary subjects of the study.

• As for the epidemiologists’ experimental studies,
they are interventionist in the full sense of the
term: they rely on the same principle as clinical
trials. The difference is that causality is measured
by comparing groups of subjects. The variations in
health status induced by new products are not
validated separately for each individual but

established on a probabilistic basis at the group
level. They must be statistically significant. For
this purpose, the experimenter chooses the
subjects on whom the medical procedure is
performed and compares the changes in their
status to those of the group that has not
undergone the procedure. A crucial aspect of the
method is that statistical causality must be
measured by identifying insofar as possible the
effects attributable to other factors at work.

Microdemus was tempted to place demography 
on one of these two branches. It could not be on the
experimental studies branch. Should he conclude 
that demographic methods had more in common 
with those used in the epidemiologists’ observation
studies? On closer inspection, he saw that the latter
could apply three types of protocol: cross-sectional
studies, cohort studies, and case-control studies.

The only protocols found in identical form in demog-
raphy were cross-sectional studies: they consisted in
gathering the sociodemographic characteristics of a
given population from all its members at the same time
(these characteristics are either explanatory factors or
variables to be checked), as well as information on
health status, individual behaviors, and environmental
data (interpretable as risk factors). By contrast, demog-
raphers did not conduct comparative cohort studies.
Epidemiologists use them to detect changes in health
status (or even deaths) associated with a risk factor. For
this purpose, they conduct a long-term observation of
two groups of subjects, one exposed to the risk factor,
the other not. These studies are generally performed on
small samples of patients treated in a hospital ward.
The demographer preferred nationally representative
samples, with as large a set of potential explanatory
variables as possible. In this respect, he was close to the
sociologist or social statistician.

This plunge into research ethics had greatly excited
Microdemus, who had tried to interest Macrodemus 
in it—but in vain. Macrodemus had not examined 
a science other than his own in a long time. He 
let Microdemus conclude. No, the demographer’s
methods were not congruent with those of the epi-
demiologist. They were not interventionist, nor did
they give precedence to groups of patients or subpop-
ulations exposed to risk factors. They could not be 
subjected to the same ethical requirements, except for
cross-sectional surveys.

But what were those ethical requirements? They
were particularly strong for intervention-based clinical
research and, from there, had been extended to other
epidemiological studies. The Nuremberg tribunal,
which had judged Nazi criminal doctors after World
War II, had defined the main guidelines (known as the
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Nuremberg Code), later broadened by the Helsinki
declaration and various international resolutions (Box
99–2). These principles were stated as follows. No
experiment on human subjects can be performed
without their informed consent. They must not be
coerced; in particular, they should be free to leave the
scientific experiment at any time. Vulnerable indi-
viduals—children, the elderly, the mentally ill, the
handicapped, the homeless, immigrants, members of
disadvantaged categories—needed special protection:
they could not be asked to participate in a medical
experiment unless they were the intended privileged
beneficiaries and unless the experiment could not be
conducted first on other categories of individuals. The
three principles were, therefore, securing informed
consent, respecting the subjects’ autonomy, and pro-
tecting vulnerable minorities.

The ethics committees’ extensionist approach con-
sists in applying these clinical-trial guidelines to epi-

demiological studies in general, including the least
intervention-based. The main adjustment involves
taking into account the collective or “populational”
dimension of epidemiological studies. The informed
consent of groups (via their legitimate and recognized
representatives) is obtained in the same way as indi-
vidual consent; the autonomy of groups (or commu-
nities, to use the standard North American term) is
respected in the same way as personal autonomy. The
groups likely to benefit most from the study are made
to carry the bulk of the survey burden; reciprocally,
steps are taken to ensure that the vulnerable groups
are not burdened with studies that do not specifically
concern them and in which they would only serve as
guinea pigs.

This extensionist approach may seem exaggerated.
Its explanation lies in the fact that some epidemiolog-
ical studies are effectively performed on the bodies of
subjects or patients, with procedures resembling those
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BOX 99–2 Morals, ethics, deontology: semantic drift

deontologia in Italian, código de deontología in Spanish.
Deontology, in this sense, is simply the systematic
exposition (logos) of duties (deonta): a compound that
did not exist in classical Greek, since it was coined by
Jeremy Bentham in ca. 1820. Bentham already 
mentioned it as a known term but used in a special
meaning that persists to this day among English-
speaking moral philosophers: they apply the quali-
fier deontological to theories that, like Kant’s
philosophy, make the unconditional fulfillment of
duty the supreme criterion of good action; this is in
contrast to consequentialist theories, which judge the
moral value of action by its consequences on general
welfare (the best-known consequentialist theory
being utilitarianism).

In the English-speaking countries, the equivalent
of “deontological codes” or “charters” is designated
by a variety of roughly synonymous expressions:
code of ethics, code of professional ethics, code of
ethical practice, code of practice, code of conduct,
code of professional conduct, code of good profes-
sional conduct. French often replaces code (code) with
charter (charte), to denote that this is not a set of laws
but a document freely adopted by an institution or
profession. More recently, the expression livre de style
has made its way into the Francophone press. This is
a literal translation of the United States style book,
initially a compendium of typographic rules, in
which newspapers now gather not only their rules of
writing and conduct, but all their ethical rules.

The word ethics traces its roots to late antiquity; it
derives from the Greek èthos (morals). In linguistic
terms, ethical is the Greek counterpart to the word of
Latin origin moral—its “didactic and literary equiva-
lent,” says the French dictionary Le Robert historique
de la langue française in its discussion of the French
forms éthique and morale. Ethics, therefore, is nothing
other than morals, and professional ethics is the
moral code of a profession. Academic English has
given precedence to the term ethics and its deriva-
tives, later imported as such into France (where this
Anglicism revived the outmoded usage of éthique). In
France, there is a perceptible difference in register
between “ethics” (éthique) and “morals” (morale): the
first has a more formal connotation, referring to the
set of principles that enables us to decide between
good and bad conduct; by contrast, morale tends to be
confined to more informal usage, the assumption
being that morality is a routine discourse or a dis-
course from authority enunciated in the first degree,
without a clear knowledge of the underlying princi-
ples. Hence the expression faire la morale—to give
someone a moral lesson.

To denote the corpus of moral rules that a profes-
sion defines for its internal use, English-speaking
countries use the phrase professional ethics; Romance-
language countries tend to use déontologie (deontol-
ogy) or its cognates. The vocabulary varies according
to whether the national language is Romance or 
Germanic: code de déontologie in French, codice di 



of clinical trials. But this is not always so, far from it.
One must therefore attenuate the extensionist assess-
ment approach by requiring ethics committees to abide
by the principle of “proportionate approach to ethics
assessment” set out in the Canadian Tri-Council Policy
Statement.

But could one really curb the Ethicists’ propensity
to extend their powers of review to all sorts of
research? Microdemus was openly skeptical. The Ethi-
cists were not known to give up easily. What he heard
from Canadian and U.S. epidemiologists seemed to
indicate, on the contrary, that the tendency to general-
ize a legal or ethical procedure beyond its initial scope
of application was irrepressible. If abuses of power had
already been committed in extending ethical rules
from the clinical to the epidemiological fields, there
was reason to fear the effects of an additional exten-
sionist thrust, which would result in demographic
studies being placed under the jurisdiction of ethics
committees specializing in epidemiology.

Clearly, Macrodemus and Microdemus concluded,
demography did not have a place in the divisions
drawn by the research Ethicists. The unsuitability of
epidemiological standards was blatant as regards the
procedures for obtaining informed consent. If a control
model imitating clinical trials were applied to sociode-
mographic research, the obtaining of consent would
become the default standard, and a research project
would not escape the requirement except by special
waiver, if it proved its harmlessness for human sub-
jects. In demographic studies, the opposite prevails:
the subject’s consent is taken for granted, and is sought
only in exceptional cases (when the data gathered are
sensitive or too localized, or when a longitudinal
survey makes it necessary to store names and
addresses). It is generally assumed that questionnaire
respondents have agreed to reply. It is also assumed
that by declaring their personal data to civil registra-
tion officers, individuals accept once and for all that
their lives are amalgamated along with those of thou-
sands of others into anonymous overall statistics (in
some countries, the civil registration forms advise
people of this statistical use of their data). It would be
absurd to ask demographers to obtain the individual
consent of all the subjects taken into account when-
ever they calculate birth and death rates. Contrary to
epidemiological studies, obtaining explicit consent is
therefore not the rule but the exception in standard
demographic research.

Macrodemus and Microdemus had no trouble con-
cluding. Because it is centered on biomedical studies,
research ethics has serious difficulties in specifically
addressing the issues raised by demographic studies.
It tends to draw them either toward the camp of qual-

itative methods, as practiced by social anthropology,
or toward the camp of epidemiology, which in turn is
drawn toward clinical trials. In both cases, research
ethics misses its target. Another approach was there-
fore needed. But Macrodemus had no time for this: he
had just received superb macrodata that required
immediate processing.

IX. STRENGTHS AND WEAKNESSES
OF ETHICS CODES

Time was going by. Like Saint Simeon on his pillar,
Macrodemus was riveted to his suspended workshop.
Too busy with his survey, Microdemus had spaced his
visits but their e-mail exchanges had continued.

One day, while searching the Web for a reference on
data quality, Macrodemus ended up by mistake on the
site of an international statistical association, which
published a code of professional ethics. The document
referred to other guidelines and, by following the
thread, one could peruse most of the codes of profes-
sional ethics promulgated in the past half-century by
national and international associations of statisticians.
The latter had been followed by associations of sociol-
ogists and anthropologists.

At first glance, this internal regulation literature had
seemed more concrete to him than the Ethicists’
speeches. He alerted Microdemus, who voiced a great
interest in the discovery. Microdemus broached the
topic with the Ethicists he knew, starting with Phi-
larethes. What did she think of the ethics literature?
Oddly enough, she didn’t think much of it, despite her
passing mention of it in the lecture/debate at the
Grand Theater. The Ethicists barely cited it in their
works. Professional ethics was just a narrow segment
of applied ethics. Rarely did it discuss the deadly
dilemmas that the Ethicists had made into one of their
specialties. Moreover, the rise of professional ethics
had begun long ago, as far back as the Hippocratic
oath. There had been a rebirth in late 19th-century
America—and, in between, a prophetic remark by
Chancellor Francis Bacon in the early 17th century.11
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tion of science, Bacon explained that “duty,” defined as the good ren-
dered to society, comprises two parts: duties toward the State and
the duties of professions and vocations. The theory of these duties
should include a section on the “frauds, cautels, impostures, and
vices of every profession.” Instead of leaving the subject to satirists,
we should make a serious and realistic study of it, for we cannot
defend virtue without a good knowledge of evil: “we are much
beholden to Machiavel and others, that write what men do, and not
what they ought to do” (Bacon [1605] 2000, p. 216). This realistic
program of professional ethics was promising, but Bacon never
pursued it.



The phenomenon had not awaited the recent 
revival of moral and political philosophy, or the pro-
liferation of ethics chairs in universities. For some 
Ethicists, this self-regulation enabled the professions
enjoying exorbitant power—such as doctors, journal-
ists, police, and insurers—to do two things: first, to
protect themselves against customers increasingly
worried about their abuse of power; second, to finally
conduct an external communication campaign, albeit
of little ethical value.

For Macrodemus and Microdemus, the Ethicists’
disdain, if anything, spoke well for professional codes
of ethics. Our two demographers didn’t like radical
speeches on good and evil. The modesty of the 
professional-ethics enterprise was a good sign for 
them. They were interested to discover a lecture by
Jean-Marie Delarue, a jurist who had extensively fre-
quented statisticians12 (Delarue, 1998). It put profes-
sional ethics in perspective, as one of the many forms
of regulation, alongside law, contract obligations, and
private regulations. If I break the law, I expose myself
to punishment by public authority. If I breach a con-
tract unilaterally, I will be sanctioned on the initiative
of the other party. If I ignore the regulations that 
surround me (internal regulations in businesses,
schools, hospitals, condominiums, nonprofit groups,
supermarkets, concert halls, sports facilities, Internet
forums, etc.), I will be called to order, or even excluded,
by the people—generally private individuals—tasked
with preserving order. But if I infringe the code of
ethics of the profession, I expose myself primarily to
censure by my peers. This can range from a simple rep-
rimand to disciplinary proceedings, and my peers can
apply sanctions on their own initiative or in response
to a user’s complaint. The code of ethics is therefore a
new source of normativity whose special feature is that
it is basically internal to an organized group; more
accurately, it provides internal prevention of possible
external challenges. René Padieu notes, however, that
the different sources of normativity communicate: the
ethics codes prepared by professionals may precede
and inspire laws.

Macrodemus and Microdemus started to read the
codes of statistical ethics available (Box 99–3). They fell
into two categories.

Some (such as the code for administrateurs [senior
statisticians] of the French National Institute of Statis-
tics) covered the entire process of a statistical opera-
tion, stating the guidelines to be followed at each step:
how to define the initial framework, construct the data,

ensure representativeness, administer proof, verify
that the results are significant and of general import,
prevent interpretation errors, inform readers of the
implications and limits of the published figures, rec-
ognize one’s mistakes and, lastly, make it possible to
conduct a scientific critique.

But the codes of international associations followed
another plan: they went through the long list of the sta-
tistician’s partners—subjects interviewed, colleagues,
employers, sponsors, and the general public—and
stated the duties to be fulfilled toward each. Here is a
summary of the prescriptions that appear in most of
these codes:

Obligations toward the discipline:

• promote advancement of research and dissemina-
tion of knowledge;

• defend freedom of research;
• refuse contractual provisions restricting freedom of

research;
• promote research-friendly conditions;
• welcome young generations of researchers.

Obligations toward colleagues:

• fully acknowledge their contribution, cite them;
• read them;
• avoid all plagiarism;
• do not exploit other researchers (particularly

young ones waiting to fill positions);
• provide training;
• avoid over-personalizing relationships, which

could create dependency situations;
• avoid all discrimination (by sex, origin, age, sexual

orientation, or religious, labor-union, or political
affiliation, etc.);

• foster equal opportunity in hiring and promotion.

Obligations toward persons participating in the research
(survey respondents):

• ensure that the persons’ physical, social, and 
psychological welfare is not adversely affected by
the survey work, or, if so, to the least possible
extent;

• particularly for persons of precarious or vulnera-
ble status due to age (children, the elderly), health
(illness, handicaps), social marginality (prisoners,
homeless, illegal migrants, etc.), hardship caused
by a special event (separation, death of a close 
relative, abortion, domestic violence, etc.);

• work to minimize the disruptions caused by the
survey operations; special attention should be
given to the possibility of appropriate compensa-
tion (its relevance, type, and amount, bearing in
mind that national traditions diverge on the issue);
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BOX 99–3 Specialized organizations and codes of professional ethics

jects, adopted by the 18th World Medical Assembly,
Helsinki, Finland, June 1964 (text regularly amended
in later Assemblies, latest ed. 2004).

Website: http://www.wma.net/e/policy/b3.htm
International Bioethics Committee (IBC)
Universal Declaration on the Human Genome and

Human Rights, Paris, UNESCO, 1997. http://
www.unesco.org/ethics.

Council of Europe
Convention for the protection of human rights and

dignity of the human being with regard to the application
of biology and medicine (Oviedo, 4 March 1997), Euro-
pean Treaty Series, no. 164, 1997.

Council for International Organizations of Medical
Sciences (CIOMS) and World Health Organization
(WHO): Manila Declaration, 1981. Proposed interna-
tional guidelines for biomedical research involving 
human subjects, Geneva, 1982. Revised edition: 
International ethical guidelines for biomedical 
research involving human subjects, Geneva, 1993.
Website: http://www.cioms.ch/draftguidelines

5. National bioethical guidelines
Commission for the Protection of Human Subjects

of Biomedical and Behavioral Research, Washington,
D.C. (U.S.):

Research involving prisoners: Report and recommenda-
tions, and Appendix, 1976.

Research involving children: Report and recommenda-
tions, and Appendix, 1977.

Research involving those institutionalized as mentally
infirm: Report and recommendations, and Appendix,
1978.

The Belmont Report: Ethical principles and guidelines
for research involving human subjects, 1978, Washington
DC: U.S. Government Printing Office. http://
ohsr.od.nih.gov/guidelines/belmont.html

Medical Research Council (MRC), Natural Sci-
ences and Engineering Research Council (NSERC),
Social Sciences and Humanities Research Council
(SSHRC), Ottawa (Canada)

Tri-Council Policy Statement: Ethical Conduct for
Research Involving Humans, 1998 (with 2000 and 2002
updates).

Website: http://www.pre.ethics.gc.ca/english/
policystatement/policystatement.cfm

Comité Consultatif National d’éthique pour 
les sciences de la vie et de la santé (CCNE), Paris
(France).

Publishers Cahiers du CCNE.
Website: http://www.ccne-ethique.org

1. Selected organizations and committees specializing
in professional ethics in the social sciences

American Statistical Association (ASA), Commit-
tee on Professional Ethics

Social Research Association (SRA), United
Kingdom

2. Ethical guidelines and professional ethics in statis-
tics and epidemiology

International Statistical Institute (ISI), 1985. Decla-
ration on professional ethics. http://www.cbs.nl/isi/
ethics.htm

United Nations, Statistics Commission, 1994. Fun-
damental principles of official statistics

International Council of Scientific Medical Orga-
nizations (CIOMS) and World Health Organization
(WHO): International guidelines for ethical review of epi-
demiological studies, Geneva, 1991 (under revision,
2004).http://www.cioms.ch/frame_1991_texts_of_g
uidelines.htm

3. Ethical guidelines and professional ethics in social
science

Social Research Association (SRA), 2003. Ethical
Guidelines

American Statistical Association’s Committee on
Professional Ethics

UNESCO, 1994. Ethical guidelines for international
comparative social science research in the framework of
M.O.S.T. (Management of social transformation).
Paris.

The Research Council of Norway, 1994. Guidelines
for research ethics in the social sciences, law and the
humanities. Oslo.

Institute for Employment Studies, 2004. —Respect
Project: An EU Code of ethics for socio-economic research.
Project funded by the European Commission’s 
Information Society Programme (IST). Brighton.
http://www.respectproject.org

4. International bioethical guidelines (chronological
order)

Nuremberg Code, 1947, judgment by U.S. 
military tribunal against Nazi doctors (text 
regarded as starting point of ethical guidelines on
experimentation).

English version: http://ohsr.od.nih.gov/guide-
lines/nuremberg.html

World Medical Association
Declaration of Helsinki, Recommendations guiding

physicians in biomedical research involving human sub-



• alleviate the survey burden (duration, mental
burden, psychological burden, guilt); obtain the
informed consent of persons, including in the
exceptional cases where the survey work is 
compulsory for reasons of public interest. These
should be defined by an independent, legal body,
democratically mandated to decide whether the
survey should be compulsory: problem of surveys
conducted in prison at the request of the prison
director; problem of surveys conducted in non-
democratic countries with the visible support of
the authorities, and so on;

• inform persons of the degree of anonymity and
confidentiality, which must be as high as possible.
In exceptional cases (longitudinal surveys requir-
ing long-term storage of personal details), obtain
their informed consent;

• inform persons of the purpose of the study;
• do not give them illusory hopes of positive, imme-

diate effects;
• make sure that the use of an informant in 

the household is relevant, is approved by other
household members (wife describing her
husband’s characteristics, or vice versa), and 
concerns objective facts only—not opinions or
judgments;

• make sure that the use of a proxy (informant) has
a legal basis (for example, guardian, parent, or
licensed caregiver for a handicapped person) if the
interested party cannot give his/her consent;

• provide them with every guarantee that the infor-
mation gathered will not be supplied to subse-
quent respondents, to the authorities, or to third
parties in general;

• take special precautions when questioning chil-
dren, by obtaining both parental consent and per-
mission to question them in private, without
parental pressure;

• do not offend persons’ ethical and religious sensi-
tivities; if the survey arrangements conflict with
special rules (e.g., men’s refusal to have their
daughters or spouses questioned individually by
men), adjust the survey arrangements in conse-
quence, without losing sight of the survey objec-
tives and without condoning potential
discriminatory behavior;

• abandon the survey if it proves impossible to
conduct without infringing personal rights.
Obligations toward sponsors and employers

• clarify the contractual arrangements for research
by specifying the nature of the relationship with
the customer, reciprocal expectations, type of serv-
ices to be provided, timetable of operations, finan-
cial arrangements, authorized use of results by

sponsor, right of researchers to publish them freely
and re-use them later;

• inform sponsors beforehand of inherent limitations
of methods used, as well as ethical restrictions on
data access or use;

• do not accept orders that would impose methods
or even results consistent with the sponsors’
wishes, or enable them to block or delay discover-
ies they did not like;

• do not seek to undercut competitors by accepting
an order whose budget precluded compliance with
basic scientific standards;

• mention support from orderers and sponsors in
the research publications.

Obligations concerning data quality

• refuse participation in research contracts without
prior determination that you will be able to use or
produce data of sufficient quality to answer the
questions raised (this implies bringing together all
the required competencies in the research team);

• give full information on data-collection method,
so other teams can criticize it later;

• be attentive to data selection and construction
biases, particularly when the data have been com-
piled by organizations for nonresearch purposes;

• verify data quality even if the results seem plausi-
ble at first sight;

• do not engage in international comparisons
without assessing the variations due to the diver-
sity of definitions, collection methods, and 
processing methods among countries.

Reading the good advice contained in the codes of
statistical ethics, Macrodemus thought that demogra-
phy, as a branch of social statistics, could readily adopt
some of them. His highly technicist view of the pro-
fession led him to prefer the first expository method,
the one that tracked every step of a statistical opera-
tion. As noted earlier, the notion that the data had to
be built and negotiated through a complex network of
social relationships was rather alien to him. But, in his
defense, we must admit that the good advice dis-
pensed by the statisticians’ codes of professional ethics
were curiously diverse. Some were extremely general,
while others went too far into the details.

The general precepts could elicit unanimous
approval. Do not harm the people whose data you
handle, combat fraud and deceit of every kind, be
honest and modest in your attempts at interpretation,
recognize your mistakes if need be, respect other
people’s work, give each his due, quote your sources,
colleagues, and sponsors fairly—who could object?
The problem was how to put all these precepts into
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practice. Should oversight procedures be set up? If so,
at what step in the statistical process? Early on, at the
research-project review stage? In a later phase, when
editorial committees vet planned publications? Or
periodically, when researchers come up for evalua-
tion? Should ethical vigilance be distributed among
the different players involved in data production, or
should it be concentrated in the hands of a committee
acting on behalf of the entire institution? Should vio-
lations be sanctioned?

The detailed recommendations set out in the codes
posed the opposite problem. They described the
“how,” but starting from principles that were not unan-
imously accepted. Macrodemus was not convinced, for
example, that a code of ethics should go into details
about the methods for administering proof or measur-
ing significance. These methods not only sparked dis-
agreements between statisticians, epidemiologists, and
demographers, but also were hotly debated within
each of the three tribes. Adapting such codes to the
needs of demographers required much fine-tuning.

Macrodemus and Microdemus continued their
exchanges. By dint of seeing each other, they had
evolved. They began to understand that you cannot
examine the links between ethics and demography
without scrutinizing the nature of the demographic
discipline itself. The professional ethics of demogra-
phy had to vary depending on whether demography
was practiced in a macro or micro approach. But 
that did not justify splitting the discipline in two 
and assigning separate ethics to each. Ever more 
commonly, demography was practiced in a macro 
perspective enhanced with micro approaches. Long-
term cohorts offered a good example. This shift
entailed an increasingly delicate alternation between
statistical individuals and real persons. To cope with
this difficulty, demographers concerned about profes-
sional ethics had to build their toolboxes by combin-
ing elements of different origin. They had to respect
the ethics of other disciplines whenever they took part
in interdisciplinary projects, but that was not enough.
Macrodemus and Microdemus set themselves the goal
of developing an original synthesis that would address
the entire spectrum of ethical issues raised by demo-
graphic research, whatever the degree of proximity to
human subjects.

They rolled up their sleeves and went to work.
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It is possible to interpret the title of this chapter in
such a broad sense as to be utterly unmanageable.
“History of population policies up to 1940” may be
interpreted, especially in English, to mean all the ways
in which, over the millennia from antiquity to the
onset of World War II, human societies have debated
and/or influenced the demographic forces that are
changing them. Such a breathtaking scope could
encompass essentially the whole of the history of
present-day human societies. Each society in some
sense contemplates whether it will survive, and
embodies at the very core of its culture a set of insti-
tutional arrangements and belief systems that have a
powerful impact on demographic phenomena, includ-
ing religion(s), family structures, economic systems,
political systems, and so forth. At this level of gener-
ality, a history of population policies becomes a global
history of humanity.

In French usage, the term “politiques de popula-
tion” normally has a more restricted meaning, limited
to actions taken by the state (for discussion, see Prost,
2002, Chapter 13). For the purposes of this chapter, it
therefore seems wise to limit the frame of our attention
to those actions taken by states that are deliberate, that
is, in which conscious decisions have been taken to
create or modify societal arrangements with the
expressed intention of affecting the rates of fertility,
mortality, or migration, and thereby the trends of
demographic growth, decline, or composition. The key
ingredient then is volition and intent, or at least an
awareness of the demographic impacts of political,
economic, and cultural arrangements that are pro-

posed or implemented. The requirement that such
actions be taken by states means that population poli-
cies in this sense are to be found mostly since 1800,
once the modern state had emerged and began to con-
sider demographic characteristics as elements of mili-
tary power or as sources of poverty or prosperity.

Even so constrained, the topic remains a sweeping
one. Throughout human history, governments have
taken actions to affect demographic change in ways that
serve their interests. As Éric Vilquin noted in Chapter 97
of this volume, the political implications of this subject
have been a topic of discussion by political philoso-
phers, historians, and others during many periods of
recorded human history, going back to the empires and
city-states of antiquity. Moreover it has constantly
engaged the attention of some of the intellectual giants
of human history, from the Classical Greeks and Old
Testament scribes of the Mediterranean to the classical
economists of 19th-century Europe.

A common theme has been that larger populations
imply greater power for the State, whether ruled by
monarch, prince, emperor, chief, leader, president, or
premier. Such perspectives are surely understandable,
given that much of human history has been one in
which societies struggled to survive by producing
enough children to compensate for high mortality
rates, and in which the number of soldiers or warriors
commanded by the state had much to do with collec-
tive security and survival. Such a theme tended to
dominate discussions of the subject in the ancient
world, but also during the period of three centuries
(16th–18th centuries) when mercantilist ideas domi-
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nated European perspectives. The 19th century saw
sharp challenges to these assumptions that a bigger
population is better, with Malthus and others arguing
that unrestrained population growth spelled poverty
and instability. But by the late 19th century into the
1960s, there was a return to the idea that population
growth implied strength and prosperity. These ideas
waned again due to concerns about the population
explosion of the last half of the 20th century and the
rise of environmentalist sensibilities, only to reappear
in the 1990s as fertility rates fell to very low levels in
much of the industrialized world.

While discussions about population policies have
been part of much of history, the high point of such
debates can be found during the two centuries from
roughly 1800 to the present. Although there were
strong ebbs and flows of concern during this period,
both about whether population growth was too low or
too high, these debates were not closely tied to the
deep ideological rifts about political and economic
policy that dominated this period. The 1930s and
1940s, for example, were decades dominated by 
fundamental (and ultimately catastrophic) conflicts
among the leaders of fascist Germany and Italy, liberal
democracies such as France, the United Kingdom, and
the United States, and the authoritarian communism
of Stalin’s USSR. Yet the rhetoric and policy frame-
works on population questions among this diverse
array of leaders and countries tended to parallel one
another in very significant ways. Moreover, within
liberal democracies themselves, there was a surprising
level of consensus among otherwise disputatious
groups of political radicals, progressives, socialists,
conservatives, and reactionaries.

I. ORIGINS: FROM THE ANCIENT
WORLD TO MALTHUS AND MARX

1. Ancient Roots

Given space limitations, I can touch only lightly 
on discussions of population issues before the 19th
century. The earliest recorded discussions on the
subject, appearing in writings from ancient Greece, the
Bible, and India, tend toward emphasizing the advan-
tages of larger populations for military and economic
power. The Old Testament includes several relevant
passages, including the oft-quoted “Be fruitful” bless-
ing in Genesis,1 still cited today by religious pronatal-

ists, and a precursor to mercantilist ideas appearing in
Proverbs.2

Yet Genesis also points to the necessity of limits 
on numbers that can be supported by a given set of
resources. Indeed, the historic separation of Lot and
Abraham is attributed to such resource constraints.3

In ancient Greece, the historian Herodotus wrote as
early as 440 BC of a conscious policy of pronatalism
among the kings of Persia,4 and Aristotle reported that
the Spartan city-state under Lycurgus embraced
explicit pronatalist laws such that “. . . the father of
three sons shall be exempt from military service, and
he who has four from all burdens of the state” 
(Aristotle, Politics, Book II, Chap. 9). Others noted that
in classical Athens there were laws against celibacy
and only fathers of legitimate children could appear as
orators before the people or hold certain military com-
mands (cited in Hutchinson, 1967, p. 9).

Yet Plato and other Greek philosophers saw the
ideal state as consisting of a constant number of 
citizens numbering 5,040. The precise number was
selected perhaps for mathematical reasons, but the
general idea of a constant number of citizens on this
small scale was likely seen as both sufficient for self-
defense while small enough to maintain efficient gov-
ernance and equal division of limited property.
Aristotle argued that political leaders must

. . . take care that the increase of the people should not 
exceed a certain number; and in determining that, to take into
consideration those children who will die, also those women
who will be barren; and to neglect this, as is done in several
cities, is to bring certain poverty on the citizen, and poverty
is the cause of sedition and evil. (Aristotle, Politics, Book II,
Chap. 6)

In his comments on the pronatalist policies of Lycur-
gus in Sparta, Aristotle noted that it was “evident . . .
that if the people increased there must many of them
be very poor” (Aristotle, Politics, Book II, Chap. 9). In
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1 “God blessed them and said to them, ‘Be fruitful and increase
in number; fill the earth and subdue it. Rule over the fish of the sea
and the birds of the air and over every living creature that moves
on the ground’.” Genesis 1:28 (New International Version)

2 “A large population is a king’s glory, but without subjects a
prince is ruined.” Proverbs 14:28 (New International Version)

3 “Now Lot, who was moving about with Abraham, also had
flocks and herds and tents. But the land could not support them
while they stayed together, for their possessions were so great that
they were not able to stay together. And quarreling arose between
Abraham’s herdsmen and the herdsmen of Lot. . . . So Abraham said
to Lot, ‘Let’s not have any quarreling between you and me, or
between your herdsmen and mine, for we are brothers. Is not the
whole land before you? Let’s part company. If you go to the left, I’ll
go to the right; if you go to the right, I’ll go to the left.’ ” Genesis
13:5–8 (New International Version)

4 “Next to prowess in arms, it is regarded as the greatest proof
of manly excellence to be the father of many sons. Every year the
king sends rich gifts to the man who can show the largest number:
for they hold that number is strength” (Herodotus, The History, Book
I, Chap. 136, cited in Hutchinson, 1967, p. 8).



this juxtaposition of population size and poverty, Aris-
totle anticipated many of the debates of the 19th
century.

Perspectives on such matters in Rome were quite
different. Instead of limiting its boundaries to those of
a small city-state, and dealing with any population
increase through trade and emigration, the Roman
conception was of a growing population that would
expand Roman territories via military power. 
Subsequent maintenance of the resulting empire
required continued demographic increase. The goal of
increases in the numbers of potential soldiers to serve
imperial interests was reflected in Roman legislation
(Hutchinson, 1967, p. 13–14).

2. Medieval Pauses

The classical tradition of thinking and practice
regarding population matters diminished in Europe
during the Middle Ages. Medieval thinkers generally
believed that population growth was a sign of God’s
benevolence, and considered large families as one of
his blessings (Spengler, 1942, p. 4–5, cited in Hutchin-
son, 1967, p. 15). The classical tradition was, however,
maintained to some degree in the Arab world; in the
14th century, the eminent Arab historian Ibn Khaldun
devoted an entire chapter of his Prologomena to a dis-
cussion of demographic change (Hutchinson, p.
15–16). He argued that the economic well-being of a
society would be promoted by population growth, and
described how states can promote the fertility of their
subjects through wise and lenient government.

With the Renaissance, demographic discussion
reemerged in the West as well. Already, during the
15th century, Francesco Patrizzi of Siena argued that
while a large population might be desirable, this 
was so only with sufficient resources to support its
numbers without mass poverty. In the 16th century,
Niccolo Machiavelli was characterizing population
increase as desirable for the monarch (Machiavelli, The
Prince, Chap. 10). but also noting that demographic
increases in excess of available resources would be
constrained by poverty, disease, floods, plagues, or
famines (Machiavelli, Discourses, Book I, Chap. 1 and
Book II, Chap. 5, cited in Hutchinson, p. 16–17). Six
decades later, the French political theorist Jean Bodin
argued further for the virtues of larger populations as
a source of political stability for the state and monar-
chy.5 In 1588, the Jesuit thinker Giovanni Botero pro-
duced a treatise on population that both advocated a
large and growing population as a source of strength

and security for the state, while anticipating by two
centuries the arguments of Malthus that the power of
human reproduction exceeds the potential of agricul-
tural subsistence.6

3. From Mercantilism to Marx

European economic and political thought was dom-
inated, for much of the three centuries from 1500 to
1800, by mercantilism. In this tradition, the population
controlled by a monarch determined the power of his
or her monarchy. For Frederick the Great, “the number
of [the] people makes the wealth of states.” People rep-
resented the monarchy’s source of labor and soldiers,
and hence the monarch was right to intervene to max-
imize the rate of population growth and to limit 
outmigration.

By the 18th century, utopian thinking had embraced
mercantilists’ view that population size was a princi-
pal determinant of wealth and prosperity. But they
rejected the mercantilists’ support for absolute monar-
chy, arguing instead that mankind could be perfected
such that there would be no need for coercive social
institutions, land could be held in common, and the
resources produced by the application of the popula-
tion’s labor to the land distributed on the basis of need.
Thus in their view, any level of population size and
growth would be consistent with continuing progress.
Among the leading utopians were the Marquis de
Condorcet, William Godwin, and Daniel Malthus, the
father of Thomas Robert Malthus.

A very different stream of thinking evolved first
among physiocrats such as François Quesnay. Like the
utopians, they opposed the authoritarian interventions
favored by the mercantilists, arguing instead for what
they termed “laissez-faire.” Land rather than labor
produced economic surplus, and hence the utopians
erred in arguing that excessive population growth
would lead to poverty. The physiocrats were the first
to seek out and use the then-emerging data on demo-
graphic patterns produced by John Graunt, Edmund
Halley, William Petty, and Gregory King.

The arguments of the physiocrats were influential
with the classical economists who came to dominate
the economic thinking of British political leaders by
the early 19th century. For Adam Smith, David
Ricardo, and Thomas Robert Malthus, there were three
factors of production—land, labor, and capital—but of
these only land was of a fixed supply. Hence increased
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5 Bodin was not only a theorist, but also counselor to the Duke
of Anjou and a member of the Parliament of Paris.

6 Discussed in some detail in Hutchinson, op cit., p. 18–20.
Botero, like Bodin, did not limit his role to theoretical writings. He
served as Secretary to Federico Cardinal Borromeo, longtime Arch-
bishop of Milan, and as an aide to the ruler of Savoy.



inputs of labor or capital applied to the land would
lead to diminishing returns, with resulting limits on
agricultural and industrial production.

It was Malthus who focused most deeply on the
demographic dimensions. His first Essay on the Princi-
ple of Population, written in 1798, was a polemic defi-
cient in empirical evidence, and directed principally
against the utopian writings of William Godwin,
Marie-Jean Antoine de Condorcet, and Malthus’s own
father Daniel. The perfected human society of the
utopians was not possible, he argued, because without
conscious constraints the basic biological propensity
toward sexual behavior and unlimited reproduction
would overwhelm the limited increases that could be
extracted from the land.

Criticisms of his first Essay prompted Malthus to
undertake more serious research and analysis, incor-
porated into subsequent revised versions. He esti-
mated that a country with an excess of land relative to
its population might double in size every 25 years.
However, in more typical situations in which land was
not in surplus, population growth would be limited 
by what he termed “positive checks” such as “sickly
season, epidemics, pestilence, and plague.” The alter-
native to such terrible positive checks was logically
“prudential restraints.” By this he meant both “moral
restraint” such as late marriage accompanied by
celibacy outside marriage and “immoral vices” such as
promiscuity, prostitution, homosexuality, birth control,
and abortion. Of these, only moral restraint was
acceptable to Malthus, a former Anglican curate (Teit-
elbaum, p. 179–180). No humane society could ignore
the need for prudential restraints, as the alternatives
would necessarily be increased poverty, starvation,
and suffering as the positive checks came into force.

While Malthus opposed both contraception and
abortion on moral grounds, those who decades 
after his death called themselves “neo-Malthusians”
embraced his arguments about the links between
excessive population growth and poverty, but pro-
moted use of voluntary means of fertility control. Their
embrace of Malthusian arguments led to sharp rhetor-
ical clashes between them and those on the left, who
argued that the cause of poverty was not excessive
population growth, but rather an economic system
that failed to equitably distribute the output of eco-
nomic activity.

Both Malthus and the neo-Malthusians, in turn,
came under concerted fire from Karl Marx and his
associates. For them, poverty was caused by capital-
ism, which allowed owners of capital to siphon off part
of the surplus product produced by labor. Under
socialism, these workers’ products would be provided
to the workers, thereby eliminating poverty. Hence

any number of people could be supported, as people
were at once producers and consumers; this was a
view shared with the utopians, although Marx was
otherwise quite critical of the utopians’ views.

II. FROM THE 19TH TO 
THE 20TH CENTURY

This all-too-brief summary of more than two mil-
lennia brings me to the two centuries since 1800, which
I will examine in more detail. The dramatic declines in
both mortality and fertility that characterized this
period were the topic of much debate and concern. The
theory of the demographic transition (discussed in
Chapters 68 and 69 of Vol. III), which came to pro-
minence during the 1930s, explained these trends as
consequences of forces of modernization such as
industrialization and urbanization. (For detailed
descriptions of the theory and empirical tests thereof,
see Coale and Watkins, 1986; Teitelbaum, 1984.) Yet,
contrary to the timing patterns implicit in the theory,
it was the agrarian and rural France of the 18th century
that experienced the earliest recorded sustained
declines of fertility (van de Walle, 1974)—at least a
century earlier than that of Great Britain, the pioneer
and crucible of the Industrial Revolution, and even
further in advance of rapidly industrializing Germany
(see Chapter 69, Vol. III).

Evidently there were no obvious systematic pat-
terns in the timing of such fertility declines, but all
industrializing societies ultimately did experience 
fertility declines, some in the 19th and others in the 
20th century. Moreover, despite the large differences
among these societies in their histories, religions, lan-
guages, politics, and cultures, a few common popula-
tion issues, which were of key concern during the
period from 1870 to World War II, can be identified. It
may be useful to categorize these political themes as
follows:

Strategic demography, nationalisms, and the “Volk”
Concerns about poverty
The embrace of science: the rise and fall of eugenics

and Social Darwinism
Taxes, medals, family allowances

1. Strategic Demography, Nationalisms,
and the “Volk”

Perhaps the most common theme related to demo-
graphic change within Europe after 1870 concerned its
implications for nationalism, national power, and
related imperial interests. This has been described pre-
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viously by the shorthand term “strategic demogra-
phy” (Teitelbaum and Winter, 1985), a perspective that
was most vigorously expressed in France.

The early decline of French fertility beginning in the
middle of the 18th century coincided with a period in
which the relative power and influence of France 
initially rose and then plummeted. By the late 19th
century, France had declined in relative terms from
perhaps the dominant state in Europe to one 
struggling to compete with the surging power of
Britain and Germany. Of course the same century 
saw deeply destabilizing developments in France,7 but
it is perhaps unsurprising that many leading 19th-
century French intellectuals focused instead on the
early French fertility declines, and the resulting 
diminishment of the size and dynamism of the 
French population, as a central cause of the decline a
nd “decadence” of France that they perceived to be
underway.

While such concerns were present during the first
half of the 19th century, they came into full cry fol-
lowing the French military collapse before the armies
of Prussia in 1870–1871, which culminated in the cre-
ation of both the German Empire of Bismarck and the
French Third Republic. In the ensuing final decades of
the 19th century, the French Assembly considered
numerous legislative proposals with pronatalist intent,
clearly population policies in the restricted meaning
discussed earlier. These included tax exemptions for
heads of large families, tax surcharges and state appro-
priation of inheritances for unmarried adults and the
childless, and restrictions on voting rights of unmar-
ried men aged 26 to 40. While many such policies were
proposed, the unstable coalitions that characterized
the Third Republic meant that few of these provisions
were adopted, and some of those that were passed
were later rescinded.

In 1896, a coalition of prominent French intellectu-
als and politicians founded the National Alliance for
the Increase of the French Population (Alliance nationale
pour l’accroissement de la population française). This
quickly emerged as an energetic and effective lobby
group that framed numerous legislative proposals and
pressed them on members of the government and the
National Assembly.

By 1900, a resolution to create a commission on
depopulation gained support from over 130 members
of the French Senate. This commission, which began

its work in January 1902, took only six months to con-
clude that the “prosperity and grandeur of France”
required financial incentives to encourage French
couples to increase their fertility (Beale, 1911, p.
171–267, as cited in Quine, 1996). Within a decade, this
view had become the norm in France, as evidenced by
the emergence of a broad-based Parliamentary Group
for the Protection of Natality that by the election of
1914 had attracted more than half of the deputies in
the National Assembly (Quine, 1996, p. 66).

Germany and Great Britain experienced their fertil-
ity declines much later than in France, and both elite
and mass attention to low fertility also appeared much
later. While in the 1870s the political class in Paris was
actively debating the causes and consequences of
French fertility decline, the British equivalent was
more focused on the perceived dangers of too-high fer-
tility in increasing poverty levels, with active debate
especially about the merits or otherwise of the neo-
Malthusian arguments and activism then underway in
London.

In Italy, where fertility declines also occurred far
later than in France, there was little visible support for
promoting births until the 1920s, with the rise to power
of Benito Mussolini’s fascists.8 Indeed, Mussolini
himself had embraced neo-Malthusian ideas only 9
years earlier, just before the onset of World War I (Wan-
rooij, 1990, p. 79, as cited in Quine, 1996, p. 25). Yet in
the ensuing slaughter, Italy lost over 680,000 soldiers
(vs. 765,000 British and nearly 1.4 million French), 
and notwithstanding Mussolini’s 1913 embrace of neo-
Malthusianism, one of Mussolini’s central goals after
taking power in 1922 was to increase the population of
Italy.

In a famous speech in 1927 and an essay published
in 1928 titled “Il numero come forza” (“Numbers as
Force”), Mussolini articulated a rejection of neo-
Malthusian principles in favor of expanding the Italian
population by at least 25% or 10 million (Mussolini
[1928]). The goals were almost textbook examples of
strategic demography: to increase Italian economic
power by counteracting underconsumption in the
economy; to secure Italian national security in a Euro-
pean neighborhood populated by 90 million Germans,
200 million Slavs, and much larger populations con-
trolled by the empires of Great Britain and France; and
to provide military manpower for the dispatch of colo-
nial settlement abroad that was intrinsic to the heirs of
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7 The French Revolution of 1789, the Terror of the mid-1790s, the
rise to power of Napoleon Bonaparte (1799–1815) and the depreda-
tions of the Napoleonic wars, the Bourbon restorations of 1814–1815,
the revolution of 1848, and the defeats at the hands of Prussia during
of the Franco-Prussian War of 1870–1871.

8 Indeed, Mussolini became Il Duce (Leader) of Italy a year before
Hitler’s first attempt to seize power in Germany in the failed Beer
Hall Putsch. By the time Hitler, another survivor of World War I,
became the Führer (Leader) of Germany, Mussolini had ruled Italy
for more than a decade.



the Roman Empire. The Italian fascists would lead to
the rebirth of a “young and fertile race,” the “national
resurrection” of a powerful New Italy.

2. Concerns about Poverty

As noted earlier, there were long-standing concerns
about poverty resulting from high rates of fertility 
and population growth, concerns that became more
visible during the first half of the 19th century in
response to the writings of Malthus, his followers, and
his critics. Such concerns were most visible in Great
Britain, where Malthusian ideas originated and then
generated sustained interest and debate for many
decades.

Indeed, one of the ironic twists that has heavily
affected population debates over the past two cen-
turies is the fact that Marx resided in London during
the 1870s when the neo-Malthusians launched a highly
public and energetic campaign, of which Marx was
presumably aware. The radical leaders of the move-
ment deliberately sought to test British laws prohibit-
ing publication of information about birth control by
openly reprinting a half-century-old text by an Amer-
ican physician, Charles Knowlton, The Fruits of 
Philosophy. This was one of the first test cases, in 
which Charles Bradlaugh and Annie Besant openly
announced the book’s re-publication, were arrested,
and then in 1877 tried in a highly visible trial that was
amply covered by the British press. This very public
campaign by the neo-Malthusians may have some-
thing to do with Marx’s exaggerated denunciation of
Malthus and his theories, a denunciation which, as
subsequently interpreted by Marxians, produced a
century of controversy that to some degree still 
continues.

Meanwhile, in Germany, one of the leading Marx-
ists of the period, Karl Kautsky, published a book
arguing that in reality there was no conflict between
Marxist and Malthusian theory. “The two,” he
asserted, “are not in principle incompatible”(Kautsky
1880, p. 166–192). For this, Kautsky was bitterly exco-
riated by none other than Friedrich Engels, close 
confederate and coauthor of Marx, and by then the
defender of Marxian orthodoxy. In 1910, Kautsky
recanted his apostasy, thereby solidifying the notion
on the left that Malthusian theory was fundamentally
reactionary (Kautsky, 1910, Chap. 15–16).

Support for Malthusian and neo-Malthusian ideas
was more muted in France, without doubt due to its
early fertility declines. Yet even in France, a neo-
Malthusian society (Ligue de la régénération humaine)
was founded in 1896, along with other efforts to
promote the practice of birth control. Indeed these

organizational efforts occurred during the same year
as the founding of the National Alliance, and their
near-simultaneous appearance may not have been
unrelated.

Italy, unified only in 1871, was a latecomer to 
industrialization, modernization, urbanization, and
the demographic transition. Its population was largely
agrarian and poor; indeed even by the late 1930s,
nearly half of the economically active population
worked in agriculture. Its fertility and mortality rates
had not shown signs of decline until close to the turn
of the 20th century, and remained high throughout
World War I and into the 1920s. The average rates 
disguised large regional disparities: the North 
experienced rapid industrialization and relatively
early declines in both fertility and mortality, while the
South was dominated by low-productivity agriculture
performed by peasant farmers who sustained long-
standing patterns of high fertility and high mortality.

By the turn of the 20th century, these conditions of
deep poverty in the South led to increasing interest
among Italian intellectuals and reformers in Malthu-
sian ideas, and eventually to the development of a
small but active movement supporting the adoption of
contraception. In 1912, two leaders of this movement
(Luigi Berta and Secondo Giorno) were brought to trial
for publication of an allegedly obscene manual titled
L’arte di non far figli: neomalthusianismo pratico (The Art
of Not Having Children: Practical Neo-Malthusian-
ism), of which some 27,000 copies had been sold. Like
the London trial of Charles Bradlaugh and Annie
Besant 35 years earlier, this Milan trial provided much
free publicity to the cause, and in the end resulted in
acquittal. Berta and Giorno promptly founded a new
neo-Malthusian League and, until the onset of World
War I, published a periodical with the evocative title
Educazione sessuale: rivista di neomalthusianismo 
e di eugenica (Sexual Education: The Journal of 
Neo-Malthusianism and Eugenics).

3. The Embrace of Science: The Rise and
Fall of Eugenics and Social Darwinism

The 19th century was in many ways the century in
which science was first embraced enthusiastically by
both the elite and the mass public, in part attributable
to the evolutionary ideas of Charles Darwin. Many of
the natural and social scientists who rose to promi-
nence in this period played a powerful role in stimu-
lating interest and concern about low fertility and
depopulation.

In France, the national harbinger of concern about
low fertility, early alarms came from prominent social
scientists such as Frederic Le Play, a sociologist, engi-
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neer, and founder (in 1856) of the Society of Social
Economy, and Paul Leroy-Beaulieu, professor at the
College de France and founder and editor of L’Écono-
miste française. While they differed in their prescrip-
tions (with Le Play urging a domestic pronatalist
strategy while Leroy-Beaulieu advocated French colo-
nial expansion and the annexation of Tunisia), they
agreed that the decline of France relative to Germany
would continue unless the growth of the French pop-
ulation could be augmented.

More biologistic explanations were popular across
the English Channel, most notably in the rise of eugen-
ics. The word itself was a neologism created in 1883 by
the English polymath Sir Francis Galton (1822–1911)
from the Greek “noble in heredity.” Galton, a cousin of
Charles Darwin, was himself one of the most promi-
nent scientists of his day: he was a founder of modern
psychology, the creator of now-standard statistical 
correlation and regression analyses, inventor of 
identification via fingerprints, as well as a geographer,
explorer, and meteorologist.

Galton and his followers took many steps beyond
where Darwin had trod. Their core argument was that
modern science for the first time made it possible to
improve the human condition by cultivating “desir-
able” inherited traits and eliminating “unsuitable”
ones. Eugenics and its supporters formed part of a
larger intellectual current called Social Darwinism, in
which the evolutionary insights of Darwin were to be
applied to human societies, which came to be seen as
subject to the same Darwinian natural laws of “strug-
gle for existence” and “natural selection of the fittest.”

Contrary to current-day perceptions of that period,
in these early days there was nothing intrinsically reac-
tionary or right-wing about such ideas. For decades
surrounding the turn of the 20th century, the lure of
nominally scientific, eugenic, and Social Darwinist
ideas attracted fascists, socialists, liberals, racists, and
feminists alike. Ultimately, however, both eugenics
and Social Darwinism were captured by the forces of
reaction, racism, and fascism, and both were fatally
discredited by the horrors perpetrated by Nazi
Germany. (For a comprehensive treatment of the intel-
lectual and political history of the eugenics movement,
see Kevles, 1995.)

Although French intellectuals did not embrace
eugenics as enthusiastically as did their British col-
leagues, those in France who were supportive of
eugenics sought to closely align themselves with the
pronatalist advocates led by the National Alliance. The
founder (in 1896) and president of the alliance, Jacques
Bertillon led a large French delegation to the First
International Eugenics Conference at the University of
London in 1912, and an alliance cofounder Charles

Richet served as vice president of the French Eugenics
Society, also founded that year (Quine, p. 67).

In Italy too, the pronatalist enthusiasms of Mus-
solini and the Italian Fascist Party drew on a substan-
tial body of arguments and claims emanating from
Italian intellectual and scientific circles. In particular,
the fascists embraced the ideas of Italy’s most promi-
nent anthropologist, Giuseppe Sergi, who long before
the founding of the Italian Fascist Party had embraced
the then-burgeoning notions of “scientific racism.” In
1900, Sergi had put forward the argument that the
Italian “race” had inherited from its Roman forebears
an innate drive toward empire, a disposition toward
conquering and colonizing lesser “races.” These
“imperial Italian race” notions converged with related
intellectual currents supporting the rising influence of
eugenics and Social Darwinism.

In 1913 (just after the Milan trial of the Italian 
neo-Malthusians Berta and Giorni), eugenics had 
converged intellectually with pronatalism and Social
Darwinism in the founding of Comitato Italiano per gli
Studi di Eugenica (Italian Committee for the study of
eugenics), which in 1919 became the Società Italiana di
genetica e Euginica (Italian Eugenics Society). The intel-
lectual leaders of this group were Guiseppi Sergi and
the demographer Corrado Gini. In 1912, Gini
(1884–1965) had published his I fattori demografici del-
l’evoluzione delle nazioni (Demographic Factors in the
Evolution of Nations), in which he argued for a 
comprehensive set of pronatalist policies to enhance
the economic prosperity and military security of the
Italian nation. These included positive incentives such
as welfare benefits and tax reductions to those who
bore many children, negative incentives imposed on
the unmarried and married but childless, and in
general encouragement toward early marriage and
large families.

The fascist government under Mussolini embraced
many of these ideas, including both Sergi’s notions of
the “imperial Italian race” and Gini’s prescriptions as
to how its innate imperial proclivities might be facili-
tated by increased fertility.

4. Taxes, Medals, Family Allowances

Many of these ideas, promoted effectively by advo-
cacy groups (e.g., the National Alliance in France),
were translated into formal government policies
during the first decades of the 20th century. In certain
cases, these ideas resulted in the emergence of popu-
lation policies during the chaotic political-economic
period of the interwar years and during World War II.
The three most prominent instances of this phenome-
non occurred in France, Italy, and Germany.

Chapter 100/Population Policies up to 1940 77



a. France 

In France in 1913, the French parliament enacted a
new family allowance act advocated by pronatalist
groups, which provided substantial payments to
fathers for each child between the ages of 3 and 13. In
1914, French income tax rates were modified to reduce
taxes imposed on larger families. However, many of
these provisions were delayed by World War I, and the
family allowances adopted in 1913 were allowed to
diminish in real terms with inflation.

After the chaos and mass slaughter of the war, it is
ironic to note that in 1919, in the French Senate debates
on the Treaty of Versailles, the French Premier and
Minister of War Georges Clemenceau saw fit to
address himself to the strategic threats posed by low
French fertility:

The treaty does not say that France must undertake to have
children, but it is the first thing which ought to have been put
in it. For if France turns her back on large families, one can
put all the clauses one wants in a treaty, one can take all the
guns of Germany, one can do whatever one likes, France will
be lost because there will be no more Frenchmen. (Journal Offi-
ciel: Débats du Senat, 11 October 1919, p. 1625–1626; as cited in
Tomlinson, 1983)

Following its election in 1919, the center-right gov-
ernment formed by the Bloc National created a Conseil
superieur de natalité to develop new pronatalist policies.
It also overwhelmingly passed legislation to prohibit
“antinatalist propaganda,” and adopted criminal
penalties against providers of abortion. In 1920, the
Conseil superieur de natalité organized the first national
celebrations of Journée nationale des mères de familles
nombreuses (National Day for Mothers of Large 
Families), which became Mother’s Day in 1928 and
Mother’s Festival in 1941, during which some 30,000
mothers with five or more children received bronze,
silver, or gold medals recognizing their service to the
French nation. These celebrations were emulated two
decades later by the Vichy Government. Later that
same year, legislation was adopted that imposed a 25%
surcharge on unmarried males and females over age
30, along with a 10% surcharge on childless marriages
of 10 years or more in duration. In 1921, special train
fares were legislated for large families, and in 1922
large families received preference to rent apartments
in subsidized public housing (Talmy, 1962, vol. 1, 
p. 162–165, and Tomlinson, 1983, cited by Quine, 1996,
p. 74.).

During the 1920s, French pronatalism developed
from elite activism to a mass movement. There was a
coalescence among national political movements
ranging across much of the political spectrum, reli-
gious defenders of both the family and traditional

values, and widely dispersed local and regional
groups promoting aid to families. Many of the latter
had their roots in clerical circles, yet reflected the goals
of the lay Catholic establishment. Their memberships
reached some 300,000 persons by 1930, far outnum-
bering the 40,000 supporters of the secular National
Alliance for the Increase of the French Population.
Though they differed in particular ways, they shared
a common commitment to increase financial support
for French families so as to facilitate increased 
childbearing.

In 1932, this loose coalition achieved a major success
with passage of the Family Allowance Act. The act
made compulsory the payment of family allowances
Allocations that had been introduced voluntarily by
many industrial employers. Most of the financing con-
tinued to come from employers, but by 1938 nearly
two-thirds of the 9 million industrial workers in France
received such supplementary payments. These pay-
ments could be substantial relative to earnings, espe-
cially at the lower end of the social scale, although the
nominal amounts varied during the economic crisis of
the 1930s and during World War II, and their real value
often declined when inflation accelerated.9 Still, fol-
lowing World War II, an unskilled French worker with
three children received a family allowance equal to
half his pay, while the allocation to a factory worker
with five children exceeded the average wage for such
occupations (Prost, 1989, p. 155).

Finally, in 1941 the Vichy government organized
festivals of family culture that included a Mother’s
Day celebration in Reims under Maréchal Philippe
Petain’s patronage. Some 21 years after the 1920 cele-
brations organized by the Conseil superieur de natalité,
the collaborationist Vichy government reflected conti-
nuity with the practices of earlier nationalist govern-
ments by awarding medals to women with large
families: bronze for women with 5 or 6 children, silver
for those with 7 to 9, and gold for those with 10 or more
(Teitelbaum and Winter, 1985, p. 38–39).

b. Italy

In Italy, during the mid-1920s, Mussolini’s govern-
ment declared una battaglia delle nascite (battle for
births) to be conducted on many fronts. In 1926, a
celibacy tax was imposed on unmarried men. It was
portrayed as an evolution of a tax imposed by the
Roman Emperor Augustus, but may well have been
based more immediately on the model of the 1920
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French income tax surcharge imposed on men and
women who were unmarried and on married couples
with no children. The Italian celibacy tax was based on
both income and age, and for unmarried men between
35 and 50 represented an income tax surcharge of fully
25% plus an additional flat-rate tax. The fascist gov-
ernment openly discussed additional measures,
including a tax on married couples with few children,
annulment of marriages that were childless after 5
years, exclusion of unmarried and low-fertility
persons from attractive public sector employment, and
the appropriation of wealth left by persons with no
direct heirs or inherited by unmarried heirs (Quine,
1996, p. 41).

In his 1927 speech, Mussolini had forecast that
under the influence of fascist pronatalist policies, the
Italian population by 1950 would have increased from
about 40 million to 60 million. Yet it was not to be, and
by 1950 the population of Italy was still only 47 million
(United Nations, 2003). The war could not be blamed
for this failure as in 1938, in the build-up to World War
II, the regime acknowledged that its battle for births
had failed, and indeed that Italian fertility and 
marriage rates had continued to decline over the 
preceding decade.

c. Germany

But it was in Germany that the most aggressive, and
finally, the most disastrous political measures were
taken by the Nazis. As Paul Weindling comments
(1988, p. 111), these measures were derived partly from
the comparison made in 1921 by Oswald Spengler of
low fertility to a “racial senescence.” This idea which
was then adopted by the German doctor, statistician,
and demographer Richard Korherr in his study of the
German fertility decline, the 1928 edition of which was
honored with a preface by Benito Mussolini himself,
while the preface of the 1935 edition was written by
Heinrich Himmler (moreover, Richard Korherr later
became head of the SS Department of Statistics).

It is not possible to disassociate the Nazi regime’s
population policy from its racial policy, which was a
combination of three principal beliefs: the superiority
of the “Aryan” race, the primacy of the state’s interests
over those of the individual, and women’s main func-
tion being motherhood. These beliefs led to the three
most ferocious political campaigns of the Nazi 
government: the sterilization and extermination of
millions of “non-Aryans,” the promotion of popula-
tion growth among “racially pure” Aryans, and settle-
ment of the resulting increasing number of Aryans in
lands conquered by the German army or liberated
through ethnic cleansing.

It is undoubtedly the second of these three cam-
paigns, the promotion of growth among the racially
pure Aryan population, which should be discussed
here, even though the other two beliefs aimed at, and
produced, direct demographic consequences. From the
beginning of the Nazi regime, in 1933, interest-free
loans were given to young married couples on the con-
dition that they met the necessary racial conditions
(being Aryan) according to the criteria established.
These loans were also partly viewed as a means of cre-
ating employment for the millions of young unem-
ployed males, as another condition was that the
women showed proof of having been employed for at
least 6 months and that they undertook to stop
working once married. These loans were financed by
the creation of a tax on unmarried men and women
who earned a certain income, a “tax on single people,”
obviously copied from the Italian fascist legislation of
1926. The loans were provided for 8 years and the
repayment capital was reduced by 25% on the birth of
each child (McIntosh, 1983, p. 63).

The Nazi regime did not prohibit contraception or
induced abortion before 1941, possibly to enable the
eugenic use of these methods. However, from the very
beginning, the government considerably limited dis-
tribution and access to birth control methods by
closing all the family planning clinics and by prose-
cuting abortionists. The Nazis also harshly repressed
people who were guilty of Rassenschande (racial
shame), that is, sexual relations between Aryans and
non-Aryans. Even more severe punishment was
reserved for homosexuals, including among the Nazis
themselves.

At the same time, a vigorous ideological campaign
was undertaken in order to convince German women
of their duty to produce many German children. The
entire panoply of the formidable Nazi propaganda
machine was mobilized to convince German women
that motherhood was their sacred duty to the German
state and its people. Oddly enough, given its rhetoric
in support of the German family, the regime even
encouraged Aryan Germans to have illegitimate chil-
dren, provided that it was in the context of racially
pure sexual relations (Bleuel, 1973, p.148–179, quoted
by McIntosh, 1983, p. 62).

Did this policy have a major and durable influence
on German fertility? Measured by the total fertility
rate, fertility in Germany had, by the end of the 19th
century, declined far less than in neighboring countries
in Western Europe. Indeed, in France, the first country
to experience fertility decline, nationalists used the
high fertility rate in Germany as an explanatory factor
for the military disaster in 1870 against the Prussians
(Teitelbaum and Winter, 1985, p. 18–30). During the
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1920s, after the defeat of Germany in World War I,
German fertility fell to a level comparable with that
observed in France and elsewhere in Europe. The total
fertility rate (admittedly prone to significant variations
due to postponing or bringing forward the fulfilment
of desired fertility) fell in Germany to a level below the
replacement of cohorts during the mid-1920s, before
dropping to the historical low of 1.6 children per
woman in the same year as Adolf Hitler came to power
in 1933. Under the reign of the Nazis, the total fertility
rate in Germany increased over a few years to 2.4 in
1939 at the beginning of World War II, but fell to less
than 1.6 by the end of the war.

SUMMARY

Population policies, in the restricted sense of con-
scious actions by states to affect demographic trends,
occupy an important place in the history of the 19th
and 20th centuries. As the modern state evolved
during this period, two foci of population policy
emerged, relating first to military power of the state
relative to its neighbors or competitors, and second to
demographic trends internal to the state, relevant 
to perceived problems of poverty and population
“quality.”

Demographic components entered strongly into
19th-century debates about the sources of poverty 
and prosperity, especially in the passionate disputes
among Malthusians, neo-Malthusians, and Marxians.
Beginning around the 1870s, concerns began to emerge
(especially in France) about “strategic demography,”
that is, threats to the state resulting from fertility
decline. By the turn of the 20th century, parallel con-
cerns about perceived decline in population quality
appeared. Such concerns, perhaps exacerbated by the
mass slaughter of the “lost generation” during World
War I, attracted growing and broad-based enthusiasm
for the new “science” of genetics and race, among
intellectuals and politicians alike. During the 1920s,
such concerns came to be co-opted by political move-
ments of the right, including Social Darwinism.
During the 1930s, such ideas flowered in some coun-
tries, ultimately morphing into the murderous depre-
dations of the Nazi movement and its supporters
elsewhere. Meanwhile, during the same decade more
benign alarms spread about the by-then very low fer-
tility rates experienced during the Great Depression.

By the end of World War II, ideas about differential
“biological quality” on which Social Darwinism,
eugenics, and scientific racism were based had been
discredited by the Nazi genocides. Yet concerns per-
sisted about the implications of very low fertility, with

many governments adopting policies designed to
increase fertility, as well as supporting the creation of
demographic research efforts such as Institut national
d’études démographiques (INED) in France and the
Royal Commission on Population in the United
Kingdom.
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As expanded on in the preceding chapter, the
history of our societies shows that population policies,
which tend to influence the size, structure, or dynam-
ics of the population, even though they have not
always been explicitly presented or perceived as such,
are deeply rooted in the past. While being developed
they are based, consciously or not, on ideological, mil-
itary, or social grounds. Formerly, although it still
happens nowadays, such policies were based on
hypotheses or positions of superiority of one group
vis-à-vis another one. In any case, it must be empha-
sized that they are developed somewhat independ-
ently from the actual circumstances that prevail at the
time when they are adopted, and consequently from
the possibility of implementing them, an aspect which
is beyond the scope of this chapter.

Religion is an important source of inspiration for
population policies. Persecution has been perpetrated
in its name, sometimes leading to massive emigration
of minorities, the creation of new human settlements
in certain regions in the world, or even to the extermi-
nation of whole groups of the population. Religion has
also been an important source of legislation in terms
of private life regulation—marriage, family building,
and reproduction.

Military motivations, particularly in the past, have
been ground for nationalistic and imperialistic poli-
cies. The various motivations behind those two poli-
cies, that is, defense of the national territory for the
former and expansion of zones of influence for the
latter, have had the same effect: they tend to entail high
pressure on the population. In the past they were often

used as central themes in governmental policies and
action in the developed countries, and even nowadays,
they have provided motivation for the governments of
certain developing countries.

Moreover, ideological factors have influenced the
implementation of population policies—and still do.
The major migration flows related to ethnic and racial
discrimination provide recent examples of such a close
relationship between ideologies and populations.
Moreover, history is full of instances when abuse of
political power was used to alleviate inequality and
linguistic differences. The effects on population poli-
cies resulting from different schools of thought are
subtler: for example, nowadays, the idea of a station-
ary population or of zero growth has had significant
effect, both implicit and explicit, over population 
policies.

Most prominent among matters related to popula-
tion policies, are those relating to fertility and repro-
duction, particularly two specific models, family
policy and family planning. Family policy refers to a
set of measures, rules, and behaviors that regulate the
relations between governments and families, usually
so that families can expand. Family planning, though
not in opposition to family policy, is based first and
foremost on a view of quality of life in which health
and social conditions in human reproduction tend to
be emphasized; when it is of a stronger type, family
planning may include demographic objectives clearly
expressed in quantitative terms.

The real difficulty, in defining a population policy,
comes from the fact that most political actions eventu-
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ally have direct or indirect effects over the population.
Moreover, population policies cut across several
sectors, affecting as they do many different areas, or
interacting with them.

In fact, the following statement is quite right: 
“Population policy involves a good deal more than
making family planning centers available to the rural
poor. It also involves more than a recognition that
poverty is a root cause of high fertility rates” (Das-
gupta, 1995).

Actually, every nation will take political measures
that affect the population and the size of families.
However, it is sometimes useful to speak of population
policies only in those cases when governments make
explicit statements about those being their objectives.
In many countries, population or family policies are
only implicit within social policies and are not depend-
ent on the demographic situation.

Most countries have never had explicit and coherent policies
on population, although all aspects of demographic change
are affected by many government actions, usually taken for
other reasons. The range of policies affecting population char-
acteristics is so large that full consideration would include
virtually all aspects of social and economic policy. (Pressat,
1985, p. 177)

I. DEFINITIONS, OBJECTIVES, 
AND COMPONENTS OF 
POPULATION POLICIES

Population policies may have various, multiple
objectives—population size or more frequently,
growth pace, age structure, geographic distribution,
and so forth.

A policy can be considered an instrument for iden-
tifying the main objectives, combined with a specific
set of means to reach them. The success of a policy is
closely dependent on the capacity to relate objectives
to the means available. Population policies are sets of
various measures taken by a government with a view
to influencing the size, growth, structure, and spatial
distribution of the population.

Among other possible approaches to population
policies, two definitions seem of particular relevance:

1. Strictly speaking, a population policy is a
deliberate, purposeful policy aimed at influencing
the number of the population in a given country.
For example, a pronatalist policy will aim at
increasing the size of the population, whereas a
Malthusian, antinatalist policy would aim at
reducing the size of it, or at least at bringing
down the fertility rate and consequently the
growth pace.

2. Broadly speaking, a population policy is a set of
laws and other measures that directly or
indirectly, deliberately or unconsciously affect the
population, both in qualitative and quantitative
terms.

According to point 3.5 in the Programme of Action of
the International Conference on Population and Devel-
opment, which was held in Cairo in 1994:

At the international, regional, national and local levels, pop-
ulation issues should be integrated into the formulation,
implementation, monitoring and evaluation of all policies
and programmes relating to sustainable development.
Development strategies must realistically reflect the short-,
medium- and long-term implications of, and consequences
for, population dynamics as well as patterns of production
and consumption. (United Nations, 1995a, p. 14)

The characteristics of a population may be affected by
policies that are implemented in a wide variety of
sectors (health, housing, employment); consequently it
is important to draw a distinction between those poli-
cies that have an indirect (or implicit) demographic
effect and explicit ones that directly aim at (and were
designed with a view to) affecting the population. Pop-
ulation policies have widely differing origins and sub-
stantially different effects, depending on their targets
(housing policies, health policies, employment poli-
cies). A very good example is provided by policies
directly aimed at reducing child mortality and in the
area, significant success has been achieved within the
social and health policies adopted in the latter part of
the 20th century.

Mortality, fertility, and migration are the main com-
ponents of population policies and represent the three
facts that determine the quantitative evolution of the
population. Whereas mortality and fertility rates may
change in a gradual way, migration, both internal and
international, may cause sudden variations in the
structure of the population. Migration can be consid-
ered the most flexible of the three factors in imple-
menting population policies, though it may also have
negative effects over social stability when it is exceed-
ingly massive.

The main methods that can be used to change the
level of fertility rates include (a) measures relating to
women’s status; (b) systems on the protection of chil-
dren, youth, and high-risk groups; (c) education and
information; (d) strategies for an improvement of the
distribution of the population; and (d) family planning
and reproductive health services.

It is only recently that governments have started
explicitly considering population issues as a stake in
public policies, and in some countries there is still a
tendencyto view population policies solely in terms of
growth control.
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Most population policies are adopted at the national
level, although ongoing international debates on the
subject clearly have strong influence over the attitude
of national governments, particularly through the
major international conferences (we shall return to this
point at the end of the chapter, but the reader is also
referred to Chapter 120 of this volume for further
details on that point).

“An important first step in formulating population
policy is to identify population problems and policy
measures on the basis of population studies and
research” (United Nations, 1993, p. 204). As with many
other policies, implementing a population policy often
implies hazards and requires occasional adjustments.
A major factor is that population problems, cutting as
they do across national borders, from a local scale take
on an international one, which makes institutional
responses still more complex.

II. THE RELATIONSHIP BETWEEN
POPULATION POLICIES AND

POPULATION THEORIES

1. Different Types of Population Policies

Roughly speaking, there are two major groups of
population policies: the policies devised with a view
to limiting population growth, and those aimed at
encouraging growth or slowing down decrease. The
former are usually called “Malthusian.”

Population theories provide the basis for popula-
tion policies to be adopted. According to Christopher
Wilson and Roland Pressat (1985), “a population
policy requires a clear, explicit statement of aims and
a plan, backed by a theoretical framework, of how to
achieve these aims” (p. 177). Concern is often
expressed about governments interfering, through
population policies, in this type of sector which is so
intimately related to human private behavior. The
debate on how justified any intervention in that area
can be is a long-standing one. Among the wide variety
of answers from various authors, the following, by
Alfred Sauvy, seems to offer the most appropriate con-
clusion: “Interference exists anyway” (“L’intervention
existe en tout état de cause”) (Sauvy, 1966, Vol. 2, p.
371).

2. Policies Aimed at Limiting 
Population Growth

Those population policies that aim at addressing
issues related to size of the population deal with
growth rates rather than with the size itself.

In some cases, governments can implement antina-
talist policies by adopting measures to encourage con-
traception. Basic measures taken to control population
growth usually include supplying free contraceptives
and campaigning for contraception. However, other
initiatives, which vary from one cultural and religious
context to another, may also affect the growth of the
population. The most significant ones include rules on
legal minimum age at first marriage, and laws con-
cerning divorce or remarriage.

Governments’ attitude to migration may also 
affect the growth of the number of the population 
and even its composition. If the overall legal frame-
work is in favor of immigration, it may become a factor
in accelerating population growth. In many cases, as
in the United States or Canada, it may also delay 
the aging process, as a result of the specific contribu-
tion of young immigrants. On the contrary, those coun-
tries that allow large numbers of people to emigrate
may consider such strategies as a means to alleviate
demographic pressure. Permanent migration, which 
is now usually due to economic factors, still has 
significant demographic consequences. We return to
this subject in Chapter 110, which is on migration 
policies.

Women’s education has significant influence over
fertility, in that it entails such effects as postponing first
marriage, bringing the demand for children to lower
levels and increasing contraceptive use (United
Nations, 1995e). Any measure that encourages
women’s employment also has an indirect, though sig-
nificant effect over decline in fertility rates.

3. Policies Aimed at Increasing the 
Size of the Population (or Slowing 

Down Its Decline)

Policies aimed at increasing population size are
usually adopted by governments that are concerned
with the negative evolution of the population growth
rate (or even an actual decrease in the size of the pop-
ulation). Several methods and mechanisms (financial,
fiscal, social ones) can be used to implement such poli-
cies, while taking into consideration the various
factors that influence them (see Appendix 1).

Many different financial and fiscal means can play
a role in encouraging population growth—low inter-
est rate loans, benefits for young people and large fam-
ilies; benefits and assistance to working mothers (e.g.,
by allowing mothers to have paid leave), benefits for
families based on the number of their children; cutting
income taxes (in proportion with family size);
allowances for the birth of a child (with amounts
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increasing proportionately to the size of the family);
subsidizing day care and nursery schools.

Many social measures (concerning housing, schools,
health care, and employment) can also be taken with a
view to encouraging population growth—for example,
the creation of special conditions for young couples
renting or buying an apartment or house, access to
information on modern contraceptive methods, or
measures encouraging part-time employment.

Most of those measures or provisions are part of 
the so-called welfare state, which is currently 
being reappraised, and consequently should be reex-
amined in many developed countries, particularly in
Europe.

Letting immigrants in is another possible option
aimed at increasing the size of the population, though
the issue is now an extremely controversial one, par-
ticularly among developed countries.

The psychological environment may also play a
part in the success of population policies, particularly
when they are aimed at increasing the population.
Moreover, where raising children is concerned, the
parents’ expectations play an important part. In a
society in which employment is so uncertain and the
social cost of a child so high (in terms of education),
parents are psychologically deterred from increasing
the size of their family, even though their living stan-
dards may be quite acceptable.

In trying to stimulate birthrates, pronatalist policies
sometimes aim at countering certain negative effects of
population decline, particularly in relation to labor
supply, human capital, and cultural heritage.

The Soviet Union under Stalin (in the 1930s) pro-
vides one example of implementing a staunchly prona-
talist policy. Pursuant to the Marxist theory—which in
fact does not differ much from mercantilist views, at
least on this point—Stalin’s pronatalist policy was
based on the idea that population growth could be
viewed as a stimulus to economic progress. In recent
years, pronatalist policies have been implemented, to
varying degrees, not only in such countries as Taiwan,
South Korea, and Singapore (as will be expanded on
in Chapter 103), but also in some extremely poor
African countries.

4. The Adoption of Population 
Policies and Their Efficiency

An increasing number of countries are concerned
with their population growth rates, and adopting poli-
cies aimed at solving the problem; and in international
fora more and more developing countries have been
expressing their preoccupation with the consequences
of population growth (United Nations, 1996).

Though the proportion of countries that wish to
effect major changes about the pace of their population
growth has not much changed (Table 101–1), that of
those countries who deem their growth rate exceed-
ingly high has much declined: only 25% of the coun-
tries thought so at the beginning of this century, as
against 83% only five years before!

The perception of fertility levels is approximately
the same. The small proportion of countries that find
their level of fertility satisfactory has significantly
increased, rising from 11% to 18% in 25 years (Table
101–2). However, the proportion of countries who
deem their fertility rates too high has also sharply risen
to as much as 45% in 1996 (those countries represent
70% of the world population) (United Nations,
1997–2002). The evolution is clearly in close relation to
the fact that fertility is declining in developing coun-
tries just as a growing number of governments are
enforcing fertility regulation policies.

Health policies affect mortality and morbidity, and
in the last few decades a favorable evolution of those
two demographic variables has been observed. Life
expectancy has been increasing everywhere in the
world since World War II. However, few countries con-
sider that the mortality level is wholly satisfactory. A
survey by the United Nations on governments’ atti-
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TABLE 101–1 Governments’ Views on Their Population
Growth Rate (1976–2001): The Proportion of 

Countries (%)

Year Satisfactory Minor Major Total Number
change change of
desired desired countries

1976 23 45 32 100 150
1986 16 45 39 100 164
1996 15 44 41 100 193
2001 15 44 41 100 193

Source: United Nations, 2002.

TABLE 101–2 Governments’ Views on Fertility Levels
(1976–2001): The Proportion of Countries (%)

Year Satisfactory Minor Major Total Number
change change of
desired desired countries

1976 11 53 37 100 150
1986 13 46 41 100 164
1996 15 40 45 100 193
2001 18 38 44 100 193

Source: United Nations, 2002.



tudes toward mortality rates (United Nations, 1998)
has shown that in 1992, 67.4% of countries considered
their level of life expectancy as unacceptable. Most of
those countries were developing ones, and their life
expectancy levels are still quite far below those pre-
vailing in developed countries.

In the mid-1970s the vast majority of governments
(89%) considered that the spatial distribution of the
population was inadequate (Table 101–3); the policies
conducted in the last 25 years, however, have reduced
such dissatisfaction, as the proportion of countries that
wish to encourage further evolution in the area has
gone down to 66%. Moreover, the majority of the prob-
lems that governments have had to face resulted from
difficulties in dealing with urbanization, and the poli-
cies aimed at slowing down the growth of large cities
have generally proved ineffective. Above all, it has
been admitted that “the major urbanization problems
of developing countries have little to do with the
absolute size of the individual cities, but result from
the failure to manage rapid urban population growth”
(United Nations, 1993, p. 38).

The significance of censuses and surveys in formu-
lating coherent population policies will depend on how
often they are conducted (10-year intervals between
censuses cause serious problems), and how compara-
ble and analyzable they are. Another crucial element,
particularly for developing countries, is the govern-
ments’ level of commitment to population policy, as
reflected in the way they develop national plans.

Two important aspects should be briefly mentioned:
the relationship between population and development
policies on the one hand, and population policies and
environment on the other hand.

Development and environment are taking an
increasingly important part in developing and formu-
lating population policies. The relationship between
population policies and environment has also been
included in point 3.27 in the Programme of Action

adopted at the International Conference on Population
and Development in Cairo in 1994: “Implementation
of effective population policies in the context of sus-
tainable development, including reproductive health
and family planning programs, require new forms of
participation by various actors at all levels in 
the policy-making process” (United Nations, 1995a, 
p. 19–20). Unfortunately, the 2002 Johannesburg 
Conference failed to mention population issues in any
explicit way.

The relationships between population and develop-
ment are ambiguous. They depend on the social
system, which may motivate individual, family, and
social group strategies in various ways. At national
level, development may have little influence over pop-
ulation growth in the short term. At lower levels, even
over short periods of time, development plans that
affect job creation may have strong influence on the
evolution of the population through migration (United
Nations, 1993, p. 6).

Another aspect of population policies currently
under discussion is how they relate to local authori-
ties. Many decisions relating to population issues
depend on the local context (at the village, town, or
region level) and, due to subsidiarity, efficiency
requires a degree of decentralization in implementing
them. The parties involved, the methods, and the areas
of intervention of population policies clearly vary
according to which levels are concerned. At the world
and major regional levels, the United Nations and the
cooperating institutions of the major zones (based on
common geopolitical interests) are concerned with the
large international migratory movements as well as
the impact of conflicts and major shortages. At intra-
national levels, local authorities (from communes to
federated States) and certain private institutions (e.g.,
large corporations) take an interest in those decisions
that may have repercussions on the future of their pop-
ulations (or workers, or customers). However, this
chapter is focused on the national level, and we con-
sequently deal mostly with governments’ population
policies, though it should be kept in mind that the
most appropriate solutions to the problems and con-
flicts of interests caused by demographic evolution are
not always to be found at the State level only, particu-
larly where migration is concerned. The success of
population policies implies political commitment, at
local, national, and international levels.

5. Examples from Some 
Developing Countries

During the past two decades, the Governments of many
developing countries have recognized the importance of for-
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TABLE 101–3 Governments’ View on the Adequacy of
the Geographic Distribution of the Population
(1976–2001): The Proportions of Countries (%)

Year Satisfactory Minor Major Total Number
change change of
desired desired countries

1976 11 37 52 100 150
1986 11 43 46 100 164
1996 29 30 42 100 192
2001 34 27 39 100 193

Source: United Nations, 2002.



mulating and implementing comprehensive national 
population policies. Many countries, however, do not 
have effective national population policies, while others 
have formulated policies that are not broad-based, compre-
hensive, integrated, multisectoral and adaptable to their
socio-economic needs. Furthermore, although some countries
have officially enunciated a population policy, it is not
strongly supported by policy makers, planners, government
officials and/or the general public. Other policies have 
not succeeded because they are not backed by proper legis-
lation, plans of action, institutional arrangements and 
effective programmes and projects. (United Nations, 1993, p.
203)

In developing countries that are experiencing 
economic difficulties serious enough to affect the
development process, it is particularly difficult to for-
mulate any development program. For example, the
implementation of authoritarian family planning
methods in India only yielded rather uncertain results
from a demographic point of view (see Chapter 113,
which is on India). Likewise, in neighboring China,
imposing family planning as a basic national policy
required strenuous efforts, before the “one couple, one
child” principle was eventually enforced in 1979 (see
Chapter 112).

Despite the ethical and political reservations that
necessarily come up concerning some of the measures
that were taken, it must be admitted that China’s pop-
ulation policy has been more efficient than India’s, at
least once it is acknowledged that the mortality and
fertility transition in the former, which occurred much
faster than in the latter, was a result of its population
policy. However, such success perhaps was due to the
economic, social, and cultural environment, rather
than the population policy, strictly speaking. The
example of India (particularly as far as certain States,
such as Kerala, are concerned), as well as that of China,
shows that the effects of population policies are all the
greater as they are backed with such balanced eco-
nomic growth as equitably benefits the different social
classes. If the evidence of economic and social devel-
opment is to be accepted as a prerequisite for an effi-
cient population policy, then anti-Malthusian positions
are eventually challenged. The evolution has been very
clear in many countries, and still more so at the level
of international relations (as is discussed in Chapter
103 of this volume).

Actually, except for China, very few governments
have adopted coercive fertility policies, whether for
ethical reasons or for the sake of efficiency. Most have
chosen the opposite method, based on incitement and
persuasion. In the latter part of this section are impor-
tant illustrations of this, through various country case
studies (Chapters 112–119).

6. Concerning Developed Countries

Two different concerns have characterized popula-
tion policies in developed countries in the last few
decades: foreign immigration and fertility decline,
both of which have direct consequences over popula-
tion aging. Consequently, most population policies
explicitly adopted in those countries focus on those
two aspects.

The case of France (which is discussed at length in
Chapter 119) provides a good example of a country
that implemented a pronatalist policy. To various
degrees, other countries, such as Belgium, Luxemburg,
Germany, and the Netherlands, also have chosen to
enforce the same policy. Roland Pressat (1991) has very
aptly summarized the situation of France:

The French family policy is still currently broadly inspired
from the principles contained in the Family Code, though a
very large number of amendments and additions have been
made to the earliest provisions established during the war. At
the heart of the system lies the principle of various benefits
paid in cash—prenatal or maternity benefits, family
allowances from the birth of the second child on. . . . (p. 34)1

In the past the debate on population policies often took
an ideological turn, between Malthusian and anti-
Malthusian proponents. Only in recent times have the
United Nations conferences on population (in 1984
and 1994) eventually achieved international consensus
on the fact that population policies (or social policies
that affect population dynamics) form a decisive part
of development policies.

III. THE ROLE OF INTERNATIONAL
ORGANIZATIONS AND AID IN

PROMOTING POPULATION POLICIES

Though we shall not anticipate Chapter 120, in
which the action of the international community is
expanded on at length, this introductory chapter on
population policies just cannot be concluded without
mentioning, if only briefly, the part played by interna-
tional organizations in that area.

The most comprehensive analysis of population
policies at the world level was conducted by the
United Nations (1996, 2002), which tried to summarize
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1 La politique familiale française s’inspire encore actuellement
dans les grandes lignes des principes contenus dans le code de la
famille et cela après les très nombreuses retouches et compléments
apportés aux premières dispositions prises pendant la guerre. Le
principe de l’octroi de diverses prestations en espèces est au coeur
du dispositif: allocations prénatales, de maternité, allocations famil-
iales à partir du 2e enfant. . . .



every government’s perceptions of and every
country’s approaches to population policies. Every
general policy is described in its institutional frame-
work. Furthermore, demographic evolution, the size
and age structure of the population, mortality and
morbidity, family and fertility, international migration
and spatial distribution, urbanization, and women’s
status are briefly described. That comprehensive
survey, published in three volumes, makes it possible
to compare the direct measures adopted by the differ-
ent countries, and through which they implement their
population policies.

Considering the nature and contents of population
policies, as could be expected, many international
organizations (particularly those of the United Nations
system) are stakeholders in those issues. Most promi-
nent is the UN Secretariat, through the Population
Division of the Department for Economic and Social
Information and Policy Analysis (DESIPA) in New
York, while the United Nations Population Fund
(UNFPA), whose headquarters are also in New York,
is the most substantial source of aid funding for pop-
ulation-related matters. The United Nations Develop-
ment Programme (UNDP) in New York offers a large
number of aid programs to developing countries.
Among the specialized agencies, the World Health
Organization (WHO), the International Labour Orga-
nization (ILO) and the International Organization for
Migration (IOM), all three of which are based in
Geneva, and the Food and Agriculture Organization
(FAO), whose headquarters are in Rome, have paid
particular attention to the issue of population policies.
The World Bank also plays an important financial role
in population and development policies. “An increas-
ing number of countries actively seek to work with the
Bank on population policies—and borrow from it as
well” (World Bank, 1994). At the regional level, the
Council of Europe, based in Strasbourg, France, must
be mentioned, as well as Eurostat for the production
and dissemination of demographic data.

Many non-governmental organizations (NGOs)
have played a vital role in population and develop-
ment policies. They were pioneering in that area at a
time when governments, restrained as they were by
political, ideological, or bureaucratic considerations,
were not in a position, or were unwilling, to take action
(Sadik, 1991, p. 245). They played a crucial role in
many countries in the implementation of aid pro-
grams. Organizations such as the International
Planned Parenthood Federation (IPPF), the Population
Council, the Pathfinder Fund, and the Rockefeller
Foundation have been using extensive networks to
disseminate their ideas and programs; on the other

hand, religious organizations have had significant
influence on population policies (or decisions) in many
countries, and not only those where religion is a State
institution. Religious organizations, to various
degrees, are actively in favor of population growth.

The specific international conferences of the United
Nations that have been held every 10 years since 1974
have also drawn the attention of governments to pop-
ulation policy issues; in fact, it was only after the 1970s
that these issues were first recognized as essential in
the development process. During the first conference,
which was held in Bucharest in 1974, the first Popula-
tion World Action Plan was adopted, and a relation-
ship between population and development was thus
officially recognized for the first time. During the
Mexico City Conference in 1984, the Action Plan was
amended so that the demographic evolution that had
occurred since 1974 could be taken into account. The
most important point included in the recommenda-
tions was on the development of population policy
objectives. The 1994 Cairo Conference was titled
“International Conference on Population and Devel-
opment” (whereas for the first two conferences the
word development was not mentioned in the official
title, which included only the word population). For the
first time the issue of population was viewed as part
of the larger development issue (Najam, 1996), and the
Conference adopted an Action Plan covering the next
20 years. The idea of one more conference on popula-
tion in 2004 was rejected by the relevant authorities in
the United Nations system.

Acknowledgment

This chapter was translated from the French by Mireille
Rabenoro.

References

Cagiano De azevedo Raimondo, 1991. Osservazioni sulle politiche
di popolazione, Affari Sociali Internazionali, vol. 19(2), p. 5–30.
(Franco Angeli, Milano).

Dasgupta Partha, 1995. The population problem: theory and 
evidence, Journal of Economic Literature, vol. 33(4), p. 1879–
1902.

Najam Adil, 1996. A developing countries’ perspective on popula-
tion, environment and development, Population Research and
Policy Review, vol. 15(1), p. 1–19.

Pressat Roland, 1979. Dictionnaire de démographie. Paris, PUF, 295 p.
Pressat Roland, 1985. The dictionary of demography. Translated and

edited by Christopher Wilson. Oxford and New York, Blackwell
Reference, 243 p.

Pressat Roland, 1991. La population de la France jusqu’à la deux-
ième guerre mondiale, in: Alain Blum and Jean-Louis Rallu
(eds.), European Population. I. Country analysis, p. 19–39. Paris and
Montrouge, INED, John Libbey Eurotext Ltd., 450 p.

Chapter 101/Introduction to Population Policies 89



Sadik Nafis (ed.), 1991. Population policies and programmes—Lessons
learned from two decades of experience. New York and London, New
York University Press, 464 p.

Sauvy Alfred, 1966. Théorie générale de la population, 2 vol., 3rd ed.
Paris, PUF, 373 p. and 403 p.

United Nations, 1986–1993. Population growth and policies in 
mega cities. New York, United Nations, Department for Economic
and Social Information and Policy Analysis, 12 booklets (A set 
of studies on Cairo, Calcutta, Manila, Bombay, New Delhi,
Dhaka, Bangkok, Madras, Karachi, Jakarta, Mexico City and Sao
Paulo).

United Nations, 1987, 1989, 1990. World population policies. New
York, United Nations, Department for Economic and Social
Information and Policy Analysis, Population Division, 3 vol. Vol.
I: From Afghanistan to France, 247 p., Vol. II: From Gabon to Norway,
254 p., Vol. III: From Oman to Zimbabwe, 264 p. (Population Studies
n° 102, ST/ESA/SER.A/102).

United Nations, 1993. Population policies and programmes. Proceed-
ings of the United Nations Expert Group Meeting on Population Poli-
cies and Programmes. Cairo, Egypt, 12–16 April 1992. New York,
United Nations, Department for Economic and Social Informa-
tion and Policy Analysis, Population Division, 268 p.

United Nations, 1994. Programme of action of the conference, a note
from the Secretariat. New York, United Nations, 85 p. (Draft pro-
gramme of action of the International Conference on Population
and Development).

United Nations, 1994. Programme of action of the United Nations
International Conference on Population and Development. New York,
United Nations, 100 p. (Cairo).

United Nations, 1995a. Population and development. Vol.1, Pro-
gramme of action adopted at the International Conference on Popula-
tion and Development, Cairo, 5–13 September 1994. New York,

90 Baldi and Cagiano de Azevedo

APPENDIX 101–1 Table of Factors, by Sector, that 
Influence Population Policies

Agriculture Soil preservation and land tenure

National defense Recruitment and distribution of troops

Economic policy Natural resources conservation, full employment, investment adequacy, land development and 
management

Education School age limits, reduction of obstacles to girls’ education

Finance Fiscal systems (in particular, tax deductions for families), direct and indirect taxes, local taxes, 
access to credit and income opportunities, particularly for women

Industry and commerce Concentration of companies, decentralization of industrial zones

Home affairs Population census, registry offices, policies concerning abortion

Justice Legislation on marriage and divorce

Housing and town planning Building low-rent blocks of flats, distribution of flats, rent regulations and town planning 
management

Public health and population Health policies (particularly directed at mothers and children), immigration, naturalization, 
abortion, contraception, population policy coordination

Employment Full employment, welfare system, women’s working conditions, pension systems, immigration, 
training programmes

Public works and telecommunications Fares for transport and communications public services (trains, postal services), infrastructure

Civil service Staff recruitment and distribution

Source: Adapted from an original table by Alfred Sauvy (1966).

United Nations, Department for Economic and Social Informa-
tion Policy Analysis, Population Division, 100 p.

United Nations, 1995b. Population consensus at Cairo, Mexico City
and Bucharest—An analytical comparison. New York, United
Nations, Department for Economic and Social Information and
Policy Analysis, Population Division, 166 p.

United Nations, 1995c. Report of the World Summit for Social Devel-
opment, Copenhagen, 6–12 March 1995. New York, United Nations,
154 p. (Document A/Conf.166/9).

United Nations, 1995d. Report on the International Conference on Pop-
ulation and Development, Cairo, 5–13 September 1994. New York,
United Nations, Department for Economic and Social Informa-
tion and Policy Analysis, Population Division, 193 p. (Document
A/CONF.171/13/Rev.1).

United Nations, 1995e. Women’s education and fertility behaviour:
recent evidence from the Demographic and Health Surveys. New York,
United Nations, Department for Economic and Social Informa-
tion and Policy Analysis, Population Division, 113 p. (Document
ST/ESA/SER.R/137).

United Nations, 1996. Global population policy, Database 1995. New
York, United Nations, Department for Economic and Social
Information and Policy Analysis, Population Division, 214 p.

United Nations, 1997–2002. World population monitoring. New York,
Commission on Population and Development and Population
Division.

United Nations, 1998. World population monitoring, 1997. New York,
United Nations, Population Division, 204 p.

United Nations, 2002. National population policies 2001. New York,
United Nations, Population Division, 427 p.

World Bank, 1994. Population and development: implications for the
World Bank. Washington, World Bank, 134 p. (Development in
Practice).



Chapter 101/Introduction to Population Policies 91

APPENDIX 101–2 The Sequence of Activities in Population 
Policy Planning
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• Census

• Surveys

• Registry offices

Dissemination

Formulation
of policies

Planning
of measures

Implementation
and

evaluation

the results of which will affect a 
new cycle of data collection, 
research and priority analysis

Policy analysis

• Causes and consequences 
of demographic growth, 
structures and
distribution

• Causes and consequences 
of fertility

• Causes and consequences 
of mortality

• Integration of 
demographic variables 
into development plans

• Impact of
development variables
on demographic 
variables and vice versa

• Government’s perceptions 
of population issues

ResearchDemographic
data collection

Using the 
data

• Creation of
computerized files

• Tabulation

• Publication
of tables

Source: Nafis Sadik (1991, p. 4).
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II

FROM FERTILITY CONTROL TO
FERTILITY SUPPORT

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Paul Demeny pointed out in Chapter 98 that two big developments converged to
focus population policy thinking on population growth issues in the aftermath of World
War II. In the northern sphere, the baby boom temporarily masked fundamental ques-
tions already being asked in some countries, especially France, about what happens
after demographic transition. But, in the wider world more especially, the onset of very
rapid transition in Third World countries propelled the problem of rapid population
growth to the top of the agenda, as spreading health improvements in these countries
led to a faster rate of mortality decline than ever observed in any developed country,
and a subsequent population explosion. The focus of concern then turned to excess fer-
tility, to the point where northern public opinion was apt to accuse the South of en-
dangering planetary equilibriums through unrestrained reproduction. This was in clear
disregard of the fact that developing countries, like northern ones historically, needed
time to add the new concept of fertility control to their very recent health improve-
ments. Even so, this context focused population policy on fertility control, if not basic
family planning.

This volume on population thought and policies plainly had to break away from this
narrow and skewed approach; hence the historical chapter (Chapter 100) reviewing
developments in population policies before 1940, placed at the end of Part I. More espe-
cially, however, in the belief that fertility is anything but the one issue of a population
policy, Parts III and IV also separately address the other spheres that population poli-
cies cut across: health, migration, and age structures. But, because their dominance of
the agenda in recent decades has tended to overshadow the fact that demography is
not synonymous with fertility, this part (Part II) first addresses policies that deal with
fertility and the family.



Until recently, the issue has been essentially very different in the developing and
developed countries. Over the past half-century, the (presumptively excess) fertility of
developing countries is what has exercised the international community, whereas low
developed country fertility has, in most cases, only become a much more recent gov-
ernment concern. In fact, there are two different issues here, which are addressed sep-
arately: the developing countries are addressed in Chapters 102 and 103, and the
developed countries in Chapters 104 and 105.

In Chapter 102, Thérèse Locoh and Céline Vandermersch give a wide-ranging review
of fertility control policies implemented in Third World countries. It is an issue that has
long been the focus of more ideological than scientific debate, but has ultimately been
universally acknowledged as essential to economic and social development, notwith-
standing that, at the same time, birth-control policies proper have had less real impact
where not closely connected with social and cultural improvements in society in par-
ticular. But with or without policies, the second phase of demographic transition—fer-
tility decline—is now everywhere under way, and well advanced in many countries. In
some, it has even exceeded policy aims of replacement-level fertility. Some countries
that were still only recently grappling with too-rapid population growth are now con-
cerned at the prospect of population loss, and some have already made policy U-turns.
This is the issue addressed briefly by Magali Barbieri in Chapter 103.

It is an issue that has long bedeviled many European countries, some of whom have
long-standing fertility-support measures in place. Two questions remain open to
debate, however: whether to let matters take their course, or try and curb the fall, or
even reverse the trend, to restore a replacement capacity that has been largely eroded
by current developments? Gustavo de Santis charts the history of fertility-support poli-
cies in the industrialized countries in Chapter 104. The other question is whether it is
possible to pursue really effective policies that also respect fundamental human rights?
A meticulous demographic analysis by the late, lamented Gérard Calot of the results
of pronatalist policies in some countries where they were most openly pursued
addresses this issue in Chapter 105.
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The fertility decline that has occurred in the major-
ity of developing countries is indisputably one of the
major events of the last 50 years (see Chapter 69, Vol.
III). Concern regarding the rapid growth of world pop-
ulation began at the end of World War II. The devel-
oped countries were especially worried by the
deceleration in their growth and had, up to that point,
shown little interest in the developing countries which,
at that time, constituted two-thirds of the world pop-
ulation and were not yet known as the Third World.
From the 1960s, population forecasts established by
the United Nations’ Population Division have shown
the growth potential of all the underprivileged coun-
tries of the planet, and over the last half-century world
population has increased at the unprecedented rate of
nearly 2% per year (see Chap. 77, Vol. III). Neverthe-
less, the increased control of fertility currently wit-
nessed everywhere is occurring at different rates, and
present situations are extremely diverse (see Chap. 69
and 71, Vol. III). At the beginning of the 21st century,
the annual population growth of Third World coun-
tries is still, on average, 1.5% and as high as 3% per
year in some of them. On a map of the world, Africa
clearly appears as the last continent with high fertility
(see Figure 69–9 of Chap. 69, Vol. III). Overall, Asia and
Latin America have fertility levels that are significantly
lower. There is no longer a uniform Third World with
high fertility that can be compared to a developed
world that has completed its demographic transition;
we now have Third Worlds. Some countries have fer-
tility levels that are comparable with those of the old

European and North American countries; others,
mainly in Africa, continue to value large families and
still have relatively stable fertility levels.

This evolution, which we will discuss briefly in the
first section of this chapter, is largely a result of general
development policies that caused a decline in mortal-
ity, mainly in child mortality; an increase in education
levels, particularly those of women; and an improve-
ment in health and social infrastructures; but it is also
the result of policies and programs created to reorient
the fertility levels that we will discuss in this chapter.

In the second section, we will trace the evolution of
fertility policies and the central role played by the
United Nations which, during the four large confer-
ences on world population, made an essential contri-
bution in raising awareness of the population dynamic
of developing countries, in developing theoretical
knowledge on the factors that determined it, and 
in implementing national and international birth
control policies and programs. We will then demon-
strate how governmental opinions regarding policies
on fertility control have developed. In the third section,
we will discuss the means by which numerous coun-
tries implemented fertility control policies, in the fore-
front of which is the spread of contraceptive methods
within family planning programs. In the fourth
section, we will analyze the evolution of contraceptive
practices in the three continents of the Third World,
using a few countries as examples. In conclusion, we
will mention some of the emerging issues regarding
fertility control policies, for the governments of Third
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World countries as well as for the whole international
community.

I. SINCE 1950 FERTILITY HAS
DECREASED BY HALF IN THIRD

WORLD COUNTRIES

In 1950, the total fertility rate (TFR) was a world
average of 5 children per woman. In 2002, it was only
2.8. The average completed fertility of women has
therefore more or less been halved in 50 years, mainly
due to the decline that has occurred in Third World
countries (Table 102–1) where the total fertility rate has
decreased from 6.2 to 3.1 (United Nations, 2002c). This
is an extraordinary change that presupposes consider-
able changes in family dynamics and individual
behavior in these societies. Figure 102–1 clearly illus-
trates the scale of the trend in the 1950–2000 period.
Admittedly, sub-Saharan Africa and some Middle
Eastern countries have so far resisted the general
decline, but their fertility transition also began a few
years ago (Locoh and Hertrich, 1994). East Asia and
Latin America are the two developing regions for
which the changes in fertility have occurred most
rapidly.

Figure 102–1 summarizes the 50 years of change
(see also Appendix Table 102–1). There are consider-
able differences between continents, and between sub-
regions within the continents. But what is particularly
striking is the similarity of the levels at the beginning
of the period, between the different regions of the
developing world (all with a TFR of between 5.5 and

6.5 children per woman), and the divergence in their
current situations which have led to a TFR of 1.8 in
China to 5.6 on average for the sub-Saharan African
countries as a whole.

In Latin America, temperate South America
(Argentina, Chile, Uruguay) has been characterized by
relatively low fertility (3.5 children per woman) since
the 1960s. But Central America and tropical South
America at that time still had a rate of over 6 children
per woman. Mexico only began its rapid fertility tran-
sition in 1970. The Caribbean began its transition 
with 5 children per woman. Fifty years later, in a 
rapid movement, the differences had diminished and
in 2002 the total fertility rate remained at 3 children 
per woman only in Central America (United Nations,
2003a). Thus, significant gaps remain between 
the countries of the Latin American subcontinent.
Guatemala, Honduras, Haiti, Bolivia, and Paraguay
have rates of over 4 children, while Cuba, Trinidad and
Tobago, and other small states of the West Indies have
rates below 1.8 children per woman, which places
them with the countries that are at the end of their 
fertility transition (United Nations, 2003b).

The changes were even more rapid in Asia, where
the average rate was of 2.6 children per woman in
2002. The country that first springs to mind is the
immense country of China which, following an initial
unsuccessful attempt to introduce family planning
(during the 1960s, see below), implemented a dracon-
ian program of birth limitation in 1970. This country,
or rather this subcontinent, has succeeded in decreas-
ing its fertility from more than 6 children per woman
to fewer than two 2 between 1965 and 2000 (1.7 chil-
dren in 2002). Other countries in East Asia also have
experienced similarly spectacular changes. This is the
case of Taiwan and South Korea (TFR of 1.3 according
to the most recent estimate). Fertility levels had
already started to decelerate in Hong Kong in the
1950s. The current fertility level is the outcome of a
spectacular decline (1.2 in 2000).
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FIGURE 102–1 Total fertility rate, regions of the developing
countries, 1950–2005. (Source: United Nations, 2003a.)

TABLE 102–1 Trend in Total Fertility Rate 
(Number of Children per Woman)

Region 1950– 1960– 1970– 1980– 1990– 1995–
1955 1965 1975 1985 1995 2000

World 5.0 5.0 4.5 3.6 3.0 2.8
Developed 2.8 2.7 2.1 1.9 1.7 1.6

countries
Developing 6.2 6.0 5.4 4.1 3.4 3.1

countries

Source: United Nations, 2003a.



Generally, Southeast Asia is also following the same
process if we disregard disaster-stricken countries
such as Cambodia (TFR of 4 according to 2002 esti-
mates), or very isolated countries such as Laos (TFR 
of 4.9 in 2002). Vietnam (TFR of 2.3 in 2002) is very
advanced on the path to fertility control, as the
example of its great Chinese neighbor was quickly fol-
lowed in North Vietnam with the adoption of public
health and family planning programs, extended since
1973 to South Vietnam.

In South Central Asia, that is, the Indian subconti-
nent, the fertility decline has been slower and there are
numerous disparities, including between the Indian
States. This country, which like China is a subcontinent
in itself, is a mosaic of people and cultures, and the dif-
ferences in fertility levels reflect this. The northern
Muslim states still have fertility levels of 4 children per
woman, while the state of Kerala, where the income
level is more or less comparable, has a total fertility
rate below 2 children per woman (IIPS and ORC
Macro, 2000). In the region, Sri Lanka has been a front-
runner, with a sustained practice of family planning
since the 1970s. Fertility, which has decreased regu-
larly, was only 2 children per woman in 2000 (United
Nations, 2003b). Another spectacular example is that
of Bangladesh, a country that the media periodically
projects as one of the poorest countries in the world;
there the total fertility level declined from 6.4 children
per woman in 1970 to 3.6 according to the most recent
estimates (United Nations, 2003a). This is an example
that contradicts the idea that only an improvement in
economic conditions can lead to a deceleration in fer-
tility (Adnan, 2002).

In Western Asia, changes in fertility have been
slower, decreasing nevertheless from 6.4 children in
1950–1955 to 3.8 children according to a 2002 estimate
made by the United Nations. Several countries
(Cyprus, Israel, Turkey, Lebanon) now have fertility
levels below 3 children per woman, while Yemen, Iraq,
and the Palestinian territories remain, for diverse his-
torical reasons, countries with high fertility (5.5 chil-
dren and more in 2002). The former Soviet republics
that belong to this geographic zone (Armenia, 
Azerbaijan, Georgia) have particularly low levels of
fertility, under 2 children per woman. Iran, with a 
very rapid decline (from 6.5 children in 1980–1985 to
2.5 in 2002) contradicts another generally accepted
idea according to which the Islamic religion is a sys-
tematic obstacle to fertility reduction. (Tunisia and the
other North African countries also contradict it.)

Africa remains the continent with the highest fertil-
ity levels. Since the 1980s the first fertility declines
have been observed in some sub-Saharan African
countries and in all the North African countries. The

continent is no longer as homogeneous as it was in the
past, in terms of fertility levels. West Africa (the Sahel,
the countries on the coast of the Gulf of Benin, includ-
ing Nigeria, the most populous African country with
its 115 to 135 million inhabitants) and East Africa (the
Great Lakes, Tanzania, Zambia) are the two regions
where fertility remains high (on average around 5.5
children per woman) despite the first signs of decline
which have been observed, particularly in Kenya (see
below). Southern Africa (South Africa and neighboring
countries) is resolutely committed to fertility decline.
It has decreased from 5.7 children on average in
1950–1960 to 3.3 children in 2000. Central Africa is a
paradoxical case, where fertility has traditionally been
lower than in the other African regions. It experienced
a slight increase in the 1950–1990 period. This increase
has been attributed to the improvement in health
systems, which has resulted in a decrease in the 
incidence of sterilizing diseases that were widespread
in some provinces of these countries. Finally, North
Africa, which was still more fertile than the rest of
Africa around 1950 (more than 7 children per woman
on average), now has fertility levels close to 2 children
per woman. Fertility in Tunisia has experienced a sus-
tained decline since 1966 when it opened the door to
modernity; Tunisia’s success has been ensured by
social development programs associated with one of
the Third World’s first family planning programs
(around 1965). The other two North African countries,
in very different political situations, are in the process
of catching up with Tunisia.

The fact that nearly all of the African countries are
currently involved in this process of fertility decline,
even though some of them have made much more
progress than others, confirms the universality of the
second phase of the demographic transition, that is,
fertility decline, which generally responds to the mor-
tality decline that occurred during the first phase (see
Chap. 68 and 69, Vol. III).

This decline in fertility in the regions of the world
where, up until the beginning of the 1950s, large fam-
ilies were the rule, is revealing of the social and eco-
nomic progress that has occurred since World War II.
It is no surprise that, with a few exceptions,1 the
poorest countries are the last in this process.

Societies have slowly accumulated fertility control
knowledge and practices. But the effective techniques
that are now available, even in the poorest countries,
were not at our disposal before the second half of the
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1 The oil-producing countries of the Persian Gulf (Saudi Arabia,
Iraq, Kuwait, Oman), which are among the countries with the
highest gross national product (GNP), are also countries with high
fertility.



20th century. And since the 1950s the international
community, expressing itself through large confer-
ences organized by the United Nations and its agen-
cies, has seized the issue of fertility control and has
progressively included it in its programs and policies.

II. THE ELABORATION OF FERTILITY
CONTROL POLICIES

After a brief reminder of the emergence of policies
for controlling fertility, we will discuss the key role
played by international organizations in their devel-
opment, the arguments in their favor, and the evolu-
tion in governmental attitudes.

1. The Emergence of Fertility 
Control Policies

a. From Ancient Practices . . .

While the populations of developing countries have
always been concerned with controlling their fertility,
up until the 20th century it was most frequently 
in order to guarantee their survival and if possible
their growth, in very unfavorable conditions of high
mortality and all kinds of hazards (e.g., climatic
events, epidemics, raids, or wars) that affected them.
On the whole, high fertility was preferred to ensure the
renewal of clans, lineages, and family groups that
shared common objectives. As formerly in the coun-
tries of the North, before the initial progress made on
mortality, families and couples were generally con-
cerned more with having a sufficiently large family
than with limiting it.

Historians of ancient populations have testified to
concerns regarding birth limitation in some societies,
well before modern times. Infanticide, the exposure of
newborns, and induced abortion have existed in many
societies of the North and the South as a means of avoid-
ing imbalances between the production of food and the
number of mouths to feed. In China, for example,
studies carried out on fertility within marriage tend to
prove that fertility was, during the pretransitional
period, lower than it was in Europe, and we have proof
of the existence of birth limitation practices, induced
abortions, and the use of various substances for avoid-
ing pregnancies (Zhao, 2002; Campbell, 2002).2

These studies support the hypothesis that birth lim-
itation measures were present, at least in some circles,
in pretransitional populations. Withdrawal was also a
method used within all societies and was practiced by
couples well before any family planning program. The
same is true for induced abortion, mostly illegal. In
many societies couples practiced and still practice in
some countries, particularly in sub-Saharan Africa
(Page and Lesthaeghe, 1981), postpartum abstinence of
varying duration, intended to ensure a greater likeli-
hood of survival for the child already born by arrang-
ing a sufficiently long interval between two births.
This was a clear expression of the desire to control 
fertility, well before modern birth control methods
became accessible.

But in many Third World countries, as was the case
in developed countries, the main lever for intervening
in reproduction was without contest, until the 1960s,
social control on the formation of first union by young
adults. In some countries, for example in North Africa,
the recent decline in first union formation is a major
factor in the fertility decline (Ouadah-Bedidi and
Vallin, 2000), as the early marriage of women in pre-
vious decades was an essential element in the very
large families observed there.

b. . . . to the First Fertility Reduction Programs

The conjunction of the discovery of effective con-
traceptive methods and the special attention given by
the international community from the 1960s onward to
the speed of population growth, rapidly encouraged
some Third World countries to create or simply
support programs for encouraging fertility reduction3

and family planning. From this period onward, some
large countries announced objectives for fertility
reduction. From the beginning of the 1950s, India, with
the assistance of international experts, adopted the
first large-scale family planning program in the Third
World (in 1952). Fertility reduction was its main objec-
tive (see below, Chap. 113). China, following an initial
inconclusive family planning program (1956–1962)
committed itself at the beginning of the 1970s to a very
coercive program for controlling sexuality and fertility,
under the rule of Zhou en Lai, to limit population
growth as quickly as possible (Attané, 2002). Political
control and police control of the Chinese population
was consequently used to achieve this national 
objective (see Chap. 112).
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2 “China has a long history of using medical substances and
other measures to induce abortion and to prevent pregnancy.
Potions were used to cause abortion 2000 years ago. Medical sub-
stances and prescriptions that were believed to prevent or terminate
pregnancy or cause sterilization were detailed in many medical writ-
ings published during the last two millennia” (Zhao, 2002, p. 756).

3 At least initially because recently, certain countries of the South
have been showing concern at the excessive decline in fertility and
have opted for policies to increase fertility (see Table 102–2). The
question is reviewed in more detail in Chapter 103.



In Latin America, where several countries had
already started their fertility decline in the 1970s, the
most common objective was fertility reduction but also
a more equal distribution of the benefits of develop-
ment (Guzman, 1994). This was the case of Mexico, for
example, where fertility control programs were based
on ambitious health policies (see Chap. 114).

In North Africa, Tunisia is another example of 
early focus on fertility control policies and Habib 
Bourguiba, after some equivocation, took a clear posi-
tion in 1968 supporting a slowing of population
growth and the establishment of family planning 
services (Vallin and Locoh, 2001b; Gueddana, 2001).
The same occurred in Kenya, which implemented a
national family planning program in 1967 and in
Ghana in 1969 where the first African document defin-
ing a population policy based on quantified objectives
for reducing population growth appeared. However,
in sub-Saharan Africa, with the exception of these two
countries, family planning was barely discussed until
the 1970s. Some private organizations, one of the main
ones being the International Planned Parenthood Fed-
eration (IPPF), and denominational organizations
(notably Protestant churches, by the means of health
centers that they controlled) were the first to offer con-
traceptive services, and not without opposition. Faced
with governments that were mainly reticent, the first
programs, both private and public, announced only
the objectives of well-being for families and couples
and the possibility of having the desired number of
children, rather than demographic objectives for fertil-
ity reduction. In the Francophone countries of West
Africa, which were for a long time the most reticent
toward any ideas of birth limitation, only “programs
for family well-being” were spoken of until the 1980s,
and in the same period in Zaire (now called the Demo-
cratic Republic of the Congo) only the “program of
desirable births” was mentioned.

2. Toward Fertility Control Policies: The
Role of the United Nations (1950–2000)

The idea of adopting policies with the aim of slowing
population growth is a very recent one. It was initially
introduced into international circles by the richest
countries, at a time when, having largely finished their
transition and significantly slowed their natural
growth, they became concerned with the acceleration in
the population growth of the poorest countries. The
population policies in the Third World countries were,
from the beginning, designed within the context of the
complex relationships between rich countries and poor
countries, which initially did not facilitate their adop-
tion by the governments concerned.

Given the influence of the United Nations’ large
conferences (United Nations, 2003b) in the evolution
of governmental positions, it is legitimate to trace the
evolution of ideas regarding fertility control policies 
in five stages, separated by the large international
meetings. They set the rhythm for the last half-century
and provided reports on the debates that animated
both the international community and the decisions
adopted by population specialists and then by politi-
cal leaders.

a. The 1950–1970 Period and the Awareness 
of the Speed of Population Growth in the 
Developing World

During the first years of the United Nations’ exis-
tence there were still many gaps in demographic data,
notably in a certain number of developing countries
that did not traditionally record data on population.
The possible link between population growth and eco-
nomic development was not yet a widespread idea.
However, the first requests for assistance in data 
collection came from Brazil, India, Indonesia, and
Thailand (United Nations, 2003b, p. 11).

The first World Conference on Population took
place in Rome in 1954. It was co-organized by the
United Nations and the International Union for the
Scientific Study of Population and brought together
demographers, rather than governmental representa-
tives, as was later the case (Lebrun, 1985). During this
meeting, an ideological debate was initiated between
the Western countries and representatives of the USSR,
with the latter supporting the opinion that rapid popu-
lation growth was only a problem in the capitalist
countries and that the real issue was the unequal dis-
tribution of wealth between the wealthy and the
exploited. Indeed, during the years that followed, the
incentive to investigate the effects of rapid population
growth in the Third World countries came from the
United States. In a famous publication, Ansley Coale
and Edgar Hoover (1958) estimated that in India,
reducing fertility by 50% would, in one generation,
increase income per capita by 40% more than in the
absence of this fertility reduction.

In the early 1960s, several developing countries
began paying more attention to population growth
and adopting family planning programs. This was the
case of India, first of all, whose government in 1959
gave its support to the adoption of all family planning
methods, including sterilization. The Egyptian gov-
ernment implemented a national family planning
program in 1962. Other programs were initiated by
private organizations in Pakistan and Singapore.
These different initiatives took place at the time when
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the United Nations Population Commission, in 
an important declaration on population policies, 
proclaimed that each country was responsible for 
establishing its own population policy and programs.
It also declared that the United Nations should
provide, to any government that requested it, 
assistance in managing population problems. In 1962,
the United Nations General Assembly called for a
special effort to be made in the research into the 
linkages between population growth and economic
development.

This was what was done in the Belgrade conference
in 1965 where, as in Rome, the participants represented
themselves rather than governments. The same ideo-
logical separations were expressed, with some placing
doubt on the legitimacy of the United Nations’
involvement in population policies and particularly in
the implementation of family planning programs.
However, approximately 20 national family planning
programs were presented and discussed during this
conference (Macura, 1986). A few years later, the Inter-
national Conference on Human Rights, held in Tehran
in 1968, explicitly included access to family planning
as a human right. The conference asserted that parents
have the right to freely decide the number of children
they would have and the spacing of their births. This
declaration encouraged movements in favor of the
spread of family planning, but it also gave govern-
ments formal notice to provide couples with the means
of planning their families.

Parallel to these debates in the international arena,
important progress was being made in the area of con-
traception. The contraceptive pill and the intrauterine
device (IUD or coil) provided women with new possi-
bilities for controlling their fertility, which would sig-
nificantly increase and diversify the provision of
family planning services.

b. 1970–1980: A Decade Marked by the Creation of
the UNFPA and the Bucharest Conference (1974)

The 1970s began with the creation of the United
Nations Fund for Population Activities (UNFPA)
(recently renamed the United Nations Population
Fund). Its mission was not only to develop research
and knowledge as did the Population Division, but
also to support activities likely to have a direct influ-
ence on demographic variables, in particular fertility.
In 1972, more than 50 countries committed themselves
to contributing to UNFPA’s funding. This new decade
was marked by a renewed approach to population
issues within international circles, issues that have
become a major stake in international development
strategies.

The International Conference on Population held in
Bucharest in 1974 was prepared from within this per-
spective. This time, it was not a meeting of experts
only,4 but of individuals commissioned by their coun-
tries to represent their governments’ positions. An
ambitious World Plan of Action for Population was
conceived by the United Nations Population Division.
Notably, it proposed quantitative objectives for the
deceleration of population growth. This plan and the
position of the Population Division caused impas-
sioned debates between supporters of vigorous actions
in favor of the adoption of family planning programs
and those, mainly from Third World countries (in par-
ticular, a group led by representatives from Algeria
and Senegal), who were strongly opposed to it. They
were defending a firm ideological position which
affirmed that it was development that would lead to a
slowing of population growth, and not the reverse.
The slogan “Development is the best pill” summarized
their position. Furthermore, the issue of the sover-
eignty of the decisions of each state regarding popu-
lation was a very sensitive one for these newly
independent countries that did not want restrictions
on their freedom to act, a freedom for which they had
paid so dearly, by allowing quantitative objectives for
the control of their population growth to be dictated to
them.

The conference therefore ended without retaining
the quantitative objectives proposed by the experts for
slowing growth. The final declaration recalled that the
ultimate objective of the World Plan of Action was
development and not the control of population
growth. Nevertheless, the idea of reacting to this
growth acquired a new legitimacy during this confer-
ence. At the same time, an increasing number of 
developing countries started resorting to international
population assistance, some for programs to integrate
the population variable into development and 
others for programs to increase the provision of family
planning.

c. 1980–1990: A Decade Less Marked by Ideological
Positions, the Mexico City Conference (1984) 
Draws Lessons from Ongoing Programs

At the beginning of the 1980s, fertility showed signs
of easing in numerous developing countries (other
than in sub-Saharan Africa), although in the majority
of cases, contrary to the slogan of Bucharest, this phe-
nomenon could not be attributed to an improvement
in the economic situation. The international commu-
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4 In parallel, they had their own forum and their debates would
play an important role in the decisions of the political representa-
tives present at the conference.



nity, having taken note of 10 years of experience of
introducing family planning programs into various
social contexts, began to discuss the association
between population growth and development with
more moderate positions than it had in 1974.

The Mexico City conference in 1984 was firmly pre-
pared by four regional meetings. That of Arusha, for
the African continent, was a very important stage, and
the Kilimanjaro Declaration (CEA, 1984) was adopted
there. It recalled the rights of States and couples to
freely decide their options regarding fertility but also
the legitimacy of family planning programs to fulfill
the new aspirations of individuals regarding the size
of their families. This position was adopted by the con-
ference during discussions in Mexico City. The refer-
ence to the right of individuals to have access to
contraception was greatly stressed and resulted in a
consensus, including that of developing countries
which, in Bucharest, had been reticent to the idea of
supporting family planning programs.

Compared to the Bucharest debates, some surpris-
ing reversals of positions of some governments were
observed during this conference. The African states,
sensitized by the Arusha debates, became much more
favorable to the idea of making family planning pro-
grams available. The same applied to some Latin
American states which, up until then, had remained
rather conservative on the issue, due to the influence
of the Catholic Church. On the other hand, the United
States, supporters in 1974 of the adoption of strong fer-
tility control in developing countries, had a different
position and declared that they would not support any
family planning programs that included the practice of
induced abortion. This was due to the United States
government’s concern with satisfying the conservative
right-wing, which had been returned to power.

d. 1990–2000: From Family Planning to Reproductive
Health: The Cairo Conference (1994)

The International Conference on Population and
Development (ICPD), the last conference of the 20th
century was held in Cairo in 1994 (United Nations,
1995). Armed with the experience of previous confer-
ences, the United Nations Population Division actively
prepared this meeting, preparing national reports on
population, convening meetings of experts on priority
issues and, via the United Nations regional represen-
tations, organizing meetings on each continent to
encourage regional consensuses (United Nations,
1994). New partners including charitable non-
governmental organizations (NGOs) and feminist
movements played a key role in this conference. The
former came in force to present their action and to

lobby government delegates. The latter used the
preparatory meetings in a masterly manner to 
integrate their legitimate claims for women’s rights
and demands for equality into the new Cairo Plan of
Action. Up to that point, in the official documents
relating to world population, the improvement of
women’s status was included mainly as a method of
achieving demographic objectives and, more particu-
larly, family planning objectives. The Cairo document
adopted a new tone that was firmer on the principle of
male and female equality, more open with regard to
areas in which the conference should intervene in
favor of women, and more precise in the actions that
were recommended. The concept of women’s empow-
erment was the cornerstone of the argument. The
concept of reproductive rights was proposed, and it
was clearly declared that equal rights for men and
women was an objective in itself (United Nations,
1995, Chap. IV) and not only one of the methods of
ensuring fertility reduction.5 Thanks to this new
approach, the document bravely tackled a certain
number of crucial problems: infanticide, rape, traffick-
ing of women, sexual harassment, and more. In fact,
this was the first population conference where sexual-
ity was openly discussed.

Furthermore, reproductive health, the new concept
developed in the Cairo program, which includes
family planning, maternal and infant health, sexual
health, and particularly the prevention of AIDS, has,
since the Cairo conference, irrigated every program
carried out under the aegis of UNFPA, which remains
the United Nations’ main organizer of population pro-
grams. Fertility programs are increasingly justified by
arguments for health and their integration into the
health system of developing countries is reinforced,
notably by the synergy between AIDS prevention 
programs and family planning programs.

3. Fertility Control Policies: Why?

Over the last half-century, the United Nations Con-
ferences have included debates based on figures but
which were often also impassioned, bringing together
researchers and decision makers, scientific objectives,
and geopolitical aims. The fertility control of Third
World countries has made great progress, but it still
remains one of the objectives of the international com-
munity at the beginning of the 21st century. Family
planning and fertility control programs draw their
legitimacy from two main arguments: that of the
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women which were adopted by government representatives in Cairo
found increased support in the following year during the Beijing
conference (1995).



control of population growth and that of health and
well-being, which is popularized by the expression
“reproductive health.”

a. Reducing Population Growth

Inspired by the trend of Malthusian ideas, numer-
ous demographers and economists since the 1950s
have estimated that the planet’s population growth,
mainly that of developing countries, was untenable
and should be controlled for fear of a serious imba-
lance between population and resources. The analysis
of Ansley Coale and Edgar Hoover (1958) on India’s
development clearly illustrated this point of view.
During the 1970s (with the Bucharest conference, 1974)
supporters of increased fertility control based on the
adoption of quantitative objectives for growth, con-
tained in a world plan of action for population, put
forward these demographic arguments, insisting on
future imbalances between population and resources.
Developing countries based their counterattack on this
(see Point B-1, below). The theme of the growing
tension between population and resources remains
one of the major arguments for the legitimization of
population programs and policies. It was recently
enriched (notably following the Rio de Janeiro confer-
ence on the environment in 1992) by the concept of
protecting the environment and the urgency of pre-
serving global public goods, such as water and air,
which although they are not measured in terms of
commercial value, are no less essential to the survival
of the planet. It is therefore no longer only the prolific
populations of the South, which contravene the
balance between population and available resources,
but also the rich countries that are predators of the
environment due to their consumption methods. This
is a novel view on the balance between population 
and resources that the rich countries are unlikely to
acknowledge.

b. Promoting Well-being and Reproductive Health

Since the 1990s and the Cairo conference, popula-
tion specialists, under the aegis of the UNFPA, have
taken reproductive health as the key concept. It inte-
grates family planning in the more general perspective
of the respect of the rights of individuals with regards
to reproduction and health promotion of mothers and
children, but also that of the population as a whole,
through combating sexually transmitted diseases, one
of the main ones being AIDS. This new direction for
the legitimization of fertility control makes it possible
to refocus the objectives of demographic control in
developing countries within a global strategy of social
well-being (Seltzer, 2002). In the context of the AIDS,
epidemic which is devastating developing countries,

and with the reinforcement of numerous studies that
expose the links between the survival of children,
women’s health, and better control of fertility, this new
perspective has garnered a large consensus. It has also
made it possible for feminist movements to develop
arguments based on the respect of human rights and
the reminder that sexual and fertility choices are one
of the principal expressions of these rights and that
promoting reproductive health can only help in the
struggle for equality between men and women (Locoh,
1997; United Nations, 2002c).

The justification for the adoption of fertility control
programs is based on research that has exposed the
beneficial effects of these programs in terms of the sur-
vival of women and children. The reduction of infant
mortality, maternal mortality, and adolescent fertility,
which should result from these programs, are also
essential arguments for their spread.

4. The Evolution of Governmental
Attitudes Regarding Fertility Control

Fertility statistics are, at the beginning of this new
millennium, available in the majority of developing
countries. In countries where the national structures
for collecting data are deficient, the demographic and
health surveys (DHSs) have nevertheless made it pos-
sible to obtain measurements of trends over the last 15
years. This is notably the case for sub-Saharan Africa.
These data make it possible to measure the road trav-
eled (Figure 102–1), both by the population that has
changed its behavior and by the national organizations
for bilateral and multilateral cooperation that incited
the change. The debates aroused by the world confer-
ences made it possible to compare experiences and to
benefit from successes and failures. These debates
played a major role in the evolution of programs for
fertility control. Nevertheless, very different tenden-
cies continued to inflect population policies in devel-
oped countries. Since 1976, the United Nations have
been carrying out a period survey on governments’
assessment of the demographic situation of their coun-
tries and their positions regarding fertility, mortality,
and migration (United Nations, 2003b). In 1976, 47%
of Third World countries estimated that their fertility
was too high, while 45% judged it to be satisfactory. In
2001, 58% (60% in 1996) considered their fertility to be
too high, and 35% considered it to be satisfactory
(Table 102–2).

For 25 years, the responses of developing countries
have been evolving toward an awareness of the
responsibility imposed by their fertility dynamics
(Table 102–3 and Figure 102–2). In the first survey, the
highest proportion of countries that considered their
fertility as being too high was in Latin America (Latin
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America 59%; Asia 46%; Africa 38%). In 2001, numer-
ous Latin American and Asian countries had reached
a level that they considered satisfactory. In Asia, where
spectacular fertility declines had occurred, according
to the 2001 survey 17% of countries considered that
their fertility was too low (compared to 5% in 1976).
The proportion of countries that consider their fertility
too high has increased most in Africa (from 38% in
1976 to 77% in 2001).

While in 1976, 67% of African governments, 56% of
Latin American governments, and 32% of Asian gov-

ernments declared that they did not intervene in fer-
tility levels, in 2001 only 23%, 36%, and 24% of these
governments, respectively, still had the same attitude
(Table 102–4). Government intervention to reduce fer-
tility has become common practice over the last 25
years. Of the 145 developing countries, 85 (59%)
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TABLE 102–2 Third World Governments’ Opinions (%)
of Their Fertility Levels, 1976–2001

Opinion 1976 1986 1996 2001

Fertility too low 8 10 6 7
Satisfactory level 45 38 34 35
Fertility too high 47 52 60 58
Total 100 100 100 100
Number of countries 116 130 145 145

Source: United Nations, 2003b.

TABLE 102–3 Governments’ Opinion (%) of Their 
Fertility Levels by Large Third World Regions 

(1976 and 2001)

Opinion Africa Asia Latin 
America

1976 2001 1976 2001
1976 2001

Fertility too low 10 2 5 17 7 3
Satisfactory level 52 21 49 41.5 33 45
Fertility too high 38 77 46 41.5 59 52
Total 100 100 100 100 100 100
Number of 48 53 37 46 27 33

countries

Source: United Nations, 2003b.
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declare having programs aimed at reducing fertility.
There were only 40 (34%) of them in 1976.

It is a sign of the times and of the success of previ-
ous programs that the proportion of countries that
declare having programs for encouraging fertility has
slightly increased since 1976 (from 5% to 8% in 2001)
(see Chapter 103) and they are all Asian countries
(Table 102–5). However, this does not mean that every
polemic regarding these programs has disappeared,
especially concerning their demographic argument.
But generally, family planning programs are at the
very least included within the framework of the
improvement of women’s health and the respect of
individual choice. According to the most recent survey
by the United Nations (United Nations, 2002b), 84% of
developing countries gave direct support to the provi-
sion of contraceptive products and 10% gave indirect
support (via NGOs).

The opinions expressed by the governments during
the United Nations surveys should be considered with
some caution, as they may not correspond to solid
commitments, but the trend is clear and the fertility
decline of the majority of countries concerned bears
witness to the behavioral changes of individuals, gen-
erally accompanied by policies related to the issue,

sometimes in a coercive manner and sometimes
simply as an incentive.

III. POLICIES FOR FERTILITY
CONTROL. WHICH METHODS?

Since the leading article by Kingsley Davis and
Judith Blake (1956), the analysis of fertility determi-
nants largely has been based on different biological,
social, economic, and cultural forces, which can be used
to weigh a population’s fertility level. These analyses
form the substratum of the fertility control policies that
were developed from the 1960s onward. The work of
John Bongaarts (1978) on the proximate determinants of
fertility has had a great influence on the research and
implementation of programs. This author identified
four proximate determinants of fertility: average age at
first union, birth spacing practices (postpartum absti-
nence and breast-feeding), contraceptive use, and
recourse to induced abortion. These determinants are
themselves influenced by economic and sociocultural
factors (see Chapters 37, 38, Vol. I). This model has
made it easier to identify the different measures likely
to affect fertility levels. The range of methods used, the
direction of the discourse aimed at popularizing them,
and the stakeholders responsible for their implementa-
tion have resulted in very diverse policies, which are
not, as is sometimes believed, limited only to the cre-
ation of family planning centers. The use of contracep-
tion has indeed been the spearhead of fertility reduction
in the Third World, but it has been most effectively
adopted in the areas where an arsenal of other accom-
panying measures have also been applied.

After having stressed the importance of develop-
ment policies (A) to the success of fertility control poli-
cies, in this section we will successively examine (B)
the adoption of statutory measures, (C) information
and communication campaigns, (D) the choice
between incentive measures and restrictive measures,
(E) the choice of family planning services, and (F) the
problems of funding the programs.

1. Development Policies: 
An Essential Role

To encourage fertility reduction, which is the 
objective of the majority of population programs in
developing countries, the policies implemented are
generally made up of a combination of direct action
(information campaigns, family planning programs,
various incentive and restrictive measures) and more
general measures, arising from development policies.
Without these indirect measures, it would not have
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TABLE 102–4 Governments (%) That Do Not Intervene
in Fertility Levels, by Large Third World Regions

(1976–2001)

Year Africa Latin Asia
America

% N
% N

% N

1976 67 48 56 27 32 46
1986 47 51 55 33 29 37
1996 23 53 39 33 24 41
2001 21 53 36 33 24 41

Source: United Nations, 2003b.

TABLE 102–5 Objectives of Fertility Intervention 
Programs, Declarations of Third World Governments 

(%), 1976–2001

Governments 1976 1986 1996 2001
declaring a wish to:

Increase fertility 5 8 8 8
Maintain fertility 10 8 11 10
Decrease fertility 34.5 42 56.5 58.5
Not intervene 50.5 42 24.5 23.5
Total 100 100 100 100
Number of countries 116 130 145 145

Source: United Nations, 2003b.



been possible to implement the direct policies, or they
would have had little effect.

Public health policies (dealt with in Chap. 106, 107,
and 108) first spring to mind. They resulted in signifi-
cant progress in survival, and above all, in the survival
of children. In the Third World countries as a whole,
the decline in infant mortality has significantly con-
tributed to changes in the behavior of couples, and in
contraceptive use. The higher the infant mortality, the
more difficult it was to accept changes in the ideals that
valued high fertility. To date, in sub-Saharan Africa,
the high level of infant mortality has been one of the
main obstacles to the adoption of fertility reducing
behavior. The general improvement in the effective-
ness of health systems has also been a centerpiece of
the establishment of family planning programs, which
are increasingly frequently integrated into health
structures. In Mexico, for example, fertility control pro-
grams are based on the health services established 
at a very decentralized level and which had long ago
won the confidence of the population (see section E,
below). This is also an essential element in the success
of the Bangladeshi program (Fauveau, 1994) and that
of China (Attané, 2002).

Progress in education—above all, female educa-
tion—has been another essential factor that has had a
demonstrable effect on fertility. In all countries where
education has flourished, fertility has begun to decline
(United Nations, 2003c) and in proportion to the level
of education achieved. The effects of education are
both direct and indirect. Educated women and men
better understand the available fertility control
methods and experience fewer contraceptive failures.
It is also easier to recruit trained personnel for contra-
ceptive services. Moreover, educated people marry
later, either because they are continuing their educa-
tion or because they are able to more effectively resist
any pressure from their family and wish to reach
adulthood before embarking on married life. The
increase in women’s marrying age is perceptible in
numerous developing countries (Westoff, 2003) and
plays a significant role in fertility decline. This is a
direct effect of the increase in education. Furthermore,
educated people have different aspirations for their
children and this changes the expectations that they
have of them. Men and women create their families by
seeking quality rather than quantity of children, are
better equipped to protect their health, and are 
prepared to spend significant amounts on their edu-
cation; all of these factors indirectly support fertility
reduction.

The improvement in female schooling forms part of
the battery of measures that aim to promote equal
status between the sexes. Development policies in the

wider sense are also part of it. Women’s access to
employment, legislation that protects them from eco-
nomic and sexual exploitation, the ban on violence
toward them, and the adoption of equitable (or better,
egalitarian) laws regarding inheritance, marriage, and
possession of land and goods are also development
policies that are favorable to controlling fertility. But
despite the efforts of activist groups and governments’
declarations of intent, the problems remain acute in
this area. Family planning programs, which can be one
of the best expressions of female empowerment and of
their ability to freely make decisions about their re-
productive life, can also flout women’s rights (Locoh,
1997). One only needs to remember the improper ster-
ilizations in Latin America and the ban on having a
second child in China, which results in little girls being
abandoned or in selective induced abortions; both of
these practices are also common in India (Arnold et al.,
2002).

In a more general way, in order for family planning
programs to be effective, there must be a combination
of conditions at the level of both social and economic
development: the existence of a legal authority to
apply the laws adopted and priority given to infra-
structural investment, road systems and trade, as well
as contraceptive supply. These conditions are most fre-
quently found in towns than in rural areas, where
progress in infrastructure development and in the area
of population programs is slower. This results in less
frequent contraceptive use in rural areas in a transi-
tional period where urban inhabitants are already
involved in the process of fertility deceleration. Urban-
ization is both the cause and the consequence of devel-
opment. In cities, marriage occurs later due to a higher
level of education, there is more information available
and more opportunities to call traditional family
systems into question, and there are more problems
involved in maintaining a large family, which encour-
ages city dwellers and migrants to change their tradi-
tional family ideals. Children are considered less as a
resource (extra hands for working on the land) and
more as an expense (expenditure on schooling, health).
The very rapid urbanization of developing countries
has therefore been one of the causes of fertility decline.
In some countries, the active policies of regional plan-
ning have led to a reduction in the disparities between
urban and rural areas. These policies have indirectly
supported the implementation of family planning 
programs.

According to the culture, experience, and proposed
objectives (health of mother and child, well-being of
families, limiting population growth), or according to
the pressure applied within partnerships with funding
countries, the decision makers of developing coun-
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tries, often assisted by international experts,6 have
implemented population and family planning 
programs with a combination of various ingredients:
statutory measures, incentive and restrictive measures,
information or persuasion campaigns, the establish-
ment of infrastructure providing contraceptive
methods, as well as global development policies which
have affected, to varying degrees, each of the proxi-
mate determinants of fertility.

2. The Adoption of Statutory Measures

a. Legislation on Age at Marriage

In any fertility control program initiated by a gov-
ernment, the legislative measures must be adjusted to
create conditions that are favorable to the achievement
of fertility control objectives. A first area is that of age
at marriage, which is generally regulated by the law.
First union formation, which is not always a formal
marriage, is an important factor in fertility. In many
developing countries, early marriage of young girls is
valued. Thus, the average age at first union is 18 years
in West Africa and around 20 years in East Africa and
it was earlier still 40 years ago. South Asia (India,
Bangladesh, Pakistan) is a region where girls still
marry early (see Chap. 28, Vol. I). The increase in age
at marriage is generally one of the most reliable pre-
dictors of a future decline in fertility. It also indicates
an increase in the education level of women, their
greater participation in paid employment where it is
possible, and generally, a good indication of progress
in female autonomy and in a greater freedom in 
matrimonial choices.

By delaying the legal marrying age, fertility can be
affected particularly in countries where the culture or
the religion are firmly opposed to births out of
wedlock, which is the case in all Muslim countries and
in many Asian countries. This was the case in Tunisia,
for example, where the increase in the legal marrying
age was an effective means of birth limitation (Ben
Salem and Locoh, 2001). It led to a decrease in early
marriages and also consequently a decrease in births
among very young mothers. But the adoption of leg-
islation delaying the legal marrying age is generally 
an expression behavior changes that have already
occurred. This is the case in Morocco where the
amendment to the Moudawana, proposed by King
Mohammed VI at the end of 2003, increased the legal
marrying age from 15 to 18 years for females, whereas

the average age at first marriage was already far above
this new legal minimum. The increase in the legal age
at marriage was one of the efforts used by the Chinese
government beginning in 1973 to control fertility. In
1980, a new law on marriage increased the age to 20
years for females and 22 years for males. Moreover,
this has been associated with measures for separating
married couples, for varying lengths of time, by
assigning them to distant production units (Banister,
1987). In sub-Saharan Africa, on the other hand, where
cultural traditions tend to be tolerant of births out of
wedlock, legislative measures on marrying age have
had little effect.

But legislation on the minimum legal marrying age,
while it can induce a change at the beginning of a
society’s modernization process, is far from being the
only factor in the increase in age at marriage, which is
an essential driving factor, with the adoption of con-
traception, in fertility reduction. This increase is one of
the main expressions of the sociocultural evolution of
a society and sometimes of the increasing difficulty of
young people in establishing their economic auton-
omy in family making, as is the case in North Africa
(Ouadah-Bedidi and Vallin, 2000) and even in 
sub-Saharan Africa since the end of the 1990s (see
Chap. 27, Vol. I). In the majority of developing coun-
tries where fertility decline has occurred, the propor-
tion of young girls married before the age of 20 is low
and decreased during the period of fertility decline.

b. Control of Access to Family Planning Programs

The establishment of programs for fertility control7

should also result in the adoption of appropriate leg-
islation. Some countries are very reticent to open the
doors of family planning centers to unmarried adoles-
cent girls. This is notably the case in Africa, where
some countries also require the husband’s permission
to provide contraceptive services to married women.
However, under pressure from international bodies
these restrictions have been officially lifted in many
countries, even though there are still occasions when
the staff refuse to provide contraception to young
unmarried women.

At the level of statutory measures, all the laws,
decrees, and decisions made by health ministries con-
cerning the importation and sale of contraceptive
products should also be mentioned on the one hand,
as well as the services and staff entitled to prescribe
contraception, on the other hand. These regulations
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6 Due to the weight of international funding allocated to family
planning programs, international expertise is still very much
present, despite the fact that a growing number of national special-
ists have been trained.

7 For example, this was the case in numerous African countries
that had been colonized by the French as they had inherited the
notorious law of 1920, intended to combat the fall in the birth rate
in France which forbade any propaganda in favor of contraception.



condition access to the various contraceptive methods
available. In some countries, the distribution of the pill
is very restrictive,8 while elsewhere it is delivered
widely, by ancillary medical personnel, through 
community-based distribution. The restrictions can
also affect the type of contraceptive products receiving
marketing authorization. The contragestive “morning
after pill” (RU 486), considered as an abortive, is still
rarely authorized. Sterilization, which is definitive, has
been the subject of restrictions and regulation in many
countries. In Brazil, for example, where the feminist
movement vigorously denounced the improper
recourse to caesarean sections and to the sterilizations
that frequently followed, laws were adopted in 1998 to
better control these practices (Berquó and Cavenaghi,
2002, 2003).

c. Legislation on Induced Abortion

In many countries, induced abortion remains an
offense and is the object of repressive legislation or is
restricted to certain situations, according to a grading
of risks recognized as justifying induced abortion. A
recent inventory9 (United Nations, 1999; Appendix
Table 102–2) lists the regulations in the developing
countries of Africa, Asia, and Latin America. In each of
the Third World continents, approximately half the
countries apply very restrictive legislation to induced
abortion, and the others apply relatively flexible crite-
ria (induced abortion possible in order to protect the
woman’s physical or mental health).

Penal sanctions for induced abortion have been
removed in a certain number of Third World countries.
In Tunisia, a precursory country, induced abortion was

authorized in 1965 for women with five children,
which was a great innovation for a Muslim country. In
China, within the context of the single child policy,
induced abortion is not only permitted but is imposed
in cases of unplanned pregnancies (Attané, 2000). The
issue of legislation on induced abortion remains,
during international conferences, a bone of contention
that positions its supporters against conservative
countries, among which is the United States, and rep-
resentatives of religious authorities (see Chapter 35,
Vol. I). The United States have notably withdrawn all
support from the population programs of developing
countries, which include induced abortion as a birth
control method. Nineteen countries in Africa, 11 coun-
tries in Latin America, and 5 countries in Asia relaxed
their legislation between 1994 and 1999 (see Appendix
Table 102–2).

d. Creation of National Population Commissions

These rules and regulations are increasingly being
adopted within the wider context of the definition of
a population policy, highly encouraged by the United
Nations authorities on population. In the 1990s the
UNFPA supported the design and the adoption by
governments of documents defining their policies with
regard to population. Coordinating bodies, generally
dependent on ministries in charge of planning, were
established to supervise the implementation of fixed
objectives. The centralized and hierarchical organiza-
tion of the bodies responsible for applying the deci-
sions regarding birth planning, at both national and
regional levels, can also give rise to regulations and
possibly to the adoption of laws. This is the case in
China (Huang, 1992, quoted by Attané, 2000; see also
Chap. 112), in India (see Chap. 113), and in Mexico
(Cosio-Zavala, 1994; see also Chap. 114), but not in
Brazil (Martine, 1996).

When the objective of fertility control is integrated
into a population policy and legislative measures are
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8 The restrictions relate to those authorized to prescribe (doctors
only?) and to the clients (married women but not young girls, for
example).

9 Communicated by Agnès Guillaume (Meeting on Population
Policies, CEPED, October 17, 2003).

TABLE 102–6 Distribution of Third World Countries According to the Legal Conditions for Induced Abortion in 1999

Legal conditions for induced abortion Africa Latin America Asia All

N %

Illegal 0 2 0 2 2
To save the woman’s life 25 14 10 49 46
To save the woman’s life or protect her physical health 1 0 0 1 1
To save the woman’s life or protect her physical and mental health 23 13 4 40 38
For the above reasons + for economic or social reasons 1 3 1 5 5
On request 3 2 4 9 8
Number of countries 53 34 19 106 100

Source: United Nations 1999; see also Appendix Table 102–2.



adopted, it remains for the governments to support
(and sometimes impose) their application through
information and persuasion programs, or incentive
and restrictive measures.

3. Information and 
Communication Campaigns

The adoption of fertility control methods in societies
where, more often than not, large families were 
considered as a resource had to be encouraged by
campaigns of information and communication, and
sometimes even pure propaganda. It was necessary to
let the population know of the existence of contracep-
tive methods, give information on how to access them,
and convince individuals (the campaigns were mainly
aimed at women) of the justification of planning 
their births. All the tools of modern communication,
posters, radio, and television were placed at the service
of the campaigns in some countries. India, Indonesia,
Bangladesh, the Philippines, China, and Mexico, to
name only a few large countries, carried out large
intensive poster, radio, and television campaigns
(Faria and Potter, 1995). In Mexico, for example, the
national family planning program was constantly sup-
ported by information campaigns regarding popula-
tion that used various methods of communication:
publicity posters, radio, television, meetings in work
places, schools, and clinics. Awareness and practice of
contraceptive methods became common, even in rural
areas. In Brazil, the success of the telenovelas and the
campaigns led by well-known singers lobbying in
favor of birth spacing are well known. But in other
countries, other media, appreciated locally (e.g.,
puppets, theater, and concerts) were also used. These
campaigns are targeted according to sociological
context. In Latin America the campaigns are often cen-
tered on the delay of entry into reproductive life and
are aimed at young people. Elsewhere the theme of
limiting fertility to two or three children was preferred.
In China, however, coercion rather than communica-
tion was used.

In sub-Saharan Africa, birth spacing that makes a
long and intensive period of breast-feeding possible is
still the most frequently used method for controlling
fertility. The practice of postpartum abstinence also
exists in some societies. In Yoruba land, in Nigeria, for
example, a female must abstain from any sexual rela-
tions with her husband while she is breast-feeding,
most frequently for 18 months to two years. These
associated practices explain why the interval between
two births in Africa is usually between two and a half
and three years. Faced with the little success of cam-
paigns promoting the use of modern contraception,

information campaigns have sometimes used these
spacing customs, valued culturally, to develop their
argument in favor of fertility control. These campaigns
include lobbying for prolonged breast-feeding, which
lessens the probability of a new pregnancy.

The cultural obstacles to contraception often are
based on a population’s religious beliefs. We are aware
of the Catholic Church’s traditional opposition to any
form of birth control other than continence. In theory,
Catholic couples can only resort to periodic abstinence,
which has a high risk of failure. This is how some
countries (such as Mauritius) developed information
on this contraceptive method, which remains marginal
in the progression of fertility control. In Muslim soci-
eties, where there is no such structured hierarchy as in
the Catholic Church, the governments or those respon-
sible for family planning programs have attempted to
obtain declarations from the Imams, who have a well-
established moral authority, in favor of birth control.
This was achieved in Egypt, Iran, Algeria, and Tunisia,
for example (Gueddana, 2001; Ladier-Fouladi, 2003;
Ouadah-Bedidi, 2004).

The UNFPA has also encouraged governments to
introduce modules titled “Education in Population
and Family Life into school syllabuses”, in which
information on population issues and the control of
population growth are provided. The information
regarding fertility control is more or less explicit,
depending on the culture.

These actions have indeed resulted in increased
awareness of the existence of contraceptive methods
within all the developing countries. They are essential
to breaking down reluctance regarding a particular
method and to ensuring adequate use by clients. But
the gap between knowledge and use remains a char-
acteristic of some programs (Curtis and Neitzel, 1996).
It is particularly clear in sub-Saharan Africa, where
contraceptive use is still very low despite widespread
knowledge of the existence of these methods. The
information is necessary but frequently insufficient 
to make families change their practices, especially
when they are not accompanied by improvements in
the standard of living, increased opportunities for 
children’s education, and pensions for elderly people.
In some programs, therefore, more direct incentive 
or restrictive measures have been used.

4. The Carrot and the Stick: Incentive
Measures and Restrictive Measures

Incentive measures have mainly been aimed at
those prescribing contraception (Cleland and Mauldin,
1991). Bonuses to family planning agents, depending
on the results obtained, are given in a certain number
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of countries. In Mexico, for example, bonuses were 
distributed to doctors and family planning agents,
according to their performance evaluated in terms of
family planning clients recruited in health centers. The
frequency of female sterilizations in this country, con-
demned many times by feminists, is undoubtedly not
unconnected to the financial incentives given to the
medical personnel (Potter, 1999). But incentives have
also been aimed at people who have accepted to use
contraception. In India, during the 1970s in the large-
scale male sterilization campaigns, where clients were
recruited for vasectomies around the large stations and
then operated on in nearby buses, those who accepted
the operation were given radio sets and a small
payment (Mauldin and Sinding, 1993). More recently,
advantages in terms of retirement pensions were pro-
vided to families that had limited their fertility (United
Nations, 2002a).

Again in India, restrictive measures have been used
in some States, even as far as adopting measures to ter-
minate the employment of civil servants who had had
a third child. This radical measure caused Indira
Gandhi to lose her position as Prime Minister in 1977,
and the measure was then revoked (see Chap. 113). In
Indonesia, programs of reciprocal surveillance and
denunciation of those who did not respect contracep-
tion objectives within local communities were put 
in place. There were also campaigns of distribution 
of contraceptives by military personnel, a barely dis-
guised method of coercion.

But it is China that springs to mind when consider-
ing coercion carried out on the population to oblige
fertility control. No other country had gone so far. The
family planning policy, which in 1979 became the
single child policy, was implemented by force. To
achieve the fertility reduction decided in the 1970s, a
complete battery of measures was adopted, at the level
of married life as well as in the practice of contracep-
tion. In order to apply these measures, the Chinese
government did not hesitate to resort to a drastic
supervision of the population, to police control, and
encouragement of denouncement. The responsibility
of local administrative bodies in the achievement of
the objectives of the population policy was clearly out-
lined. Increase in the legal minimum age at marriage
and the frequent separation of spouses (e.g., due to
individuals being sent to distant manufacturing units)
reduced their cohabitation. Police surveillance of
females of reproductive age was established in work-
places to check that they were not pregnant. In rural
areas, political leaders were in charge of this surveil-
lance and were sanctioned in cases of unplanned births
in their administrative entities. The single child policy
led to unprecedented coercive measures, to the extent

that a couple must seek permission to try for a child,
within the limits of the objectives assigned to each
township or administrative entity. This control of
reproduction upsets family life and contains the seeds
of a demographic imbalance in terms of sex ratio and
cohort size (see Chap. 112).

5. The Infrastructure Chosen for Family
Planning Services 

To intervene in fertility control, governments have
defined extremely varied strategies. The administra-
tive and political tradition of each country, the cultural
sensitivity, the existing infrastructure, and the advice
of international bodies of experts are all parameters to
be taken into consideration in the implementation of
fertility intervention programs. Two intervention
strategies were jointly tested: entrusting the diffusion
of fertility control methods to designated structures
like the IPPF clinics (where it was their specific objec-
tive) and integrating family planning services into
existing health services. 

The first attempts to distribute family planning
were frequently carried out by voluntary associations
grouped into federations around the IPPF. This organ-
ization played an essential role in the initial experi-
ments of establishing family planning services in
developing countries. Based on voluntary participa-
tion and a network of volunteers associated with pub-
licity campaigns, the national structures were created.
They received constant financial support (from the
IPPF, various other foundations, and the UNFPA) but
also support in the form of training and supply of con-
traceptives. They were generally the fermenting agent
that led to changes in the attitudes of frequently reti-
cent political leaders that then resulted in the adoption
of fertility control programs and policies. This has been
the case particularly in Africa where, at the beginning
of this establishment (in the 1970s), the health care
system and a large section of medical personnel were
reticent to accommodating family planning services. 

The need for the population to clearly identify the
objectives and be provided with adequate services by
specifically trained personnel justified the establish-
ment of programs via specific family planning chan-
nels. When family planning services are completely
integrated into the public health infrastructure, there
is a risk of conflict between the main objectives of
public health and the provision of contraception. The
risk is greater when there is a shortage of health
resources. Moreover, international donors that play a
major role in many of the developing countries’ family
planning programs fear that the funds provided for
controlling fertility will end up in other sectors, which
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do not conform to their objectives. In each society, 
fertility control policies are based on decisions that
sometimes support the preeminence of specific 
services with considerable autonomy, and sometimes
the health ministries controlling the whole family
planning services organization. 

Mexico: An Example of an Ambitious Family
Planning Program Provided by Effective 
Health Services

It was during the 1960s that Mexico became con-
cerned with its high population growth. Indeed, 
population growth was slowing and the fertility level,
over 6.8 children per woman in the 1950s, was result-
ing in a massive surge of young people into the
employment market. In 1973, a general population law
was adopted, attesting to the Mexican government’s
interest in population problems and specifically in 
fertility control. Official family planning programs
were therefore established in order to provide families
with information concerning contraceptive methods
and to provide them with the means of using them
(Cosio-Zavala, 1994, p. 213–214; see also Chap. 114). 

In 30 years, the total fertility rate was reduced by
half: from 6.8 children per woman in 1960–1965 to 3.1
in 1990–1995 (United Nations, 2003a). This rapid
decrease was largely due to the National Family Plan-
ning Program, established in 1977. Several factors con-
tributed to the success of this program. On the one
hand, contraceptive methods were distributed by
using a powerful network of health centers, clinics,
and hospitals controlled by social security institutes
and the Health Ministry. On the other hand, the popu-
lation had confidence in its medical units, and the
advice provided on family planning was quickly
accepted (Gautier and Quesnel, 1993). In Mexico,
where the medical system is mainly composed of large
public establishments, the provision of modern con-
traceptive methods by health services was very effec-
tive. A special effort was made in the provision of
family planning services by rural medical units and
clinics based in small rural localities, particularly from
1980 onward (Cosio-Zavala, 1994). 

New users were recruited while giving birth in the
hospital, where medical and paramedical personnel
offered them an IUD or sterilization, which are the
most common methods in Mexico. Personnel received
financial incentives according to the number of new
family planning users that they recruited. Official pro-
grams played an important role in providing rural
families and impoverished urban families with accu-
rate information and contraceptive services. It must be
stated that the frequent recourse to sterilization (31%

of women of reproductive age in 1997), made possible
by the considerable medicalization of family planning
services, is certainly an effective means of controlling
population growth but its nearly definitive effect on
women’s reproductive ability is severely criticized by
those in favor of respecting reproductive rights.

6. Funding the Programs

The issue of funding Third World countries’ fertil-
ity control efforts is a crucial one. Although the major-
ity of these countries have given high priority to these
policies, they are faced with a structural shortage of
resources in every area. The implementation of leg-
islative and statutory measures, the incentives and dis-
incentives, the infrastructure (buildings, access to
services, etc.), and local salaries are partly provided by
the governments concerned. But the expansion of
family planning services would not have been pos-
sible without the considerable mobilization of the 
international community. This consists, in more or less
equal parts, of bilateral aid, multilateral aid (via 
UN organizations), and from international NGOs 
such as the IPPF, as well as some large foundations
(e.g., Rockefeller, Ford, and Mellon). The training of
staff, provision of contraception, monitoring and
evaluation of programs, and research into contracep-
tive methods have been the subject of very large pro-
grams, in which international donors have contributed 
considerably. 

Table 102–7 summarizes the contributions of the
various donor countries to population programs in
1998. These programs include family planning, educa-
tion regarding population, support for both popula-
tion policies and demographic data collection, and
programs for preventing the spread of sexually trans-
mitted diseases and HIV/AIDS. Programs on fertility
and contraceptive use are the main ones supported.
The United Kingdom and the United States alone
account for half of the aid provided. They are followed
by the countries of Northern Europe who place a very
high priority on population issues in their aid to devel-
oping countries. Finland, Sweden, and Norway devote
more than 5% of their international aid to supporting
population programs. France, Italy, and Japan, in con-
trast, place little priority on population issues in the
support that they provide. Steven Sinding (2002), in a
review of the effects of international funds on fertility
decline, concludes that it is difficult to demonstrate a
statistically significant link between the external
funding of programs and fertility decline. Neverthe-
less, several examples confirm the effectiveness of
international funding when it is given to governments
that are greatly committed to program implementa-
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tion. This is the case of Bangladesh, Kenya (from the
1980s onward), and Indonesia (during the 1970s). 

The external funding provided to programs can in
no way substitute for internal efforts, but they can
provide the supplement that makes it possible to reach
the critical mass necessary to reinforce the effective-
ness of fertility control policies. Without the incentive
of international aid, some governments would have
been less inclined to adopt fertility control policies. 

IV. FORTY YEARS OF PROGRESS IN
CONTRACEPTION

The majority of fertility control programs, most fre-
quently called Family Planning Programs, were estab-
lished from the 1960s onward. It was from this period
that scientific progress in contraception resulted in the
availability of contraceptive methods of unprece-
dented effectiveness like the pill and the IUD, which
considerably facilitated the implementation of such
programs. Initially supported by NGOs, notably the
IPPF, these programs were progressively integrated as
development planning tools by some young inde-
pendent precursory states (India and Tunisia, e.g.).
Stimulated by UNFPA, these programs grew in scale

from 1970 and became the most important section of
the population policies of most developing countries.

1. The Progressive Generalization of
Contraception in Asia and Latin America,

the Delay in Sub-Saharan Africa

Appendix Table 102–3 (Seltzer, 2002) makes it pos-
sible to measure the progress between the first obser-
vations of contraceptive practices (between 1970 and
the end of the 1980s according to country), and the
most recent ones (at the end of the 1990s, apart from
some exceptions) for the majority of developing coun-
tries. According to this comparison, sub-Saharan
Africa still stands out from the large-scale movement
of the spread of modern contraceptive use, but in other
regions of the world, contraception is high in the
majority of countries. For example, let us take an arbi-
trary threshold of 25% of contraceptive prevalence
among women aged 15 to 49 years. In Asia, only 
Cambodia, Laos, Pakistan, and Mongolia are below
this threshold. In North Africa and the Middle East,
only five countries are under the threshold (Sudan,
Iraq, Yemen, United Arab Emirates, and Oman), and
in Latin America only two (Haiti and Bolivia). On 
the contrary, in sub-Saharan Africa only a small min-
ority exceeds this 25% threshold: South Africa,
Botswana, Cape Verde, Kenya, Namibia, Mauritius,
and Zimbabwe.

Figure 102–3 illustrates the progress in contracep-
tive prevalence among married women aged 15 to 49
in some countries of the three Third World continents,
chosen either for their population size or because of
the originality of their experience. The starting dates
depend on available data. 

a. Four Asian Countries: China, India, Bangladesh,
Philippines

For Asia, four countries are represented (Figure
102–3a): China, India, Bangladesh, and the Philippines.
The contrast between China and India, the two most
populated countries of the world, is striking. 

China

In China, following the adoption of the single child
policy and the associated coercive measures, the over-
whelming majority of women are obliged to use con-
traception. In 1983 contraceptive prevalence reached
70% and in 2000 it was over 80% (see Chap. 112). 

India

On the contrary, although India’s birth limitation
program was adopted in 1952, and it had at certain
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TABLE 102–7 International Population Funding 
(in Millions of U.S. Dollars) and Proportion of Funding
for Population Programs in International Aid Provided

by Each Donor Country, 1998

Country International % of population
population funding in

funding in 1998 international aid
provided by each

donor country

Australia 45 4.6
Belgium 10 1.1
Canada 39 2.3
Denmark 60 3.5
Finland 23 5.8
France 17 0.3
Germany 125 2.2
Italy 6 0.3
Japan 89 0.8
Netherlands 119 3.9
Norway 71 5.4
Sweden 78 5.0
Switzerland 18 2.0
United Kingdom 126 3.3
USA 620 7.1
Other countries 92 —

Total 1,538 2.8

Source: Seltzer, 2002, p. 38.



periods experimented with coercive measures, contra-
ceptive use has progressed slowly. The first data avail-
able show a contraceptive prevalence of 15% in 1970,
and since 1989 when it reached 40%, its progress has
slowed and is currently at 48% (women aged 15–44).
Sterilization is the main method used (27% of married
women in 1986, 36% in 1992). The programs’ optimistic
objectives, explicitly announced in successive plans,
have never been reached at the forecast date (Bhat,
2002). India’s birth limitation policy, although vigor-
ous and sometimes coercive, has not had the anti-
cipated effect (Srinivasan, 1998). Indeed, in this huge
country, the differences are very marked between the
advanced Southern states (notably Kerala and Tamil
Nadu), and those of the North (Gujarat, Rajasthan,
Utar Pradesh) (see Chap. 113). 

Bangladesh

Bangladesh is one of the world’s poorest countries,
with a high infant mortality rate of 79 per 1,000 in
1995–2000, relatively low urbanization, and a popula-
tion that is 90% Muslim and still values the tradition
of the seclusion of women (purdah) inside the family
home, and the prohibition of public contact with 
any unrelated males (Adnan, 2002). The median age at
first marriage among women aged 25–49 is 15 years
(Robinson, 2001). However, the rate of contraceptive

prevalence has increased from 8% in 1975 to 54% in
2000 (Figure 102–3A), and fertility has been reduced by
half between 1960 (7.1 children per woman) and 2000
(3.6 children per woman). Since the country’s inde-
pendence in 1971, the government has always placed
a high priority on the objective of reducing fertility and
on successive family planning programs. These have
been significantly supported by international donors.
It seems that the programs have not only made con-
traception available to couples requesting it, but they
have also contributed to encouraging the population
to adopt the limited family model (Cleland et al.,
1994).10 The pilot studies and interventions in the
Matlab zone demonstrate for the first time that pro-
viding quality family planning services in a rural area
can result in a high increase in contraceptive preva-
lence and a significant decrease in fertility (Robinson,
2001). The main architects of this success were field
personnel, area supervisors, family planning assis-
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FIGURE 102–3 The trend in contraceptive prevalence among married women (aged 15–49), in some Third
World countries; all methods combined.

10 Since 1977 Bangladesh has accommodated the famous Mater-
nal and Child Health and Family Planning project, developed in
Matlab. This project has been used as a laboratory for numerous
health and family planning operations in developing countries. In
particular, it has been demonstrated there that family planning serv-
ices, even in an environment of great poverty, can be very effective
provided that they are accompanied by close monitoring of the pop-
ulation, as is the case in this zone (Caldwell and Caldwell, 1992).



tants, and particularly, family assistants from the local
area. Furthermore, the literacy of women has increased
considerably, including in rural areas. The average age
at first marriage has increased little, but the practice of
induced abortion has played a certain role in fertility
reduction (Islam et al., 1998).

However, the beginning of fertility decline preceded
the setting up and the full development of experimen-
tal and governmental family planning programs.
Factors external to the programs therefore encourage
the population to reduce its fertility (Adnan, 2002).
Massive changes in economic, social, and family struc-
ture appeared in rural Bangladesh in the second half
of the 20th century. The level of women’s education
has improved, which tends to favor the decline in
infant mortality. Economic difficulties have also con-
tributed to changes in fertility preferences. The density
of the population has increased considerably since 
the 1950s, increasing the number of farmers without
land and favoring emigration to towns. Further-
more, poverty forced a large number of women to
break away from traditional seclusion in order to look
outside the home for a means of providing for their
families. It is therefore a conjunction of constraining
economic factors and an effective family planning
program that explains the success. In spite of the main-
tenance of a very costly system for the wide distribu-
tion of contraceptives, the progress in family planning
is now stationary and fertility was stagnating at a rate
of 3.3 children per woman in 2000.

Philippines

In the Philippines, contraceptive use was, between
1970 and 1980, higher than in any of the other South
Asian countries, such as India and Bangladesh, and
this was partly due to the common practice of with-
drawal and periodic abstinence, which are the only
methods recommended by the Catholic Church. These
two methods still represent, at the end of the 20th
century, a third of contraceptive practice. Since the
mid-1980s, the progress of contraception has been
slower than in other Southeast Asian countries.
Marilou Costello and John Casterline (2002) consider
that there are not enough organizations that encourage
contraceptive use and that a certain number of regu-
lations continue to favor large families (maternal leave,
lack of pensions, tax advantages only after the fourth
child, etc.). It is also possible that the majority of the
population, both Catholics and Muslims, are attached
to a certain pronatalism. However, the experience of
Latin America for Catholics, and of Iran and North
Africa for Muslims, demonstrates that belonging to a
pronatalist religion does not prevent the population
from detaching itself from high fertility norms.

b. Three Latin American Countries: Mexico, 
Brazil, Costa Rica

For Latin America, we have selected two large coun-
tries, Brazil and Mexico, and Costa Rica, a smaller
country that has had a very original population policy
since the 1970s (Figure 102–3B). Latin America entered
into the era of voluntary fertility control earlier than
did the Asian countries presented above, but once
again, we have three contrasting situations. 

Mexico

In Mexico, the evolution of contraceptive preva-
lence was supported by clear political will declared in
1975 and implemented through a very dense network
of public and private health services (Gautier and
Quesnel, 1993). Based on the public health infrastruc-
ture which had the confidence of the public, very
ambitious programs were adopted. They were partic-
ularly dependent on the cooperation of the medical
staff, motivated by the attribution of advantages
linked to the performance of the programs (Potter,
1999). Between 1977 and 2000, the prevalence rate was
increasing regularly (from 30% to 77%), half of it by
recourse to sterilization (see below) and minor but
stable use of traditional methods. See Chapter 114.

Brazil

In Brazil, the transition occurred not through gov-
ernmental programs or a clearly defined policy, but
through a change in attitude regarding fertility, within
the population as well as the medical profession,
which was in favor of sterilization. Since around 1985,
a rapid fertility decline has occurred, partly due to the
production of contraceptives in the country itself and
their distribution by the private sector and private
family planning centers (Rutenberg et al., 1987), but
particularly due to the practice of sterilization, which
has become commonplace. Following caesarean sec-
tions, which are very common in Brazil, doctors tend
to offer sterilization, and in Brazil this is the main
method of limiting births. Women are prepared to
adopt it as a convenient and inexpensive method of
limiting fertility. In 1996, 77% of married women aged
15 to 49 used a form of contraception and among them,
52% had been sterilized, twice as many as were using
the pill. Although induced abortion is illegal, it is still
practiced in every sector of society. In 1990, there were
44 induced abortions for every 100 live births (Bozon
and Enoch, 1999). 

Costa Rica

As a consequence of firm political decisions and
despite limited resources, Costa Rica has implemented
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very effective health policies that have resulted in a
greater decrease in infant mortality than in other,
better equipped countries (Caldwell, 1986). These deci-
sions, the objectives of which were to reduce the
inequalities between social classes, also indirectly had
a beneficial effect on the adoption of contraceptive
methods. With a contraceptive prevalence of 80%
among married women, Costa Rica is the most
advanced country in Latin America with regard to fer-
tility control (Ghai, 1997).

c. Three North African Countries: Egypt, 
Tunisia, Morocco

In Africa, the differences between North Africa and
sub-Saharan Africa are striking, both in the field of
contraception as well as in their overall demographic
situations (Figures 102–3C and 102–3D). 

Egypt

Just like India, Egypt adopted a national family
planning policy very early (1952), which the successive
leaders of the country have continually supported. The
activities to control population growth have associated
programs for the direct distribution of contraception
with activities to promote development (schooling, 
job creation, improvement of public health)  (Kamran,
2002). Contraceptive prevalence has certainly
increased to reach nearly 60% of married women in the
year 2000, but at a slower rate than in other North
African countries, even though they grasped the idea
of controlling fertility through contraceptive practice
later than Egypt.

Tunisia

Like Egypt, Tunisia adopted a policy for controlling
population growth earlier than did its neighbors,
based on a remarkable economic and social develop-
ment effort (Vallin and Locoh, 2001a). Even though, for
a long period, the increase in age at marriage affected
fertility decline more than contraception did, contra-
ceptive use increased regularly and had reached nearly
70% in 2000. Initially, the IUD was the main method
used and has only recently begun to be replaced by the
pill. Political will has constantly been reiterated in
favor of the family planning program, and efforts to
reach all sections of the population have been remark-
able. One of the key reasons for this success is that 10
years before the adoption of a population policy, Pres-
ident Bourguiba had promoted the adoption of a
modern personal status code, which was very favor-
able to the improvement of women’s status. This
essential document made it possible from 1965 for

Tunisia to lift a number of obstacles to the adoption of
a family planning program. 

Morocco

Another experience is that of Morocco, which is in
the process of achieving the same performance in
terms of contraceptive prevalence after a delayed start.
The pill is the main contraceptive used there (32% of
women were using contraception in 1995). Indeed, up
to 1975 fertility remained stable, with low contracep-
tive use (around 5%), despite a population policy that
was favorable to a reduction in population growth.
The rapid adherence of couples to contraception seems
to be explained by economic factors, the start of a long-
term crisis coupled with the spread of information
regarding contraception by migrants returning from
the northern countries, and the arrival of women in the
labor market (Courbage, 2002). Algeria is another
example of a delayed but rapid adhesion to the use of
modern contraception (Ouadah-Bedidi, 2004).

d. Sub-Saharan Africa: Some Countries in Advance,
the Majority Delayed

In sub-Saharan Africa, some countries resolutely
committed themselves to active and effective policies.
The most advanced is now South Africa, with a con-
traceptive prevalence of 61% in 1998 (Udjo, 2003) 
followed by Zimbabwe (nearly 60%) and Kenya
(around 40%). They represent the countries, still quite
few in sub-Saharan Africa, that are relatively advanced
in their fertility transition (Sibanda, 1999). In Zim-
babwe, the government has made special efforts to
establish family planning centers in rural areas and to
set up an effective contraceptive distribution network
at the community level. The action of this infrastruc-
ture seems to explain part of the fertility decline.

With these exceptions, all the problems of underde-
velopment combine to impede family planning pro-
grams in sub-Saharan Africa. The education of women
is progressing slowly; children’s health, after record-
ing significant progress is now on the decline, in par-
ticular under the effect of AIDS; and the few resources
of the states are insufficient to provide health services,
and more so family planning services. It must be stated
that, where fertility is declining, it is less as a result of
the effective distribution of family planning than as a
result of changes in the aspirations of families. The
impoverishment of adults leads them to revise the tra-
ditional value placed on large families. And it is in the
cities, more than elsewhere, that they have the desire
and the means to reduce fertility. Where it is available,
contraceptive practice is progressing rapidly. But there

114 Locoh and Vandermeersch



is also an increase in the number of induced abortions,
in almost always disastrous conditions (Guillaume,
2000, 2003).

Kenya

Kenya was the first African country to adopt a
national family planning program and was one of the
countries with the highest fertility in the world until
1970–1975 (see also Chap. 115). It was only with the
1975–1979 five-year plan that a reduction in the rate of
population growth was officially made an objective by
the government. In accordance with a phenomenon 
frequently observed at the beginning of demographic
transition, Kenya experienced a transitional fertility
increase due to the improvement in health levels
(decline in infertility) and the decline in traditional
practices (particularly protracted breast-feeding).
During the last quarter of the 20th century, this country
then set out on the path of increased fertility 
control, with very rapid reductions in cities, but also
significant decline in rural areas, verified by the 
results of three demographic and health surveys (1988,
1993, 1998). Contraceptive use in Kenya is one of the
highest in sub-Saharan Africa. Nevertheless, family
planning services are far from fulfilling the needs of
spacing or limitation expressed by the women in the
surveys. 

A very considerable reduction in infant and child
mortality and the rapid increase in education for
young girls, associated with the establishment of good
quality family planning services, have played a de-
termining role in the acceleration of fertility decline.
Furthermore, in 1976, a law set the minimum legal
marrying age to 18 years for women and 20 for men
(Sala Diakanda, 1991). In this country, the work of
NGOs and Protestant organizations was a determining
factor in the establishment of family planning pro-
grams, in parallel with the government’s efforts (see
Chap. 115).

Senegal

The evolution of contraceptive prevalence in
Senegal (less than 15% in 2000) is, on the other hand,
close to that which prevails in numerous sub-Saharan
African countries: the late introduction of contracep-
tion, with varying degrees of reticence on the part of
the authorities, the recent adoption of policies aiming
to control fertility, weakness of programs, and the pop-
ulation’s resistance to call into question the primacy of
the value placed on procreation (Pison et al., 1995). Yet
again, it is through spacing methods (long periods of
breast-feeding, and in some societies, postpartum
abstinence), far more than through contraception, that

fertility control occurs in Africa, except in some coun-
tries, and in the cities (Locoh, 2002). 

Mauritius

In Figure 102–3D, an atypical country has been
included. The small island of Mauritius has for a long
time been a pioneer in contraceptive practices, but
with strong emphasis on so-called natural methods,
already mentioned with regard to the Philippines.
Here again, the influence of associations with the
Catholic Church can be found at the beginning of the
programs. The success of Mauritius in fertility control
is also due to its more general development policy,
which has resulted in a rapid increase in the popula-
tion’s standard of living, notably in their access to
health services and education (Hillcoat-Nallétamby,
2002; Widmer, 2004).

2. Differentiated Contraceptive Choices,
According to Continent

Fertility control in developed countries was imple-
mented mainly through limited technical and often
risky means (withdrawal, condoms and female
condoms, and also the Ogino method); in many cases,
these were unsatisfactory for sexual fulfillment
(notably withdrawal). The frequent failures led to
numerous induced, often illegal, abortions, with all the
dangers that they involved for the physical and mental
health of women, when induced abortion itself was not
the main means for controlling natality as in the coun-
tries of Eastern Europe. 

The scientific discovery of effective and reversible
contraceptive methods radically changed the provi-
sion of family planning from the 1960s onward.
Couples in developing countries benefited from these
methods where they were available and encouraged.
Certainly it was first of all necessary that the couples
or the individuals wished to limit their fertility (with
the exception of countries that coerce individuals, such
as China), but once this bridge had been crossed effec-
tive contraceptive methods enabled them, in theory, to
carry out their plans with fewer risks and with less
constraining methods than were available to couples
in the northern countries to reduce their fertility. 

Today a broad range of contraceptive methods is
offered by service providers to their clients, but in
reality, political, economic, or cultural choices have led
to each family planning program promoting 
some methods over others. Depending on each region
in India, Africa, and Latin America, the provision of
family planning is very different. The training received
by family planning agents; the advice that they give,
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or which is provided by the media; the availability of
methods or, inversely, shortages in stock; and the cost
of procuring contraception are all factors that affect
demand and individual preference. A summary of the
methods used in the three large Third World regions,
Asia, Africa, and Latin America, shows to what extent
the choice of method differs from one to the other
(Table 102–8 and Figure 102–4; see also Appendix
Figure 102–1).

According to the latest available surveys, on
average 6 out of 10 married women in developing
countries use one form of birth control or the other,
with more in Asia and Latin America (65 and 69%
respectively), but many fewer in Africa (only 25%). The
most popular method is sterilization (22% of married
women). Nearly one in every three women in Latin
America and nearly one in every four in Asia are steri-
lized, while in Africa this practice is completely mar-
ginal (2%). Then comes the coil (or the intrauterine
device [IUD]), used by 16% of women and especially
popular in Asia (20% of married women). In Latin
America and in Africa, the pill is more popular than
the IUD, but it is least likely to be used in Asia. Despite
the intensive campaign in favor of condoms, carried
out jointly by family planning programs and in
HIV/AIDS prevention programs, only 3% of married
women use them. This low prevalence rate can be com-
pared to that of male sterilization (3%), which is only
slightly higher (4.4%) in Asia, providing proof of the

persistent reticence of men to take responsibility for
fertility control. Among the other methods is the injec-
tion (Depo-provera), the prevalence of which could
increase in Africa due to the prestige associated with
the medical act of an injection and the possibility of
using it without the knowledge of people around.
Finally, the distribution of Norplant (subcutaneous
placing of a contraceptive that lasts five years on
average) is so far very low. 

In the statistics, the so-called traditional methods
include the so-called popular methods (based on
knowledge of local pharmacopoeia and on customary
practices) and the diverse variants of the periodic con-
tinence method (Ogino, temperature, etc.). They rep-
resent on average 5% of contraceptive practice in the
Third World, with the exception of Latin America,
where they make up 9%, a probable expression of the
influence of the Catholic Church in certain circles of
the continent. Figure 102–4 shows the distribution of
modern contraceiption and traditional contraception
(i.e., various pharmacopoeia, Ogino, etc.) for each
country presented.

V. WHAT ARE THE RESULTS?

Some countries in Asia achieved their fertility
reduction objectives to such an extent that their growth
is not ensuring cohort replacement; other countries
such as Tunisia are on the same path. Some have even
adopted policies encouraging fertility and others could
soon follow (see Chap. 103). Let us attempt rather to
evaluate the part played by policies for controlling 
fertility reduction in the decline observed over the last
50 years. 

Fertility has fallen in the majority of developing
countries, mainly due to the generalization of contra-
ceptive practices, and to a lesser extent due to the delay
in women’s first union formation. Fertility control 
policies were developed in the majority of countries
during the last half-century, and, in parallel, through
conferences, discussions, and program evaluations,
the community of population specialists have so
strongly insisted on the necessity of these policies that
we are inclined to credit them with the successes
obtained. Yet a study of the demographic and social
history of some countries, a comparison of the paths
that they have taken, and the arsenal of measures used
could lead to questions regarding the specific role
played by fertility control programs and policies. Were
they the decisive factors in the reductions observed?
Or were there other, less immediate but essential, 
economic, social, and cultural factors behind this
behavioral revolution? 
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TABLE 102–8 Prevalence of contraceptive methods (%),
among married women aged 15–49, by large regions

(latest available surveys, from around 1997)

Method Developing Africa Asia Latin
countries America

Pill 5.9 7.1 4.8 13.8
Injection 3.1 4.2 2.9 3.0
Intra-uterine 16.3 4.9 19.6 7.4

device (IUD)
Female 22. 0 2.2 24.8 29.5

sterilization
Male 3.6 0.1 4.4 1.6

sterilization
Traditional 5.4 5.3 5.0 8.9

methods
Vaginal barrier 0.2 0.1 0.2 0.3

methods
Condom 3.1 1.1 3.4 4.2
Other modern 0.6 0.2 0.7 0.1

methods
All methods 60.2 25.2 65.8 68.8
No method 39.8 74.8 34.2 31.2

100 100 100 100

Source: United Nations, 2002a.



Historically, the efforts to encourage fertility control
have sometimes considerably preceded the definition
of governmental policies and the establishment of
family planning programs. In Egypt, the first fatwa in
favor of birth limitation was issued by the Egyptian
religious authorities in 1937 (Fargues, 2002). In
Bangladesh, the fertility decline preceded the estab-
lishment and development of the main governmental
family planning programs (Adnan, 2002). In Tunisia,
the personal status code promulgated by Bourguiba in
1956 had, before any concerns regarding controlling
population growth, profoundly changed the status of
women and thus prepared the ground for future popu-
lation policies outlined only after 1965. The policies

aiming to affect fertility generally proved themselves
to be effective when they were on favorable ground,
often prepared by economic progress, the education of
women and their entry into the labor market, urban-
ization, and the development of health infrastructure
which initiated the decline in infant mortality. 

The meager results of population policies imple-
mented in sub-Saharan Africa, despite the consider-
able resources, give the a contrario confirmation. In the
majority of countries, progress at the economic and
social levels is meager when it is not called into ques-
tion. Infant mortality remains too high when it is not
increasing due to the AIDS epidemic and the decrease
in public health resources. Adult illiteracy and the lack
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FIGURE 102–4 Prevalence of contraceptive methods, by large regions (latest available surveys, from
around 1997). (Source: United Nations, 2002b.)



of infrastructure for spreading contraceptive informa-
tion and methods are still obstacles. While in the large
cities fertility continues to fall rapidly, it is mainly
because the economic crisis has convinced city
dwellers that they can no longer ensure the well-being
of large families and that family planning programs
are available there. In rural areas, only some countries
have been able to establish effective programs.

A comparison of national experiences will make 
it possible to demonstrate the difficulty in making a
univocal diagnosis of the effect that fertility control
policies have had. 

Brazil and Mexico

All the countries that have succeeded in their fertil-
ity transition or that are in the process of doing so have
not had fertility control policies on the same scale.
Some of them, such as Brazil, have not had an explicit
one. Comparing this large country with the other Latin
American giant, Mexico, is instructive. Both currently
have equivalent fertility levels (around 2.3 children 
per woman) and high levels of contraceptive use
among married women (77% in Brazil, 70% in Mexico).
Mexico applied governmental programs with signifi-
cant incentives on the mobilization of medical person-
nel all over the country and on female sterilization as
the main method of birth limitation. Brazil, without an
explicit policy, and without a governmental program,
achieved more or less the same result, and also made
large-scale use of female sterilization (which is never-
theless forbidden). It did this through the spread of
medical advice and promotion of sterilization after
caesarean sections (see above). The entry of women
into the labor market, and the already established tra-
dition of education led women to reduce the size of
their families. The motivation to have fewer children
was present and was satisfied by private supply
outside any specific policy.

Tunisia and Algeria

Other comparisons are essential, such as that of
Tunisia and Algeria, the two neighboring North
African countries. Tunisia had, from 1965, begun a fer-
tility control program and is often quoted as an
example of a successful fertility control policy (Vallin
and Locoh, 2001a), but Algeria, which had, up until
1980, refused to commit to fertility reduction policies,
and whose family planning programs have constantly
suffered from the excuses of successive governments
and insufficient infrastructure, currently has a fertility
level that is very close to that of Tunisia (2 children per
woman). The two countries have experienced a spec-
tacular decrease in first union formation and, in
Algeria, the mass education of women associated with

the economic and political crisis has precipitated
changes in behavior and the adoption of family ideals
that are radically different from those of preceding
generations.

Tunisia remains an example of good practices that
have integrated population policies into development
policies leading to the completion of the fertility tran-
sition. Economic and social progress has gone hand in
hand with the development of programs for contra-
ceptive distribution in the whole country. The first
greatly contributed to the increase in age at first mar-
riage, which has played a major role in fertility reduc-
tion; the second has given couples the means to control
fertility within marriage. Although Algeria has taken
a different path from that of Tunisia, it has arrived at
the same point in terms of fertility, but not in terms of
well-being. The existence of effective family planning
programs in Tunisia has been a factor of well-being
that Algerian women have not benefited from in the
same way. It may also be true that without the example
of Tunisia and its family planning programs, the
changes in Algeria might have been slower.

Pakistan and Bangladesh

These two large countries, which were one until
1970, have followed very different paths. The poor per-
formance of Pakistan in terms of fertility control (5
children per woman and 24% of married women prac-
ticing contraception) contrasts with the success of
Bangladesh (3.6 children per woman and 54% of
married women practicing contraception, see above),
that nevertheless was handicapped by great poverty.
Here again, the comparison pleads in favor of 
the effectiveness of population policies when social
development policies are associated with them. 
In Bangladesh, these conditions were met and fertility
control policies, carefully defined after a period of
experimentation according to social context, coincided
with an increase in female literacy and women’s pro-
gressive entry into the labor market in employment
outside of the family circle, providing them with rela-
tive autonomy. While the fertility control programs
were impressive, they were not the only cause of the
fertility decline. Social progress, demographic pressure
on available land, and poverty among families
strengthened the incentive measures of the programs.

During the same period, the situation was very dif-
ferent in Pakistan. Fertility decline was delayed. Zeba
Sathar (2002) considers that the main reason for this
was the “ineffectiveness of the population policy and the
State and the inability of the private sector to meet . . . the
demand for good quality family planning services” (p. 349).
But she adds that the economic progress made has not
set social changes in motion. Women’s status is practi-
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cally unchanged. For example, only one woman out of
ten is literate. “These factors block any rapid change in fer-
tility desires and in women’s motivation to control their fer-
tility” (Sathar, 2002, p. 349). While fertility control
policies have been failing, development policies have
also failed to support them.

And China . . .

We have not discussed the effectiveness of fertility
policies in this final section. The case of China might
be viewed as an example of a completely successful
fertility control policy, but it was necessary to apply
conditions that have not been used elsewhere and on
such a scale and at a high cost to the population. The
population’s indoctrination, the permanent surveil-
lance of their activities, and the application of 
sanctions to offenders were possible only through
administrative and police control of the population,
and a large-scale repressive arsenal. It must also be
noted that substantial progress has been made in
public health, and this has resulted in a rapid decline
in infant mortality. Here again, programs other than
fertility planning programs were necessary. In India,
where fertility control policies also recommended very
tough repressive measures, the population, through
democracy, successfully resisted them, an act not 
possible in China.

All the experiences in fertility decline are unique. In
examining the various national experiences of the past
50 years, it becomes obvious that policies aiming to
reduce fertility were not the determining factor, but
they did play a role in accelerating the process, in cases
where the population was motivated to better control
its fertility. By disseminating information, by making
effective contraceptive methods available to family
planning clients, and by giving legitimacy to a desire
to control fertility, these policies became truly effective.

In some cases, fertility decline will probably be a
consequence of a lack of economic and social policies,
rather than the implementation of fertility control poli-
cies. This is observed in Africa, where fertility decline
results more from the pressure of poverty than from
the effects of family planning programs or other gov-
ernmental fertility control measures. Here again, the
stakeholders’ motivation is essential. The economic
crisis, which has become structural in the majority of
countries, pushes men and women to change their fer-
tility ideals.

Would the decline in fertility have occurred in the
same manner if the international community had not
seized the issue and had not designed, encouraged, or
financed governmental policies pertaining to the
subject? Undoubtedly. But it would have taken longer
for the reduction to start, and the process would have

been more difficult for those wishing to limit their
family size. The most satisfactory results, at the macro-
economic level as well as that of the population’s well-
being were achieved when economic development
and social policies were combined with and strength-
ened by fertility control policies.
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APPENDIX TABLE 102–1 Trend in Total Fertility Rate between 1970 and 2000, by Large World Regions

Regions 1970–1975 1980–1985 1985–1990 1990–1995 1995–2000

Africa 6.7 6.3 6 5.6 5.3
East Africa 7 6.9 6.7 6.3 6.1
Central Africa 6.3 6.5 6.6 6.5 6.4
North Africa 6.3 5.6 4.8 4.1 3.6
Southern Africa 5.5 4.9 4.1 3.5 3.3
West Africa 7 6.7 6.7 6.4 5.9
Sub-Saharan Africa 6.8 6.4 6.1 5.8

Asia 5.1 3.7 3.4 2.9 2.7
East Asia 4.5 2.4 2.4 1.9 1.8
South Central Asia 5.6 5 4.4 4 3.6
South East Asia 5.5 4.2 3.7 3.2 2.8
Western Asia 5.6 5 4.7 4.2 3.9

Europe 2.2 1.9 1.8 1.6 1.4

Latin America and the Caribbean 5 3.8 3.4 3 2.7
Caribbean 4.4 3.1 3.1 2.7 2.5
Central America 6.4 4.6 3.9 3.4 3
South America 4.7 3.7 3.2 2.8 2.6

North America 2 1.9 2 2

Oceania 3.2 2.6 2.5 2.5 2.4
Australia/New Zealand 2.6 1.9 1.9 1.8
Melanesia 5.8 4.9 4.8 4.4
Micronesia 4.8 3.8 4.1 4.3
Polynesia 5.5 4.1 3.7 3.2

In the world 4.5 3.6 3.4 3 2.8

Source: United Nations, 2003a.



124 Locoh and Vandermeersch

APPENDIX TABLE 102–2 Legal Conditions for Recourse to Induced Abortion in Africa in 1994 and 1999

Legal conditions for 1994 1999
induced abortion

Illegal Central African Republic, Djibouti, Egypt, Mauritius,
São Tomé and Príncipe

To save the woman’s life Angola, Benin, Chad, Côte d’Ivoire, Democratic Angola, Benin, Central African Republic, Chad,
Republic of the Congo (formerly Zaire), Gabon, Democratic Republic of the Congo, Côte d’Ivoire,
Guinea- Bissau, Kenya, Lesotho, Libya, Djibouti, Egypt, Gabon, Guinea-Bissau, Lesotho,
Madagascar, Mali, Mauritania, Mozambique, Libya, Madagascar, Malawi, Mali, Mauritania,
Niger, Nigeria, Senegal, Somalia, Tanzania, Togo Mauritius, Niger, São Tomé and Príncipe, Senegal, 

Sudana Somalia, Swaziland, Togo 
Sudana

To save the woman’s Burkina Faso, Burundi, Comoros, Democratic Zimbabwea,b

life or to protect her Republic of the Congo, Eritrea, Equatorial Guinea,
physical health Ethiopia, Malawi, Morocco, Rwanda, Uganda

Cameroona

Zimbabwea,b

To save the woman’s Gambia, Guinea, Sierra Leone, Swaziland, Uganda Algeria, Burundi, Comoros, Equatorial Guinea, 
life or to protect her Algeriaa Eritrea, Ethiopia, Gambia, Guinea, Kenya, 
physical and mental Botswanaa, Morocco, Mozambique, Nigeria, Rwanda, 
health Ghanaa,b, Sierra Leone, Tanzania, Uganda Cameroona

South Africaa,b, Liberiaa, Botswanaa,b , Burkina
Namibiaa,b, Fasoa,b, Ghanaa,b,
Seychellesa,b Liberiaa,b,

Namibiaa,b,
Seychellesa,b

For the above reasons Zambiab Zambiab

and for economic or Cape Verdea,b

social reasons

On request Tunisia Cape Verde, South Africa, Tunisia

Note: The countries where legislation has been relaxed since 1994 are marked in bold, and the countries where legislation has become more
restrictive since 1994 are marked in italic.

a In cases of rape or incest.
b In cases of fetal malformation.
Sources: Guillaume, 2003; United Nations, 1999.
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APPENDIX TABLE 102–2 (continued)

Legal conditions for 1994 1999
induced abortion

Illegal Chile, Colombia, Dominican Republic, Honduras Chile, El Salvador
Bhutan, Nepal, Philippines

To save the woman’s Antigua, Barbados, Dominica, El Salvador, Guatemala, Antigua, Barbados, Colombia, Dominica, Dominican
life Haiti, Nicaragua, Paraguay, Suriname, Venezuela, Republic, Guatemala, Haiti, Honduras,

Brazila, Mexicoa Nicaragua, Paraguay, Suriname, Venezuela
Afghanistan, Bhutan, Cambodia, Indonesia, Laos, Brazila, Mexicoa

Myanmar, Sri Lanka, Yemen Afghanistan, Bangladesh, Bhutan, Indonesia, Laos,
Myanmar, Nepal, Philippines, Sri Lanka, Yemen

To save the woman’s Argentina, Costa Rica, Peru
life or to protect her Boliviaa,
physical health Ecuadora

Thailand (a)

To save the woman’s Bahamas, Grenada, Guyana, Jamaica, Saint Kitts and Bahamas, Costa Rica, Ecuadora, Grenada, Jamaica, 
life or to protect her Nevis, Saint Lucia, Trinidad and Tobago, Uruguay Peru, Saint Kitts and Nevis, Saint Lucia, Trinidad
physical and mental Panamaa and Tobago
health Saint Vincent and Grenadinesa Uruguaya,

Pakistan Argentinaa,
Malaysiab Boliviaa, Panamaa

Malaysia, Pakistan
Thailanda,
South Koreaa

For economic or social Barbadosa,b, Belizeb,
reasons Belizea,b St Vincent and Grenadinesa,b,

Indiaa,b, Barbadosa,b

South Koreaa,b Indiaa,b

On request Cuba Cuba, Guyana
North Korea, Vietnam, China North Korea, Cambodia, China, Vietnam
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APPENDIX TABLE 102–3 Rate of Contraceptive Prevalence, Oldest and Most Recent Year of Observation, for 
Married Women, 15–49 Years

Country Year of observation Rate of contraceptive prevalence

Oldest Most recent All methods observed: Modern methods in the most

Oldest Most recent
recent year of observation

Asia
Bangladesh 1976 2000 8 54 43
Cambodia 1995 — 13 7
China 1982 1997 71 84 83.5
Hong Kong 1972 1992 50 86 80
India 1970 1999 14 48 43
Indonesia 1976 1997 18 57 55
Laos — 1993 — 19 15
Malaysia 1974 1988 33 48 31
Mongolia — 1994 — 61 25
Myanmar 1992 1997 17 33 28
Nepal 1976 1996 3 29 26
Pakistan 1975 1994 5 18 13
Philippines 1968 1998 15 47 28
South Korea 1974 1994 35 77 67
Singapore 1973 1982 60 74 73
Sri Lanka 1975 1993 43 66 44
Taiwan 1980 1992 69 82 74
Thailand 1975 1996 33 72 69
Vietnam 1988 1997 53 75 56

Latin America

Bolivia 1983 1988 26 48 25
Brazil 1970 1996 32 77 70
Colombia 1976 2000 43 77 64
Costa Rica 1976 1999 64 80 71
Cuba — 1987 — 70 67
Dominican Republic 1975 1996 32 64 59
Ecuador 1979 1999 34 66 52
El Salvador 1978 1998 34 60 54
Guatemala 1978 1999 18 38 31
Haiti 1983 2000 7 28 22
Honduras 1981 1996 27 50 41
Jamaica 1976 1997 38 64 61
Mexico 1976 1997 30 68.5 60
Nicaragua 1981 1997 27 60 57
Panama 1976 1984 54 58 54
Paraguay 1979 1998 36 57 48
Peru 1978 2000 31 69 50
Trinidad and Tobago 1977 1987 52 53 44

Source: United Nations, 2000.
(continues)
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APPENDIX TABLE 3 (continued)

Middle East/North Africa

Algeria 1987 1995 36 52 49
Egypt 1974–1975 2000 25 56 54
Iran 1977 1994 36 70 51
Iraq 1974 1989 15 14 10
Jordan 1976 1997 25 53 38
Kuwait — 1987 — 35 32
Libya — 1995 — 40 26
Morocco 1974 1997 7 58 49
Oman 1988 1995 9 22 19
Sudan 1989 1993 9 10 7
Syria 1978 1993 20 40 28
Tunisia 1971 1994 12 61 49
Turkey 1978 1998 38 64 38
United Arab Emirates — 1995 — 27 24
Yemen 1979 1997 1 21 10

Sub-Saharan Africa

South Africa 1976 1998 37 62 61
Benin 1981 1996 9 16 3
Botswana 1984 1988 28 33 32
Burkina Faso 1993 1999 8 12 5
Burundi — 1987 — 9 1
Cameroon 1978 1998 2 19 7
Cape Verde — 1998 — 53 46
Central African Republic — 1994 — 15 3
Chad — 1997 — 4 1
Congo — 1991 — 8 2
Côte d’Ivoire 1980 1998 3 15 7
Eritrea — 1995 — 20 7
Ethiopia — 1990 — 4 3
Ghana 1980 1998 10 22 13
Guinea 1993 1999 2 6 4
Kenya 1978 1998 7 39 31
Lesotho 1977 1992 5 23 19
Liberia — 1986 — 6 6
Madagascar 1992 1997 17 19 10
Malawi 1984 1996 7 22 14
Mali 1987 1996 5 7 5
Mauritania 1981 1990 1 3 1
Mauritius 1971 (15–44) 1991 25 75 49
Mozambique — 1997 — 6 5
Namibia — 1992 — 29 26
Niger 1992 1998 4 8 5
Nigeria 1982 1990 5 6 4
Rwanda 1983 1992 10 21 13
Senegal 1978 1997 4 13 8
Sudan 1979 1993 5 8 7
Swaziland — 1988 — 20 17
Tanzania 1992 1999 10 25 17
Togo 1988 1998 12 24 7
Uganda 1989 1995 5 15 8
Zambia 1992 1996 15 26 14
Zimbabwe 1976 1999 5 55 52

Sources: Mauldin and Segal, 1988; Seltzer, 2002.





Apart from the West and Japan—a special case in
Asia because of its early industrialization—the coun-
tries or territories whose fertility reached replacement
level (2.07 children per woman) by the 1980s were in
East and Southeast Asia (with the exception of Cuba
and a few other sparsely populated Caribbean
islands). To be more precise, these countries are 
Singapore, South Korea, Hong Kong, Macao, and
Taiwan. Whereas the governments of the last three
countries appear only mildly concerned by the socioe-
conomic consequences of their low fertility levels, Sin-
gapore and South Korea are sufficiently worried to
have discontinued the strict population control policy
instituted 30 years earlier. Despite their low demo-
graphic weight (4 and 47 million inhabitants, respec-
tively, in the year 2000), the way in which the policies
adopted by these two countries have evolved deserves
special attention. Culturally acceptable for Asian pop-
ulations, the route they take paves the way for many
other countries in the region that have already caught
up with them (China, Thailand, and Indonesia) or that
will soon catch up (North Korea and Sri Lanka). Poli-
cies chosen by these pioneer countries may also
present a more attractive alternative for other regions
of the South, likely to reach low fertility levels at some
point, than those developed in the West.

Faced with low fertility, Singapore and South Korea
share similar concerns. The solutions chosen by each
to rectify the situation are polar opposites, however:
whereas Singapore has taken a resolutely pronatalist
line, albeit with characteristics that clearly distinguish
it from family policies implemented in the West, South
Korea, instead of attempting to influence reproductive

behavior, has developed policies essentially designed
to lessen the socioeconomic consequences of fertility
decline. These two options will be examined in turn,
after a brief reminder of each country’s previous policy
features.

I. SINGAPORE

From the time of independence (1965), the govern-
ment of Singapore viewed demographic growth
control as a crucial element of its development policy.
Population growth had reached an all-time high
between the two preceding censuses, with an annual
average of 4.3% between 1947 and 1957 (Figure 103–1).
A stringent policy was adopted in 1966. Aiming to
reduce the number of large families, it was linked to
the slogan: “Stop at two!”; abortion was legalized, and
became widely available at very low cost; female ster-
ilization was encouraged after the second birth, and
women who went ahead with it were offered a broad
range of fiscal and social advantages (priority access to
housing, and health services and education for them-
selves and their children), as opposed to couples with
more than two children who, on the contrary, were
penalized in these same areas.

This policy was set up within a highly favorable
context. Economic growth was strong and sustained.
It reached an average of 7% annually during the 1960s
and 1970s, and generated a gradual improvement in
living standards, such that in 1987, the average income
per person was similar to that of Japan, and was supe-
rior to those of Spain and Italy. In addition, health
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improvements were considerable: life expectancy at
birth reached 73 years in 1987, and infant mortality
was lower than in the United States, the United
Kingdom, and West Germany. This general situation
encouraged very rapid fertility decline, and the total
fertility rate (TFR) plummeted from 6.5 children per
woman in the mid-1950s to 1.4 in 1986, after crossing
the 2.1 threshold for the first time in 1975 (Figure
103–2).

From the mid-1970s onward, the government has
been concerned by the fertility decline’s effect on

population age structure, especially on the ratio
between the working population and the elderly. 
For the first time, in 1978, the demand for labor
exceeded the offer. This prompted deliberations within
the government that culminated in setting aside birth
limitation policies and adopting a series of strictly
pronatalist measures from 1984 onward.

This new policy’s goal was to stabilize fertility
above replacement level through an increase in three-
child families. Some measures are similar to those
introduced in the West: tax incentives, housing subsi-
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dies, ease of access to the best state schools, and so on,
but they were implemented alongside other original
policies. Thus, for example, as fertility decline was
partly attributed to an increase in age at marriage and
the growth of female celibacy, the government devel-
oped programs designed to help young people meet
each other and form unions through activities worthy
of the best marriage bureaus.

Its discriminatory nature, however, was the most
striking aspect of this new policy. In 1984, the 
Singapore prime minister’s address inaugurating the
new population policy emphasized the importance of
encouraging the most educated women to increase
their fertility (Lee et al., 1991; Teo, 1995). At the start,
therefore, university-educated women were the only
ones to benefit from the advantages associated with
the arrival of a third child. Conversely, the least edu-
cated women (who had not finished secondary educa-
tion or whose spouse had not) continued to be offered
economic benefits if they agreed to be sterilized before
having a third child. It soon became clear, in political
discourse, that these measures were designed to
encourage population growth within the dominant
ethnic community, that of the Chinese, at the expense
of Indians and Malaysians. These were not the groups
who expressed their opposition to the government’s
family policy, however; it was rather women with
some education (completed secondary school) who
demanded the same advantages as the most educated
women.

Their demands were satisfied by the adoption of 
a new program that substituted income level for 

education level as the condition of admissibility, and
dropped the deterrents placed on the least privileged
couples. “Have three or more if you can afford it!”
became the slogan for this program. The economic and
social incentives were generalized, and a special effort
was made to encourage early births (additional fiscal
advantages for women having a second child before
the age of 28 years). Finally, all women with fewer than
three children who applied for an abortion or sterili-
zation were compelled to attend a counseling session
especially aimed at dissuading them.

Up to the present day, this pronatalist policy does
not appear to have born fruit: as the 21st century
dawns, the TFR is fluctuating around 1.4 to 1.5 chil-
dren per woman, the average age at reproduction is
steadily increasing (from 27 years in 1980 to almost 
31 years in 2000) (Singapore Department of Statistics
[SDS], 2002a), and the proportion of third or higher
births is still falling (from 55.5% of births in 1980 to
16% in 2000) (SDS, 2002a). Bolstered by its experience
during the 1960s and 1970s, however, the Singapore
government remains confident in its capacity to
modify reproductive behavior in the end, and is con-
tinuing this course of action, even introducing a new
program in 2000 to reinforce the measures developed
since the end of the 1980s. This policy approach is
made all the more interesting by the fact that it is being
implemented in a context of very strong population
pressure, with densities today reaching more than
5,000 persons per square kilometer (Figure 103–3) and
an annual population growth rate close to 2%, two-
thirds of it from sustained immigration (SDS, 2001).
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II. SOUTH KOREA

Like Singapore, South Korea’s current population
policy marks a complete break with that of the 1960s,
but the approach taken is an entirely different one. In
1961, South Korea was the third country, after Pakistan
in 1953 and India in 1958, to develop a birth control
policy to facilitate the country’s economic develop-
ment. Initially, the program focused on family plan-
ning education and the promotion of modern
contraceptive methods, using local health profession-
als specifically trained in these areas. In 1981, family
planning program developments were accompanied
by new measures, articulated around a set of fiscal and
social incentives designed to encourage birth limita-
tion, similar to those introduced in Singapore. The
government committed substantial funding to support
this program, multiplying by 10 the budget allocated
to it (Kwon, 2001).

From the 1960s onward, sustained economic growth
reached an average annual rate of 8% and remained at
this level for 30 years. At the same time, mortality was
falling steadily: between 1960 and 1995, life expectancy
at birth rose from 55 to 73 years and the infant mor-
tality rate dropped from 56 to 13 per 1,000. In 1988,
population policy had achieved its original goal: the
TFR, as high as 6 children per woman in 1960, had
fallen below replacement level (Figure 103–4), and the
rate of contraceptive use was up to 80%, compared

with 25% in 1971 (Kwon, 2001). Within the govern-
ment, therefore, voices were heard lamenting the 
negative consequences of the population policy imple-
mented during the three previous decades.

Various types of issues were raised, including some
related to changing population age structure (Figure
103–5), associated with a rapid increase in the depend-
ency ratio and of the proportions of elderly (the propor-
tion of children under 15 years halved between 1960
and 1995, whereas that of the population aged 65 years
and over more than doubled and is set to double again
between 1995 and 2010), and others concerning repro-
ductive health, with the disturbing prevalence of selec-
tive abortion by sex (Cho, 1996). The sex ratio at birth,
which had remained at about 105 boys for 100 girls until
1982, began to rise, reaching 116 in 1993 (Figure 103–6).
More troubling still, this increase was particularly
strong for lower birth orders, increasing from 108 to 117
for second births, and from 129 to 191 for third births in
the space of only five years (between 1985 and 1990),
despite criminal lawsuits against doctors practicing
selective abortion (three years imprisonment and fines
of up to 12,500 American dollars).

In 1996, a new policy strategy was adopted, break-
ing with that implemented 35 years earlier. In contrast
to the approach developed in Singapore, however, the
Korean government decided to invest in counteracting
the negative economic and social consequences of low
fertility rather than attempting to modify reproductive
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behavior. Supporters of this new perspective believe
the efforts made to raise fertility levels by Western and
other Asian countries, such as Singapore, Taiwan, and
Malaysia, to be in vain. The strictly demographic
aspect of Korean policy is thus limited to restructuring
the family planning program and adopting legislation
designed to fight discrimination against girls, whereas

the new policy essentially operates within the area of
employment and in the creation of social support poli-
cies for the elderly.

The family planning program was reformed with
the aim of improving the quality of care and diversi-
fying the contraceptive methods available; until then,
the main investment was in sterilization—the only
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practical low-cost method. The goal was no longer 
to increase the contraceptive prevalence rate but to
reduce the number of abortions, whose proportion had
risen from around 25% of births in 1970–1974 to almost
50% in 1985–1991, and to improve coverage for the
benefit of economically disadvantaged women and
adolescents by extending family planning services to
all aspects of reproductive health, especially those 
concerning sexually transmitted diseases. The
program shared one point in common with Singa-
pore’s discriminatory policies, however: the poorest
women were encouraged to be sterilized after their
second child and became almost the only ones to
benefit from fertility control measures. For the rest,
family planning services were left increasingly to the
private sector, although contraceptives continue to be
reimbursed by Korean social services.

In years to come, South Korean population policy
may turn to more resolutely pronatalist measures. For
the moment, pressure on the labor force is certainly
weaker in South Korea than in Singapore; the active
population is still growing, although more slowly; and
its proportion of the total population is now stable, after
a steady rise between 1960 and 1995 (from 55% to 71%).
According to the estimates, this proportion should
nonetheless drop by 5 to 6 percentage points in the
course of the next 20 years, at the same time as the
demand for labor increases, producing a deficit of over
a million jobs in 2020. Insofar as the Korean government
does not wish to encourage immigration for social and
political reasons, altering reproductive behavior may
become a government priority once again.

III. OTHER LOW-FERTILITY
COUNTRIES

Although other low-fertility Asian countries are
showing fewer signs of discarding earlier birth control
policies than Singapore or South Korea, there is
nonetheless evidence of a change in direction. Cer-
tainly, China and Indonesia, the largest of them, are not
yet ready to reverse their policies in favor of higher fer-
tility, as demographic inertia leaves them concerned
about the socioeconomic consequences of population
growth in the medium term. Although characterized
by the lowest fertility rates in the world (0.9 children
per woman, according to the most recent estimates)
but politically part of China, the territories of Macao
and Hong Kong also show no interest in supporting
any upward reproductive trend. Elsewhere, however,
the fact that governments are discarding the strictest
aspects of birth control programs, and are cutting
spending on national family planning programs more
generally, can be interpreted as the first signs of a turn-
around in demographic policy (Mason, 2001). These
types of changes are visible in Malaysia, Thailand, the
Philippines, and especially in Taiwan where they are
the most striking.

From the 1960s onward, Taiwan introduced many
noncoercive measures to reduce fertility. The TFR fell
below 2.1 as early as 1984 (Figure 103–7), and new pro-
grams were created in 1989, and reinforced in 1992,
which moved away from the earlier policy approach.
The two-child family continued to be encouraged, but
the government developed a set of measures promoting
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family values and programs supporting marriage
among young people, rather like Singapore. With a 
population growth rate cut by four in 20 years 
(Figure 103–7) and considered satisfactory (Zhenghua et
al., 1994), the goal was not so much rapid population
increase as the gradual stabilization of fertility around
replacement level. As the fertility curve illustrates, these
measures could not reverse the TFR’s steady decline. 
The most recent official statements, however, which
simply reiterate their support for marriage, show that 
the government is still cautious about adopting 
pronatalist measures (Retrieved May 25, 2004, from
http://www.moi.gov.tw/english/PopulationAffairs.
asp).

In Taiwan as elsewhere, this type of policy is
accompanied by the transfer of family planning serv-
ices to the private sector or by their integration into 
the health services. More and more frequently, rather
than reducing population growth, policy stresses the
need to diversify and improve the quality of family
planning services. Like Taiwan, one after the 
other—Malaysia, the Philippines, and Thailand—have
abandoned quantitative goals with respect to fertility
or demographic growth, and new concerns are emerg-
ing in spheres that, earlier, were at best considered
peripheral but were most often completely absent
from population policy.

The United Nation’s International Conference on
Population and Development held in Cairo in 1994 sig-
naled a break in this respect, promoting concepts such
as women’s status and improving gender relations 
and reproductive health, which Asian countries in-
creasingly take into account in their population 
policies. From that point on, these programs, previ-
ously directed exclusively toward married women,

attempted to include adolescents and single women of
all ages. Indonesia is a perfect example of this. During
the first thirty years of its existence, its national family
planning program ignored adolescents and unmarried
women; still today, however, whereas the fertility level
has just fallen below replacement, a profound change
is emerging in government priorities. Aiming not only
to make contraception available to all women, irre-
spective of marital status, it also intends to involve
men, ambitiously aspiring to reach a level of male con-
traceptive use of 10% by the year 2010. Moreover, the
fact that Asian governments have taken up the repro-
ductive health concept has led to a growing integra-
tion of family planning programs into health services;
it has also made it possible to direct resources previ-
ously devoted uniquely to reducing fertility levels 
to other areas, the first of which is the battle against
sexually transmitted diseases in general, and the
HIV/AIDS epidemic in particular.

CONCLUSION

The Singapore government’s dynamic pronatalist
policy is an exception among low-fertility Asian coun-
tries as a whole. Most are still cautious, not only about
engaging on this extreme course, but even about relax-
ing their antinatalist policies established during the
period of strong demographic growth. The historical
and political context accounts more for this situation
than do either the current demographic characteristics
or the predicted course of population and components.
Singapore does not differ significantly from South
Korea, Hong Kong, or Taiwan in terms of its fertility
levels, the present or future proportions of its elderly
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population, the population pyramid as a whole, or 
the estimated date at which total numbers will start to
fall. It is understandable, on the other hand, that 
governments are loathe to envisage a radical policy
reversal in countries where demographic inertia is still
strong—where, in other words, the population’s past
evolution means that it will continue to increase
strongly in future decades despite low fertility levels,
as in Thailand (25% increase projected between 2000
and 2030)—or simply where the numbers involved,
even if only a small proportion of total population, rep-
resent a huge demographic mass, as in China (more
than 180 million persons between 2000 and 2030) or
Indonesia (more than 70 million).

Outside Asia, countries whose fertility is likely to
reach replacement level in the short term are still
scarce. With the exception of many Caribbean islands
and others in the Pacific, where geographic isolation
lends a positive perception of the negative population
growth predicted for 2030, the few countries where
TFR will drop below 2.1 children per woman by
2010–2015 are distributed between Latin America
(Costa Rica and Brazil), the Middle East (Lebanon and
Iran), and North Africa (Tunisia). These are the candi-
dates for an about-turn in population policy. Else-
where, changes in reproductive behavior have been
slow or late enough that the proportion of persons
aged 65 years and over and the projected dependency
ratios for the next half-century remain favorable for
economic growth.
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INTRODUCTION: WHAT IS
PRONATALIST POLICY?

Pronatalist policy is a complex and coherent system
of measures designed to promote fertility. Essentially
two avenues can be taken to portray pronatalist policy:
start with government stated objectives or measure the
empirical effects of selected policies. Both approaches,
however, have significant drawbacks.

In Gérard Calot’s opinion (Chap. 105), France is
probably the only developed democratic country to
have adopted explicitly pronatalist policies with some
continuity through time, before significantly moderat-
ing its position on the issue in recent years. In 1995,
however, Miroslav Macura, Mitchell Eggers, and
Thomas Freijka (1995) created a more extensive list of
pronatalist countries for the period 1976–1991; along
with France, at least part of the time, were Bulgaria,
the former Federal Republic of Germany, Greece, and
Hungary.1 Jonathan Bradshaw, John Ditch, Helen
Holmes, and Peter Whiteford (1993) included Luxem-
burg, Norway, France, and Belgium in the group of
countries showing the greatest generosity toward large
families.2 Shortly afterward, however, the same (or
almost the same) group of authors extended the list to

include Germany (Ditch et al., 1998b). Anne Gauthier
and Jan Hatzius (1997), in contrast, only mention
France and Belgium as explicitly pronatalist countries,
whereas Didier Blanchet and Olivia Ékert-Jaffé (1994)
listed Austria, Hungary, Czechoslovakia, Bulgaria, and
France.3 Since then, Anne Gauthier (1999, 2002) has
proposed yet another classification, and such examples
could be further multiplied. In a word, it is not easy to
classify countries in terms of their degree of support
for fertility. For instance, governments respond to
questionnaires on the topic sent regularly to them by
the United Nations (United Nations, 2002) in ways that
do not always correspond to what is actually done,
and the traditional typology of industrialized coun-
tries (see, e.g., Esping-Andersen, 1990; Reher, 1998)
does not always make it possible to group together
countries with similar fertility policies.

Besides, an examination of the panoply of measures
actually implemented in different countries, and a
comparison of them with the declared intentions,
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1 It is true that this list includes countries which, at least during
the period concerned, were not “developed and democratic,’’ as the
condition used by Gérard Calot in Chapter 105 would imply; a good
part of them are nonetheless developed countries.

2 According to Anne Gauthier (1996b), this classification is based
on observed results, not on stated objectives.

3 The criterion used here to identify pronatalist countries is the
concentration of measures on families with a second or third child.
The same authors, however, suggest an additional criterion—the
economic relevance of this assistance, which, at that time in the
countries cited reached between 10% and 19% of the average wage.
In a second group of countries (Germany, the Netherlands, Norway,
Poland, Austria, Japan, USSR), financial assistance to families also
increases with the number of children, but to a lesser extent (from
1% to 11% of the average wage), thereby indicating, according to
these authors, objectives that fall between pronatalism and redistri-
bution (see below).



shows that pronatalism is in any case scarcely men-
tioned and that it is perhaps not even the main objec-
tive and is just one among many other goals, such as
women’s health protection, promotion of mother’s
labor force involvement, support for living standards
in relatively large families, and so forth.4 In order to
classify these projects within a pronatalist framework,
the relationship of cause and effect must be identified
and measured. Already an extremely difficult goal to
achieve within the social sciences in general, however,
it seems virtually unattainable in this particular case,
given the problem of defining the independent vari-
able (population policy) and of establishing the crite-
ria of analysis of dependent variables.

According to Jean-Claude Chenais (1985), four indi-
cators could be used to achieve this:

• Cohort total fertility rates
• The period total fertility rate (TFR), also

recommended by Gérard Calot (2001)
• The rate of natural increase
• Population age structure

From a strictly demographic viewpoint, cohort
female reproduction (as defined in Chapter 19) is 
probably the ideal dependent variable. Despite this,
studies rarely take it into account for a number of
reasons, one of which being purely practical: as
making policy decisions and evaluating their conse-
quences are generally short-term undertakings, the
long period of time needed to measure cohort fertility
is hardly compatible with the brief duration in which
policies are generally of relevance (including the pop-
ulation policies of interest to us here). The possible
alternatives fulfill different criteria. The last two, more-
over, take account of the need to provide results that
are easily understood by the general public which, in
democratic systems, elects the government and guides
their policies, including those in the population
sphere. One consequence of the problem of choosing
between the possible indicators, at least while the four
of them are not evolving in the same direction, is to
provide arguments for government leaders who prefer
to postpone their actions.

Writing about the various approaches, Anne Gauthier
and Jan Hatzius (1997) distinguish four methods of
investigation, according to whether they are based on

1. Opinion polls (“In a given context, what type of
population policy is acceptable, or desired, or effec-
tive?” “Would you change your demographic behav-
ior if the government took this particular measure?”)
(Moors and Palomba, 1995);

2. Quantitative intercountry comparisons that have
not been formalized within a statistical model that
tests hypotheses, checks correlations, or the like (Chap.
105; Chenais, 1985, 1996);

3. Formal quantitative comparisons5 (Ékert, 1986;
Blanchet and Ékert-Jaffé, 1994; Gauthier et Hatzius,
1997);

4. Individual data (Blanchet, 1987).6

The first method often focuses on a particular policy
measure, while the three others have generally been
used up to now only to evaluate the global results of
the whole system operating in one country or another.
Moreover, as it collects no data on real variations in
demographic behavior following the adoption of new
laws, the first approach can go no further than inform-
ing us of respondents’ opinions and intentions in 
the face of new events that are purely hypothetical
(“Would you have, or would you have had, a [another]
child if . . .?’’) (De Santis and Breschi, 2003).

In fact, to identify specifically (potentially) prona-
talist measures, or the most important ones at least, the
different authors frequently choose what is probably
the only feasible approach in the current state of
knowledge: to restrict themselves to those that appear
logically most closely linked to reproductive behavior.
It is important to remember, however, that this choice
carries a strong risk of losing sight of potentially
important elements. It could be argued, for example,
that all governments always implement demographic
policies to some extent, though often implicitly rather
than explicitly, in the way the fiscal system treats fam-
ilies (according to the number, the work situation, and
kinship relationships of their different components, for
instance), in the provision of free or subsidized serv-
ices (child care, education, medical care, etc.), and the
like (Chap. 105). Besides, attempts have often been
made to study and quantify the financial impact of
current legislation on families by composition and
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4 For measures currently implemented in Europe, see The 
Clearinghouse on International Developments in Child, Youth, and 
Family Policies (http://www.childpolicyintl.org/). Sleebos (2003)
provides a synthesis of these measures and of their possible effects
on fertility (see Palomba and Menniti, 1994, for a similar effort, ten
years before). It should not be forgotten, however, that many family
policies evolve rapidly and not necessarily in the same direction,
either in time, or from one country to another (Gauthier, 1999, 2002).

5 Supposedly a far superior method to the preceding one. As
already mentioned, however, it should not be forgotten that the
dependent variable is not self-evident and that population policy is
composed of a wide variety of courses of action, often difficult to
measure and intrinsically impossible to compare (economic support,
career support, leave, provision of various services with different
territorial or social coverage, etc.): translating all these measures into
quantitative terms can sometimes give the researcher a false image
of objectivity.

6 Which nonetheless often employ simulation methods. Other
studies based on microdata have been evaluated in Gauthier, 1996a.



income (Franco and Sartor, 1990) and, from the slightly
different angle of intergenerational accountancy, the
age profile of economic exchanges between individu-
als and the State, also an indirect indicator of the pro-
tection offered to minors and their families (Jägers and
Raffelhüschen, 1999; Sartor, 2004a).

At times, macroscopic effects have been under-
scored7: in Chapter 105, for instance, Gérard Calot cites
two classic examples of strong variations in marriage
associated with the current economic climate: one
observed in Austria in 1987 (linked to a modification of
family taxation) and the other in Sweden in 1989 (linked
to new retirement pension reversion laws). Jean-Claude
Chenais (1996, 1998) also holds the policy context
responsible for fertility differences in Sarre between 
the years spent under French administration (1945–
1977) and the period that followed, after uniting with
Germany; or those between East German and West
German fertility up to reunification in 1990, and so on.

The case of Sweden’s recent fertility revival (fol-
lowed by its decline) also seems to belong to the realm
of unexpected demographic consequences of political
economy policies. In Sweden, working women receive
a maternity allowance equivalent to a certain percent-
age of their most recent salary. Therefore, if a woman
reduces her workload (e.g., by going part-time) when
her first child is born and becomes pregnant a second
time, her new allowance will start from a lower salary
level. To correct this shortcoming, from 1984 onward
women with successive births have been guaranteed
an allowance at least equal to the preceding one, as
long as the subsequent birth occurs within 30 months
of the one before (Näsman, 1991; Rønsen, 2004). The
resulting effect on fertility in the early 1990s, however,
when the TFR rose above replacement level of 2.1 chil-
dren per woman, appears to have almost disappeared
today; since 1996, Swedish fertility has hovered
between 1.6 and 1.5 children per woman.

Measures adopted to protect certain social cate-
gories, like single mothers in the ex-GDR in 1976
(Vukovich, 1993), or in the United States today 
(Gauthier, 1996a), provide interesting cases of unex-
pected and perverse consequences. In this type of sit-
uation, a fear, partly reinforced by the facts, is that
concentrating assistance on specific groups will
encourage individuals to place themselves voluntarily
in protected categories in order to take advantage of
these legally sanctioned benefits. Thus, in the concrete
case mentioned here, the worry is that such measures
will encourage women to have children outside legal

marriage (and, especially in the American case,
without looking for work).

Thus, pronatalist policies are extremely diverse in
the approach they take and in their content. Without
wishing to deal with all these aspects, I will attempt 
in the following text first to clarify the relation-
ship between pronatalist and social policies, and, in a
second section, to classify pronatalist policies essen-
tially in terms of their content while also taking into
account several other complementary criteria.

I. PRONATALIST POLICY, 
SOCIAL POLICY

Ignorance of the real cause of fertility decline dis-
courages the adoption of pronatalist measures that, at
least in terms of long-term fertility levels, are costly
and only moderately effective (see, e.g., Olivia Ékert,
1986; Didier Blanchet and Olivia Ékert-Jaffé, 1994;
Anne Gauthier and Jan Hatzius, 1997; Rønsen, 2004) or
virtually ineffective (Demeny, 1987, 2003; Ditch et al.,
1998a). Results are slightly more visible, on the other
hand, over a shorter duration (see, e.g., Näsman, 1991)
or when it involves reducing disparities between dif-
ferent social classes (Ékert-Jaffé-Jaffé et al., 2002).

In addition to doubts about their effectiveness is the
public’s poor appreciation both of what is really hap-
pening (despite insufficient fertility levels, the popula-
tion in industrialized countries is generally still
growing) and of the possible consequences which, not
perceived as completely negative (as a decrease in
population numbers can reduce pressure on resources
and the environment), are therefore seen as insignifi-
cant, remote, and not requiring urgent action 
(Frinking, 1985; Vukovich, 1993). There is a potential
lack of motivation, therefore, at the base of the rare
explicitly pronatalist policies implemented.

Arising more generally out of the arguments usually
used to justify public action, there is also some ambigu-
ity about how to confront the problem (Sartor, 2004b).8
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7 There have probably also been many other cases where the
effects, less evident or more diffuse in time, have gone almost unno-
ticed or, at least, for which it is more difficult to find clearly identi-
fiable causes.

8 I will not discuss here the question of knowing the extent to
which public actions are decided through the power exerted over
collective preferences by a minority. This interpretation is basically
the one suggested by Samuel Preston (1984), who provides a plau-
sible explanation for the inadequate support given to fertility by
modern States: that the elderly, now the dominant group, use up
resources that they do not wish to see redistributed to younger gen-
erations and their families (for a review, see Gauthier, 1999, 2002).
Similarly, Peter McDonald (2002) expresses his astonishment that the
young do not create pressure groups to obtain more state resources
for family formation, and Olivia Ékert-Jaffé et al. (2002) consider that
it is possible to assess the effects of social policy on the fertility not
only of the whole population, but also for population subgroups
affected differently by the various measures.



On the one hand, there are “market deficiencies’’: most
individuals wish to behave in one way (in this case, to
have an adequate number of children), but individual
behavior does not conform to this ideal for various
reasons. For instance, although surveys indicate that
approximately two children is the ideal in almost all
developed countries (although this has perhaps started
to fall more recently: see Goldstein et al., 2003), the
actual TFR is most often significantly below this level.
This gap between ideals and actual behavior could 
be attributed to the operation of the market eco-
nomy which, by encouraging short-term interests,
inadequately compensates those who, by having 
children, are on the contrary investing in the long term
(McDonald, 2002).

At an entirely different level, the state may instead
be perceived as a protector, aware of, and concerned
by, the long-term consequences of individual behav-
iors whose repercussions are not necessarily clear to
the individuals themselves. This is the justification for
compulsory pension plans, for example: left to them-
selves, individuals would not accumulate sufficient
savings during their working life and would find
themselves unexpectedly impoverished in their old
age. The same could also apply to fertility: individuals
prefer to have few children (or none at all) because
they do not clearly appreciate the effect that low fer-
tility will have on their quality of life during old age
(Rendall and Bahchieva, 1998). This is also made all 
the more true by a predicted population composition
imbalance: superficially, having children no longer
seems necessary to guarantee comfortable retirement
years, as alternative social protection systems now
exist. These can only function, however, with a rela-
tively regular succession of cohorts and therefore if the
collapse in fertility is not generalized.

This basic ambiguity about the state’s role in fertil-
ity, in turn influenced by the bad memories left by the
pronatalist policies of many totalitarian governments,
is also responsible for the lack of clarity concerning
legitimate ways of curbing fertility decline. What
seems sure is that such measures can never be pre-
sented in the form of punishment for those who fail to
do certain things (e.g., the tax on celibacy introduced
by the fascist regime) (Ipsen, 1997), but only as advan-
tages for those who do them (e.g., cheap loans for
young couples or facilitating access to housing); these
advantages must be carefully justified, especially by
invoking the need to cover part of the cost of more
expensive lifestyles, thereby truly giving individuals
the freedom to make choices for which they would
otherwise be penalized.

Intervention through prohibitions is also becoming
increasingly rare and politically delicate (prohibiting

contraception, abortion, divorce, etc.). It is therefore
preferable, and even essential, to give priority to incen-
tives, encouragement, and guidance, while completely
respecting individual liberty. Concretely, this means
making certain individual choices more attractive than
others, whether by using financial incentives or other
mechanisms.

Beyond the simple question of numbers, family and
society are also interested in ensuring that future gen-
erations do not fall below a certain threshold, particu-
larly with respect to the quality of health care and
education. This often translates into the provision of
certain free or subsidized services, such as medical
visits, schooling, and the like. Legislation aiming to
reach this qualitative goal, however, also demands a
heavy parental investment (through extending the
duration of schooling, e.g.) and may lead to the interi-
orization of these values by families themselves
(Moors and Palomba, 1995). In some cases, therefore,
this legislation may end up reducing fertility exces-
sively, because, when limited resources are available,
investing more in each child means cutting down on
the number of children.

Added to this potential conflict between quality and
quantity, highlighted at the family level by Gary
Becker (1960, 1981), is the controversial question of the
family’s role and women’s position in society: do chil-
dren thrive more if they are cared for, at least during
early childhood, by the family (especially the mother)
or in an appropriate institutional setting9? In the first
option, mothers are encouraged to reduce their outside
commitments, at least during the first years after 
the birth, although this creates a potential conflict 
with their professional aspirations (Chenais, 1998; 
McDonald, 2002); in the second, substantial invest-
ments are made in nurseries, child care centers, and
other early childhood facilities. More often however,
countries oscillate between the two options and move
somewhat in both directions.

The population question is subtly linked to that of
social policy, which has reached sizeable proportions
in all developed countries (absorbing between 18%
and 33% of gross domestic product [GDP]); this often
generates some confusion between the two spheres,
pronatalist and social, in terms of means and goals.
Thus, families with children are often granted eco-
nomic and administrative benefits, at least as long as
they do not exceed a certain income threshold, beyond
which these advantages diminish or disappear com-
pletely. However, as mentioned, social policies are
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9 Linked to this is the following controversial issue: are the best
institutions private (as in Anglo-Saxon countries) or public (as is
generally the case in continental Europe)?



often the camouflage used by governments to have fer-
tility support measures accepted by a sceptical public
opinion: having children is expensive and leads to 
a reduction in living standards, at times below the
poverty line and, officially, the state intervenes only to
prevent this happening.

Finally, it is just as important to consider the indi-
viduals toward whom population policy may be
directed. The traditional family of the past was ordi-
narily represented by a family head (male, economi-
cally active) who benefited from any services offered
by the State or his employer (such as family
allowances, medical services for himself and his
family, etc.). With the disintegration of this family form
and the multiplication of alternative lifestyles that do
not exclude having children, defining the beneficiaries,
and even the typology of interventions, has become
difficult since, as already mentioned, they often implic-
itly conceal a bias in favor of certain family types.
Paying a salary to housewives, or at least to mothers
who stay at home, for instance,10 tends to exclude
working mothers; if it is a fixed amount, a monthly
allowance allocated at the birth of a child tends to
penalize working women (who have to give up their
salary, at least for a time); if it varies according to the
woman’s salary, on the other hand, it tends to benefit
the wealthiest social classes. This explains at least part
of the extreme care taken when adopting different
measures, their variability through time and space,
and perhaps also the caution over introducing index-
linked measures. This is a sort of recognition of the
need for perpetual revision of the bases and criteria of
public intervention in fertility.

For European Union countries, a final dimension is
worth bearing in mind. The European Union has no
direct experience with family policy issues; nor does it
have a shared definition of the family. But it is compe-
tent in many areas closely linked with the family and
fertility, like that of labor force activity (which, e.g.,
interacts with maternity in terms of maternity leave)
and of sexual equality, which motherhood should not
threaten. The relationship between national govern-
ments and membership of the European Union is cer-
tainly a complex one, and if national policies in this
domain converge much less than might have been
expected, or do not converge at all, this is not by
chance (Gauthier, 1999, 2002). In the future, however,
it is possible that the problems shared by all European
Union countries—the inadequacy of intergenerational
exchange first among them—will end up homogeniz-
ing their policies to some extent.

II. A POSSIBLE CLASSIFICATION OF
PRONATALIST POLICIES

A detailed analysis of fertility support measures
adopted in different countries is impossible in the
space of a few pages because of the frequent changes
of direction, the complexity of different legislations
within which specific actions simultaneously pursue a
variety of goals (demographic, social, spatial redistri-
bution of resources, etc.), and the lack of comparabil-
ity between contexts (diversity of per capita income,
variations in women’s full- or part-time labor force
involvement, etc.). (For a more complete account, see
the sources cited in note 4 and the references at the end
of the chapter.)

Table 104–1 brings together the elements of a frame-
work and calendar for pronatalist practices, in the
broader sense of support or protection for mother-
hood. As can be seen, the earliest interventions go back
to the end of the 19th century. Up to the 1960s, meas-
ures gradually became more generalized (e.g., from a
few groups of women to all women) and were rein-
forced, extending the period of compulsory or optional
abstention from work and increasing economic
support. Since then, trends have been less well
defined, particularly for financial constraints, imposed
by the already precarious state of many public
budgets. In general, however, parental leave (often
unremunerated) has been extended, allowing one
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10 Which can occur, even implicitly, in terms of fiscal policy: for
example, by granting a tax reduction or allowance for dependent
wives.

TABLE 104–1 Main Historical Stages of Family Policy
Measures in Industrialized Countries

(1) 1870–1929 First paid maternity leave
Prophylactic health measures for mothers and 

children
Financial support for mothers in need

(2) 1930–1944 Allowances for workers with minor children
Pronatalist policies in several countries

(3) 1945–1959 Universal family allowance
Extension of maternity leave
Other measures (preventative, health, and 

housing)

(4) 1960–1974 Higher family allowance for the poorest, means 
tested

(5) 1975–1995 Further extension of maternity leave and other 
benefits for working parents

Articulated and integrated family policies 
(in several countries)

Development of preschool child care services
Public financial assistance for the poorest 

families

Source: Gauthier, 1996b, p. 193.



parent to spend time with the children as long as they
have not reached a specified age, often 8 years old.
Measures taken in this sphere are somewhat less
linked to the economic and political climate; although
they increased more slowly than other types of social
spending during the 1960s and 1970s, they also proved
more resistant to spending cuts during the 1990s, espe-
cially in the countries subject to the budgets restric-
tions imposed by the Maastricht Treaty.

All industrialized countries have strictly economic
policies supporting families with children, although
these diverge widely in their intensity and character-
istics; some of these are presented in Table 104–2.
Under the classic hypotheses of perfect competition
(whose main assumptions include the rationality of
parents/consumers, perfect prediction of the future,
and the existence of a perfect captial market with no
liquidity constraint), most of these actions should give
perfectly equivalent results. In particular, allowances
at birth or when the child reaches a given age,11

monthly benefit payments, tax exemption, and the cre-
ation of a retirement credit for mothers can all be trans-

lated into a given sum of money expressed in current
monetary value, taking account of the frequency of
events and their distribution through time. However,
the classic theses of marginal economics do not ade-
quately represent the reality of industrialized coun-
tries today, for the manner in which the allowances are
paid is of consequence for both the lawmakers and
their beneficiaries (De Santis and Breschi, 2003).

In addition, many possible secondary regulations
complicate any evaluation of potential benefits; among
these, and not mutually exclusive, may be found the
family’s socioeconomic circumstances,12 the wife’s
occupation (or sometimes the husband’s, if the wife
does not work), the children’s birth order, the presence
of two parents, the use of certain public services,13 the
existence of maximum and minimum transfer limits,
and so on.

The presence of children (or of family responsibili-
ties) is often a reason for tax exemptions. In the past,
these exemptions often took the form of reduction in
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TABLE 104–2 Child Benefits, of Various Typesa, in Several European Countries (ca. 2000)

Country First law Conditional on means Maximum age of childb Amount (Euros per Birth allowance
month, per child)c

Austria 1948 no 19 105/145 no
Belgium 1930 yes 18 (25) 68/185 yes
Denmark 1952 no 18 91/126 yes
Finland 1948 no 17 90/120 yes
France 1932 yesd 20 104/133 yes
Germany 1954 no 18 (27) 128/179 no
Greece 1958 no 18 (22) 6/12 no
Ireland 1944 no 16 (19) 40/53 (yes)
Italy 1937 yes 18 10/137 no
Luxemburg 1947 no 18 (27) 139/233 yes
Netherlands 1939 no 18 49/97 no
Norway 1946 no 16 113/183 no
Portugal 1942 yes 16 (25) n.a. no
Spain 1938 yes 18 18 no
Sweden 1947 no 16 (20) 105 no
United-Kingdom 1945 yes 16 (19) 64/100 yes

a Periodic allowances, tax deductions, etc.
b The maximum age in particular cases (e.g., school, unemployment) are given in brackets. In cases of disability, age restrictions do not

usually apply.
c Minimum/maximum (variations may depend on age, birth rank, family income, etc.).
dBenefits start at the second child.
Sources: The Clearinghouse on International Developments in Child, Youth and Family Policies (http://www.childpolicyintl.org); MISSOC

(http://europa.eu.int/comm/employment_social/missoc/missoc_info_en.htm).

12 The exclusion or reduction of benefits for the better-off is now
an almost universal criterion, especially because of growing restric-
tions on budget balancing.

13 Sometimes offered in place of cash transfers. For instance,
mothers in Germany receive a child care allowance during the first
year if they do not send their child to a state nursery.

11 Among the European Union countries, this type of payment is
made in Belgium, Denmark, Finland, France, Ireland, and the United
Kingdom. 



taxable income. Because of progressive tax rates,
however, this solution was more advantageous to 
the wealthiest families. Although justifiable from one
point of view,14 it was difficult to defend politically,
especially during a period of reduction in public
spending. Nowadays, transfers are most often made as
fixed amounts and, usually, via tax credits only avail-
able to taxpayers.

The question of maternity leave and payments is
particularly delicate both for compulsory and optional
periods (Table 104–3). Most frequently, maternity
benefit rates are linked to salary levels before the birth,
although sometimes there are preset inferior and supe-
rior limits. Introduced in order not to discourage fer-
tility among working women, this measure has
various potential drawbacks. In particular, working
women draw the greatest benefits from these meas-
ures, though some measures may discriminate among
them at times by offering greater advantages to
employees, notably those in the public sector.

The overall result, therefore, is to render the assess-
ment of transfers rather obscure, linked probably to the
absence, even in France, of a complete picture of the
system. It is almost impossible for a family to calculate
ex-ante (and even often ex-post) the total value of trans-
fers received. To make meaningful international com-
parisons, therefore, estimates for specific family types
are often employed; the problems remain, however,
especially because countries’ ranking changes, some-
times radically, with the passage from one family type
to another, or with taking into consideration a more
limited or broader range of services. As Table 104–3
suggests, for example, countries vary enormously in
terms of the provision of child care services; for the
youngest age group (0–2 years) these services cover
from 2% to 60% of the population concerned, and in the
following group (3–5 years), between 28% and almost
100%. The price itself is also very variable: free of
charge in France and Belgium, services have to be paid
for in the other countries. As costs generally change
with family income, calculating the average cost is not
easy, although estimates suggest that it may reach 36%
of the average salary in Greece (and exceed 20% in
Ireland and the United Kingdom).

These figures do not reveal all the differences,
however—such as in spatial coverage and timing
(with or without flexibility), in the quantity and
quality of services provided by the institutions (such

as meals), in preferential conditions of admissibility,
and such like. All these variables are hard to quantify,
but extremely relevant in terms of real support for 
families.

An additional reason for the poor comparability of
family policies (among which we should look for
potentially pronatalist measures) between industrial-
ized countries (or even only between the European
Union countries described here) is associated with
housing policy. Such policies are usually aimed toward
the most underprivileged population groups but, as
family size enters into the assessment of needs, the
largest families are often recognized as the most
impoverished and therefore become the main recipi-
ents of such policies. These measures, however, are in
turn relatively complex, and are often linked, in addi-
tion to the family’s economic status assessment, to
such factors as housing type (e.g., only social housing)
or geographic situation (e.g., only zones with substan-
tial pressure on housing).

Taking all these types of action into account as far
as possible, Table 104–4 gives the list of European
countries, ordered according to their level of family
support (or more precisely, to 20 two-parent families
with one to three children, not necessarily representa-
tive of families of this type). Although subject to the
arbitrary nature of many choices, the gap between
countries appears enormous in some cases: Luxem-
burg has a clear lead, followed by France and Belgium,
who are practically equal. At the opposite extreme are
Greece, Italy, Spain, and the Netherlands (with a net
deduction on families instead of a transfer in their
favor).

It should not be forgotten, however, that the vari-
ables researchers tend to examine do not include
hidden transfers from the state to families through the
provision of two free (or subsidized) services, namely
health and education. Integrating these two elements
into the calculation leads to the conclusion that even
the least pronatalist countries (such as Italy) actually
make positive rather than negative net transfers to
families, as shown in Table 104–4 (Sartor, 2004a). This
does not mean, however, that the table order would be
upended if these advantages were also taken into
account, as European countries are relatively homoge-
neous when it comes to taking responsibility for health
and education expenses. The considerations about
costs related to dependent children for which families
actually remain responsible (for both direct expenses
and opportunity costs) remain valid, but these costs
would be far higher if families also had to pay for the
medical expenses and schooling provided for their
children.
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14 Despite their shortcomings, studies on the cost of children
seem to suggest an increase in cost with the increase in family living
standards (Ékert-Jaffé, 1994) and that of mother’s income (opportu-
nity costs; Gauthier, 2002).
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TABLE 104–3 Maternity and Paternity Leave, and the Proportion (%) of Children in Nurseries or Preschool in 
Europe (ca. 2000)

Countries Leave Percentage (%) of 
children in nursery 

Beneficiarya Duration Amount as a % of salary or preschool

0–2 years 3–5 years

Austria M 16 weeks 100% 3 80
P 30–36 months Flat rate

Belgium M 15 weeks 75%–80% 30 97
P 3 months per parent Flat rate (low)
F 3 days —

Denmark M 19 weeks 90% 58 83
P 10 weeks + 52 weeks (¥2) sick leave 60%
F 2 weeks 100%

Finland M 18 weeks 65% 48 73
P 26 weeks + leave of absence and right Flat rate

to part-time employment
F 18 days

France M 16 weeks 100% 29 99
P 3 years Flat rate (means-tested)
F 11 days 100%

Germany M 14 weeks 100% 5 85
P 3 years Flat rate (means-tested)

Greece M 17 weeks 50% (n.d.) (n.d.)
P 3.5 months per parent Unpaid

Iceland M/P/F 3 months (¥2) + 3 months (¥1) 80% (n.d.) (n.d.)
M 18 weeks 70% 2 55

Ireland P 14 weeks + 3 days/year family leave Unpaid
Italy M 5 months 80% 6 95

P 10 months (+5 days/year family leave) 30%
Luxemburg M 18 weeks 100% (n.d.) (n.d.)

P 6 months + 2 days/year family leave Flat rate
Netherlands M 16 weeks 100% 8 71

P 6 months (each parent) + 12 days/year Unpaid
family leave

F 2 days 100%
Norway M/P 52 weeks 80% (n.d.) (n.d.)

P 52 weeks Flat rate
F 4 weeks Flat rate

Portugal M 6 weeks 100% 12 28
P 24 months + 30 days/year family leave Unpaid

Spain M 16 weeks 100% 5 84
P Until child’s third birthday Unpaid
F 2 days 100%

Sweden M 14 weeks 80%
P 18 months + 6 months (unpaid) 80% 48 79

United-Kingdom M 18 weeks 6 weeks 90%, then flat rate 2 60b

P 13 weeks Flat rate

n.d. = no data.
a M = maternity, P = parental; F = father only.
b 3–4 years (compulsory schooling starts at 5 years).
Sources: The Clearinghouse on International Developments in Child, Youth and Family Policies (http://www.childpolicyintl.org); Kamer-

man, 2000.



CONCLUSION

Despite countless analyses and multiple attempts 
at explanation, the real causes of fertility decline still
remain obscure. On the basis of these facts, some
believe that any attempt to intervene to change these
effects may be useless, and possibly counter-
productive (Demeny, 1987).

European countries seem to have chosen to act in all
reasonable directions: economic intervention, creation
of child care services, career support for mothers, and
so forth. But partly because of limited means, partly
because of confusion surrounding goals (much more
often social or redistributive that pronatalist), and
partly through erratic application through time,
attempts made up until now have not met with great
success apart from a few fertility rebounds linked to
specific situations. TFRs react only mildly, if at all, to
the efforts governments make to influence them. Part
of the explanation may be that the support received by
families, even in the most favorable systems, covers
only a small fraction of the expenses they face.

To successfully invert the downward trend of fertil-
ity over the last several centuries, if indeed that could
be achieved, cultural, organizational, and financial
inputs must reach far in excess of those that Western
nations have agreed to up until now.
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During the 20th century, few industrialized coun-
tries implemented policies that had the explicit objec-
tive (or the explicitly declared objective) of influencing
fertility. If dictatorships and other totalitarian regimes1

that resorted to coercive methods of varying severity
are excluded, the list is especially short. By confining
ourselves to democratic countries which, over a long
period, created legislation whose explanatory memo-
randum constantly and expressly mentioned, among
other concerns, worries regarding a sufficient level of
fertility, France is about the only example (see Chapter
119). Even then, the strength of pronatalist motivation,
which was very marked at the end of World War II,
has become very blurred in this country during the last
two or three decades.

It is necessary, however, to remember that some
countries—through what is called family policies, pre-
sented as targeting exclusively social objectives—
adopted legislation which, in many cases, is not
fundamentally different, in their content or their
methods, from those presented elsewhere as targeting
both social and demographic objectives. Indeed, even
though some deny it, all the countries implicitly apply
family policy measures, even if it is only in the way
that the number of children is taken into account with
regard to obligatory deductions (income tax, in parti-
cular), and social benefits, or in regard to education,
care for little children (crèches, nurseries), or the
budget on child health.

The general issue discussed here is the effect of 
policies on fertility: whether they are policies which at
least partly aim for such an effect or policies 
with purely social objectives which can indirectly
affect fertility. Beforehand, I will make some remarks
on the possibility of assessing demographic effects. I
will then deal with the issue raised by using the
example of the increase in French fertility after World
War II (Sect. 2), the case of Sarre (Sect. 3), a compari-
son of West and East Germany (Sect. 4), and a more
general comparison of the trends observed in Western
Europe (Sect. 5).

I. THE DIFFICULTY OF LINKING
CAUSES AND EFFECTS IN 

SOCIAL SCIENCE

In demography, as in the other fields of social
science, the impossibility of organizing provoked
experiments makes it difficult to irrefutably connect
causes and consequences. While analysis allows,
exceptionally, for presumptions to be established, it is
clear that causal certainty is, and will always remain,
beyond reach.

Generally, it is on the basis of a temporal analysis
that attempts to estimate effects are made: such a cause
appears at a given date or is likely to exert its effects
on a given scale from such a date; the study of the vari-
ation of this scale before and after the pivotal date can
shed light on any possible effects. The diagnosis estab-
lished is based, implicitly or explicitly, on the gap
between the trend actually observed of the indicator
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1 Such as that of Nazi Germany, for example, which in the 1930s
developed a pronatalist policy and succeeded in achieving some
increase in fertility (see Chap. 100).



considered and that which would have been recorded,
but which is by definition not observable, in the
absence of the cause studied.

The trend of the considered indicator that 
would have been recorded in the absence of the 
cause studied can be estimated under three specific 
circumstances.

1. Before the pivotal date, the indicator varies little,
but over quite a short time interval, after the
pivotal date, the indicator begins to increase or
decrease significantly, and is then maintained
without any significant variations near its new
level. The shorter the interval is with the highest
variations and the closer it is to the pivotal date,
the more authority we have to attribute the
recorded change in level to the considered course.
In other words, this favorable circumstance is that
for which the effect is immediate and massive on
a scale that varies relatively little before and after
sudden and significant variations in levels.

2. One case that is similar to the previous one is that
of regular variation before the pivotal date in the
indicator (e.g., in an appreciably linear manner);
then over quite a short time interval, after the
pivotal date, it increases or decreases significantly
and then follows a regular trend comparable to
that which prevailed before. The effect is therefore
estimated by the gap between the extrapolation of
the previous trend and the new trend.

These two situations correspond to the case
where the indicator considered has a considerable
inertia before and after the appearance of the
cause studied, and where the effects produced are
limited to a change in level without a change in
the rate of the chronological trend.

3. Another case, different from the preceding ones, is
that in which a second demographic entity exists
which has not been submitted to the cause studied
and which, apart from that, is homogenous to the
first entity. After the appearance of the cause in
the first entity, a study of the trend in the
considered indicator in the second entity provides
an estimate of the trend that would have occurred
in the first entity in the absence of this cause. This
favorable circumstance occurs when a control
group serves as a reference in the absence of a
cause.

It is rare to be in one or the other of these situations.
The exceptional historical and geographical specifici-
ties must be taken into account in order to estimate the
effects. Note that with regard to the medium- or long-
term effects on fertility, only the third situation is likely
to provide some indication.

As an illustration, let us consider the following two
examples:

1. The effects of legislative changes in Austria
(changes to the law regarding income tax) and in
Sweden (changes to the law regarding reversion
pensions), which resulted in sudden variations in
the number of marriages (Figure 105–1);

2. The effect of World War II on fertility in France
and Switzerland on the one hand (Figure 105–2),
and Sweden on the other hand (Figure 105–3).

Considering the scale of the variation recorded over
a period of only a few months, the curve of the
monthly number of marriages in Austria and Sweden,
after correcting for seasonal changes, is significantly
invariant (Figure 105–1). Moreover, at both ends of this
period, the levels are identical, which indicates the
very specific nature of the cause (in both cases, the
advantage of being married before December 31). We
are therefore in the first situation with a particularly
transitory cause.

If the war period of 1940–1945 is excluded, the com-
parison of trends in the total fertility rate (TFR) in
France and Switzerland between 1930 and 1955 shows
a relatively significant parallelism, with the French
indicator exceeding the Swiss indicator by 0.4 children
per woman (Figure 105–2).

In both countries, fertility was decreasing slowly
between 1930 and 1935. The slight increase observed
in France from 1936 and which was accentuated in
1939 was abruptly interrupted by World War II and 
the invasion of the country. Although a certain 
increase was observed from 1942, the spectacular jump
that marked the beginning of the phenomenon that
became known as the baby boom did not occur until
1945. Swiss fertility stopped declining in 1937 and
increased slowly up to the middle of 1940, followed 
by a rapid and massive increase until the end of 1945.
Then, in parallel to the trend in French fertility, a 
reflux occurred, with the Swiss rate returning to
between 2.62 and 2.30 children per women between
1946 and 1955, while the French rate was between 2.98
and 2.67.

This is how during the war, Switzerland, spared the
hostilities, experienced its baby boom, which occurred
on exactly the same scale as that of France: the differ-
ence between the TFR of 1946 and 1939 was 0.82 
children per woman in Switzerland and 0.83 in France.
But the French baby boom, prevented by the war, only
occurred after the liberation. The great difference
between these two countries is that the rate observed
in 1946 was achieved by an exceptional increase in the
French rate in the space of one year (the TFR increased
from 2.15 in May 1945 to 3.14 in April 1946), while in

148 Calot



Switzerland it was the result of a regular progression
over the course of 6 years.

We are therefore led to believe that the Swiss fertil-
ity trend provided a pertinent reference to what would
have been the progress of French fertility if the war
had not taken place. In these conditions, the vigorous
increase in fertility that occurred at the end of the war,
in France as well as in the majority of countries that
took part in the conflict, could well have been influ-
enced by the war only in its timing but not in its nature,
and not even in its scale: it corresponds to a trend,

which certainly no contemporary had foreseen, but
which could probably also have occurred earlier 
and spread over a longer period if peace had been
maintained.

This presumption is corroborated by examining the
fertility trends of Sweden, the other European country
that was spared World War II (Figure 105–3).

We observe that the parallelism between the French
curve and the Swiss and Swedish curves after 1945
correspond to a greater difference, around 0.15 chil-
dren per woman, than during the 1930s (the gap
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between the French rate and the Swiss one was on
average 0.29 children per woman during the
1930–1939 period, and 0.44 during the 1946–1955
period; compared to the Swedish rate, the gap is 0.38
and 0.52, respectively).

II. THE RISE IN FRENCH FERTILITY
AFTER WORLD WAR II

The principles of a particularly active policy in favor
of families was defined in a decree established in 1939,

known as the Code de la Famille (The Family Code)
(Dalloz, 1995), with the clearly defined objective 
of maintaining fertility. But it was not possible to
implement the policy until the liberation, in the context
of a social security system made up of three branches:
illness, old age, and the family. It consisted of the 
provision of considerable benefits to families. The
funding of the family branch relied on employer con-
tributions and was based on a 9% rate of deduction
from salaries.

From 1945, all salaried employees benefited from
these services. But it was not until the end of the 1950s
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that the system of family benefits was extended to non-
salaried workers: farmers, tradesmen and craftsmen,
employers, and independent professionals. This very
specific historical occurrence makes a differential
analysis of fertility according to socio-occupational
categories possible (data obtained from family surveys
carried out during the censuses of 1954 and 1962). Fur-
thermore, the establishment of a family benefits
system represented a greater improvement in income
for private sector employees (industry and trade), who
only received modest benefits before the war, than for
state and public sector employees, who already
received family benefits before the war, but at a lower
level than before 1945.

Undoubtedly, all the socio-occupational categories
recorded an increase in fertility between the pre-war
period and the post-war period. But at equal pre-war
fertility levels, to what extent was this increase influ-
enced by the implementation of this new family
policy? More precisely, at equal pre-war fertility levels,
was the increase virtually identical within each of
these three groups (private sector, public sector, and
nonsalaried employees) and significantly different
from one group to another?

In Figure 105–4, a point for each socio-occupational
category represents the correlation between (A) the 
relative variation of fertility between the pre-war and
post-war period, and (B) the pre-war fertility level. The
fertility levels, before and after the war, of each of 
the socio-occupational categories was measured by the

average number of children after 10 years of marriage
in the marriage cohorts of 1920–1934 and 1940–1951,
respectively (Febvay, 1959; Deville, 1972; Lery, 1972).

Within each of the three groups, the points of the
graph are ordered2 according to a linear trend, with the
three trend lines being virtually parallel. As expected,
at a given pre-war fertility level the private sector
employees recorded the highest fertility increase. They
are followed by the public sector employees, then the
nonsalaried workers.

The gap between the adjustment line corresponding
to the private sector and that corresponding to the
public sector is around 9 points, the gap between the
latter and that corresponding to nonsalaried workers
is around 12 points. If we could attribute the gap
between the two extreme groups to the difference
between the legislation applied (this naturally consti-
tutes a hypothesis), we come to the conclusion that the
effect of implementing the 1945 family policy was to
increase fertility by around 20% from what it would
have been without the family policy, that is, by 0.4 
children per woman for a fertility level that would 
otherwise have been 2.0 children per woman. This 
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2 Liberal professionals, a particular socio-occupational category
made up of nonsalaried professionals, demonstrated a fertility
increase between the pre-war and the post-war periods that was
exceptionally high, considering their pre-war level. This anomaly
could be due to the high standard of living of this socio-occupational
category, which would make them less sensitive to the effects of the
family policy.



conclusion is obviously weak: for example, one could
object that the fertility changes that occurred within a
given socio-occupational group could also be due to
changes in the social recruitment of this category.

III. THE FERTILITY TREND IN SARRE

After World War II, Sarre remained under French
control until a referendum was held in 1955 which led
to its entry into the Federal Republic of Germany as a
Landon January 1st 1956. For ten years, the French
family policy was applied to the population of Sarre
which, following a transition period, became subject to
the legislation of Federal Germany which was less
favorable to families. It is also interesting to compare
the fertility trend in Sarre with that of the other 
Länderof West Germany (left part of Figure 105–5). If
the French family policy implemented in 1945 had 
an effect on fertility, it should be possible to observe
this effect on the demography of Sarre.

Figure 105–5 shows the fact that at the beginning of
the 1950s, Sarre had one of the highest fertility levels
among the eight Länder considered3 and that from the
1970s it had one of the lowest levels, and even the
lowest in 1985.

This result does not establish the certainty of the
effectiveness of the French policy, but it supports the
presumption of its effectiveness.

IV. THE FERTILITY TREND IN THE
FORMER GDR AND THE FORMER FRG

The graph on the right of Figure 105–5 shows the
trend of the TFR in the former Federal Republic of
Germany (FRG), and in the former German Democra-
tic Republic (GDR). Undoubtedly, in many aspects, the
two halves of Germany were separate up until 1989, in
their political and socioeconomic system above all, but
also in the population’s standard of living, the rate of
female employment, the care of young children, the
situation with regard to housing, and so forth. On
many levels, the fertility of the two countries was very
different, particularly with regard to age at mother-
hood and the proportion of births outside marriage.
However, we cannot ignore the striking similarity in
the fertility levels of both countries between 1957 and
1973. Furthermore, around 1970, these two countries
were similar in the fact that their TFRs were the lowest
in the world.

In 1975, the government of the GDR created a group
of social measures explicitly aimed at increasing fertil-
ity; thereafter, the two rates separated quickly, that of
the East surpassing that of the West by 0.4 to 0.5 chil-
dren per woman from 1977 to 1985. Then, the fall of
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the Berlin Wall, the collapse of the Communist system,
and the unification of the country completely over-
turned the situation.

While it is clear that analogical reasoning certainly
does not make it possible to assert that the FRG would
have recorded a trend similar to that of the GDR if it
had adopted the same measures in the same period, it
seems less dubious to suggest that the GDR would
probably have experienced a similar trend to that of
the FRG in the absence of the measures taken in 1975.

V. THE FERTILITY TREND IN
NORTHWESTERN EUROPE

Since World War II, the countries of Northern and
Western Europe have reached an increasing degree 
of similarity in population trends: the most striking
trend inflections appear simultaneously and according
to increasingly comparable terms. In particular, 
the massive decline in the TFR, which occurred
between the mid-1960s and the mid-1970s, is very
similar from one country to another (left side of Figure
105–6). Consequently the peculiarities in the trends,
notably the exceptions to the parallelism, at least when
the exceptions are quite significant, reveal national
specificities that we need to identify and then attempt
to explain.

The long-term demographic effectiveness of the
French family policy appears, vaguely but probably, in
the fact that in the TFR and, more especially, in the
completed fertility from the cohort born in 1920 to that

born in 1960, France had one of the highest levels in
Europe (Figure 105–6). It is naturally impossible to
quantify this effect on the basis of Figure 105–6 alone.

Close examination of Figure 105–6 shows, on the
other hand, that the four Scandinavian countries
(Denmark, Finland, Norway, Sweden) are distin-
guished by a clear increase in their TFR since the
beginning of the 1980s. The most striking case is that
of Sweden where the period of increase (1983–1990),
which raised the rate above replacement level, was
replaced by a period of decline of a virtually identical
scale, from 1991. In terms of completed fertility, the
Scandinavian peculiarity results in a lesser decrease of
the curves, and even a near-invariance for Sweden: the
Swedish curve crosses the curves of nearly all the other
countries, which shows a decrease of at least 0.5 chil-
dren per woman between the female cohorts born in
1930 and those born in 1960. While Swedish women
born around 1930 were the least fertile females on the
continent, their daughters, with a fertility level similar
to that of their mothers, have one of the highest fertil-
ity levels in Europe. This is probably due to the indi-
rect pronatalist effect of social policies, particularly
those aiming to facilitate the compromise between pro-
fessional life and family life.

CONCLUSION

At the end of this brief discussion of some remark-
able changes in fertility in Europe, let us add some
indications of general interest on the effects of policies

Chapter 105/The Effect of Pronatalist Policies in Industrialized Countries 153

INED
51004

Average number of children per 100 women

340

360

380

400

300

320

260

280

200

220

140

160

180

140

120

Average number of children per 100 women

340

360

380

400

300

320

260

280

200

220

140

160

180

140

120

1920 1925 1930 1935 1940 1945 1950 1955 1960
Year of observation

1945 1950 1955 1960 1965 19751970 1980 1985 19951990
Year of observation

Germany
England and Wales
Austria
Denmark
Finland
France
Norway
Netherlands
Sweden
Switzerland

Total fertility rate Completed fertility

FIGURE 105–6 Trend in TFR (left graph) and the completed fertility of cohorts (right graph) in North-
western Europe from 1946 to 1995. (Source: Population database of the ODE)



that support fertility. As was mentioned at the begin-
ning of this chapter, coercive measures, particularly
those that consist of reducing fertility control by limit-
ing access to contraception or induced abortion have
been excluded from this discussion.

First of all, each time that the opportunity arises
(exceptional, it is true) of evaluating the effect on fer-
tility of policies aiming to improve the living condi-
tions of families (regardless of the reasons, partly
demographic or exclusively social), the resulting con-
clusion invariably includes a positive effect on fertility
levels.

Secondly, this effect is generally modest. While the
TFR could react with some intensity to such and such
a change in legislation, cohort completed fertility
would not have changed considerably. The maximum
effect that can be expected from an active family policy
over the long term is probably of a few tenths of a child
per woman. Earlier we provided an idea of the scale
of the effect of the French family policy implemented
after the liberation. Econometric work carried out in
France by Olivia Ékert (1986), came to the conclusion
that the total compensation of the cost of a child could
increase completed fertility by around 0.5 children per
woman.

According to our previous considerations, it
appears that no country could have avoided the two
considerable variations in fertility observed during the
20th century (the baby boom of the 1940s and the baby
bust of the 1965–1975 period) through appropriate
policies. It is only on the fringes that changes could
have been made.

However, for the female cohorts born around 1960,
the difference that separates the completed fertility of
the cohorts from replacement level, which can be taken
as a reasonable demographic objective (maintaining
the adult core of the population at its current number,
which implies a slight population increase and a
certain aging, due to the increase in average life span),
generally remains in Europe within the scope of the
possible effects of family policies. It is therefore possi-

ble to obtain simple replacement fertility in Western
Europe.

It is true that many of our contemporaries are
repelled by a policy for stimulating fertility, either
because they consider that governments should not
intervene in this most personal of issues, that of family
choice, or because they condemn any objectives that
are similar to those of previous totalitarian regimes. It
is possible, however, that the changes that affect the
balance between ages, particularly with regard to
social security and particularly to pensions, will result
in the disappearance of some of these objections.

Insofar as an active family policy is inevitably
expensive for the public purse, what needs to be deter-
mined is whether the benefits that we might obtain
from higher fertility are worth the cost. But that, in
truth, is another discussion.
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P A R T  

III

HEALTH POLICIES AND THEIR
DEMOGRAPHIC IMPACT

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

From man’s appearance on the Earth up to the 18th century AD—that is, for tens of
thousands of years—humankind never escaped the clutches of a stark mortality pattern:
over a quarter of newborns did not survive infancy, and the mean length of life barely
exceeded 25 years.

Less than three centuries have brought immense progress and unprecedented social
change. The new mortality regime gives current populations a life expectancy two to
three times longer than their predecessors, and this is probably a continuing trend.
Some countries are plainly well in the lead, while others are still lagging, but all have
moved forward and the general trend is extraordinary. And the last half-century has
been the most decisive period of recent centuries. The great leap forward was a post-
war achievement, brought about by the spread of antibiotics, the general introduction
of social security systems in the developed countries, and the launching of large-scale
health improvement programs in Third World countries.

Have health policies delivered? They aim to, so should they be credited with the out-
comes achieved? Plainly, they are far from the only contributory factor to the recent
mortality decline, and it would be foolhardy to claim them as directly and uniquely
responsible. First, without the startling medical progress of the last 150 years, the situ-
ation today would still be very far short of where it actually is. Admittedly, this progress
itself can be credited to health policies in the broad sense through investment in
research, and the gains of that progress have been so great only because of health poli-
cies that spread the benefits to the general population. But it would be rash to conclude
from this that merely taking medical research and current health policies forward will
necessarily bring all populations of the world rapidly up to the level of the current 
trailblazers.



But, what do we mean by a “health policy”? This is not the place in which to rehearse
the definitions of health,1 nor dwell at length on the simple fact that a health policy is the
deployment of society’s resources to improve public health. But this simple approach
can go down many different roads (Pradeau, 2004). More especially, it can focus on very
different degrees of involvement by the State (or other public institutions).

Astrict economic liberalism approach might consist in a policy based solely on the idea
of a market for health populated by players who were production (pharmaceutical firms,
etc.), service (hospitals, private clinics, fee-for-service health professions), or retail (phar-
macies, etc.) undertakings, and consumers (people with health problems, or healthy indi-
viduals concerned with prevention). The purpose of health policy would then be, as in
other public policy spheres, to regulate that market in order to maximize system effi-
ciency by optimum management of resources that can never be equal to the vast needs for
improvement of public health. The limits of such an approach need little explanation.

Still in terms of the basic functions of the State (Montesquieu, [1758]; Constant, 1815)
that are compatible with free enterprise, health policies may include the efforts of gov-
ernment bodies to regulate certain occupations that have a responsibility to society,
which can include the health professions. Government will then decide what skills are
required to carry on these occupations and the legal framework in which they can be
exercised. It may also order the different levels of occupation hierarchically, or prescribe
specializations and, finally organize how they should be coordinated or work together.

The basic functions of the State may also require some aspects of the prevention or
treatment of some diseases to be seen as a public policy imperative identical or similar
to national defense, for which public health policies must be framed. It was one of the
earliest approaches of this kind that helped to contain most effects of the major epi-
demics through the enactment of sometimes quite harsh public injunctions, like isola-
tion or the establishment of quarantine lines to tackle the plague or cholera. The concept
of public health is also what lay behind the late 19th- and early 20th-century political
concerns with hygiene, followed by the introduction of compulsory vaccination schemes
or sectoral policies to tackle specific diseases, like tuberculosis or syphilis, considered as
social evils which the State or, more generally, the authorities, had a duty to tackle.

Taking public involvement one step further, health policy can be spelled out in terms
of concrete objectives and deliverables. With regard to infectious diseases, for example,
the idea rapidly gained ground that a policy objective could be not just to tackle,
contain, and limit the consequences of a disease, but quite simply, to eradicate it entirely.
So, the World Health Organization (WHO) set, and eventually achieved, the objective
of eradicating smallpox.

Health measures may also aim to provide more specific protection to groups at par-
ticular risk. Special maternal and child welfare programs, and statutory protection for
workers against work-related accidents or occupational diseases, are cases in point. The
same concept was even extended to maximize the benefits when, for example, informed
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1 Which can be found in various chapters of the Treatise, in particular Chapters 40 (“Health, Illness and
Death,” by Catherine Gourbin and Guillaume Wunsch), 41 (“Measuring the State of Health,” by Catherine
Sermet and Emmanuelle Cambois), and 80 (“Lengthening of Life and the Population Health Status,” by Jean-
Marie Robine and Carol Jagger).



by the Chinese barefoot doctors scheme, the WHO’s Alma Ata conference adopted the
primary health care strategy designed to redefine health policy priorities for the benefit
of the poverty-stricken populations of the Third World.

Public involvement goes yet a step further when the objective becomes more all-
embracing, as in the health section of some countries’ population policy statements:
setting target dates and percentages for cutting the infant mortality rate, or even hard
targets for life expectancy gains. This kind of objective has even been included in some
WHO programs under the “health for all 2000” initiative.

But the surprisingly unrealistic title of this initiative itself was merely a partial reflec-
tion on a worldwide scale of the major development made in the concept of health
policy by social democracy and more so by communist regimes. It is a concept that
requires the State—either directly, as in the United Kingdom and communist countries,
or indirectly, through special purpose welfare agencies, as in France and the Scandina-
vian countries—to pay the full cost (or at least a very big share) of health care for the
entire population in order to minimize social inequalities in illness and death while
maximizing the general health and life expectancy of the population.

Finally, at the maximum degree of public involvement, a health policy may be based
on the legal recognition of a real right to health for all, although this involves little prac-
tical commitment given the many factors in individual health that are largely outside
political control and policy action. A constitutionally entrenched right to health will
remain mere lip service unless legislation or regulation lays down the dividing line by
time and circumstances of what is and what is not possible, in order to define where
the duty of the state and authorities really lies, which is little different from setting more
or less achievable targets.

These various concepts that can underpin health policies have only gradually
emerged during a history of health that often receives only a passing mention in
attempts to trace the history of population policies (including in the opening chapters
of this volume). In Chapter 106 of this third part, therefore, Jacques Vallin and France
Meslé briefly review the history of health policies to inform an understanding of current
issues. In Chapter 107, the same authors then consider the strategies deployed in recent
decades, and in Chapter 108, they review the measurement of real health policy out-
comes. This assessment can obviously not be wholly satisfactory, as measurement in
this field suffers from a lack of data, aggravated by the growing complexity of the issue
in our modern societies. In Chapter 109, therefore, Viviana Egidi and Vittoria Buratta
discuss the monitoring systems that need to be put in place before health policy out-
comes can be properly assessed.
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In its broadest sense, health policy may be defined
as a collective action to improve a population’s health
status, irrespective of the type of collective entity
responsible for the action, and without awaiting direct
central-government involvement. Even if we accept
this definition, there are two obvious prerequisites to
such action: (1) the population (or at least some indi-
viduals) must be, or believe themselves to be, capable
of combating disease and death; (2) society must be
sufficiently organized to produce institutions capable
of and willing to make a collective contribution to bet-
tering the population’s health status. Both conditions
seem to have existed at the very birth of the great civ-
ilizations whose writings have come down to us.
Indeed, the first prerequisite was undoubtedly met at
a rather early stage of prehistory, since an examination
of skeletons has shown that, by the Neolithic, humans
knew how to reduce fractures by immobilizing broken
bones and preserving their alignment (Sournia, 1997).1

As to whether the second precondition was met, we
must let our imagination run. However, as far back as
the first known writings, medicine already had an
effective presence; it was sufficiently structured for us
to conclude that, from earliest antiquity, most societies
had begun to sketch out a health policy, if only through
the organization of the medical profession. True, this
embryonic arrangement probably never led to the

implementation of a health policy (in today’s full sense
of the term) before the 19th century. No doubt it was
necessary to wait until health issues attained their full
magnitude, and access to medical care became suffi-
ciently effective to overcome major natural constraints.
Nevertheless, current health policies are the culmina-
tion of a long maturing process that moved in step
with the construction of human societies.

I. ANTIQUITY, MEDICINE, 
AND RELIGION: FROM IMHOTEP 

TO GALEN

1. Egypt

The oldest medical text in the world is undoubtedly
the Edwin Smith papyrus, written at the start of 
the Old Egyptian Empire, that is, in about 3000 BC. It
is a true classification of external pathologies method-
ically arranged from head to foot. Each chapter
described a clinical case with exploratory methods,
statement of diagnosis, and therapeutic recommenda-
tions. This form of medicine (in which gynecology2
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1 “But as some overlaps between the two fragments remain, we
can conclude that [man] did not know how to exert a traction at both
ends that would have restored a perfect alignment. We are even
more hesitant about assessing cranial trepanations, which were
partly healed in the individual’s lifetime. [. . .] Was their significance
religious or rather therapeutic? [. . .] The question will probably
never be answered”(Sournia, 1997, p. 10).

2 “Egyptian doctors could identify uterine prolapse (for which
pessaries were applied), metritis, vulvitis, and uterine cancer, fought
by means of local injections, purges, and aromatic fumigations
whose composition is unfortunately not known.” They could also
establish “an early diagnosis of pregnancy by observing the com-
parative growth of two plants, one irrigated with water, the other
with the urine of the woman assumed to be pregnant” (Sournia,
1997, p. 26). This role of gynecology in the medical concerns of the
time was certainly linked to the relative sexual freedom in ancient
Egypt, where women enjoyed considerable autonomy and played a
major part in social, political, and religious life.



and surgery featured prominently) was, to some
degree, effective, although it did not hesitate to rely
heavily on the divining art. We have relatively full
information on the subject in other papyri, most of
which are copies of older ones. The corpus indicates
that medical science was already very elaborately
organized. Its best-known figure is unquestionably
Imhotep, scribe, sage, poet, astrologer, architect
(designer of the stepped pyramid of Saqqarah), and
priest and vizir of Zoser (2630–2611 BC), as well as of
three other pharaohs, but, most importantly, a physi-
cian whose thought long influenced the entire ancient
world.

The position occupied by this practitioner at the
highest level of the State is not entirely accidental. 
At the time, and throughout Egyptian antiquity,
doctors belonged to the civil-service elite. They 
were members of a highly organized, hierarchic cor-
poration comprising physicians-in-chief, chiefs of
physicians, inspector-physicians, physicians-in-chief
of the North and South, court physicians, court inspec-
tor-physicians, and, at the very top, physician to the
Pharaoh. They were paid a fixed salary, practiced 
free of charge, and were assisted by a series of auxil-
iaries of different rank (nurses, nursing aides, etc.).
This organized profession, embedded in the core of
government, presumably focused its energies not on
the populace but on a set of individuals whose status
was reflected by the rank of the caregiver. Neverthe-
less, it had a very visible presence among miners and
workers at the giant construction sites set up to build
temples and pyramids, who risked many accidental
traumas.

In sum, Egypt had (1) a rather extensive, well-cod-
ified medical science handed down from generation 
to generation, and (2) an organized medical profession
incorporated into the machinery of State and used 
(at least in part) to dispense care to workers in major
construction projects. These features constitute, in
essence, an embryonic health policy. As in many 
other areas of social life, Egyptian society tightly 
controlled health care resources and codified their 
use. So much so that, recounting these facts, Jean-
Charles Sournia (1997) asks: “Why is it that minds
capable of writing, in 3000 BC, a sensible and useful
treatise on small surgical operations were succeeded
by lackluster heirs, capable only of recopying manu-
scripts handed down by their fathers?” (p. 31). Was the
immobility of minds not imposed by the monopoly
exercised in this sector, as in so many others, by an
omnipotent State, nearly frozen inside structures
resting on an equally static society? The author care-
fully avoids settling the issue, arguing that the reverse
scenario is just as possible. In our view, human mental

processes are such as to make the first possibility more
likely.

2. Mesopotamia

Mesopotamia, too, saw the very early advent of a
rather sophisticated and organized form of medicine,
but one less directly subordinated to political author-
ity. By contrast, illness was chiefly viewed as punish-
ment for a transgression, and the main purpose of a
medical examination was to discover the sin and iden-
tify the spirit responsible for the ailment. Yet, as Jean-
Charles Sournia notes (1997), “moral transgressions
were compounded by causes of physical impurity:
putting one’s feet in dirty water, [. . .] touching an
unclean body, etc.,” (p. 19), which could sometimes
produce more realistic diagnoses. Therapies based on
such foundations were naturally of uneven effective-
ness, but, as in Egypt, surgery was the prime option
(reducing fractures, dressing wounds, cataract treat-
ments, urethral probe, etc.); there was also medication
with plants and other substances, mineral or organic.
Physicians were not functionaries, but the State paid
their fees, as indicated on the famous Hammurabi
Stele, which sets rates for different procedures. Many
tablets also attest to the abundance of periodically
updated lists and classifications. At the very least,
therefore, we can conclude that there were official
efforts to regulate health care activities.

3. Ancient China

“His main concern was that the populace should
have enough to eat and that the rites of mourning and
sacrifices should be properly observed. By the great-
ness of his soul, he won the support of the people; by
his honesty, their trust; by his diligence, their suc-
cesses; by his justice, their happiness.” Thus did Con-
fucius (551–479 BC) (1981, quoted by Hoizey and
Hoizey, 1988, p. 33) pay tribute to King Wu, founder
of the Zhou dynasty (12th century–221 BC). Confucius
does not explicitly list health among the King’s con-
cerns in regard to his people, but he probably could
have, for as in the Pharaohs’ Egypt and Hammurabi’s
Mesopotamia, medicine was already an organized pro-
fession in Zhou China. There were jiyi (physicians for
ailments) and yangyi (physicians for wounds) while
the shiyi (food doctors) kept watch on nutrition. The Yi
King, written in the fourth century BC, was an already
very detailed medical treatise gathering knowledge
partly recorded in older texts. Most important, princi-
ples of hygiene and prevention were being formulated
as early as this period. It is hard to determine the
precise extent to which the authorities were involved
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in organizing medicine and applying its principles to
the well-being of the populace. But we do know, for
example, that during the era of the Warring Kingdoms
(fourth and third centuries BC) the growth of towns
led to the construction of sewers (Hoizey and Hoizey,
1988, p. 44). Sanitation was thus already an issue in
public health policy.

4. Greece

Everyone has heard of the Hippocratic Oath, still
taken today by medical graduates when they begin
practicing. Whether Hippocrates (460–370 BC) actually
wrote the text himself is of little importance.3 Unless it
had antecedents unknown to us, it marked a new step
in the implementation of a health policy, insofar as it
may be regarded as the first outline of a code of
medical ethics. While produced by the profession
itself, the code clearly sought to control the actions of
the profession in the collective interest, even if com-
pliance relied entirely on an appeal to practitioners’
moral sense.

Hippocrates was so successful that he influenced
medical education in Europe until the 19th century
and was almost universally recognized as the father of
medicine. Yet his reputation undoubtedly rests less on
his own discoveries and the 60-odd texts attributed to
him than on his genius as a teacher and the popular-
ity of his famous aphorisms, which summarize in a
short, proverb-like sentence each principle suited to
different pathological conditions. The aphorisms had
to be learned and, most important, recited by heart,
particularly in the schools of Cos and, later, Thessaly,
founded by Hippocrates at a time when classroom
materials consisted merely of parchment for teachers
and wax for students. The method was hugely suc-
cessful:

Not only were Hippocrates’s aphorisms studied until the 
18th century, but many teachers wrote a host of treatises more
or less closely adapted from those of Hippocrates. Until the
19th century, teachers prepared phrases that were easy to
remember, like those of the old master of Cos. (Sournia, 1997,
p. 39)

The founding of medical schools, distant ancestors
of our modern universities, was also a vital asset for
introducing health policy.

5. Rome

The Romans did not have a high opinion of the
medical profession, whose practice they largely

entrusted to slaves (often Greek, as the Romans held
Greek medicine in high esteem). Nevertheless, the
Romans left traces in the long march toward the intro-
duction of health policies. The most important, in all
probability, is not the work4 of their best-known physi-
cian, Galen.5 This is despite the fact that, in the second
century, he dominated ancient medicine, showed great
skepticism toward many treatments (by advocating
the notion that nature was the supreme healer), and
developed a remarkable synthesis of philosophical
doctrines concerning medicine. Setting aside the
Chinese example mentioned earlier, the Romans’ chief
contribution was to found a sector of critical impor-
tance in any public health policy: sanitation. The plan-
ning rules for all cities in the Empire included highly
efficient sewage systems, public latrines, and fountains
for distributing drinking water. Some cities appointed
and paid doctors (known by the Greek name of archi-
atri) to care for the poor and assist them during epi-
demics; campaigning armies enlisted the services of
physicians and surgeons. Health care establishments
called valetudinaria (the first known hospitals) were set
up for veterans and the infirm.6 The existence and
proper functioning of such buildings, structures, and
services required a powerful and well-managed
administration. Their disappearance in the ruins of the
Roman Empire is yet another indication of their role as
health-policy components.

Lastly, even if its economic concerns (annuities)
were rather far removed from health care issues, 
we must give a mention here to Ulpian’s table.7 It 
was an ancestor (admittedly a very imperfect one) of
today’s life tables,8 a key instrument for tracking
changes in mortality and hence the effects of health
policies.

Despite the Byzantines’ efforts to preserve the her-
itage of the Ancients, in our area of interest as in many
others, the West lost track of it almost entirely. The
West did not rediscover its roots until the Arab con-
quest and the shock of the Crusades.
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3 Jean-Charles Sournia (1997, p. 40) regards this as highly
unlikely.

4 De anatomicis administrationibus, De usu partium corporis humani,
De sanitate tuenda, De temperamentis et facultatibus simplicium medica-
mentorum, De locis affectis.

5 As it happens, Claudius Galen was Greek. He was born in
Pergamon in AD 131 and died in 201.

6 However, Jean-Noël Biraben (1990) argues that the first true
health care institution for the ill (nosocomium) in the West was
founded in Rome in 380.

7 Ulpian (170–228), jurisconsult, pretorian prefect under 
Alexander Severus.

8 “It is uncertain whether the figures in Ulpian’s table are intended to
represent the expectation of life or the present value of an annuity of 1.
However, it is worth noting that the figure at birth, namely 30, is about
the level previously cited for the duration of life in ancient Greece and
Rome”(Dublin et al., 1949).



II. MIDDLE AGES AND
RENAISSANCE: FROM AVICENNA

TO AMBROISE PARÉ

1. The Arab-Muslim Contribution

In the seventh and eighth centuries, the Arabs con-
quered all the southern regions of the ex-Roman
Empire, and Asian lands far beyond. It is the scholars
of the Muslim world, at its apogee after the conquest,
who were largely responsible for recovering the
ancient medical heritage and transmitting it (with
enhancements) to the Medieval and early Renaissance
West. The main figure in this transmission was
unquestionably Avicenna.9 His Canon (Quanum
fit’tibb’) is a systematic review of all the diseases
known at the time. Admittedly, Jean-Charles Sournia
sees it as an “obscure hodge-podge from which we can
deduce nothing of use to patients” and, while express-
ing his esteem for Avicenna, he saves his admiration
for Avicenna’s far less famous predecessor Rhazes
(850–923). Yet Avicenna remains the emblematic and
still very widely celebrated embodiment of the role
played by Arab-Muslim civilization in the develop-
ment of medicine and public health. His contribution
was twofold. First, it served as the scientific link
between the ancient world and the medieval gestation
period that heralded the Western Renaissance. Second,
it enriched the concept of hospital inherited from the
Roman valetudinaria by linking it closely to the teach-
ing of medicine.

By the eighth century, the caliphs, followed by emirs
and sultans, were opening hospitals in their cities. 
The Caliphate of Cordoba alone seems to have had 
40 hospitals. These often-spacious establishments were
divided into wards, including one for the insane, and
were equipped with pharmacies and libraries, in itself,
a considerable improvement on ancient models. Most
important, in 932, Caliph Al-Muqradir instituted a
compulsory examination as a prerequisite for practic-
ing medicine. Students could prepare for the exam by
completing an internship with a teacher to whom they
paid tuition, or by attending a teaching hospital. The
second option soon became very popular. Students
were required to examine patients and then hand them
over to more qualified assistants; the teacher would
confirm the diagnosis and prescribe the treatment.

Thus, for four centuries, “the Muslim world had teach-
ing hospitals, which the Christian West did not estab-
lish until the eighteenth century” (Sournia, 1997, p. 80).
However, this crucial component of all health policies
did not involve the authorities except at the regulatory
level. Most of the resources came from public charity.
Strongly encouraged by the Koran, which prescribed
almsgiving as a duty, such donations provided hospi-
tals with generous endowments.

2. In the West: from the Founding of
Universities to the Discovery of the

Human Body

Founded on the ruins of the Roman Empire, the
Christian West was fragmented, politically and admin-
istratively destructured, and ruralized. It would no
doubt have lost all memory of ancient learning if the
monasteries had not carefully preserved some traces of
it in their libraries. But the elements of medical science
salvaged by the monks were confiscated by the
Church. Despite the brilliant and innovative experi-
ence of the Salerno School,10 the Church clung jeal-
ously to its monopoly of knowledge, virtually refusing
to make it available for treating patients and, even less
so, for promoting public health.

Neither the founding of the first universities11 nor
their vigorous flowering in the 13th century nor the
growing number of hospitals changed this situation to
any significant extent. The universities took too long
to distinguish between faith and reason, and to con-
descend to comparing theory and reality. As for the
growing number of hospitals, often run by the Church,
they never set any missions for themselves other than
religious: these included charitable functions (taking
in the poor) and (even more often, and for a long time)
the organization of pilgrimages.12 The hospitals pro-
vided no care and no instruction. In case of need, the
only solution was to summon a doctor from outside.
Paradoxically, the only specialty to record some
progress in this period was surgery. From the treat-
ment of wounds to the extraction of stones and even
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9 Abu Ali ibn Abdellah ibn Sina, known as Avicenna, was born
in 980 in Bukhara (in present-day Uzbekistan) and died in 1037 in
Ispahan (Iran), “exhausted by his work and the joys of the flesh”
(Sournia, 1997, p. 77). In almost 200 works, he recorded his exten-
sive knowledge of subjects as varied as astronomy, mechanics,
acoustics, music, optics, philosophy, and medicine.

10 A unique school in Christian Europe, Salerno accepted stu-
dents of all faiths; its faculty consisted of lay practitioners who
taught nothing but medicine, separately from philosophy. For two
centuries (11th and 12th), Salerno was the only glimmer in the long
deep night that shrouded scientific medical analysis at the time.

11 Bologna and Montpellier contend for seniority, as both were
likely founded in the 12th century. Valencia, Oxford, Paris, Naples,
Padua, Cambridge, Toulouse, and Salamanca followed soon after, in
the 13th century.

12 The words hospital and hotel derive from their function of wel-
coming “hosts,” whether pilgrims or not.



trepanation, the methods, instruments, and indications
became more sophisticated, while the first steps were
taken toward the use of anesthetic gases. Held in con-
tempt by the medical profession and entrusted to
barbers (of whom the “short-robed surgeon-barbers”
and “long-robed surgeon-barbers” formed the inter-
mediate cadre and the elite, according to their degree
of training), surgery advanced thanks to the relative
intellectual freedom of its practitioners and their prox-
imity to the realities of the human body.

However, the Late Middle Ages did witness the
enactment of some public measures to cope with the
plague in Italy. These anticipated the more significant
gains achieved in the field during the Renaissance. In
1348, the Doge of Venice appointed three civil servants
pro conservatione sanitatis to combat the spread of the
plague (Bourdelais, 2001b, p. 7). “In 1374, Genoa and
Venice refused entry in their ports to ships from
infected localities and, in 1377, Ragusa actually
decreed one month’s isolation, soon extended to 40
days. Quarantine [. . .] was born” (Bourdelais, 2001b,
p. 8). A half-century later, in 1423, the quarantine
system was strengthened in Venice by the establish-
ment of the Lazaretto: one of the islands in the lagoon
(the island of Santa Maria di Nazareth, whose name
was distorted into lazaretto) was set aside to accom-
modate persons at risk of contamination (Biraben,
1976).

Starting in the 15th century in Italy and the 16th
century throughout the rest of Western Europe, the
Renaissance finally awakened the scientific spirit of a
world in which it had long slumbered, stifled by
dogma, tradition, and prohibitions. In medicine as in
other fields, religious dogma was questioned; while
respect for the Ancients persisted, their ideas were
assessed, criticized, and judged. One of the most
important transgressions for medical progress con-
cerned the human body. Artists paved the way when
Michelangelo dared to depict a fully naked Christ, but
doctors went even further by finally daring to dissect
corpses (a procedure hitherto regarded as sacrilegious)
and obtaining permission to perform dissections in
public for teaching purposes. Anatomical knowledge
took a spectacular leap forward, its dissemination
aided by the talent of the greatest masters (Michelan-
gelo, Dürer, and Leonardo da Vinci) and the brand new
invention of printing.

Paradoxically, surgeons were initially excluded
from this change, as they were forbidden to dissect.
Their art nevertheless continued to advance, most
notably by developing techniques to address an
entirely new challenge: firearm wounds. The most
famous surgeon in France was Ambroise Paré

(1509–1590), thanks to his abundant writings: beyond
his own contributions, they encompass just about all
of the surgical knowledge of his time.

However, neither physicians nor surgeons could
fully exploit the fresh knowledge of human anatomy,
not only because they knew virtually nothing about
the functioning of the organs they were discovering,
but also because their operations were hampered by
restrictions due to the risk of infection.

III. THE 17TH AND 18TH CENTURIES:
CONTAINMENT OF MASS EPIDEMICS

AND DECLINE OF FAMINE

In contrast with this scientific development (which
was as spectacular as its practical effects were limited)
public-health measures were being introduced by the
Late Middle Ages, as described above. They became
increasingly specific during the Renaissance and, most
of all, the 17th and 18th centuries. Despite their lack of
clearly stated theoretical foundations, these measures
proved ever more effective in stifling mass epidemics,
while government action in non-health areas largely
contributed to the decline of famine.

1. From the War on Plague to the
Organization of Public Health

The 16th century saw a generalization of the meas-
ures introduced by some Italian towns to combat the
plague in the previous century. The succession of
plagues in Europe during this period led governments
to enact health regulations and establish the means to
apply them, namely, the creation of a health police, the
establishment of special health institutions, and the
development of health statistics.

With the accumulation of experience gained from
specific measures implemented in various localities,
full-scale plague regulations of general import were
devised in Western Europe in the early 16th century;
this new strategy spread to Northern Europe in the
second half of the century. At the same time, the war
on plague shifted from the local level to the regional
or national level. In France, for example, the provincial
parlements (judicial assemblies) began by codifying the
regulations of the main towns before extending them
to the entire province (Biraben, 1976). Provisions typi-
cally included isolating persons who were contami-
nated or who risked being contaminated (this went as
far as building specialized hospitals to confine plague
victims without, however, providing them with
medical care); the radical cleansing of infected places

Chapter 106/Origin of Health Policies 163



(incineration of furniture and clothing, etc., and even
demolishing roofs in order to “aerate” houses); more
general measures for urban sanitation, such as street-
sweeping; the establishment of professions specializ-
ing in handling patients and corpses, including the
notorious corbeaux (“crows,” i. e., undertakers); and
strict rules for separate burial. These plague regula-
tions are the ancestors of all the health regulations later
promulgated to combat epidemics, food risks, and,
most recently, pollution hazards.

Health offices with nearly dictatorial police powers
were set up to enforce these regulations. By 1504, in
Milan, a Special Health Council had life-and-death
powers. France, in different periods, introduced health
captains and health provosts with archers under their
command. “The health offices, vested with dictatorial
powers, did not play as exclusive a role as Jules Guiart
believed (1933), but they certainly made an important
contribution to eradicating the plague” (Biraben, 1976,
p. 143).

The plague also contributed indirectly to the birth
of health statistics. Sometimes, it prompted the author-
ities to conduct censuses ahead of (or in the wake of)
an epidemic.13 More importantly, it provided the
opportunity to underscore the value of a continuous,
systematic registration of deaths by administrative
offices. At first, the registration was designed to count
plague victims; it was thus confined to the latter and
took place sporadically. But by the 16th century, in
London, it became a systematic, recurrent enterprise
that produced the “bills of mortality” from which John
Graunt (1662) compiled his celebrated Observations,
the documents that marked the birth of demography
and epidemiology.

The history of the last outbreak of the plague in
Western Europe, halted in Marseille in 1722, is
emblematic of the success of these public health poli-
cies. Owing to a lax enforcement of the plague regula-
tion, the port was contaminated by the arrival of a ship
whose name has remained famous: the Saint-Antoine.
But the epidemic was quelled thanks to the enactment
of draconian measures, culminating in the total block-
ade of more than a hundred towns and villages of
Provence and Languedoc, including all of Marseille. At
the time, the key decisions were taken at the national
level. On September 14, 1720, the Regent himself
banned all travel into and out of Marseille, and even
ordered the disinfection of mail.

2. Toward a More Extensive State Control
of the Health of the Population

In the 18th century, the authorities became increas-
ingly concerned about the health of their populations,
albeit in rather different ways from one country to
another. In the Germanic countries, the State acted
directly by setting up national institutions in charge of
enforcing regulations on the medical professions, han-
dling epidemics, administering hygiene measures, and
disseminating new ideas about health. This arrange-
ment was called “medical police” by Johann Peter
Frank (1745–1821) (1779), whose views about the need
to apply coercive regulations to achieve a healthy pop-
ulation were revived by the Third Reich (Hick, 2001).
However, its role was not confined to policing. A
special cadre of medical functionaries was in charge of
the following:

supervising medical workers in the administrative territory
under their control, examining the health of the inhabitants,
[. . .] training midwives, providing free care for the poor, dis-
pensing emergency care and reporting outbreaks of epi-
demics, conducting surveys and recommending hygiene
remedies, [. . .] and performing topographic, climatological,
and nosological analysis of the locality. (Hudemann-Simon,
2000, p. 153)

In England, this move toward health policy took a
very different form, which relied on the already old
foundation of the 1601 Poor Law. First, it was the
towns that were vested by the royal authorities 
with responsibility in the area; second, rather than
setting up a health policy, the main goal was to offer
the poor a basic access to health care in tandem with
purely economic assistance. (In particular, their
employment in public works was paid for in kind or
in cash.) The influence of Malthusian ideas led to a
radical revision of this strategy in the 19th century
(Robinson, 2002).

3. The Role of the Authorities in the
Decline of Famine and Massacres

Even if this diverts us momentarily from the
concept of health policy per se, we cannot discuss 18th-
century Europe without at least briefly mentioning the
role of organized States in the decline of famines and
massacres.

At the margin of health policies themselves, gov-
ernments largely contributed to the decline of famine,
without necessarily working toward this goal in
explicit fashion. Local, regional, and national authori-
ties sought to contain the plague, but they also sought
to reduce the uncertainties of food supply for the pop-
ulace. To prevent food shortages, local and provincial
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13 Two examples: “In late 1587, under the threat of plague, the
town of Apt ordered a census of mouths to feed”; “On a larger scale,
in 1720, as soon as the town was threatened by the Marseille plague,
Chancellor Ranchin ordered a census before the outbreak of the
disease and another in 1722, after the epidemic, for assessing the
extent of its toll” (Biraben, 1976, p. 108 and p. 109).



authorities, followed by central governments them-
selves, fought the speculation that often aggravated
the early stages of famine by requisitioning grain
stocks and controlling their distribution in the markets
(Cabourdin et al., 1988).

Particularly in this period, officials contributed 
significantly to “abating the fear of wheat crises”
(Chaline, 1998, p. 25) by enacting policies to stimulate
agricultural production and food imports. Meanwhile,
the improvement of roads and the gradual abolition of
internal customs barriers played an important role in
reducing swings in local and regional food supply.

The paradox of the age was that, even as warfare
became increasingly deadly and involved ever larger
armies, the formation of central States considerably
reduced the number of local disputes, and especially
that of their direct and indirect civilian victims.
Without minimizing the scale of the horrors that
marked the 19th and 20th centuries, the consequences
on mortality rates remained “far milder than the 
utter demographic disaster caused, in their time, by
the Hundred Years War for France or the Thirty Years
War for the [Holy Roman] Empire, with their combi-
nation of massacres, epidemics, and famines”
(Chaline, 1998, p. 28).

This digression has taken us a fairly long way from
health policies, but the direct and indirect role of gov-
ernments in the period was sufficiently significant for
its impact on mortality and health status to be recalled
here.

IV. THE 19TH CENTURY: 
HOSPITALS FOR THE SICK AND

HYGIENE FOR ALL

The two major public-health innovations in 19th-
century Europe consisted in (1) finally steering hospi-
tals toward caring for the sick and toward the teaching
of medicine, and (2) emphasizing the virtues of
hygiene, both public and private.

1. From the Paupers’ Hospital to the
Medical Hospital

For centuries, hospitals, which were essentially
ecclesiastical institutions, only provided accommoda-
tion, most notably for travelers (pilgrims), the poor, the
infirm, and the sick (in particular, the insane), without
ever dispensing medical care. Their charitable func-
tions for the poor expanded over time, but so did 
their social-protection functions. When Louis XIV
established the Hôpital Général (consolidating La
Salpêtrière, the Grand Hôpital de Bicêtre, the Hôpital de la

Pitié, and the Hôpital Scipion in Paris), he was pursuing
a threefold objective:

health-related (preventing the sick poor from spreading their
diseases by begging), civic (putting back to work unem-
ployed people who, in their idle state, had taken to begging),
and religious (teaching them the principles of religion they
did not know, and thus enabling them to win salvation).
(Biraben, 1990, p. 26)

Until the late 18th century, the hospital’s overriding
function was merely to shelter the indigent and the
mentally ill. Some prominent exceptions did begin to
emerge, such as the French Hôtels-Dieu and, most sig-
nificantly, England’s voluntary hospitals (Hudemann-
Simon, 2000).

It was practically not before the late 18th century
that the Western hospital finally became a health care
facility and that medical treatment gradually became
its prime mission, with the teaching of medicine as an
important related activity. The first hospital in the
modern sense of the term, the Allgemeine Krankenhaus,
was founded in Vienna by Emperor Joseph II in 1784,
drawing on the English and French experience. The
institution was chiefly a care facility, built and admin-
istered in conformity with medical standards: its archi-
tecture included ventilation and natural lighting;
patients were grouped by diagnosis; separate rooms
were provided for contagious patients, convalescents,
and healthy individuals; and there was a single patient
per bed. The intake was no longer restricted to
paupers, and a category of fee-paying patients was
instituted. The hospital also became the university’s
teaching center for medical training (Hudemann-
Simon, 2000, p. 86–87). This model was soon copied all
over Europe.

In France, the Revolution abruptly destroyed the
old system just as it was starting to reform. The Con-
vention’s decree of 22 Messidor Year II (July 11, 1794)
nationalized hospitals, deprived them of income from
farms and real estate, and put them up for sale “to ter-
minate the charity hospital for good” (Imbault-Huart,
1996, p. 56). In so doing, however, it halted the first
attempts to introduce medicine in the hospital. At the
same time, all academies and schools of medicine,
surgery, and so forth were abolished. However, by 14
Frimaire Year III (December 2, 1794), a decree by the
Thermidorian Convention, inspired by Antoine Four-
croy, reorganized medical education by associating it
with the hospital. According to Jean-Charles Sournia
(1989), this decision was the true starting point of the
process that transformed “an institution dedicated to
misfortune into a scientific instrument.” This is some-
what of an exaggeration. In reality, the shift occurred
very slowly. Not until the end of the 19th century did
the hospital as health care facility prevail over the hos-
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pital as poorhouse in France, which lagged far behind
England. There, the transition was an uninterrupted
and far swifter process that began with the voluntary
hospitals.

While paupers were obviously not excluded from
hospitals, they were increasingly admitted for the sole
purpose of receiving medical care. On the other hand,
in the same period but in other European countries as
well, under the influence of economic liberalism and
Malthusian ideas, the poor lost the benefit of financial
relief and even medical assistance at home that had
been gradually instated in earlier centuries. In
England, for example, the Poor Law Amendment Act
of 1834 reduced relief and tightened the eligibility cri-
teria, which led to a sizable reduction in the number
of “physicians for the poor” (Hudemann-Simon, 2000).

2. Jenner and the First Vaccinations

The 18th century had imported into Europe the
Chinese technique of “variolization,” which consisted
in protecting humans by inoculating them with small-
pox pus. Wang Tang, prime minister of the Song
emperors in circa 1000, cited the use of variolization
for the dual purpose of reducing mortality and pre-
serving women’s beauty (Hannoun, 1999, p. 11). The
practice, which had spread along the Silk Road to Con-
stantinople, was brought back to England in 1715 by
Lady Mary Montague, wife of the English Ambassador
to Turkey. However, it met with scant success outside
the United Kingdom, where William Black had even
developed a plan for general inoculation. In France,
Charles-Daniel de La Condamine (1754) wrote “small-
pox decimated us, inoculation brands us with a
vintage.”

The variolization method encountered some success
in Parisian circles (Hannoun, 1999), but its rationale
was hotly contested on account of the risks incurred,
and its use remained rather limited. Inoculation was
not officially accepted until 1763, and the first inocu-
lation clinic was not established until 1799, just when
Jenner’s vaccine was arriving from England. In 1796,
Edward Jenner (1749–1823) discovered vaccination,
which provided the same result with less risk through
inoculation of vaccine (cowpox) (Jenner, 1798). The
19th century thus had at its disposal a less aggressive,
more effective method that may be regarded as the
true ancestor of all modern vaccines. It met with swift
success in all countries. In England, 6,000 people had
already been vaccinated by 1800; the following year,
the number reached 100,000 (Jenner, 1801). The first
vaccinations on the Continent took place in Geneva
and Vienna in April 1799 (Faure, 1994). Talleyrand, the
French Minister of Foreign Affairs, allowed an English

doctor to introduce the stocks in France, and the first
vaccination was administered in 1800. Ministers and
leading politicians joined the propaganda committee
founded by the Duc de la Rochefoucault-Liancourt.
“Pinel,14 Guillotin,15 the new École de santé in Paris,
and General Bonaparte were its main advocates. Entire
schools and regiments volunteered to be vaccinated”
(Sournia, 1997, p. 214). According to the Interior Min-
istry, the number of vaccinations rose from 150,000 in
1806 to over 750,000 in 1812 (Biraben, 1979). After a rel-
ative decline, the figure stabilized at 500,000 to 600,000
a year (Faure, 1994). The phenomenon was a milestone
in the history of health policies, as it marked the first
preventive-medicine campaign. However, because of
significant accidents and the persistence of smallpox,
it also sparked the public’s first rejections of preven-
tion. “This first successful preventive-medicine opera-
tion created a lasting climate of incomprehension and
reciprocal distrust between doctors and the populace”
(Faure, 1994, p. 134). We shall return to the actual effec-
tiveness of this first experiment in vaccination, which
became the focus of the scientific debate on the role of
medical progress as the driver of the decline in mor-
tality (see Chap. 108).

In any event, vaccination became compulsory in
most European countries, starting with Greece in 1825,
joined by Germany in 1874, England in 1883, Italy in
1888, and Austria-Hungary in 1891. Only France
awaited the 20th century, passing legislation in 1902 to
introduce mandatory vaccination (Rollet-Échalier,
1990).

3. The Age of Hygienists

In the late 17th and early 18th centuries, well-
known doctors from several European countries had
recommended specific actions informed by the Hip-
pocratic tradition, which held environmental condi-
tions responsible for endemic and epidemic diseases.
The measures included draining marshes and peat
bogs, ensuring the circulation of water, cleaning
houses, and changing the air in dwellings and places
of assembly (Bourdelais, 2001). In the 19th century,
with the rapid industrialization and urbanization of
European countries, but also with the outbreak of
cholera in 1832, these ideas were vigorously revived
and began to influence government policy. As 
contagion mechanisms had not yet been identified,
hygienists blamed epidemics on “poisons” in the 
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14 Philippe Pinel (1745–1826) was appointed chief physician at
Bicêtre Hospital by the Convention in 1793.

15 Joseph-Ignace Guillotin (1738–1814), professor of anatomy and
philanthropy, was inspired to invent the guillotine for humane
motives.



environment, and recommended the reduction of
“miasmas” (contaminated atmospheres) in water, air,
dwellings, and elsewhere. By acting on these living
conditions, governments could therefore take steps to
improve the survival and health of the populace, espe-
cially the poor. These goals motivated men such as the
French physician Louis-René Villermé (1782–1863)
(1840), cofounder of the Annales d’hygiène publique et de
médecine légale, and the British lawyer Edwin Chad-
wick (1800–1890) (1842), a very influential adviser to
the British government.

These ideas led to the widespread construction of
sewage and potable-water networks. In Paris, the first
covered sewers date from the 14th century, but the con-
struction of a full-scale, citywide underground system
began in 1850. In London, cesspits gave way to con-
tinuous wastewater drainage thanks to the construc-
tion of the first sewers in 1844.

In England, Edwin Chadwick secured passage of
the Public Health Act in Parliament in 1848. The legis-
lation established the Central Board for Health; it
required boroughs (and not just the main cities) to
provide drainage, potable-water supply, waste collec-
tion, street paving, and other services, and it required
the opening of health boards in all localities with a
mortality rate exceeding 23 per 1,000.

In every country concerned, however, this policy
met with stiff resistance, particularly with regard 
to raising the necessary funds, and when it ran counter
to the interests of businesses and wealthy private 
individuals (Szreter, 1993). But the movement 
triggered by hygienists without rock-solid scientific
arguments found its fulfillment in the Pasteurian 
revolution.

V. 1880–1945: FROM PASTEUR TO THE
WELFARE STATE

Apart from the initial attempt at vaccination, health
policies until the end of the 19th century could rely on
little more than relatively questionable scientific foun-
dations and medical techniques. The cholera outbreak
even rekindled fears of the great epidemics of the past,
and underscored the lack of knowledge of the causes
of diseases. It was only in the 1880s, with the discov-
eries of Louis Pasteur, that the resources of modern
medicine were truly established, paving the way for
increasingly effective policymaking. These new
weapons for combating disease and death also forti-
fied the notion that the authorities should bear some
responsibility for equalizing the odds of survival by
making the benefits of the new technologies available
to the largest number of people.

1. Louis Pasteur: Victory over Infection
and the Advent of Prevention

The first studies that triggered this revolution were
unquestionably those of the physicist Louis Pasteur
(1822–1895). He began by examining beer yeast in the
1860s; then he investigated a silkworm disease whose
cause he identified as a microscopic organism. In 1878,
the year after his discovery, Pasteur published 
his Théorie des germes ([Theory of Germs] Pasteur,
1878); that same year, Charles-Emmanuel Sédillot
coined the term microbes to denote them (1804–1883).
In quick succession, Pasteur developed anthrax
vaccine (Pasteur et al., 1881) and rabies vaccine
(Pasteur, 1885). Contemporaneously, Robert Koch
(1843–1910) discovered the tuberculosis bacillus in
1882 (Koch, 1882) and the cholera vibrio in 1884 (Koch,
1886). And this was only the start of a long series of
discoveries that, in the 19th and 20th centuries, led to
the production of vaccines against many infectious 
diseases (Table 106–1).

These discoveries immediately won the support of
hygienists, who largely helped to popularize both the
new underlying ideas and their value for improving
public health. The hygienists argued their case before
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TABLE 106–1 Chronology of Diseases for Which a
Vaccine Was Developed

Eighteenth century Twentieth century

Smallpox inoculationa 1715
Vaccine 1796

Nineteenth century

Rabies 1885
Cholera 1892
Typhoid 1896
Plague 1897

Pneumococcus 1911
BCG (tuberculosis) 1921
Diphtheria 1923
Whooping cough 1926
Tetanus 1927
Yellow fever 1932
Typhus 1941
Influenza 1944
Japanese encephalitis 1954
Poliomyelitis 1955
Poliomyelitis 1962

(attenuated)
Measles 1963
Mumps 1967
German measles 1969
Meningitis 1973
Chickenpox 1974
Brucellosis 1979
Hepatitis B 1981
Tick encephalitis 1991
Hepatitis A 1992

a Introduced in Europe.
Source: Adapted from Hannoun, 1999, p. 29.



the medical and political communities. Health policies
could now resolutely engage in two programs previ-
ously foreshadowed by hygienists and henceforth sci-
entifically recognized: prevention through vaccination
and asepsis procedures. The first considerably reduced
the incidence of infectious diseases; the second
enabled surgery to reach full efficiency at last. Germ
theory eventually led to the discovery, in the mid-20th
century, of sulfonamides followed by antibiotics,
further strengthening the arsenal of medicine and
health policies against infectious diseases.

Vaccination soon became a major issue in public
health policies, which typically sought to combine
information or incentive campaigns with mandatory
measures. The concept of compulsory vaccination had
already been invented, as noted earlier, in connection
with Jenner’s vaccine. France was one of the very last
European countries to adopt the method, by passing
the 1902 Act. The concept was revived to protect the
population from a number of infectious diseases as the
vaccines against them were successively developed.
However, in a country like France, public reluctance
was fairly strong. In France, for example, the distribu-
tion of vaccines was encouraged, but the only new
vaccine made compulsory before World War II (against
diphtheria) did not become so until 1938 (Rollet-
Échalier, 1990, p. 206); in Britain, the only official action
to disseminate it was an incentive campaign (Parish,
1965).

Even before the advent of antibiotics, Pasteur’s 
discoveries also confirmed the presuppositions of 
the Hungarian obstetrician Ignaz Semmelweis (1818–
1865) (1847) and the English surgeon Joseph Lister
(1827–1912) (1867) on the means of protecting their
procedures from the danger of infection by applying a
maximum of antiseptic measures. Pasteurian steriliza-
tion enabled asepsis to replace antisepsis. The ensuing
renewal of surgery was all the more consequential
because of the discovery, in the mid-19th century, of
safer, more effective methods of anesthesia. Freed from
the risks of infectious complication and the impossi-
bility of sparing the patient from excessive pain,
surgery took an unprecedented leap forward between
the wars.

The absolute weapon against infectious diseases
seemed to have been discovered at last with the intro-
duction of sulfonamides in the 1930s and, even more
decisively, antibiotics during World War II. In 1932,
Gerhard Domagk found a substance capable of selec-
tively killing pathogen bacteria; this led to the market
release of the first sulfonamides in 1935. But, as early
as 1928, Alexander Fleming (1881–1955) (1929) had dis-
covered penicillin, whose production did not actually
begin until 1942.

2. From the First Provident Funds to
Social Security

In traditional societies, some institutions (most
notably the Church in the West, more seldom the civil
authorities) consistently devoted special attention to
the poor. But their health was never the main issue. It
scarcely elicited the interest of governments except
insofar as they sought to exercise a health-police func-
tion aimed more at protecting society than at treating
the poor. In the late 19th century, the conjunction of
rising socialist ideas and the new medical weapons
born of Pasteur’s discoveries fostered the emergence
of a new health strategy. Its ultimate stage was the 
coverage of health care costs by the community. 
Previously, apart from some aspects involving public
health, individuals were alone responsible for their
health care. They had to bear the cost themselves, and
were almost entirely dependent on family solidarity in
case of illness or accident.

With the expansion of the salariat and the rise of a
collective consciousness of the working masses fueled
by the dissemination of Marxist ideas, new forms of
solidarity developed. Individually, manual and cleri-
cal workers lacked the income, and, even more, the
capital, to cope with health contingencies or the
usually disastrous consequences of a disabling acci-
dent that deprived them of work. But the risks could
be substantially cushioned if their burden was
managed collectively. These circumstances led to the
early forms of social insurance on the margins of (or
incorporated into) the nascent labor organizations in
the 19th century. By the mid-19th century, many
mutual assistance societies were already active.
France, for example, had nearly 4,000 in 1860, cover-
ing more than 500,000 members (Comiti, 1997). Mean-
while, the action of labor unions had led employers,
spontaneously or under State coercion (including
court rulings and new laws), to recognize their liabil-
ity for occupational accidents and diseases. To protect
themselves against the risks arising from this liability,
employers, in turn, set up special insurance funds.

The State intervened fairly quickly to regulate,
sometimes to slow down, and more often to hasten the
march toward the collective coverage of illness and
accident risks. But the Welfare State was not attained
until the second half of the 20th century. To measure
the road traveled, we can, for example, read the works
of Louis-Adolphe Thiers (1850), speaking on behalf of
the Commission de l’assistance et de la prévoyance publique
(Commission on Assistance and Public Provident
Insurance):

A healthy, hard-working man, endowed with ordinary intel-
ligence, who does not indulge in every vice, can, through his
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labor, in our civilized societies, meet his various obligations,
barring fortunately accidental circumstances such as illness,
an unemployment spell, a hailstorm, or a flood. Society’s
effort to assist the healthy man in these accidental occurrences
is a noble concern that it should pursue in its providential
function, and that its virtue demands; the degree of success
will be equal to the esteem that [society] deserves. But, apart
from these exceptional occurrences, the society that would
seek, to whatever extent, to take charge of the fate of a group
of its members would turn them into idlers, rabble-rousers,
and trouble-makers, at the expense of all hard-working and
peaceful citizens. (Thiers, 1850, p. 31–32.)

Thus the important point, for Louis-Adolphe
Thiers, was that the State should control the mutual
assistance societies to which it provided support, so as
to avoid such slippages.

The true foundations for modern social-protection
systems were laid in Germany in the 1880s, under the
influence of Chancellor Otto von Bismarck. An initial
law introduced the first compulsory sickness-insur-
ance system in 1883. This was followed in 1884 by an
occupational-accident protection system, and, in 1889,
by a law on old-age and disability insurance. However,
unemployment insurance was not established until
1927 under the Weimar Republic, just two years before
the Great Depression.

France took much longer to move from mutual
assistance societies to a more general system at the
national level. Admittedly, ever since Colbert, who had
established a sailors’ insurance fund under Louis XIV,
the State had intervened directly to set up specific
funds for civil servants, military personnel, miners in
1894; rail workers in 1909–1910; and female factory
workers and female farm workers in 1910. But assur-
ances sociales (social insurance) was not introduced
until 1928–1930, followed by legislation on family ben-
efits in 1932. Even so, it should be stressed that, in 1936,
the medical insurance established a few years earlier
covered just over one-third of the population, and the
reimbursement rates were very low. The factory
workers and farm workers collecting pensions under
the new system represented a mere 20% of the 
population aged over 60 (Comiti, 1997). It was only in
1945 that the government began to extend the system
with a view to introducing a universal right to health
care.

Sweden was far ahead on this issue, since, as early
as the 1910s, it laid the foundations of a social-protec-
tion system for the entire population (Olsson Hort,
2001). By contrast, during the same period, the United
States continued to apply a very free-market approach
to health policy.

In many sectors, World War II led European soci-
eties toward reform and even reconstruction. One such
sector was health. The 19th century had separated

health policy from social policy, transformed the hos-
pital for paupers into a hospital for care. The second
half of the 20th century blended these two concerns
into a single quest for the reduction of social inequal-
ities and, in particular, the unfairest of all: inequality
in the face of illness and death. Europe adopted the
broader framework of the Welfare State, responsible
for providing all citizens with access to decent living
conditions, from cradle to grave, in all areas: educa-
tion, housing, work, leisure, retirement, and so on.
Health care accordingly became an entitlement, and
the State now had to ensure its availability to all.

In the health sector, two new systems were born
from the ruins of war. The first was not a genuine inno-
vation in conceptual terms, as it was directly inspired
by the Bismarckian model. In fact, it was a generalized
version of the latter. It rested on the establishment by
the State of compulsory sickness-insurance funds
(“regimes”), managed by the “social partners”
(employers’ organizations and labor unions) and
financed by social contributions, which are assessed
mainly on earned income. The regimes sign agree-
ments with health care provider partners in the public
and private sectors, such as hospitals, doctors in
private practice, and pharmaceutical firms. In consul-
tation with the State, they define compensation rules
and the medical fees charged to patients, as well as
procedures for their total or partial reimbursement.
The State sets the rules and ensures the system’s
overall balance, but does not intervene in its manage-
ment unless exceptional circumstances require it. Citi-
zens are granted a right to health in the form of a
health care entitlement, but patients are free to choose
their providers. This is the system adopted in Austria,
Belgium, France, Germany, and the Netherlands,
among others (Letourmy, 2000).

The other system is modeled on the Beveridge
Plan,16 implemented in the United Kingdom in
1946–1948 (Harris, 2001). It rests on the primacy of a
public health care sector, largely funded through taxes
(the private sector is not, however, eliminated: it
remains open to patients who can afford it). Citizens
have access to it free (or nearly free) of charge, but the
choice of entry point is restricted. The government
directly controls its financing, supplied in the form of
fiscal allocations to institutions and fees to physicians,
which are proportional to the number of persons
enrolled on their lists. The authorities also control
medical care, provided in public-sector facilities. This
British model has been reproduced in Ireland, the
Nordic countries, Italy, Spain, Portugal, Greece, and
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elsewhere. In fact, it is not too different from the totally
State-controlled system set up in the Soviet Union
before the war and by all the Communist regimes of
Central and Eastern Europe from 1945 onward.

By contrast, the United States still does not have a
universal protection system, although efforts to help
some population categories have been made in recent
years (most notably, the introduction of Medicare17).
Private insurance or, at best, insurance agreements
between employers and employees are the only way
to pool health care risks in the United States.

In contrast, the notion of a universal right to health
(or at least of the need to reduce the huge disparities
at the global level) largely informed the creation of the
World Health Organization (WHO) and shaped its
program goals. This process occurred even as the 
colonial powers themselves were beginning to show
concern about the health of indigenous populations
(the plundering of resources was partly giving way to
the development of local production, which required
a healthy workforce). The spectacular medical
progress since the late 19th century had raised the
hope that industrial countries would be able to make
their citizens equal in the face of death. Likewise, it
seemed realistic to espouse the goal of offering the dis-
inherited inhabitants of the Third World the benefits 
of the cheapest new technologies. This would enable
them, if not to attain the highest life expectancies, at
least to substantially narrow the gap with the richest
countries, without waiting for the Third World to reach
the same level of economic development.

For 30 years—the period from 1945 to the first oil
shocks of the early 1970s, known in France as “Les
Trente Glorieuses” (Fourastié, 1979)—the ideals of
social security and third-worldism have forged ahead,
largely inspiring national and international health
policies, as long as the extended economic prosperity
after World War II lasted. With the global economic
crisis of the 1970s, the comeback of economic liberal-
ism, the fall of the Soviet Empire, and the imbalance of
age distributions generated by the decline in European
fertility well below the replacement rate, those major
advances have reached their limit. The Welfare State is
pilloried in the northern countries, while drastic struc-
tural adjustments are forced on the southern countries.
In the northern countries, health care systems are, if
not openly questioned, at least subject to ever tighter
budgetary constraints. In France, for example, a
supply-control policy (involving the rationalization of

budgetary choices, health care planning, and the defi-
nition of a “health care map”) has given way to an even
harsher policy of spending control (cutbacks in bene-
fits) to avoid an excessive rise in contributions, which
are increasingly contested. In some southern countries,
particularly in sub-Saharan Africa, tottering health
services have been dealt a fatal blow with the eruption
of HIV/AIDS.

These developments make an overall reappraisal of
health policies more necessary than ever.
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Infirm of constitution, prey to constant pain, he shunned

external help from medicine to follow instead the regime he

had thought out for himself; he liked to say that his health,

his longevity, was his work.

Victor Delbos (1971) on Immanuel Kant (1724–1804)

Health gains throughout history have been dictated
by advances in two conjoined directions: the develop-
ment of increasingly efficient new technologies, and
their spreading use. The former requires investment
that is scientific (in medical, pharmaceutical, and tech-
nological research) and industrial (to produce medical
equipment of all kinds). The latter is more exacting
still, requiring not just investment in training (of health
professionals and the public) and infrastructure (care
and preventive health facilities, health administration),
but ensuring that all citizens have access to health pro-
vision and benefit from appropriate preventive meas-
ures. History has also shown that market forces 
clearly cannot deliver both with optimum outcomes.
There are at least minimum aspects of health policy
that are basic functions of the State—public health 
protection/enforcement, compliance with codes of
practice, organization of prevention, and so on—and
this minimum level of collectivist care is almost cer-
tainly nowhere near enough. Much could be said on
the issue of whether the State is best placed to deliver
an objective like the “health for all” objective called for

by the World Health Organization (WHO), assuming
that objective is not wholly unrealistic per se. In any
event, the State is not the only relevant actor. Arguably,
it may be more helpful at this point simply to review
the different objectives and strategies of current health
policies, and the actors and policy instruments
involved.

I. OBJECTIVES AND STRATEGIES

A recurrent theme of the preceding chapter’s his-
torical review is that public health policy objectives
may be very wide-ranging. A treatise on demography
could start by distinguishing objectives with demo-
graphic impacts (mainly via mortality, and inciden-
tally reproductive health as the determinant of
fecundity and fertility) from those that are only
remotely (e.g., for diseases or disabilities with no 
survival effect) or wholly (e.g., purely economic cost
control or containment) unconnected with population
dynamics, unless they negatively impact survival
gains by restricting health resources. On that basis, this
chapter would address only the former, treating 
the others as off-topic. Arguably, the dividing lines
between these categories are too vague to be strictly
demarcated, although the main focus will obviously be
on the former.

The objectives of a health policy (or program, or
measure) could also feasibly be distinguished by
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sphere of action (public health protection/enforce-
ment, medical prevention, care provision, etc.) to con-
sider the scale and type of aims (protecting the general
population against certain risks, closing glaring health
gaps, or meeting all individual health needs collec-
tively by across-the-board health resources funding).
Not only are these two criteria too inextricably 
linked to completely unravel the individual strands,
whether starting from sphere of action or degree of
involvement, but also any attempt to give even a
halfway logical presentation of them means moving
seamlessly between the two. At the risk of setting what
may at times be somewhat arbitrary or vague limits,
therefore, this chapter will endeavor to move linearly
from issues around the general protection of a popu-
lation from collective external risks to those around the
curing of acute diseases or transient injuries, then
improvements in the quality of years gained, to con-
clude with the reduction of certain glaring inequalities,
and finally the collective payment of the total cost of
health for all.

1. Public Health Protection/Enforcement

Granted that 20th-century society no longer needs
protecting from many of the health risks present in
earlier centuries, there remains an array of specific and
general measures to protect the population against
various health risks, some of which place mandatory
requirements on individuals.

a. Protection from Criminal Assaults

One aim of enforcement action has a connection
with the topic of this chapter, in that one of its func-
tions is to protect citizens from criminal assault, and
the demographic issues of such protection are less
marginal than might be thought. Not only is the sig-
nificant decline in exposure to this type of risk since
the establishment of organized States a matter of
record (Chesnais, 1976, 1981, 1985), but also the vio-
lence to which some populations are still exposed (e.g.,
those populations in countries where the State is either
weak or disregards human rights) argues strongly for
the importance of this objective. For example, Colom-
bia’s nonaccidental violent death rate in 1988 was 16
times that of Costa Rica (Ruiz and Rincón, 1996), while
in 2000, its homicide mortality was still 10 times higher
than that of the United States (Chesnais, 2003). The
most exposed countries are also often those where reli-
able statistics are most lacking. Policies may differ
widely even between long established democracies.
The rules on carrying weapons are a case in point, and
in this respect, human life is surely far better protected

in most western European countries than in the United
States.1

b. Supervision of Prostitution

Vice squads also partially pursue health objectives
when, for example, conducting checks on the health 
of sex workers to protect that of the clients. This 
was a major concern in Europe before treatment was
available for syphilis and other venereal diseases. In
particular, this concern was behind the early debates
on brothels and the various ways they were regulated
in different countries at different times (Nor, 2001). 
It is very much on the agenda today in countries
affected by HIV/AIDS. In Thailand, for example, 
the government has made condom use compulsory in
brothels under threat of closure (P. Caldwell, 1995). 
In sub-Saharan Africa, wherever HIV/AIDS has
wrought most havoc (which is also where the 
dividing lines of what constitutes prostitution are
sometimes very unclear and varied in practice), 
such enforcement activities are far more difficult to
carry out.

c. Epidemiological Surveillance at the Borders . . .

One key branch of modern public health protec-
tion/enforcement is also the product of tackling major
epidemics down the ages. Health surveillance at
national borders, which is its direct descendant,
although now increasingly low-key, is still very real.
Travelers must prove that they have been vaccinated
against diseases that vary with their country of origin.
The WHO keeps an updated database on countries of
the world by reference to the presence and scale of con-
tagious endemic diseases.2 This database effectively
operates as a sort of international public health pro-
tection/enforcement measure, since for three diseases
at least (cholera, plague, and yellow fever), each
country must report every case diagnosed to the

174 Vallin and Meslé

1 Homicide mortality is much higher in the United States than
in western European countries (Fingerhut and Kleinman, 1990;
Chesnais, 2003), and most homicides in the United States are gun-
crime killings; there is a strong probability that this high firearms-
related component is directly related to their very widespread
prevalence in the population (Shahpar and Li, 1999).

2 This systematic international tracking system, carried out by
the Communicable Disease Supervision and Response Unit, cur-
rently covers 15 diseases (anthrax; avian influenza; Crimean Congo,
Dengue, and Ebola hemorrhagic fevers; hepatitis, influenza; Lassa
fever; meningococcal disease; plague; Rift Valley fever; SARS [severe
acute respiratory syndrome]; smallpox; tularemia; and yellow
fever). The WHO maintains a website with continually updated
information (http://www.who.int/csr/disease/en), as well as
world maps showing the current status of each disease
(http://www.who.int/globalatlas).



WHO.3 It is this information, possibly supplemented
from other sources, that individual countries use to
decide for which diseases a certificate of vaccination is
required to enter their territory. An unvaccinated trav-
eler may be forced to submit to immediate vaccination
or other appropriate preventive measures (e.g., taking
medicine). But these routine measures may be tight-
ened up at any time to address a particular threat, as
was recently seen with the emergence of SARS (WHO,
2003).

d. . . . and Inland

But epidemiological surveillance does not stop at
the border; it also accounts for much of the adminis-
trative activity of public health agencies. In France, for
example, while it may have been largely supplanted
by other tasks, the main function devolved on county
health and social action authorities (DDASS) and the
special staff of medical health officers that run them
was to monitor for emerging epidemic risks and take
all necessary steps to stop them from spreading. The
general use of vaccination and effective antibiotics
have considerably reduced the priority given to this
function, but the lineup of legal and administrative
measures remains in place, ready to be reactivated if
need be. Here too, public enforcement activity relied
heavily and still relies on the information collected
through compulsory notification systems: not just the
obvious cause-of-death notification (in France, cause-
of-death certificates are sent first to the DDASS
medical officers), but also diagnosed cases of certain
infectious diseases. In France, for example, 22 infec-
tious diseases (plus, recently, childhood lead poison-
ing) are still subject to compulsory notification (Table
107–1) (Antoniotti et al., 2002). In 1998, the Institut de
veille sanitaire (approximately equal to the United
Kingdom’s Health Protection Agency) was set up to
alert the authorities to emerging threats to public
health (Bonnici, 2003).

e. Tackling Legal and Illegal Drug Abuse

Drugs are another area of public health protec-
tion/enforcement. Narcotics use was seen as a public
health issue from quite an early date, and attempts
were made to prevent people accessing them by
making the manufacture, sale, and even consumption
of them illegal. Dealing in narcotics was made illegal
in 1916 in both Britain (Defence of the Realm Act, Reg-

ulation 40b) and France (Act of 12 July 1916 “on the
import, sale, possession and use of noxious substances,
in particular opium, morphine and cocaine”), and very
strict controls were put in place on their issue on
medical grounds (Bachmann and Coppel, 1989). Penal-
izing users was clearly the softest option, as they are
the weakest link in the chain and hence were most
accessible to enforcement action. But it also very
quickly proved to be the least effective starting point,
and trying to stamp out drugs through a crackdown
on users alone was an endless task. Most antidrug poli-
cies therefore now focus on producers and traffickers:
going back up the chain, punishing the middlemen
and top men if possible, and destroying production
sites. The problem soon transcends the national
borders of the country concerned. Some countries, like
the United States, feel sufficiently powerful to try and
mount enforcement and production site destruction
operations alone (or to force the States concerned to do
so), while others can only rely on international police
cooperation or enabling action by international organ-
izations like the WHO.

One major strategic issue here is whether all sub-
stances currently classed as drugs should be banned,
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3 New International Health Regulations (IHR) adopted by the
World Health Assembly in 1969, replacing the 1951 regulations, were
revised in 1973 and 1981 (WHO, 1983). They are now being
reworked to take account of the new international trade situation
(OMS, 1999a).

TABLE 107–1 List of Compulsorily Notifiable Diseases
in France

Infectious diseases

Botulism Meningococcal cerebrospinal 
meningitis and 
meningococcaemia

Brucellosis Locally contracted malaria
Cholera Imported malaria in the overseas

departments
Diphtheria Plague
African hemorrhagic fever Poliomyelitis
Typhoid and paratyphoid Rabies

fever
Yellow fever Suspected Creutzfeldt-Jakob 

disease and other human 
transmissible subacute
spongiform encephalopathies

Acute hepatitis B infection Tetanus
HIV infection at any stage Mass food poisoning
Legionella infections Tuberculosis
Listeria infections Exanthematic typhus

Other diseases

Childhood lead poisoning

Source: Decree No. 99–363 of 6 May 1999 prescribing the list of
diseases for which individual data must be notified to the health
authority and amending the Public Health Code (Official Gazette of
13 May 1999) and Decree No. 2001-910 of 5 October 2001, amending
the list (Official Gazette of 6 October 2001).



or only the most dangerous ones. There is a growing
call for liberalization of so-called soft drugs like
cannabis or marijuana and their derivatives like
hashish, khat, and so forth (Nadelmann, 1994) on the
grounds that they are not lethal, not ruinous to health,
and only very rarely lead to physical dependence
(Roques, 1999). The argument that they are still dan-
gerous in that they gradually lead users to hard drugs
does not seem to be borne out in practice (Jauffret-
Roustide and Simmat-Durand, 2004). Some countries
have in fact at least partly relaxed their prohibitions
(Désesquelles, 1997).4 By contrast, they remain strictly
prohibited wherever the idea prevails that they are
harmful, with some authors hypothesizing a “hard use
of soft drugs and soft use of hard drugs” (Jauffret-
Roustide and Simmat-Durand, 2004; Roques, 1999).
Some, although admittedly fewer, voices advocate
legalization as the best way to kill off drug trafficking
by ruining producers and dealers through the price
collapse that would ensue (Nadelmann, 1994). No
country to date, however, has ventured to test this
theory out.

Contrast this with the case of tobacco. There is a
credible argument that, but for its early introduction in
Europe, and especially its mass distribution to soldiers
in the trenches during the Great War (Ravenholt,
1990),5 and not least in many cases its state-controlled
production and marketing (as in France, with the cre-
ation of SEITA),6 tobacco would have inevitably been
banned in the same way as any other drug, and as
likely classed as a hard rather than a soft drug (Meslé,
1990). Neither total freedom of movement of tobacco,
and probably still less state control of its production
and distribution, has stopped smoking becoming a
leading cause of death in many countries through the
phenomenal increase in cancer of the respiratory
system throughout the 20th century, let alone the rise
in ischemic heart diseases. Health policies, however,
have had to come at it from different angles. It is nev-
ertheless possible to bring within the purview of
public health protection/enforcement, such steps as

the WHO’s political condemnation of the practices of
major producers who “use their sophisticated and
usually secret research to ensure that just the right dose
of nicotine gets delivered to smokers for addiction to
occur and be maintained [. . . and who] targeted chil-
dren whom they need to fill consumer charts as
smokers die” (Yach, 2000, p. 3). At the other end of the
chain, passing recognition may also be given to those
lawyers who claim (and sometimes win) large sums in
financial compensation for their sick clients or their
families.

Alcohol is a different issue from tobacco, in that the
health damage it causes appears only after a certain
level of consumption, while below that level, it may
even have certain beneficial effects (INSERM, 2001, p.
21). But alcohol has been the target of public health
protection/enforcement actions that are often as spec-
tacular as they are ineffective. The Prohibition Era in
the United States, the reknowed inspiration for so
many police films, springs to mind.7 More recently,
Gorbachev’s celebrated anti-alcohol abuse campaign,
which ran from 1985 to 1988 and stimulated the then
slowly declining Soviet life expectancy, was short-
lived, soon giving way to a mortality surge (Meslé 
et al., 1994; Shkolnikov and Nemtsov, 1997). In 
France, likewise (Berger et al., 2000), public health 
protection/enforcement measures were taken against
alcohol production, in particular phasing out grower-
distiller rights (the French government abolished
inheritance of grower-distillers’ right on August 30,
1960), and against the consumption of farm-distilled
alcohol by such measures as licensing of drinking
establishments (Sournia, 1986; Fillaut, 1999). More of
the decline in alcohol abuse has been due to economic
policies (fixed selling prices and levies) and health
education policies rather than to public health protec-
tion/enforcement proper, however.

f. Food Safety

After drugs, tobacco, and alcohol naturally comes
food. Over time, the food sector has been brought
under increasingly detailed, far-reaching and strict
regulation, at least in the developed countries, where
consumption of homegrown food has become mar-
ginal, and even meal preparation is increasingly done
outside the home. That it is by no means a side issue
is easily exemplified by recalling the acute infant mor-
tality crisis that occurred in France in 1945 as a result
of the disruption in the milk distribution chain caused
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4 Even the most liberal countries maintain some restrictions (see
Désesquelles, 1997, for a comparative table of legislation in 11 Euro-
pean countries; see also Frydman and Martineau, 1998, for their
table comparing legislation in 15 European countries).

5 Generally speaking, wars have been key factors in tobacco
adoption: the American Civil War, Wellington’s campaign against
Napoleon in Spain, and the Crimean War for the British, but, for
Western countries as a whole, the Great War was the most decisive
step. Annual average per capita cigarette consumption doubled
during World War I, for example (Ravenholt, 1990).

6 SEITA was actually a cigarette and match production depart-
ment of central government before becoming a national corporation
in 1984, and then merging with the Spanish Tabacalera to constitute
the European limited company Altadis in 1999.

7 Prohibition was introduced in 1919 by the 18th Amendment to
the Constitution and required a new amendment, the 21st, to bring
it to an end in 1933.



by the Liberation (Henry, 1948; Norvez, 1990). Not
only are farming and imports closely supervised in
developed countries today, but basic foodstuffs are
increasingly industrially processed through an entire
agri-foodstuffs production process, the health aspects
of which are increasingly microregulated, supervised,
and controlled, to prevent the risks of biological con-
tamination or to ensure that the increasingly varied
range of inputs used in the finished product are safe
to eat. Likewise, strict checks are operated on the mar-
keting network (storage, transport, covered and open
markets, supermarkets and small shops) and catering
(from urban restaurants to school and company can-
teens). Food safety concerns now approach paranoia
levels. France’s listeriosis scare in the early 2000s is just
one example of the media hype over a handful of
deaths (fewer than in previous years) into a scandalous
death toll.8 The mad cow crisis was worse, but the scale
of the measures taken on the basis of often misinter-
preted if not questionable scientific evidence (Vallin
and Meslé, 2001) and ultimately on the basis of the
now-sacrosanct precautionary principle, speaks
volumes for the demands on safety (and public health
protection/enforcement) which our societies now
make.

Public health protection/enforcement is also the
starting point for another aspect of food safety: dietet-
ics. Policies in this area naturally focus on health infor-
mation and education campaigns (see below), but
notwithstanding the steadfast opposition of powerful
lobbies, some countries are also starting to take regu-
latory control measures. In the United States, for
example, the federal Food Drug and Administration
made labeling of processed fats in food ingredients
compulsory in 2004, while in 2003 alone, 179 state gov-
ernment bills or resolutions were passed to cut 
consumption of fatty foods (Cérisola and Mistral,
2004). The French government’s public health bill
tabled in 2004 included proposals to prohibit placing
soft drinks dispensers in schools, but the soft 
drinks industry lobby is still trying to prevent the bill’s
implementation.9

g. Road and Other Transport Safety

As for serious offenses and murder, protecting the
public against road and other transport risks is the job
of law enforcement in the ordinary sense. The growth
in road traffic, especially in the aftermath of World War

II, turned road safety into a major public health issue,
firstly in the developed countries (Vallin and Chesnais,
1975; Chesnais and Vallin, 1977), but also nowadays in
many developing countries (OMS and Banque mondi-
ale, 2004). Granted, regulations and the police are not
the only means of tackling this scourge—improved
roads, tracks and vehicles, information and education
campaigns, organized emergency services for traffic
accidents also play their role—but law enforcement
action in the ordinary and broader sense, including
public health protection/enforcement, are in the first
line. The minimum measure is to draw up a highway
code, mark out public highways with signs to give it
organized, practical application, and to have a com-
pulsory driving license scheme whereby drivers can be
required to display an ability to control their vehicle
and a minimum knowledge of the rules that they must
obey. The basic requirements have slowly been put in
place in the different countries (the driving license was
established in France in 1893, for example, at least for
the Paris region,10 but became compulsory in Belgium
only in 1965). But above all, these provisions have
advanced considerably with progress not only in road
and vehicle technology, but also that of the means of
control (police mobility, radar speed traps, etc.), and a
heightened awareness of the danger. The British Road
Traffic Act 1930 is probably the first detailed general
regulation put in place here (Chesnais, 1985). Road
safety measures made a big advance in many countries
in the 1970s, partly as a result of the 1973 oil crisis:11

lowering of speed limits, wearing of seat belts,
increased visibility of vehicles (daytime use of head-
lights for motorcyclists), blood alcohol testing, etc. It
also saw a rise in motrobike accidents, against which
Japan, for instance, swiftly introduced draconian but
effective measures.12 Claude Levy (1980) reports that
Japan banned the use motorcycles with engines over
700cc (but not their construction for export), and intro-
duced a new driving test for motorbikes from 400 to
700cc engines that was so difficult that in the first year
(1976) that only 4% of those who took it passed.
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8 The so-called soaring toll of 2000 resulted in 9 deaths and one
abortion, compared to the average 20 to 40 deaths a year in the 1980s
and 1990s (http://www-causfra.ined.fr)

9 Le Monde, 16 February 2005.

10 The ordinance of August 14, 1893, regulating the movement of
“mechanized motor vehicles other than those used to operate
licensed railways” stipulated that “driving shall not be permitted 
[. . .] except by those holding a certificate of aptitude issued by the
chief police officer.”

11 Sharp oil price rises in many countries made drivers more
aware of the economic as well as the health downsides of speeding
(Vallin and Meslé, 2001).

12 Claude Levy (1980) reports that Japan banned the use motor-
cycles with engines over 700 cc (but not their construction for
export), and introduced a new driving test for motorbikes from 400
to 700 cc engines which was so difficult that in the first year (1976)
only 4% of those who took it passed.



It is not only to users that safety measures apply.
Vehicle manufacturers, too, are subject to a growing
number of increasingly stringent standards, be it on
driver vision and vehicle signaling, in-car protection of
passengers (seat belts, anchor points for child seats,
etc.), shock absorption, or speed (cruise control), not to
mention antipollution standards whose objectives
clearly go beyond road safety alone.

On a more general note, transport policy clearly has
an impact on road mortality. Putting road before
railway development (or vice versa), or even (which
more or less amounts to the same thing) public before
private transport, increases or curbs road traffic and,
ceteris paribus, the accident rate. But regulation of the
type of vehicles or goods carried offers a range of inter-
mediate measures (no through road for flammable
materials, piggyback rail-road transport compulsory
under certain tunnels, etc.).

The Scandinavian countries and the United
Kingdom took the earliest steps to restrict and check
this modern scourge (Chesnais, 1981, 1985). France
makes periodic attempts to make up for its late start.
Recent new efforts have been made to step up road
safety. Paradoxically, it is in the world’s least devel-
oped countries, where there are fewest vehicles on the
roads, that the road death tolls are highest for want of
sufficient resources to put in place high quality road
safety (WHO and World Bank, 2004).

The first attempts to harmonize traffic safety rules
at the international level date back many years. The
United Nations and WHO were behind the adoption
of two international conventions in 1949 (on road
traffic, and on signs, signals, and markings). The
Vienna Conventions currently in force date from 1968
(Nations unies/United Nations, 1968a, 1968b). A
World Road Safety Day was held in 2004 (WHO and
World Bank, 2004).

Other means of transport are also restrained within
the confines of regulatory safety measures: the rail-
ways, aviation, and waterborne transport (marine or
waterway, commercial shipping, or pleasure boating)
are very tightly regulated. Enforcement of these 
regulations is greatly facilitated by the fact that most
relate to public transport. For one thing, there is much
more public clamor for high safety and surveillance
standards (as far as zero-risk level), while for 
another, there are many fewer transport units to be
controlled, and responsibility for their use is much
more centralized.

h. Civil Emergency Preparedness: Fire, Floods,
Natural Disasters, Terrorism

Another basic function of the modern State is to
protect the populace against fire, floods, natural disas-

ters, and the like. This is obviously an age-old concern,
at least at the local government level, but the public
has been increasingly demanding in this area. So-
called civil defense services against fire are long 
established; for example, in France, the organized fire
service was first established during the Revolution
(Dalmaz, 1998). In most cases fire-fighting services are
part of the armed forces. They are today highly organ-
ized and well equipped in the developed countries,
where regulations to minimize risks (from the preven-
tion of forest fires to electrical and gas safety standards,
etc.) are also well developed. Protection against
natural disasters is also largely a matter of regulatory
control measures, especially in building standards
(earthquake precautions, prohibition on building on
floodplains, etc.), let alone the lessons recently learned
in France from the consequences of the summer 2003
heat wave, which killed about 15,000 people, provok-
ing a large political debate on the health services’
capacity to face this type of event.

i. Tackling Pollution

Regulation and enforcement are also essentially the
means by which authorities seek to protect popula-
tions against the health-damaging effects of air, water,
soil, and other kinds of pollution. The rules are obvi-
ously directed first and foremost at the businesses
responsible for these problems (from 19th-century
factory smoke to modern industrial emissions, pollu-
tion by agricultural inputs, and the problems of
radioactive waste), but also at the public (domestic
sewage disposal, selective sorting of domestic refuse,
partial or total driving bans in towns on specific high
air pollution days, tackling river and beach pollution,
oil spills, etc.). These modern antipollution policies
clearly follow the efforts made throughout history
(mentioned earlier in Sect. 1 of this chapter), to protect
populations from the risks of infection from waste-
water or drinking water (sanitation, drinking water
supply). While these efforts have now largely paid off
in most developed countries, much still remains to 
be done in many developing countries. It also bears
pointing out that the protection of populations from
pollution far transcends the sphere of public health
protection/enforcement alone and is a major economic
issue.

j. Specific Protection of Particular 
Population Groups

Public health protection/enforcement also includes
specific protective measures for particular population
groups. A whole area of this policy has gradually
formed in Europe in reaction to the damaging effects
of the industrial revolution on the health and survival
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of workers. Under pressure from trade unions and
humanitarian organizations, the State has laid down
an increasingly complete corpus of protective rules in
this area on night work, working hours, health and
safety at work, heavy work, and so forth, often making
specific provision for children and women, in particu-
lar pregnant women. At the same time, special corps
of labor inspectors have been established. Such rules
often still fall well below these protective standards 
in developing countries, where child labor is still
common practice, to the detriment of both their health
and education. In India, for example, the issue is a
major talking point, with child laborers themselves
increasingly making a vocal stand, and receiving inter-
national media coverage in recent years.

On a more general note, specific public health pro-
tection/enforcement measures have been taken for
mothers and children in most countries, in particular
pregnant women, newborns and infants.

k. Pharmaceutical and Medical Safety

Public health protection/enforcement also aims to
protect the populace against the various possible ways
in which medical activity itself may go awry. Not only
does it set out in general terms to contain the danger-
ous activities of charlatans of all kinds13 by regulating
access to the different professions (doctors, pharma-
cists, paramedical occupations, midwives, nurses, and
health care assistants) and imposing on them, either
directly or through likewise regulated professional
organizations, appropriate codes of professional
conduct, it also sets out to control the validity of pro-
cedures and clamp down on fraud. The pharmacovig-
ilance system is particularly complex but clinical
procedures are themselves increasingly subject to at
least ex post control through the justice system to
which discontented patients are increasingly resorting.
In the United States in the 1970s, compensation
amounts awarded by the courts to the victims of
medical negligence (malpractice as much as maltreat-
ment) were so high as to necessitate a substantial
increase in insurance premiums (Robin and Nativi,
1987). Disproportionate as court cases may at times be,
especially where politics are involved, as happened in
the infected blood supplies affair in France in the 1990s
(La documentation française, 1993), the issue is a live
one. This case clearly underscores the key role that the
authorities can and must play in ensuring that medical
professionals exercise their medical skills properly.
Conversely, by deliberately disregarding the known

consequences of traditional commercial blood collec-
tion for spreading HIV/AIDS, China’s political
authorities gave this killer disease an opening that
should never have been allowed to happen (Beach,
2001; Shan et al., 2002).14

2. Medical Prevention

At the intersection of public health protection/
enforcement and medical activity proper lies an entire
sector of public health action—that of medical pre-
vention. This can be distinguished between primary
prevention, directed toward preventing the occurrence
of diseases (vaccination, combating disease-carrying
vectors, reducing risk factors) and secondary preven-
tion, directed toward early detection and elimination
of diseases before they become full-blown (screening).
Both primary and secondary prevention can equally
well address infectious and chronic diseases: for
example, vaccination against measles, eradication of
malaria-carrying mosquitoes, and tackling the risk
factors for heart attacks fall within the sphere of
primary prevention, while screening for tuberculosis
or cancer are secondary prevention concerns.

a. Vaccinations

Vaccination is and always has been a major instru-
ment of health policy ever since the work of Jenner and
the discoveries of Pasteur. Most of the diseases that can
be prevented by vaccination are under control in the
developed countries, but vaccination policies remain a
huge issue for the developing countries, where infec-
tious and parasitic diseases remain major causes of
death (whether they are vaccinable diseases like
measles, or others, like malaria and HIV/AIDS, which
cannot yet be immunized against), as well as in devel-
oped countries where a fall-off in vaccination uptake
could have far-reaching consequences.

Compulsory Vaccinations and Vaccination Campaigns

This is an area where public health protection
enforcement strategies (e.g., in countries where vacci-
nation is made compulsory for all or for specific pop-
ulation groups) and enabling policies for medical
prevention are inseparable.

Vaccinations against some diseases are compulsory
in most countries. In France, for example, this is cur-
rently the case for diphtheria, tuberculosis (BCG),
tetanus, and poliomyelitis (compulsory vaccination
against smallpox was dropped in 1982 after the 
WHO officially declared the disease to have been erad-
icated). The list of compulsory vaccinations varies
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13 Or at least those which at a point in time are considered as
such, for the lessons of history are that in certain circumstances, the
quacks of one period may be recognized as another period’s saviors. 14 See, e.g., an article published in Le Monde of 2 December 2003.



from country to country, as do the means of enforce-
ment. In France, failure to vaccinate is a criminal
offense, but rarely do the authorities go so far as to
prosecute. Compliance is ensured mainly by the fact
that vaccination is done in early childhood and is
required for enrollment in school. The natural coun-
terpart is that it is offered free of charge in various
public and private offices.

But as well as compulsory immunization, vaccina-
tion information and promotion campaigns play a
very great role everywhere. In the influenza period, for
example, vaccination is offered free of charge for the
individuals over the age of 65 in many developed
countries (especially Britain, Australia, New Zealand,
and Canada) (Hannoun, 1999; see also the websites of
the different health ministries).

The Eradication of Smallpox

The history of the eradication of smallpox puts the
strategic issues of a vaccination policy clearly in
context. The pre-Jenner treatment of variolization
carried a high risk, but the devastating effects of the
disease were such that the individual or collective risk
was worth taking. Jenner’s vaccine inoculation and its
subsequent improvements reduced the risk to almost
nothing, gaining full acceptance for the compulsory
vaccination strategy. The situation was very different
when the WHO decided to launch its eradication cam-
paign in 1966. Except in those very few regions where
the disease remained endemic, most countries no
longer experienced more than the odd case or small
sporadic imported outbreaks, such that in Europe and
the United States, for example, even the very low vac-
cination risk had become less tolerable (i.e., the risk of
post-vaccinial encephalitis could be higher than that of
contracting smallpox), and public opinion found
increasingly less justification for compulsory vaccina-
tion whose only remaining purpose was to protect
travelers and prevent the recurrence of epidemics
(Hannoun, 1999). The WHO therefore sought a new
justification for its mass eradication campaign: that of
attempting to stamp out all risk of infection for all
humankind forever, thereby rendering vaccination
superfluous. Whereas there had been an estimated two
million-odd cases of smallpox in 1967, highly specific
identification of disease areas and the systematic vac-
cination of all the populations concerned, especially in
India and Africa, brought the annual number of cases
rapidly down until the very last reported case in 1976.
To satisfy itself of the total disappearance of the
disease, the WHO offered a $1,000 bounty to anyone
reporting a new case. No real case was ever reported,
and the WHO declared smallpox officially eradicated
in 1980.

The Expanded Program on Immunization

Building on this first great success, the WHO 
set up the Expanded Program on Immunization (EPI)
in 1980 with the aim of immunizing every child in the
world against six diseases responsible for most devel-
oping country mortality: polio, measles, diphtheria,
whooping cough, tetanus, and tuberculosis (Jones 
et al., 1985). Vaccination of pregnant women against
tetanus, to protect their unborn children from neona-
tal tetanus, was soon added to the list. The aim was to
achieve 100% vaccination coverage worldwide by
1990. Unlike smallpox, however, these diseases remain
endemic or fiercely epidemic (measles) in large areas
of the world, and eradication any time soon remains
fairly unlikely, apart from polio. Eradicating this
disease, where major gains have already been made, is
one of the official goals to be achieved by 2005 (see, in
particular Table 107–3). Major resources have been put
into this, not just by the WHO itself, but also by
UNICEF,15 the UNDP16 and the World Bank, as well as
through many bilateral cooperation programs and the
work of countless non-governmental organizations
(NGOs). The outcomes are far from negligible (Des-
grées du Loû, 1996; Moulin, 1996), and vaccination
policy remains of great strategic importance, not just
for the diseases that can be vaccinated against,17 but
also and perhaps especially, for those that cannot.

b. Tackling Vectors

Some nonvaccinable diseases are transmitted to
humans by vectors, and action can be taken here to
avoid infection. This is particularly so with many trop-
ical infectious or parasitic diseases, foremost among
which is malaria.

Malaria—Seemingly Ineradicable

Here again, an attempt can be made to reduce the
incidence of, if not eradicate, the disease by drastically
reducing the vector population (or, to the same effect,
reducing that population’s contact with humans). If
the parasite cycle can only complete itself by being har-
bored in the human organism, it will be enough to stop
it remaining in situ for a sufficiently long period of
time, without having to completely eradicate the
vector population. That is more or less what is being
done with malaria, even though it seems that one of
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15 United Nations International Children’s Emergency Fund,
established in 1946 and renamed United Nations Children’s Fund in
1953, retaining the same acronym. It is headquartered in Geneva.

16 The United Nations for Development Fund, set up in 1965 and
based in New York.

17 There is, in particular, renewed interest in BCG to tackle
opportunistic diseases in AIDS.

18 The major marshland reclamation schemes carried out prior to



the main vector species in Africa, mosquitoes of the
Anopheles funestus genus, attack various animal species
as well as humans (IRD, 2000). With no hope of a
vaccine, the argument for a WHO-led world eradica-
tion strategy was given added weight by the success
achieved in the 1940s by European countries where
malaria was endemic. These countries moved from
basic control of infected areas by marshland reclama-
tion to eliminating the disease through the use of
DDT.18 In fact, the success of the WHO’s first attempt
in this direction produced hopeful results: in Sri Lanka,
after a mass campaign to eradicate mosquitoes by sys-
tematic DDT spraying, life expectancy made a spec-
tacular leap from 46 years in 1945–1947 to 60 years in
1954. Notwithstanding that we now know that the
decline in malaria was not the only factor in this spec-
tacularly sharp mortality decline19 the disease had then
almost vanished from the island (Molineaux, 1985).
But, to an even greater extent than for vaccination,
attempts to repeat the operation on anything like a
large scale met with much less success, especially in
Africa. Not only do the different species of Anophele
(the vector) or Plasmodium (the parasite) not have iden-
tical patterns of behavior, but some mosquitoes are
becoming DDT-resistant, and some mutant parasites
have become insensitive to the preventative action of
quinine. Despite the great hopes of the 1980s, there is
still no vaccine in sight (Molineaux, 1985).

Other Hopes and Attempts

After malaria, schistosomiasis is surely the second
most rife serious parasitic disease in the world. 
Here, too, WHO-backed systematic campaigns were
mounted against the disease vector (a small aquatic
snail of the planorb genus). These campaigns obvi-
ously went hand in hand with environmental clean-up
and treatment for those infected, but also included
molluscicide application in the water. The success of
such campaigns can have a big impact on the health
and mortality of developing world populations, espe-
cially in Africa. As for malaria, however, the aim of
eradication is still far from being achieved.

Many more examples can be given of attempts to
eradicate various tropical diseases in the same basic

way as the attack on malaria in Sri Lanka. Few have
had any notable success. Aside from the same techno-
logical problems as for malaria, one main factor in all
the failures is the perennial problem of mounting
large-scale operations of this kind in what is not nec-
essarily a conducive economic, social, and cultural
context. This strategy of large-scale vertical sectoral
programs, indeed, was largely discredited at the WHO
Alma Ata conference in the late 1970s.

c. Tackling Risk Factors

There is a fourth important aspect to medical pre-
vention: action on risk factors. The idea is to prevent
disease by attacking the factors that contribute to its
development. This category obviously includes all
road accident prevention measures beyond the public
health protection/enforcement mentioned earlier
(road quality, vehicle roadworthiness, transport policy,
etc.). Here, primary prevention of cancer and cardio-
vascular diseases is considered.

Cancer

Where cancer is concerned, a distinction must be
made between risk factors that derive from the organ-
ization of the economy and society and act on groups,
and individual lifestyle-related ones (Flamant, 1976:
Hatton et al., 1985), even though the two often interact.
Occupational risks are an area where policy action is
paramount. They are also quite extensively covered by
a combination of some of the public health protec-
tion/enforcement measures referred to earlier in this
chapter and employer liability. But more generally, pre-
vention here is also the focus of ongoing negotiations
between employers, the state, social welfare agencies,
and trade unions in light of the evolving frontiers of
knowledge. Asbestos is a recent example, which also
goes beyond the strictly work-related setting, since this
versatile substance has found many household (not
least in buildings) as well as workplace uses.

The individual factors are directly related to indi-
vidual lifestyle, especially consumption patterns (of
food, alcohol, tobacco, medicines, etc.). Aside from the
food safety measures and the regulations on smoking
and drinking mentioned earlier, the health strategy
here is essentially about educating the public.

Cardiovascular Diseases

Secondary prevention of cardiovascular diseases,
sometimes directed toward the same risk factors as
cancer (smoking and drinking, e.g.) is traditionally a
major plank of developed countries’ health policies.
Lester Breslow (1985) distinguishes programs directed
at isolated factors from multifactorial programs: tack-
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1940, such as the Pontine Marshes just outside Rome, had helped
reduce the incidence of malaria. It was not really possible to eradicate
it until DDT came on the market in 1943. The very last reported case in
Europe, however, was in Macedonia in 1976 (retrieved July 20, 2004,
from http://www.chez.com/demosolidarites/adiconfindex.html).

19 In 1960, Harald Frederiksen went so far as to claim that the life
expectancy gain achieved in Sri Lanka was due only to rising living
standards, an argument easily refuted by Peter Newman (1965).

20 René Laënnec (1781–1826), French physician, inventor of the



ling smoking, controlling cholesterol levels, and 
monitoring and controlling high blood pressure. 
Multifactorial programs seek to reduce all the main
risk factors at once (the three just cited as well as
others, like obesity). In either case, there are two pos-
sible strategies: either using various parameters to
identify the most at-risk share of population toward
which to gear the entire program (medical approach),
or gearing the program toward the population as a
whole, wagering on the knock-on effect that univer-
sality can produce (community approach), as with the
North Karelia program, which is considered more at
length below. Another case in point is the program to
tackle cerebrovascular diseases launched in Japan in
1969 (Goldman and Takahashi, 1996), focused in par-
ticular on a reduction in salt intake.

d. Medical Screening

Alongside vaccines or other means (like tackling
vectors) of preventing disease transmission, screening
for medical conditions can help prevent a fatal
outcome or relatively chronically incapacitating com-
plications. This is often referred to as “secondary pre-
vention.” It is another major approach of preventive
medicine, and many community health measures are
based on this strategy.

Secondary prevention is a strategy that was
deployed to particular effect in Europe’s recent past 
in tackling tuberculosis. From Laënnec’s stethoscope20

to the controlled use of x-rays21 and, finally biological
tests (skin test), increasingly early and accurate diag-
noses became possible, enabling early treatment of
patients and a greater likelihood of recovery with
fewer serious after-effects (especially since the discov-
ery of antibiotics). Systematic screening campaigns
were organized (in particular through occupational,
school, and armed forces health services). It was this
strategy much more than the BCG vaccine, which
reduced the incidence of tuberculosis to the marginal
position it now occupies in developed countries (Vallin
and Meslé, 1999).

Screening is now a major weapon in the preventive
medicine armory against many medical conditions.
Three particularly important areas today are cancer,
cardiovascular diseases, and congenital disorders.

Cancer

Anticancer policy is the most important example
because, let alone the difficulty of acting on risk

factors, there is almost no way of preventing the
disease (in the strictest sense). What makes screening
particularly beneficial is the close correlation between
the success of treatments and how early the diagnosis
is made. Also, the importance assumed by cancer in
developed country mortality, especially since the huge
decline in cardiovascular diseases, has made it a major
issue of public health policies in developed countries.
All have adopted more or less comprehensive cancer
screening programs: screening for cervical cancer
through cervical smears, breast cancer through mam-
mography, and prostate cancer through rectal exami-
nation and blood PSA (prostate-specific antigen) levels
is most commonly found in age- and sex-specific tar-
geted programs. Systematic screening for stomach and
colon cancer is still an unresolved issue because of the
cost and the more invasive nature of the procedures.
Screening for such diseases tends to be restricted to at-
risk groups. In Japan, for example, systematic screen-
ing campaigns for stomach cancer have been running
since the 1960s in certain high-incidence areas (Kita-
gawa and Hishami, 1970; Oshima et al., 1979, cited in
Hatton et al., 1985).

Cardiovascular Diseases

There is also a varied range of screening programs,
some more or less systematic, others targeted to at-risk
categories, for cardiovascular diseases, especially
those with the highest mortality or invalidity rates.
Coronary angiography means that atherosclerosis can
be screened for and treated, or a shunt fitted. Still in
the field of coronary diseases, ultrasound scans can
predict aortic aneurysm, while for cerebrovascular dis-
eases, Doppler ultrasound can detect carotid artery
damage.

Perinatal Diseases

The perinatal period also offers wide scope for
screening for many disorders, and in all developed
countries perinatal screening has been a major con-
tributor to the sharp decline in infant mortality and a
reduction in congenital disorders. This is much of what
the compulsory antenatal and postnatal visits in many
countries are designed to do. In extreme cases, ante-
natal diagnosis enables therapeutic abortion to be
carried out, but also, in the same way as neonatal
screening, it allows timely treatment for disorders that
otherwise would be fatal or severely incapacitating. In
France, for example, screening at birth for phenylke-
tonuria (Guthrie test), introduced in the 1960s, has
helped prevent a large number of disabilities simply
by the use of a controlled diet. The lineup of means
also includes a focus on Rhesus factor incompatibili-
ties (by means of a parental blood test), the risks of
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stethoscope and indirect auscultation.
21 Radioscopy and radiography came into large-scale medical

use from the first World War (Bordry et al., 1992).
22 A reform undertaken as part of the care in the community



German measles, toxoplasmosis or HIV/AIDS in preg-
nant women, and social security reimbursement of
amniocentesis for pregnant women over the age of 38
to detect Down’s syndrome.

Medical Check-ups

More generally, age-group-specific check-ups for a
comparatively wide range of possible diseases are
organized in some countries.

Unfortunately, such a screening policy is much cost-
lier and harder to organize than vaccination and tack-
ling certain infectious disease vectors. In particular, it
requires medical and laboratory facilities that most
developing countries cannot provide for the entire
population, and can only be implemented to the extent
permitted by the general economic and social devel-
opment of each country.

3. From Prevention of Disease to
Treatment of Patients

Prevention is better than cure, it is said. And so it is,
but when the disease is present, an attempt must be
made to find the means to cure it. Should health poli-
cies that are closely interlinked—not just in establish-
ing and enforcing health rules, but also in the
implementation of medical prevention programs—
also be involved in the treatment of diseases (other
than by laying down rules of professional conduct)? It
is a supremely philosophical and ideological question.
Any modern state, however liberal its foundations, can
easily accept full responsibility for public health pro-
tection/enforcement, and can recognize without too
much difficulty that it must be responsible for at least
a part of medical prevention, for its foremost duty is
to the community, which does not necessarily always
coincide with the individual interests of the persons
involved. The public authorities have the right to
decide on measures of public interest, and they must
also bear the cost. Arguably, treatment of disease may
be a different matter altogether, being expressly in the
interest of the patient (or their family), and for which
only the person concerned is competent and responsi-
ble: he is free to choose whether or not to seek treat-
ment, and whether or not to resort to medical services,
but he must also pay the cost, either directly or indi-
rectly by taking out an insurance policy. But nowhere
in the world is there not at least some collective pro-
vision to foot part of the bill for the treatment of 
diseases.

In theory, moreover, that can be done imperceptibly,
at no added expense where, for example, the State
intervenes only by creating a compulsory insurance
system. There is then no need to levy a charge on the

public budget. But, where a compulsory insurance
system is in place, the premiums paid by the insured
persons may not be entirely of the same nature as the
taxes levied by the tax authorities, but can be equated
to them, and increase the sum total of what are increas-
ingly called compulsory levies. The value and method
of funding of the cost of treatment can therefore be said
to be a public policy decision. A timely definition is
also needed of the risks to be covered, the premiums
that can be reasonably charged, and the rates that
service providers can charge. The increasing tendency
is for the authorities to regulate all these areas in detail,
even if in consultation with the social partners.

Beyond protection against collective risks (which is
the justification for public health protection/enforce-
ment and medical prevention), authorities have also
been drawn into making provision for the treatment of
patients to address at least, three different types of
objectives: (a) to contain, reduce, or eradicate what are
considered priority diseases; (b) to ensure the best pos-
sible health for a specific population group; and (c) to
reduce inequalities. Multidisciplinary programs exist
to address these objectives, covering both patient treat-
ment and disease prevention. A few examples follow.

a. Tackling Priority Diseases

Tackling specific diseases may be seen as a priority
for a variety of political, social, ethical, and other
reasons. Anything that may reduce the scope of
disease, including treatment provision, then becomes a
public health issue. Such was the case in the past with
infectious diseases like tuberculosis, and AIDS is a
more recent, broadly comparable issue. Among degen-
erative and chronic diseases, some aspects of mental
illness and cancer also may have relevance here.

Tuberculosis Then and Now

Tuberculosis emerged as a societal issue fairly early
on, in the second half of the 19th century. A social
disease, not merely as being chiefly one of poor fami-
lies living in unsanitary housing and/or enduring
poor physical working conditions, but also because
these different harmful conditions were closely tied to
the social changes wrought by the industrial revolu-
tion, urbanization, and free-market capitalism. Also, as
tuberculosis was a contagious, stigmatizing disease, all
possible means had to be used to minimize its inci-
dence. This is why, in addition to the preventative
steps mentioned earlier, national and local authorities
in most European countries intervened quite early on
in care provision, such as by building sanatoriums that
offered free (or almost) care and treatment to sufferers
(Faure, 1994, p. 217).
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AIDS

More recently, AIDS came similarly onto the official
agenda soon after appearing in the 1980s. Some of the
reasons were different, not least the shock of forecasts
of an unprecedented explosion and doubts about how
quickly an effective vaccine could be developed. But
others were of the same kind, like the opprobrium
attached to a sexually related disease which itself pro-
duced a backlash political reaction in favor of people
living with HIV/AIDS coupled with the seeming
imperative of preventing infection by sufferers belong-
ing mainly to fairly marginal social groups (homosex-
uals, drug abusers, blood transfusion recipients)
spreading to the population at large. There again, the
main focus of effort had to be not just prevention but
also (if possible) curing sufferers. Huge funding was
allocated to research, and once the (very costly) first
drugs became available, they were issued in various
ways either free of charge or subsidized to sufferers in
many developed countries. One tragedy for the devel-
oping countries, and especially sub-Saharan Africa, is
that these medicines are so costly and the sufferers so
numerous that this strategy is not only beyond their
reach, but also beyond the reach of many international
programs. The other misfortune is that the huge
research effort put forth by the rich countries has
focused more on medicines than a vaccine, which
would have been far more suited to the problem faced
by widely infected countries. A glimmer of hope has
emerged from the recent legal battle that has enabled
some countries like Brazil, India, and Thailand
(ONUSIDA, 2004) to start producing antiretroviral
drugs without having to pay royalties to the pharma-
ceutical companies that developed them or others, like
South Africa, to import them cheaply. Nevertheless,
continuous lifetime treatment of all people with
HIV/AIDS remains beyond the financial reach of most
of the worst affected countries.

Severe Mental Disturbance

Very early on, the treatment of mental illness was
seen largely as a public responsibility—less at the start
in the interest of the sufferer (for whom treatment
mostly comprised incarceration), than in that of
society, which had to be kept safe from the danger-
ously ill (or simply unwanted). But just as imprison-
ment gave way to psychiatric hospitals, these
gradually evolved into care provision, and this new
function eventually came to substantially outweigh
the old. In many countries, because of historical and
more modern reasons (inability of the psychiatrically
disturbed to cope, the unfair burden that their illness
places on their families, etc.), psychiatric care has

become a more or less full public responsibility. That
principle remained intact when in the 1970s and 1980s
many countries followed the Italian lead and com-
pletely rethought the ways people with psychiatric
disorders were treated by switching the focus away
from psychiatric hospitals onto treatment in the com-
munity (Meslé and Vallin, 1981), or doing away with
them entirely, as in Italy, to retain only slimmed-down
specialized provision, or ordinary psychiatric wards
within general hospitals.22

In France, whether treated in the community or in
residential care, severe mental disturbances (psy-
choses, severe personality disorders) form part of the
list of chronic and costly illnesses whose treatment is
always fully reimbursed by social security, and where
prolonged sick leave arrangements are made.23

Cancer

Cancer also occupies a special place in modern soci-
eties. Most often the cause of prolonged and chroni-
cally debilitating diseases, it was long regarded as
incurable, or to be treated by painful and costly pro-
cedures of uncertain outcome. But the rapid decline in
infectious diseases left it as one of the two main causes
of death in all high life expectancy countries, second
only to cardiovascular diseases. The sharp drop in the
latter from the 1970s made it more imperative still to
tackle a disease that strikes a chill in contemporary
society. Treatment in some countries became a public
responsibility to varying degrees. In France, for
example, not only do all cancer sufferers qualify for the
chronic illness scheme, but new, specialized cancer
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movement inspired by Franco Basaglia, culminating in Act 180 of
1978.

23 More simply called the “chronic illness” scheme, this in fact
goes far beyond psychiatric illnesses, in providing free hospitaliza-
tion and medical care (no self-pay component) for officially pre-
scribed illnesses (currently 30), or “any disorder requiring prolonged
and particularly costly treatment,” while daily benefits for work
incapacity lasting more than six months are maintained (Vallin,
1979b). The 30 prescribed diseases are incapacitating cerebral vas-
cular accident, medullary insufficiency and other cytopenias,
chronic arteriopathies, complicated schistosomiasis, severe cardiac
insufficiency, active chronic diseases and cirrhosis of the liver, severe
primary immunodeficiency and HIV infection, types 1 and 2 
diabetes, neurological and muscular disorder and epilepsy, 
hemoglobinopathies and hemolyses, hemophilia and severe 
blood-clotting disorders, acute high blood pressure, coronary dis-
eases, acute chronic respiratory disorder, leprosy, Parkinson’s
disease, hereditary metabolic diseases, cystic fibrosis, chronic 
renal disease and nephrotic syndrome, paraplegia, polyarteritis
nodosa, lupus and scleroderma, severe rheumatoid arthritis, psy-
chosis or acute personality disorder, hemorrhagic rectal colitis, 
multiple sclerosis, severe ankylosing spondylitis, complications of
organ transplant, progressive tuberculosis, malignant tumor or
hematopoietic disorder.

24 “Cancer is a real national tragedy that demands a big effort in



hospitals were built more or less on the tuberculosis
sanatorium model, the most renowned of which is
surely the Institut Gustave Roussy at Villejuif in the
Paris region. Very recently again, the priority focus put
on this disease was reaffirmed at the highest level of
government in an official statement by the President of
the Republic.24

b. Guaranteeing the Best Possible Health to 
Specific Population Groups

For a variety of reasons, it also became seen as a
government responsibility to deliver the best possible
access to health, including curative treatment provi-
sion, to specific population groups. Typical of these
groups are workers, pregnant women, children, and
the elderly.

Workers

Since the 19th century, the health of workers (essen-
tially manual workers at the time; the preferred
present-day term would be employees) has been a pri-
ority on government agendas, either from concern 
to preserve the labor force which underpinned the
industrial revolution, or from ultimately yielding to
workers’ demands, especially in regard to the risks run
simply by working. In France, for example, the intro-
duction of a right to compensation for a work-related
accident or occupational disease brought into being
the first instance of comprehensive coverage of certain
health care provision. Although it had existed in
theory since the Revolution, based on the very general
Civil Code provision on personal liability,25 this right
of workers against their employer had to be clarified
and strictly regulated by an entire corpus of specific
legislation to be really exercisable, and became uni-
versal only with the development of compulsory
insurance systems. At the end of the day, therefore, it
is because of a strong and continual public policy
commitment that employees in many countries have
full coverage of all work accident and occupational
disease treatment costs, plus specific benefits for dis-
ruption of employment, and temporary or permanent
work incapacity. Alongside the development of this
special legislation, the State, local authorities, and
mutual insurance organizations also established dif-
ferent occupational health services that play an impor-

tant preventive role, but that may also be involved in
actual care provision.

Pregnant Women

Pregnant women are another population group that
benefits in many countries from specific legislation cre-
ating an entitlement not just to preventive measures
for them and their unborn children (the key preven-
tive role played not just by maternity leave but also
special labor law rules merits a passing mention), but
also to certain care and treatment provision. Even
before pregnancy occurs, medical care (e.g., infertility
treatment, in particular medically assisted reproduc-
tion) is provided free by the health system in many
countries; likewise treatment to bring a high-risk preg-
nancy to term, or the treatment of certain women’s 
diseases that may affect the child. Finally, specific pro-
vision has been made for childbirth and the postpar-
tum period in many countries. This special policy on
pregnancy bears a clear relation to policies to support
fertility in countries where it is felt to be too low,
France being a textbook example. But, in developing
countries especially, it is also closely connected with
the recent rise in reproductive health programs under
the impetus given to this sector by the UNFPA26 since
the Cairo conference. The Cairo conference referred to
here is the International Conference on Population and
Development (ICPD).27

Children

Special provision also exists for children in many
developed and developing countries, going well
beyond prevention alone. In developed countries, a
range of specific policies have been and still are being
pursued, including the provision of free medical care
or dietary supplements to combat malnutrition (espe-
cially through free or subsidized school meals). Most
typical of the recent period, however, are the perinatal
programs, to which most of the measures referred to
in the previous paragraph could have been tied in.
These programs were largely instrumental in bringing
infant mortality down to levels that were unthinkably
low, even a few short decades ago, through an
unprecedented reduction in neonatal mortality. They
rely heavily on the preventive measures mentioned
earlier, but also most often include free treatment of
the diseases, disorders, and abnormalities detected by
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terms of research, prevention, screening, and treatment, including
psychological counselling” (Jacques Chirac, statement of 14 July
2002).

25 “Any act whatever of man, which causes damage to another,
obliges the one by whose fault it occurred, to compensate it” (Civil
Code, article 1382).

26 The United Nations Fund for Population Activities, UNFPA,

headquartered in New York, was set up in 1969. It is now called the
United Nations Population Fund.

27 International Conference on Population and Development
(ICPD) Cairo, 1994 (see, in particular, United Nations, 1998/United
Nations, 1995).

28 Finding that the Ministry for Public Health was working only



screening. This is more easily achieved since this type
of treatment is often required as a matter of course in
the immediate postnatal period, when the newborn is
still in a hospital environment (maternity clinic/ward)
and in many developed countries, the period of hos-
pitalization for childbirth is fully paid for by the health
service, albeit increasingly foreshortened.

In the least-developed countries, childbirth is
seldom so medicalized, and the most urgent infant
mortality problem remains post-neonatal mortality,
where infection and malnutrition play a bigger role. It
is on these aspects of child health that governments, as
well as international bilateral and multilateral cooper-
ation have focused. The major WHO and UNICEF
campaigns on prevention of early childhood infectious
diseases have already been mentioned. The early
childhood programs developed by these agencies,
along with others like the UNDP (United Nations for
Development Fund), the FAO (Food and Agriculture
Organization, a United Nations agency, set up in 1945
and headquartered in Rome), and the WFP (World
Food Program, set up in 1963), also include many cur-
ative aspects, like treating diarrhea by administration
of oral rehydration salts (Victora et al., 2000), and com-
bating malnutrition (Taylor et al., 1968; Kielmann and
Taylor, 1969; Beghin and Vanderveken, 1985).

The Elderly

The health of the elderly is another area where
policy action in some countries has gone well beyond
prevention. In developing countries, where this age
bracket still makes up only a very small share of the
population, and where traditional intergenerational
ties remain very strong, governments tend not to step
in, leaving most elder care provision to families. In
developed countries with older populations, by con-
trast, the matter has become a far-reaching societal
issue. One point of interest in this connection is the
exception made for the elderly in the United States, in
an otherwise advanced general free-market approach
to payment for health care. As a general rule, this is a
cost to individuals and families, who are clearly free to
insure against it or negotiate insurance with their
employers. But, in an exception to this sacrosanct prin-
ciple, Medicare was introduced in 1965 for individuals
over the age of 65 and, in some cases, people under 65
with disabilities, and those on kidney dialysis (Card et
al., 2004). Care provision under Medicare is neither
complete (only hospital expenses are automatically
covered, and Medicare offers only the possibility to
insure the costs of medical care on a voluntary basis),
nor reciprocity-free (it is available only to individuals
with at least 40 quarters’ worth of paid-up contribu-
tions, and their family members), but it is the only

large-scale case in which the United States has created
a compulsory insurance system and set the rules and
rates. It illustrates how high the health of its older pop-
ulation is on the country’s agenda.

Assistance to Victims

Finally, there is the issue of assistance to victims of
accidents or attacks. First aid is generally provided by
increasingly well-equipped emergency preparedness
services. The consequences of road traffic accidents are
generally provided for by insurance, broadly within
the framework of compulsory insurance. Public help
for the victims of natural disasters and attacks has
recently developed considerably, even extending with
growing frequency to the provision of psychological
counseling.

c. Reducing Inequalities

The third big reason for increased policy involve-
ment beyond prevention and into the sphere of actual
treatment is the desire to reduce inequalities, be it
international inequalities between populations in dif-
ferent countries of the world, or internal disparities
within each country. Domestic efforts have mainly
been made in two directions: geographical disparities
and social disparities.

Reducing Internal Disparities

Geographical disparities in mortality have nar-
rowed significantly in developed countries (see
Chapter 55), basically as the result of policy action
across all spheres with no overt health objective in
many cases. This is because the State, whether cen-
tralized or not, generally seeks to extend its economic,
social, and cultural development action in as harmo-
nious a way as possible territorywide, thereby laying
the foundations for a reduction of all kinds of geo-
graphical inequalities that contribute in some way to
inequalities in health. Countrywide networks of
medical provision more explicitly directed toward,
and coupled with, public health protection/enforce-
ment and preventive policy action that are likewise
deemed to benefit the population as a whole, clearly
contribute to deliver that aim. But some countries have
gone further. Finding that some regions were still suf-
fering from specific problems resulting in what was
judged to be abnormally high excess mortality, some
governments pursued a specific policy to bring the
levels down. So, in 1956, the French Ministry for Public
Health and Population commissioned INED to survey
the causes of the abnormally high infant mortality rate
recorded in the Nord and Pas-de-Calais departments
(Girard et al., 1960), and then mounted a campaign
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toward local communities, business, and local author-
ities to try and stem the rise. A more defining case still
is that of North Karelia in Finland (Puska et al., 1981,
cited by Breslow, 1985). Toward the end of the 1960s,
this 180,000-strong community had what may have
been the highest coronary heart disease mortality in
the world (Breslow, 1985). In the early 1970s, a wide-
ranging program was launched to reduce blood pres-
sure, cholesterol, and smoking, and to encourage early
treatment of people with cardiovascular diseases,
involving the entire organized voluntary social service
movement and the network of health agencies. Five
years later, in 1977, coronary heart disease mortality in
the 30–64 age bracket had dropped by 13% among men
and 31% among women (Breslow, 1985).

Social inequalities in mortality are also a focus of
concern leading to specific public policy action on
health. Having moved on from the time when the poor,
like the sick, were perceived and treated more as a
threat to society than a group deserving care and atten-
tion, they were offered first assistance, then specific
health programs. France, for example, brought in
statutory free medical assistance for the poor in 1893.
The establishment of social security systems after
World War II did not render these provisions obsolete,
because many of the poor fell outside the scheme. They
were simply reworked in 1953 into free medical help
(AMG) providing free care to anyone living in France
who could not afford to pay for it. But even when the
universal health coverage (CMU) scheme was created
in 1999, benefiting some 150,000 to 200,000 people
living in France without social security entitlements,
plus the 550,000 previously voluntarily insured, a sig-
nificant number still fell through the net, as the enti-
tlements were only for persons lawfully resident in
France for more than 3 months. A state medical assis-
tance scheme (AME) was therefore kept, and is the
only means by which undocumented migrants and
their families can access the health care they need. In
2003, 180,000 people were covered by AME.

Obviously, extreme poverty is not the only social
inequality in health and mortality, and in the latter half
of the 20th century, it was the rest of these inequalities
that policy sought to address in many developed coun-
tries, by setting up near-universal social security
systems. These will be considered further below.

Closing the Gap between Rich and Poor Countries

Policies to reduce international inequalities are of
more recent date. They were mostly brought in after
World War II, with the creation of the WHO, the rise
of the Third World movements, and the establishment
of international programs to reduce excess mortality in
developing countries. Notwithstanding undeniable

spot successes, however, the first tentative efforts
based either on the roll-out of large-scale “vertical”
programs to tackle specific high-incidence diseases
(one of the WHO’s main self-appointed missions), or
the construction of major referral hospitals intended to
energize the country’s entire health delivery system (a
key, but not always disinterested, strategy in bilateral
cooperation measures), soon exhausted the possibili-
ties. Generally, the efforts benefited only a small, priv-
ileged, mainly urban share of the population, leaving
the bulk of the rural masses by the wayside. At the
1978 Alma Ata conference, drawing on the impressive
Chinese experiment with “barefoot doctors,” intro-
duced during the Cultural Revolution,28 the WHO
took a radically different tack toward the primary
health care strategy (WHO, 1978).

This new strategy was less about trying to eradicate
a specific disease more or less completely than attain-
ing decisive all-around health improvements for pop-
ulations that had the least access to them. The aim was
to “address the main health problems in the commu-
nity, providing promotive, preventive, curative and
rehabilitative services accordingly,” while the Declara-
tion of Alma Ata specifies that this includes, at the very
least, health education, food supply and proper nutri-
tion, supply of safe water and basic sanitation, and
maternal and child health care that included family
planning, immunization against major diseases,
control of locally endemic diseases, treatment of
common diseases and injuries, and provision of essen-
tial drugs.

Governments are responsible for refocusing their
health policies on this new strategy, while interna-
tional organizations and others in the cooperation
community must provide technical and financial
support in redeploying the assistance they provide to
the health policies of poor countries toward these new
objectives.

As obvious and essential as it may seem, this new
strategy has encountered a series of obstacles on the
ground. However “primary” they may be, these forms
of health care are many and various, and costly when
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for 15% of the country’s population, Mao Tse Tung called in 1965 for
a focus on medical work in rural society, as a result of which 150,000
medical workers were given basic training, and left the towns to
exercise their skills in rural communities. These “barefoot doctors”
were healthcare personnel who had received a few months of basic
medical training, followed by advanced training courses. They were
to provide stop-gap services to the maximum number of people,
including prevention, basic treatment, screening, and referral (of 
difficult cases) to doctors or hospitals. They were either assigned to
villages or formed part of mobile outreach units covering more
sparsely populated areas (Selden, 1972).

29 Except in three countries (Germany, the Netherlands and
Ireland) where those on the highest wages were kept outside the



the target group concerned is in fact the bulk of the
population. But also, both the main beneficiaries and
the actors in the previous system were fiercely—if only
passively—opposed to any major redeployment of
existing resources. Finally, the rich countries gave no
substantial new financial pledges at Alma Ata. Most
governments naturally brought in (often through leg-
islation) health policies that endorsed the primary
health care strategy, but any attempts to really imple-
ment them were few and far between, and almost
never produced a real shift in priorities, which might
have produced the looked-for results. And yet it was
this strategy (whether framed before or after Alma
Ata) that has enabled countries such as Costa Rica
(Rosero-Bixby, 1985), Kenya (Mosley, 1985), and the
State of Kerala in India (Nayar, 1985), not to mention
China, referred to earlier, to increase their life
expectancies well beyond what their economic devel-
opment might suggest.

A slew of initiatives have been taken in a bid to give
fresh impetus to this strategy, one of the main ones
being the Bamako initiative (Brunet-Jailly, 1997; Soucat
et al., 1997).

4. All for All

In fact, the WHO’s adoption of the primary health
care strategy can be seen as the international reflection
of a growing idea at the time that public policy at all
levels should be directed toward delivering access to
health to all. The priority focus on primary health care
was essential only because the rural masses who made
up most of the Third World populations had no access
to standard health care provision. The basic aim was
to offer a minimum access to health to everyone,
without waiting on economic development to maxi-
mize access to traditional services. It was a first step
toward “health for all by the year 2000,” soon to be
adopted as a WHO slogan.

From an entirely different angle, this same concern
to see public policy guarantee health for all by all pos-
sible means was what prompted many industrial
countries (especially the European ones) to shift away
from leveling the playing field by helping the poorest
social groups to access health care toward a collective
assumption of responsibility for the health of all within
a welfare state, where public health is only one of
many elements.

a. Developed Countries: the Welfare State

The welfare state is a concept that extends well
beyond health matters to the collectivist assumption of
all major social risks (unemployment, cost of family

obligations, old age) and needs (education, leave, etc.).
We are concerned here, of course, only with health,
which is nevertheless exemplary. Disregarding the
Soviet system, which no longer prevails in any devel-
oped country, health expenditure is by and large paid
for in three different ways, ranging from the “social
contractual” protection (Dumont, 1998) applied in the
United States, via the French-style social security
system, to the State-funded system established in
Britain after the adoption of the Beveridge Plan (1943).

The “Social Contractual” System

No further consideration needs be given to the
American social contractual system, of which
Medicare was cited above as the only exception to its
free-market principles, other than to say that it is based
on the freedom of individuals to insure themselves
with private insurers against the risks of disease and
accident, either through company-established or
mutual programs operated by employers or mutual
insurance organizations. It is a model very far-
removed from that of the welfare state.

Social Security

The French-style social security system evolved as
an extension of the scope of the social insurance plan
devised in Bismarck’s Germany in the 1880s, rapidly
taken up in Austria (1882), Denmark (1891–1892),
Belgium (1894), Luxembourg (1901), and finally France
(1930). The big difference from the American free-
market system is that social insurance is compulsory,
although it was initially limited to employees on low
incomes (below a statutory maximum). The big change
made in the aftermath of World War II in most Euro-
pean countries that had the system was to extend its
benefits to all employed workers.29 In almost all 
countries, too, it was then progressively extended to
farmers, shopkeepers, craft workers, and others. The
system is thus based on across-the-board coverage by
state-ordained compulsory social insurance, funded
out of earnings-related contributions (the cost burden
being shared by employer and employee), and jointly
run by the social partners (employers’ organizations
and trade unions) under State superintendence.

Different specific social insurance systems may
often be layered onto a so-called general scheme. In
France, for example, the general scheme coexists with
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system. In Germany, however, since 1970, high wage-earners can
opt-into the system, which now therefore covers 92% of employees
compared to 70% in 1969, while Ireland has recently moved onto a
UK-style universal protection system (Dumont, 1998).

30 WHO document WHA30.43, available at the item “Resolu-
tions and Decisions” of http://www.who.int/governance/en.

31 On which, for example, see “Health for all in the 21st century”



a civil service scheme and other category-specific
schemes (agricultural, in particular). The health insur-
ance funds contract with public or private care deliv-
ery partners (hospitals, fee-for-service practitioners,
pharmaceutical companies, etc.), and, in consultation
with the State, set the methods of remuneration and
cost of medical treatment rates that patients must pay,
as well as full or partial cost reimbursement proce-
dures. The vast majority of citizens thus have a recog-
nized right to health in the form of a right of access to
medical care, leaving patients free to use the health
care providers of their choice (Letourmy, 2000). “Vast
majority” does not mean all, however. A share of the
population still remains excluded. In France, for
example, with one of the highest coverage rates, nearly
1% of the population remains outside the system
(Dumont, 1998, p. 2). However, as mentioned earlier,
safety nets marginally attached to the social security
scheme exist for excluded groups (AME, CMU).

Universal Protection

The most radical change occurred in the United
Kingdom in the aftermath of World War II, with the
introduction of a universal protection system covering
the entire population from the very outset, following
the adoption of the Beveridge Plan and the setting-up
of the National Health System (NHS) in 1946–1948. All
citizens were automatically covered, without having to
prove employment or a contribution record. Another
feature of this system, which also covers the other fun-
damental social risks or needs, is that pension, unem-
ployment, and other benefit amounts are in no way
earnings related. The British National Health Service
provided a template for the systems subsequently
adopted in Denmark (1960), Sweden (1962) and, more
recently, many others, including Ireland, Spain, Italy,
and Greece. It is based on an essentially hypothecated
tax-funded, predominantly public, care sector (but
with a private sector component for those who can
pay). It is free (or almost) to all citizens, but there is
restricted choice of points of entry. In the United
Kingdom, for example, patients must register on the
list of a referring doctor, and can only change doctors
in certain conditions. The referring doctor decides on
the need for referral to a specialist or hospital treat-
ment. The public authorities have direct control over
funding, through budgets allocated to hospitals and
fixed fees paid to doctors according to the number of
patients on their lists. They also control the medical
services provided in public hospitals.

Scheme Coverage May Be Deceptive

A compact publication by Ariel Béresniak and
Gérard Duru (1997) gives detailed descriptions of 

the schemes in force in each of the 15 European 
Union countries, with a flow chart for each to clarify
their maze of complexities. Figure 107–1 shows the
comparative systems for the United Kingdom and
France.

Notwithstanding the wide differences in the ways
they work, these two major systems now provide 
near-universal coverage of the population for the main
health care requirements (especially in-patient care), 
as Table 107–2 shows. This is the result of major
progress made by countries that initially established
only limited social insurance schemes toward either
extending coverage to almost all the population, or
becoming a universal state system. Only the United
States stands out for the wrong reasons among OECD
countries.

Universal (or near-universal) coverage of the popu-
lation is not, however, necessarily the same as univer-
sal coverage of needs. Not all expenditures are fully
noncontributory. Hospital expenses are best catered
for, with more than 90% of the costs being paid for in
European countries in 1998, barring the odd exception;
out-patient care is less so, with rates often between
80% and 90%, and the cost of medicines still less,
ranging in many countries from 50% to 75% (Dumont,
1998). Nor do recent trends show any improvement, as
problems of funding the social protection system as a
whole, and especially disease protection, have recently
begun to throw the canons of the welfare state itself
into question. The theoretically total coverage offered
by the NHS in the United Kingdom should not be
taken at face value. Government spending on the NHS
is obviously not limitless, and the system’s draw-
backs—not least long waiting lists for treatment—are
enough to drive many toward a very costly, but flour-
ishing private sector.

b. Developing Countries: “Health for All”?

To take WHO founders at their word, it could be
reasonably argued that the WHO was set up in 1946
with the task of delivering health to all, since the pre-
amble to its Constitution states, “The enjoyment of the
highest attainable standard of health is one of the fun-
damental human rights of every human being without
distinction for race, religion, political belief, economic
or social condition” and “The health of all peoples 
is fundamental in the attainment of peace and 
security and is dependent upon the fullest cooperation
of individuals and states” (WHO, [1946] 1989). 
There could be no clearer affirmation that access to
health for all was a matter of urgency and that this
engaged the responsibility of States, and hence inter-
national organizations.
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Health for All by the Year 2000?

But the noblest intentions of this kind officially pro-
claimed at the highest level of the world’s governing
bodies are mere words until the practical programs
needed have been decided and the means to carry
them out allocated. In its earliest days, the WHO
thought to take a “fire-fighting” approach through
programs to stamp out major eradicable diseases with
basic means, far from being able to deliver “the highest
attainable standard of health” for all! For that reason,
30 years later, at the Alma Ata conference, the WHO
sought to move closer to its aim with a more direct
assault on the problem of poor rural communities
denied access to existing health care provision, but also
realistically by repositioning health in the more
general context of the basic needs of life, and the more
modest one of basic health needs. The decision of the
30th World Health Assembly, which was behind 
the Conference, set the aim of “the attainment by all
the citizens of the world by the year 2000 of a level 
of health that would permit them to lead a socially and
economically productive life.”30 This aim was a much
less lofty ambition than the highest attainable state of
health and indeed failed to deliver all the hopes it had
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FIGURE 107–1 Flow charts of the British and French health care systems. (Source: Béresniak and Duru,
1997.)

TABLE 107–2 Share (%) of Population Covered for 
Hospitalization and Health Goods in OECD Countries,

1960–1998

Country Hospitalization Medical products

1960 1998 1960 1998

Europe
United Kingdom 100 100 100 100
Sweden 100 100 100 100
Luxembourg 100 100 100 100
Finland 100 100 0 100
Denmark 95 100 95 100
Italy 87 100 87 100
Portugal 18 100 18 100
Greece 30 100 25 100
Switzerland 72 100 72 100
Ireland 85 100 30 40
Spain 50 99 50 99
Austria 78 99 78 99
France 80 99 76 98
Belgium 58 98 58 93
Germany (ex FRG) 84 92 84 92
Netherlands 71 73 71 62

Non-Europe
Japan 88 100 88 100
Canada 68 100 5 34
United States 20 44 3 12

Source: OECD cited by Dumont, 1998.

by the WHO Director General in the “History” section of the “Health
for all” page on the WHO website (consulted on 23 July 2004).



raised. Even so, a very ambitious slogan gained
popular currency from the 1980s in an attempt to move
matters forward—“health for all by the year 2000”
(OMS, 1981)—from which time all the WHO’s activi-
ties would be carried on under that banner.

Or Health for All in the 21st Century?

By the late 1990s, however, the inescapable fact was
that health for all would be nowhere near achieved by
the end of the millennium. The idea was taken up
again in more realistic terms through wide-ranging
consensus between the WHO, the United Nations, the
IMF (International Monetary Fund, established in
1945), the World Bank, the WTO (World Trade Orga-
nization, created in 1995 and based in Geneva), and
others. Health for all was still a central concern, but the
call was now “health for all in the 21st century,” which
left plenty of time. It is now a long-term strategic
process intended to result in incremental improve-
ments in the health of populations, without being an
endpoint. Health for all by the year 2000 was only 
the start of that process.31

The gap between the goal initially set and the
resources allocated was too wide. If even in rich coun-
tries, whose most comprehensive systems of health
care free at the point of delivery had still failed to even
up survival probabilities, let alone the span of healthy
life, it is hardly surprising that the WHO should never
have really been able to implement a strategy that lived
up to its noble ambition of equalizing opportunities on
a world scale. Too many opposing interests—political,
obviously (national self-interest, ideological liberal-
ism), but also economic, technical, and human—were
in play. Not to mention that, fundamentally, the WHO
lacked the financial resources for such an undertaking,
and could only appeal to public or private good will.

As part of its strategy on health for all in the 21st
century, the WHO Ninth General Programme of Work,
covering the period 1996–2001, lays down 11 public
health goals for countries, setting one or more specific
targets for each goal to be achieved before the end of
the period, mostly in the form of quantified indicators
(Table 107–3). For example, the goal of “increasing the
span of healthy life” is to be delivered by meeting two
targets: life expectancy at birth must not be less than
60 years in any country in 2001, and life expectancy at
birth differentials within all countries must be reduced
by 50% compared to 1990 (OMS, 1994).

Naturally, while their representatives at the World
Health Assembly may have adopted the program in
principle, countries still have the final say on whether
or not to implement it and are also responsible for
resourcing it on top of international assistance that
always falls short of the needs.

More recently, however, all 191 United Nations
member countries reaffirmed their commitment to
hard economic and social development targets, several
of them expressly health related, in the MDGs (Mil-
lennium Development Goals) (Annan, 2000; United
Nations, 2000). These included reducing the under age
5 mortality rate by two-thirds and the maternal mor-
tality ratio by three-quarters, and halting the spread
and beginning to reverse the incidence of HIV/AIDS
by 2015.

II. ACTORS AND RESOURCES

Health policy in the broad sense addressed here
clearly involves a wide range of actors. It also involves
deploying resources, the main problem being that
these are usually woefully lacking. A tentative short
outline of actors and resources follows.

1. A Wide Range of Actors

Policymaking is clearly the purview of those in
power, but few policies can be successfully conducted
without the active support of both those responsible
for executing them and those on the receiving end.
That is obviously true in democratic countries, but
equally so in less-democratic ones. A distinction must
be drawn between public and private actors, therefore.

a. Public Actors

The State

The State is the fundamental entity of the modern
organization of human societies. It is still today and
will doubtless remain for some considerable time the
main center of decision-making and policy action,
notwithstanding the present trend toward the devel-
opment of supranational entities and decentralization
to the regions.

Governments everywhere have a ministry/central
department for health, although in many cases its
jurisdiction will extend well beyond health strictly
speaking (e.g., a social affairs ministry). Clearly, the
definition and implementation of health policies will
be primarily that ministry’s responsibility, but most of
the decisions required go beyond its strict remit. As
formulated, for one thing, they may impinge on other
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32 The World Bank is a group of financial institutions in the
United Nations system, most centrally the International Bank for
Reconstruction and Development (IBRD), set up in 1945. Others in
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TABLE 107–3 Goals and Targets of the WHO Ninth General Program of Work for the Period 1996–2001

Goal Targets

1. To increase the span of healthy life Life expectancy at birth not less than 60 years
Reduce disparities by 50%

2. To ensure universal access to essential health care 85% of the population must have access within an hour’s walk to treatment of 
common diseases, essential drugs and vaccines, basic biological products and 

` blood products 
70% of people with STDs to be examined and treated
All countries to launch initiatives for the elderly

3. To ensure survival and healthy development of Infant mortality rate not to exceed 50 per 1000
children Under-five mortality rate not to exceed 70 per 1000

90% of children immunized against 6 diseases
Proportion of low birth weight reduced to less than 10%

4. To improve the health and well-being of women Maternal mortality rate reduced to 50 per 1000
All pregnant women to have access to prenatal care and trained attendants 

during childbirth
Disability-free life expectancy for women to increase by 15%

5. To ensure healthy population development Everyone to have access to family planning services

6. To eradicate, eliminate or control major diseases Eradicate poliomyelitis and dracunculiasis
Eliminate leprosy (reduce prevalence rate to less than 1 per 10 000), neonatal 

tetanus (less than 1 per 1000), and measles (reduce mortality rate by 95% and 
the incidence rate by 90%)

Control malaria, TB and hepatitis B
Reduce coronary heart disease mortality among the under-65s by 15%
Reduce cancer mortality among the under-65s by 15%

7. Reduce the risk of HIV transmission Achieve a rate of 50% of people having casual sexual contact using a condom

8. To reduce avoidable disabilities Significantly reduce disabilities from sensory, locomotor and mental impairment
among underserved population groups

9. Improve nutritional status Reduce the prevalence rate for severe malnutrition by 50%
Eliminate vitamin A and iodine deficiencies
Reduce the prevalence of iron deficiency anemia in women by 33%

10. To enable universal access to safe and healthy Ensure access to drinking water for at least 85% of the population
environments and living conditions Provide at least 70% of the population with access to sanitary excreta disposal 

facilities or services
Substantially reduce the risks of violence

11. To give all people access to healthy lifestyles and All people to have access to information
healthy behavior

Source: OMS, 1994.

ministries’ areas of responsibility. For example, no
public health protection/enforcement action can be
taken without involving the central authorities respon-
sible for public order (police, army). Health ministries
may not even be involved in enacting some of these
provisions (road traffic regulations, tackling crime,
etc.), while other ministries may also take protective
measures for specific population groups under their
responsibility (concerning education, housing, work,
the environment, etc.) which have far-reaching direct
or indirect consequences for health. More often still,
the resources to be deployed go beyond what the
health ministry alone can allocate, be it financial
resources (direct or indirect) or legal measures. In

short, most health policy decisions are multidiscipli-
nary in nature and require consultation across depart-
ments, not to mention, in many cases, the enacting of
new legislation requiring the intervention of parlia-
ment and the deployment of democratic debate.

Implementing decisions is a matter for the different
administrative authorities concerned. Their remit, and
especially that of the ministry responsible for health,
is very much a function of the collective health care
funding system in each country. It is clearly much
greater in the United Kingdom than in the United
States. Between these two extremes, in countries with
systems based on compulsory social insurance, State
policy measures are put into action by semi-public



organizations jointly managed by the social partners.
In France, for example, the general social security
scheme is run by the national health insurance 
fund (CNAM), a tripartite body of the State, em-
ployers’ organizations, and trade unions. Finally, 
to ensure nationwide coverage, these government
authorities or organizations have local offshoots.
France’s health ministry has a district health and
welfare authority (DDASS) in each department, while
the CNAM acts through a dense network of local social
security funds.

Specific governmental authorities are often set up to
handle specific areas of health policy implementation.
In the United States, for example, the all-powerful
Food and Drug Administration (especially its Center
for Drug Evaluation and Research) not only enforces
compliance with food health regulations, but also
licenses the marketing of medication. This agency’s
influence stretches well beyond its national borders,
being a quite proper compulsory vetting point for 
any foreign-manufactured foodstuffs or medications
imported into U.S. territory. In France, the Agence
française de sécurité sanitaire des produits de santé has
jurisdiction only over medication, while foodstuffs are
under the control of the Agence française de sécurité sani-
taire des aliments (Bonnici, 2003). Similar kinds of offi-
cial agency exist in other areas, like the French Agence
française du sang, set up in 1992 after the contaminated
blood supplies scandal, or the Service central de protec-
tion contre les rayonnements ionisants (SCPRI) for ioniz-
ing radiation (Ceccaldi, 1997).

Local Government

Existing supra- and subnational political structures
are often involved in the health sphere. Care must be
taken not to confuse the local outposts of central 
government with decentralized local authorities. In
federal states like the United States of America,
Canada, India, Brazil, Germany, and others, it is clear
that the individual states act independently of the
federal State within the limits of their constitutional
responsibilities, which tend to be quite wide-ranging
in health matters (especially care provision). But even
such a highly centralized country as France has several
tiers of decentralized local authorities (regions, depart-
ments, municipalities) run by elected councils with
decision-making powers independent of the State 
in a wide range of spheres. All have health-related
activities.

Not all measures pursued by States and local
authorities are purely domestic. They also play a sig-
nificant role in assisting health improvement in poor
countries. This was and largely remains a mainly
central government concern, but is increasingly diver-

sifying in many directions. At the macro level, bilateral
cooperation is increasingly carried out through multi-
partnership projects involving either a number of
national organizations or a combination of national
and international organizations (so-called multi- or
bilateral cooperation). At the micro level, transnational
cooperation between local authorities has also devel-
oped in recent decades. So, French regions and depart-
ments have recently struck up agreements with,
especially African, partners for health development
projects. Individual municipalities are even increas-
ingly involved in this kind of activity, both through tra-
ditional twinning and in other ways. Finally, the last
10 years have seen the emergence of what is known as
South-South cooperation, where a developing 
country that has acquired a level of expertise sets up
cooperation arrangements with other less-advanced
developing country partners. Tunisia is a case in 
point for reproductive health. Countries such as 
Brazil, India, and Thailand are others; having devel-
oped the means of producing antiretroviral drugs, they
entered agreements with other AIDS-hit countries like
Mozambique to help them do likewise (ONUSIDA,
2004).

International Organizations

Finally, above nation-state level stand the interna-
tional organizations. At the world level, within the
United Nations system, the main role obviously lies
with the WHO. That was the reason for setting it up in
1948; it succeeded the Health Organization set up in
1920 within the League of Nations, which, after World
War I, had itself replaced the Office International 
d’Hygiène Publique (OIHP), created in Paris in 1907.

WHO is tasked with implementing the policies laid
down by the World Health Assembly, which is to the
WHO what the United Nations General Assembly is
to the United Nations. As reaffirmed in its General Pro-
gramme of Work 2002–2005 (WHO, 2001), its four
strategic goals are to (1) reduce excess mortality, mor-
bidity, and disability, especially in poor and marginal-
ized populations; (2) promote healthy lifestyles and
reduce risk factors to human health that arise from
environmental, economic, social, and behavioral
causes; (3) develop health systems that equitably
improve health outcomes; and (4) enable the creation
of an institutional environment for health and promote
an effective health dimension to social, economic, envi-
ronmental, and development policies. It plans to
deliver these goals by focusing on (a) increasing
awareness among the different actors in health; (b)
managing information, assessing trends, comparing
performance, and stimulating research and develop-
ment; (c) giving technical and policy support to
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national action on health and international coopera-
tion; (d) negotiating national and global partnerships;
(e) setting, validating, and monitoring the implemen-
tation of standards; and (f) stimulating the testing of
new technologies. Its action is carried on in various
major world regions either by the organization’s own
WHO regional centers (Africa, Europe), or in coopera-
tion with independent regional institutions (e.g., Pan-
American Health Organization [PAHO] in America).
The WHO also has local representative offices in most
countries.

In addition to the WHO, other big international
institutions, with which the WHO also has strategic
agreements, also intervene in the health policy sphere:
FAO, ILO (International Labor Organization, set up in
1919 as part of the League of Nations, which it outlived
to become a United Nations agency in 1946; its 
Permanent Secretariat is the Geneva-based ILO),
UNESCO (United Nations Educational Scientific and
Cultural Organization, set up in 1945 in Paris), IAEA
(International Atomic Energy Agency, set up in 1957 in
Vienna), UNIDO (United Nations Industrial Develop-
ment Organization, set up in 1966, with headquarters
in New York and Geneva), and the World Bank.32

Other institutions with which the WHO has agree-
ments are UNFPA and UNICEF (referred to earlier for
their key roles in reproductive health, and maternal
and child health) and specialized agencies such as
UNAIDS (Joint United Nations Program on
HIV/AIDS, Geneva), HCR (United Nations High
Commissioner for Refugees, Geneva), and the WFP.
Other regional organizations also play a key role in
framing concerted programs on health: the OECD
(Organization for Economic Cooperation and Devel-
opment)33 for Western countries, and the OAU (Orga-
nization of African Unity, set up in 1963 in Addis
Ababa), which became the African Union in 2002. It is
difficult to say exactly where the European Union fits
in this lineup, for while it is not yet entirely a State, it
is already much more than a simple international
organization, exerting a growing influence on the
health policies of its 6, then 9, 12, 15, and now 25
member countries.

b. Private Actors

Many private actors are involved in the framing 
and implementation of health policies. At the base 
of the pyramid, obviously, are health professionals and
patients. But a brief word must also be said about the
other societal shapers most involved in health issues—
business, the trade unions, and mutual insurance
organizations. Add to these the general public itself,
and the various NGOs working in the health sphere.

Doctors and Patients

Micro health decisions are taken in the private con-
sultation between doctors and their patients. This is a
necessary stage in any modern health policy, at least
as far as curative medicine goes. But it is not the only
one. From it arise fundamental problems concerning
issues of responsibility and freedom of choice which
may be addressed in different ways from country to
country. Doctors have a responsibility to treat their
patients to the best of their abilities, but do they have
total freedom of choice in the treatment? Should it be
circumscribed by public interest constraints, like the
balance between national spending on health and
other matters? Likewise, the patient’s main concern is
to secure the best treatment from his doctor, but is his
freedom of choice (of doctor, how the proposed treat-
ment is carried out, etc.) itself circumscribed by limits
imposed by the public interest? These questions are
high on the agenda today, with the problems of
funding total health spending. But they also include
philosophical, ethical, and ideological aspects that spo-
radically come to the foreground of public debate.
Proof of that, if it were needed, is given by the fierce
controversies around reproductive health issues that
flared up in the 1990s around the Cairo conference,
setting religious and sectarian groups at odds with the
proponents of individual liberties. The attitudes and
behaviors of doctors and patients themselves obvi-
ously very largely inform policymaking. Indeed, the
word doctor is too restrictive here. More broadly, it is
all health professionals that are involved: specialists in
the different branches of medical and pharmaceutical
practice, and the paramedical professions (physiother-
apists, nurses, midwives, etc.) alike. One of the most
pressing issues in the doctor-patient dialogue is that of
patients accessing information on their illness and its
treatment, and having a say in the decisions. One of
the practical repercussions of the developing trend in
this area is, for example, the laying-down of legal con-
ditions on which individuals can access their medical
records.

But health professionals and patients do not step
into this debate only through their individual actions,

194 Vallin and Meslé

the group are the International Development Association (IDA),
founded in 1960; the International Finance Corporation (IFC), set up
in 1956; the Multilateral Investment Guarantee Agency (MIGA),
established in 1988; and the International Centre for Settlement of
Investment Disputes (ICSID), created in 1966.

33 Originally set up in 1948 as the Organization for European 
Economic Cooperation (OEEC) under the Marshall Plan, it rein-
vented itself as the OECD in 1961; it is based in Paris.

34 Set up in New York in 1987, Act Up rapidly spread elsewhere,
particularly to major cities such as San Francisco, Philadelphia, and
Paris.



but also through collective voluntary or even semi-
public institutions. Two types of professional organi-
zations are found: (a) purely private trade unions and
associations and (b) professional regulatory bodies.
The latter have certain official powers to regulate the
activities of the profession that they represent. Recent
decades have also seen the development of what can
be a highly active patients’ self-advocacy movement.
The highest-profile example must surely be the AIDS
support organizations that have been set up since the
disease burst onto the scene. This new development
reflects a quite radical shift in the patient-doctor rela-
tionship. Individually and collectively, patients want
more of a say in how their illness is managed by the
health system. The activity of an association like Act
Up is wholly indicative of this new mindset.34 Other
patient and family support groups for other diseases
and disabilities (e.g., paralysis, epilepsy, cancer) are
also highly vocal self-advocates for their rights and a
say in the decisions that affect them.

Companies

The companies most active in the health field are
obviously those engaged in the production of medical
resources: pharmaceutical firms, medical equipment
manufacturers, hospital builders and developers, and
the like. Little would be gained from a lengthy descrip-
tion of their often-considerable influence over health
policymaking. Their function may be fundamental to
the improvement of health, but their strictly economic
interests may also on occasion distort the policy
approach. They are not, for example, completely free
of implication in the relative failure of the primary
health care strategy, or in the eternally protracted delay
in developing a vaccine against AIDS or malaria, as
neither primary health care nor AIDS in Africa are par-
ticular money-making propositions at this time. Other
kinds of company, moreover, may play an outright
negative role when they form lobbies to thwart the
introduction of policies to tackle alcohol abuse,
smoking, road transport hazards, for example. Con-
versely, firms of all kinds who see the health of their
employees as a valuable asset to be preserved have
and still do positively inform the approach and imple-
mentation of health policies. The likely success or
failure of any occupational health policy will obvi-
ously be shaped by their attitude. Finally, business, or
more precisely, employers’ organizations, directly
inform the framing and implementation of health poli-
cies in countries with a compulsory insurance-based
social security system.

There is also a very singular type of undertaking,
set up to provide development assistance generally,
which often includes health development assistance.
These are the foundations, usually Anglo-American in
origin. Whether big, long-established foundations like
the Rockefeller Foundation (founded in the United
States in 1913), the Ford Foundation (founded in the
United States by Henry Ford in 1936), the Wellcome
Trust (founded in Britain in 1936), or more recent ones
like the Bill & Melinda Gates Foundation (set up in
January 2000), they have all at some point funded
large-scale health projects, especially in the developing
countries.

Trade Unions and Mutual Insurance Organizations

The same can be said of trade unions, but they may
also play a stand-alone health role. In fact, this func-
tion has been inseparably linked to the creation of the
mutual health insurance organizations, which now
mostly operate independently of the unions. In coun-
tries where most basic health costs are free at the point
of delivery, mutual insurance organizations remain of
varying importance in funding health costs that are not
free (e.g., the co-payment charge, or patient’s fixed
contribution per day of hospitalization,) or non-
reimbursable treatments. Their role is clearly more
important still in countries dominated by the free-
market philosophy, in competition, of course, with
private insurance companies.

The Public

The public itself is a major actor in health policies,
be it simply through the sum total of individual behav-
iors, or via organized voluntary movements. We are
concerned here less with the behavior of patients,
already referred to, than of healthy individuals, which
will clearly inform prevention (lifestyle, hygiene, risk
behavior, etc.), but also screening (attention to symp-
toms and use of health services). The importance of
these factors to health policies has been highlighted in
particular by the analysis of certain mortality differen-
tials, like the sex-specific differential (see Chapter 54),
social inequalities in mortality (Vallin, 1979a), and the
health crisis in the communist regimes (Meslé et al.,
1998; Meslé and Vallin, 2003). In each of these three
examples, one factor of differentiation is the different
capability to change individual attitudes, thereby opti-
mizing new ways forward to improvements in health.
This is particularly important in bringing about
changes to existing behaviors in order to tackle car-
diovascular diseases (Meslé and Vallin, 1993). Be it in
changing individual behaviors or public pressure
brought to bear on governments or local authorities to
achieve a specific public health measure, health poli-
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35 Médecins sans Frontières, or Doctors without Borders, was set
up in 1971 during the Biafra war, and has since been a seminal influ-
ence in France and many other countries. 



cies are also shaped by voluntary organizations
working proactively in this area. It is an area of rapid
growth in the number of local voluntary organizations
with a wide range of aims, especially in developed
countries where public demands are increasingly
exacting in this particular sector, as in consumer
matters generally.

NGOs

Charities have a long and venerable history. Histor-
ically in Europe, they played a key role in health, espe-
cially through church activity. Today, what we now call
NGOs play a major role in many developing countries,
and some have a national, international, or even global
reach. The main and also the oldest must surely be the
International Committee of the Red Cross with its
extensive network of national Red Cross organiza-
tions, and its counterpart in the Muslim countries, the
Red Crescent. It was established in 1863, initially to see
to the war wounded, the conditions of treatment of
prisoners of war, and prevention of the risks incurred
by civilian populations as a result of wars. One of its
first achievements was to secure the signature of the
International Convention of 1864 in Geneva after the
Crimea War for “the amelioration of the condition of
the wounded and sick in armed forces in the field” (see
the Red Cross website).

Revised and expanded many times since, this is the
root document of current international humanitarian
law. It rapidly expanded its peacetime functions and
its interventions. It is particularly proactive in preven-
tion and relief in violent situations of all kinds from
ordinary road traffic accidents to emergency situations
and major disaster prevention and management. 
More recently, a number of charities specializing in
health development assistance to the developing
world have been set up and expanded. Prominent in
the specific field of health are, for example, Médecins
sans Frontières,35 Médecins du Monde, and Pharmaciens
sans Frontières.

But health is not about medicine alone, and the con-
tributions of activist groups working against hunger
and for development (OXFAM,36 CARE,37 ATD Quart

Monde38), for children (Save the Children39), or for
human rights observance (Amnesty International,
established in England in 1961, Human Rights Watch,40

etc.) are no less important. These large or small vol-
untary organizations—which allow themselves less
and less to be co-opted without insisting on certain
ethical criteria—have awoken the national and inter-
national public authorities to an awareness of the
utility of a new concept, humanitarian intervention,
which allows them easier access to populations at risk
of famine or violence and the resulting health conse-
quences, notwithstanding the principles of national
sovereignty. A right to take action, albeit still very
restricted, is starting to develop in this sense, espe-
cially since the Yugoslav and Rwandan conflicts.

2. Resources

From people to budgets, via provider organizations,
instruments, and other specific goods, the resources
needed to implement a health policy are many and
various and clearly cannot be exhaustively treated in
a chapter such as this. The human resources have
already been touched on in the section on actors, more-
over. Suffice it here, then, to expand on that aspect with
a review of some data on the diverse situations of those
human resources. Other than that, the focus will be on
four other aspects, which arguably cannot go ignored:
health care facilities, scientific research and training for
health professionals, public information and health
education, and health budgets.

a. Practitioners

The number of doctors per capita is a traditional
indicator of a population’s health care coverage. 
International comparisons must be approached with
caution, as the definition of “doctor” varies between
countries, in particular with respect to the level of
qualification. China’s barefoot doctors, in particular,
do not meet current Western criteria, and a legacy of
lower qualifications remains in the medical profession
in ex-Soviet European countries. Even so, the statistics

196 Vallin and Meslé

36 The Oxford Committee for Famine Relief was set up in 1942
to deal with the consequences of World War II, especially famine. It
now pursues a wide range of development-related activities, includ-
ing in the health sphere.

37 Founded in the United States in 1945 to provide relief to pop-
ulations who suffered in World War II, CARE has developed into an
international confederation of voluntary organizations focused on
tackling hunger.

38 Set up in France in 1964 from a concern about entrenched
extreme poverty in the industrial countries, Aide à toutes détresses-
Quart-Monde has since expanded its work to include the developing

world.
39 Save the Children (UK) was established in England in 1919 to

provide aid to young survivors in post-WWI war-ravaged Vienna.
Save the Children (US) was founded in New York in 1932 to help
Appalachian children reduced to poverty by the recession. Save the
Children now focuses mainly on Third World countries.

40 Founded in the United States in 1978, initially with the name
Helsinki Watch, to monitor the application of the Helsinki Agree-
ment. HRW now deals with human rights violations generally.

41 Obstetrics was one of the final areas of traditional medical
activity to be nearly entirely hospitalized. In France, for example, it
is only since the late 1950s that most births have been hospital births
(in maternity clinics).



compiled by the WHO are revealing as to the differ-
ences currently found in terms of human resources
allocated to health. The number of doctors per 100,000
of the population varies from less than 4 in some 
sub-Saharan African countries (Burkina Faso, Eritrea,
Gambia, Liberia, Niger, Somalia, Chad) and in Nepal,
to more than 400 in Spain and Norway, as well as
Belarus, Georgia and Russia, and even more than 500
in Italy and Cuba. It is 300 in France, 350 in Germany,
but less than 170 in the United Kingdom and 190 in
Japan, as shown in Table 107–4.

It might be assumed that the developing country
deficit might be at least partly offset by a greater
number of nurses. Not so. While the number of nurses
per 100,000 of population is above 1,000 in Belgium,

and even 2,000 in Finland, it is below 100 in more than
60 developing countries (including China), and even
less than 10 in such countries as Nepal, the Central
African Republic, Liberia, and Haiti. Figure 107–2
clearly shows, for countries with populations over 15
million, that higher medical practitioner density in the
industrial countries is associated with an equally
higher density of the nursing profession. This is clearly
one explanatory factor of the relative failure of the
primary health care strategy.

If the nurse-to-doctor ratio can be seen as a crucial
issue in primary health care strategies in developing
countries, the general practitioner-to-specialist ratio
within the medical profession itself is equally so for
any health policy. The development of specialties is
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TABLE 107–4 Doctors and nurses per capita in countries with populations over 15 million for which information is
available, around 1997

Country Numbers per 100,000 Population Country Numbers per 100,000 Population
of population of: (million) of population of: (million)

Doctors Nurses Doctors Nurses

Western developed countries Latin America
United States 279.0 972.0 285 Brazil 127.2 41.3 172
Japan 193.2 744.9 127 Mexico 186.4 86.5 99
Germany 350.0 957.0 82 Colombia 116.0 48.3 42
France 303.0 497.0 59 Argentina 268.4 76.8 37
United Kingdom 164.0 497.0 59 Peru 93.2 115.2 26
Italy 554.0 296.0 58 Venezuela 236.3 64.4 24
Spain 424.0 458.0 41 Chile 110.3 47.2 15
Canada 229.1 897.1 31 Asia
Australia 240.0 830.0 19 China 161.7 98.6 1275
Netherlands 251.0 902.0 16 India 48.0 45.0 1017

Former Soviet countries Indonesia 16.0 50.0 212
Russia 421.0 821.0 1456 Pakistan 57.0 34.0 143
Ukraine 299.0 736.0 50 Bangladesh 20.0 11.0 138
Poland 236.0 527.0 39 Vietnam 48.0 56.0 78
Uzbekistan 309.0 1011.0 25 Philippines 123.0 418.0 756
Romania 184.0 409.0 22 Turkey 121.0 109.0 68
Kazakhstan 353.0 649.0 16 Iran 85.0 259.0 66

Africa Thailand 24.0 87.0 61
Nigeria 18.5 66.1 114 Myanmar 29.7 26.1 48
Egypt 202.0 233.0 68 South Korea 136.1 291.2 47
Congo (DR) 6.9 44.2 489 Nepal 4.0 5.0 24
South Africa 56.3 471.8 44 Iraq 55.0 236.0 23
Tanzania 4.1 85.2 35 Malaysia 65.8 113.3 23
Sudan 9.0 58.0 31 North Korea 297.0 180.0 22
Kenya 13.2 90.1 31 Saudi Arabia 166.0 330.0 22
Algeria 84.6 297.8 30 Afghanistan 11.0 18.0 21
Morocco 46.0 105.0 29 Sri Lanka 36.5 102.7 19
Uganda 18.7 23 Yemen 23.0 51.0 18
Ghana 6.2 72.0 20 Syria 144.0 189.0 17
Madagascar 10.7 21.6 16
Côte d’Ivoire 9.0 31.2 16
Cameroon 7.4 36.7 15

Data are for different years according to country. Most date from 1996, 1997, or 1998.
Source: WHOSIS database (http://www.who.int/whosis), retrieved July 26, 2004.



undoubtedly a big contributor to health improvement,
but in managing existing resources, health policies
cannot disregard the way in which patients access spe-
cialists. Should they have unrestricted direct access, or
should there be compulsory referral by the general
practitioner? The answer to this question has clear
social, medical, and budgetary implications.

b. Health Care Facilities

Chapter 106 referred to the importance of the role
played by hospitals in the history of medicine and
health policies, in particular the turning point in
Europe when the paupers’ hospital became a care and
treatment hospital. From that point, medicine in all
industrial countries refocused itself entirely on the
hospital, turning it into a linchpin of health policies.
Not only were all major care and treatment activities
gradually integrated into hospitals,41 up to death itself
(with the recent development of free palliative care
provision), but the hospital has also become the refer-
ral point for all practitioners, both non-hospital and
hospital doctors, as well as for medical research and

training, as will be seen in the following point, and also
actively informs prevention policies.

But “hospital” is a general concept. In concrete
terms, organized hospital provision is a complex
network ranging from big hospitals (general or spe-
cialized) capable of treating a variety of conditions and
having the most advanced facilities available, to the
local health clinic carrying out basic procedures. This
provision is also underpinned to varying degrees
according to country and health policy by a linkage
between a public sector and a private sector, the divid-
ing line between which may not be clear, especially 
in countries where compulsory health insurance 
predominates.

In France, for example, public hospitals have certain
public service obligations (be it in teaching or care) 
that set them apart from private hospitals, normally
called clinics, and for which they receive specific
public funding. But the State can also place such 
obligations on private hospitals, which then fulfill a 
public hospital role. In any event, both are almost
wholly funded from semi-public funds through the
health insurance funds that reimburse patients for the
cost of treatment or pay hospitals directly under agree-
ments made with them. For patients, finally, the main
difference between public hospitals and private hospi-
tals derives from the regionalization to which the
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FIGURE 107–2 Relation between number of nurses and doctors per 100,000 of population in countries
with populations over 15 million for which information is available, around 1997. (Source: Table 107–4.)

42 The first telethon, organized in New York by Jerry Lewis for
the Muscular Dystrophy Association in 1966, was the first time that
a million dollars was received in pledges during a television broad-
cast. The idea has since been taken up in many countries.



former but not the latter are constrained. This means
that the public hospital must treat any presenting
patient in its area, whereas the private hospital may
but need not do so.

In developed countries, this hospital network struc-
tures all medical activity and works relatively well
because of the scale of resources allocated. Large refer-
ral hospitals are established for all large geographical
areas as the hub for many second-rank satellite hospi-
tals or clinics of varying sizes and functions, as well as
extensive non-hospital medical provision supported
by a network of pharmacies, analysis and medical
imaging laboratories, and other local diagnostic
support provision, let alone nurses, physiotherapists,
and other non-hospital paramedical professions. In
other words, patients wherever they live are never far
from appropriate medical provision and can always be
referred to more specialized providers if need be. Nor
must we overlook the extensive, highly specialized
adjunct services to this basic general provision, like
occupational health services, school health services,
maternal and child welfare centers, mobile accident
units, or home medical care services, to cite only a few
key examples.

Imported on a large scale into developing countries,
although less during the colonial period than post-
independence, this model could not deliver the same
instant benefits. How many ultra-modern hospitals
have been built, whether more as a result of prestige-
than health-for-all-conscious national policies, or rich
countries or private foundations focused mainly on
giving a high profile to their humanitarian invest-
ments, with no consideration either of the real use of
the services they would provide or the inordinate
operating resources they would demand? Most of
these financial black holes, indeed, have fallen rapidly
into decay for lack of upkeep before even being
shunned by patients when they have become fee-for-
service providers under structural adjustment pro-
grams. This grossly exaggerated picture may not be
true in every case, but the misgivings are there, and
they are not new: it was largely in reaction to this con-
fusion that the WHO launched its primary health care
strategy in the late 1970s. This is not to deny the value
of hospitals nor the ultimate need for developing 
countries to develop similar provision to that which
prevails in developed countries. Even the Chinese
barefoot doctors were in touch with hospitals (either
for continuing vocational training or for referring cases
beyond their skills). But, in a context of finite resources,
the construction of large modern hospitals was
arguably not the top priority, since the vast majority of
the population would never access them, and over-
whelmingly suffered from problems that could have

been addressed simply and cheaply in the community.
This clash between European-style hospital systems
and the WHO’s primary health care strategy has surely
been among the big health policy issues of recent
decades in terms of resource allocation trade-offs, and
the debate is far from over.

Capital funding trade-offs for medical facilities are
crucial in developing countries, but are also an issue
in developed countries. Whenever a major technolog-
ical advance is based on the use of sophisticated and
costly equipment, decisions are required on priorities
as to where, when, and for whose benefit it should be
installed. Even in countries where the decision is the-
oretically left to private initiative, the government may
have to bring a series of assessments into play (exter-
nal trade balance, special authorizations for medical
facilities, etc.), but in those countries where social secu-
rity systems and state-run health care predominate,
the authorities also have to make substantive trade-
offs. The issues around the first scanners in the 1980s,
then that of MRI (magnetic resonance imaging), are
cases in point.

c. Research and Vocational Training

In health no less than other sectors, two kinds of
investment are particularly decisive for continued
progress: scientific research and training for 
professionals.

Research

Who pays for research? Where is it done? The
answers vary widely according to the country. Most is
done in developed countries, which means that in
many cases its broad thrust only very imperfectly
addresses the needs of developing countries. The
delay in developing an AIDS vaccine because of the
priority focus on treatment is only one of many exam-
ples. Increasingly, however, developing countries are
themselves investing significantly in research, and to
that extent, improvements are beginning to filter
through.

Also, research within each country may be done 
in universities or specialized research bodies like
INSERM (Institut national de la santé et de la recherche
médicale [National Institute of Health and Medical
Research]) in France, or commercially, especially in
pharmaceutical laboratories. The former are mainly
engaged in basic research, the latter in applied
research, although there is no hard-and-fast rule about
it, because some aspects of basic research offer more
practical spin-off opportunities than others, and much
also depends on who first patents the results, which is
the main income-generating outcome of the research
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effort. That in turn is closely tied to the answer to the
question: where does the money come from?

In fact, research draws on three main sources of
funding: the public coffers, private finance, and public
donations. Governments and local authorities in all
countries contribute to the research effort, probably
but not always somewhat more in countries less prey
to free-market ideology. A large amount of public
funding is allocated to medical research in the United
States, for example, especially from that powerful
funding provider the National Institute of Health
(NIH) within the U.S. Department of Health and
Human Services. The main difference between France
and the United States from this angle is due less to the
importance of public financing in France than that the
NIH allocates its budget on invitations to tender to a
wide range of small and medium-sized research
centers, especially universities, whereas INSERM itself
conducts a key share of medical research (often, admit-
tedly, in cooperation with universities and hospitals)
out of its own budget. In all countries, most drug
research, and more generally research that leads fairly
directly to the design of saleable medical products, is
private sector funded. Finally, charities attract levels 
of donations for research that are increasingly signifi-
cant for the sectors that benefit from them. In devel-
oped countries especially, there is increasing public
interest in research advances. A growing number of
single-issue voluntary organizations focused on spe-
cific diseases manage to raise substantial research
funding. Cancer organizations in many developed
countries, and more recently, AIDS groups, are cases in
point. The latter case is accompanied by a new trend,
referred to earlier, where patients and their families are
a driving force. Telethons,42 for example, are most often
staged in France by muscular dystrophy support
groups like the Association française contre les
myopathies.

As well as public, business, and voluntary funding,
it must also be borne in mind that foundations can also
be major sources of research funding. This includes
both general-purpose foundations, as well as those
with a more specific health research focus, like cancer
research.

Training

Since the rediscovery of the tradition of antiquity
and the Arab-Muslim contribution to European medi-
cine in the 19th century, medical training in the indus-

trial countries, not to say the world over, has followed
approximately the same model, combining university-
based theoretical training with hospital-based 
experiential learning. Almost all faculties of medicine
throughout the world have relatively close links to a
so-called teaching hospital, which is itself in most cases
involved in research activities (Puzin, 1996). Not 
only do students learn their future profession in the
hospital, but their teachers are also attending physi-
cians or researchers in that hospital. Here again,
however, it is not just doctors as such that are con-
cerned by this dual theory/practice training, but all
medical professions, regardless of level or specialism.
This symbiosis between training and clinical practice
has been a decisive factor in progress. But it still has
its downsides. The functions and conditions of the
exercise of hospital medicine are clearly not all-points
identical to those of non-hospital medicine, such that
medical training in its current form may not necessar-
ily be adequate preparation for the latter’s particular
requirements.

In this area, however, funding policies are as chalk
and cheese. In some countries, like France, where edu-
cation, including at the university level, is generally
paid for by the State or local authorities, medical train-
ing is free (or nearly so). In many others, the reverse is
true—it is paid for by students themselves or their
families, although the cost burden may be partly alle-
viated by study grants for needy students offered by
specialized organizations (including public bodies) or
universities themselves.

In free education systems, the mass democratization
of access to university education generally, and stu-
dents’ particular attraction to medical career opportu-
nities, has sometimes prompted the public authorities
to question the value to the community of training a
surplus of doctors. Medical professional bodies them-
selves have seen in this a danger of impoverishing
their profession by fuelling fiercer competition on the
market, which they see as incompatible with the dis-
passionate and stable practice of medicine. In France,
for example, faculties of medicine were the first to be
authorized to apply selective entry to their students
(whereas previously, any secondary school completer
could theoretically enroll in the university course of
their choice). This measure itself proved insufficient,
and an admission quota was introduced to limit the
number of students allowed to enter medical training
each year, with specific quotas for each discipline. So
strictly and indiscriminately was this policy applied
that there are now shortages in certain fields, a fact
recently aggravated by the growing fear among poten-
tial candidates of finding themselves sued for medical
malpractice.
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43 French readers may recall Pierre Mendès France’s celebrated
and widely reported gesture of drinking a glass of milk in public in
1954 to symbolize the importance of changing behavior and finding
alternatives to drinking wine and spirits (Collovald, 2000). It was the



Another important aspect of medical training is
keeping theoretical knowledge updated during
working life. While there is no lack of continuing
medical training resources in teaching hospitals, the
same is not true of non-hospital medicine. There are
two significant resources here: for theoretical knowl-
edge, professional regulatory bodies stage regular
symposiums or specialized professional training
courses; while on the material and financial front,
pharmaceutical laboratories and medical equipment
and instrument manufacturers often support this 
kind of activity. The leverage this gives them over
medical practice and health policies should not be
underestimated.

d. Health Education

Without delving into the health grounds sometimes
adduced to explain various dietary prohibitions or
taboos and the ritual ablutions found in nearly all reli-
gions, it must be conceded that all cultures contain
various health-related dictates. Most of these tend to
relate to hygiene and food. In traditional societies,
these norms are learned primarily within the family.
With the spread of public education, they are increas-
ingly transmitted in the classroom. And schooling has
played and still plays a major role in the improvement
and maintaining of health—not only through the 
specific health education that may form part of the cur-
riculum, but also quite simply by raising general edu-
cational levels. In France, for example, the debate as to
whether Pasteur, with his discovery of the role of 
bacteria, or Jules Ferry, with compulsory free educa-
tion, did most to improve the health of the population
is meat for endless discussion; the one certainty is 
that both were major contributors. Likewise, in devel-
oping countries, the role of rising female educational
levels in infant mortality decline has been abundantly
emphasized (J. Caldwell, 1979, 1986). Not only does
education make mothers more apt to seek informa-
tion on optimum dietary requirements, preventive 
health, and treatment for their children, but it also
gives them access to more independence and decision-
making power within the family, assets that they can
leverage to obtain the means to do the best by their
children.

But the development of modern medicine and the
accelerating pace of advances in knowledge and tech-
niques mean that early learning is no longer sufficient
to permanently imprint the healthiest behaviors and
attitudes. Health education campaigns directed at both
adults and children have become a major instrument
of health policies (J. Caldwell, 1999). They tend to be
targeted directly on health-related behavior or to pop-

ularize new health instruments whose collective effec-
tiveness depends on their mass uptake.

The idea of health education campaigns may be
either to discourage health-damaging behavior or to
encourage healthy behavior. The “discouragement”
side can be illustrated by one of the biggest mass edu-
cation campaigns in developing countries with very
high diarrhea-induced child mortality rates, where
mothers were taught that children were at risk from
dehydration and that the widespread practice of with-
holding fluids from the child was a recipe for disaster.
Coupled with campaigns to promote oral rehydration
salts, education was a big contributory factor in bring-
ing down child mortality levels. Similar examples
abound in the developed countries as well, such as
campaigns on the ingrained belief in the mythical ben-
efits of alcohol among the French,43 Russians, and
Poles, or against the health traps of drug abuse or the
hyped-up “macho man” culture of speeding and other
risk-taking behavior. On the health-promoting side,
countless campaigns on hygiene—the point of which
was already grasped by 19th century-hygienists 
(see Chap. 106)—have often drawn heavily on the dis-
covery of the germ theory of disease (the basis of
which is now clearly understood) to strengthen or
refocus age-old practices.

In all these areas, health education campaigns have
been a potent means of action for health policies. In
one renowned example, it may even be said that
knowledge was advanced by the campaign. This was
the celebrated survey of British doctors on smoking
and the incidence of respiratory tract cancer symptoms
among their patients, the first result of which was to
raise awareness and reduce smoking among doctors
themselves even before the survey findings could be
used to persuade the authorities of the value of an anti-
smoking campaign (Royal College, 1962). This was the
springboard for the preventive health drive that
brought down tobacco consumption in Britain and led
to a decisive decline in respiratory system cancer-
related mortality in the United Kingdom (Vallin and
Meslé, 2001). Health education campaigns are also
behind the attempts to reduce or control cholesterol
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starting point of a long campaign that began to deliver results in a
falling alcohol-related death rate from the mid-1960s. Conversely,
while Mikhail Gorbachev’s draconian ban on alcohol sales to the
public gave an immediate surge in Russian life expectancy in 1985,
a pattern of decreasing life expectancy soon reasserted itself when
the measures were relaxed (Meslé et al., 1994), largely due to a failure
in having prepared and supported the measures by a mass infor-
mation and education campaign.



levels following the discovery of its connection with
ischemic heart diseases.

Health education campaigns are also a key way to
promote the use of new health instruments developed
for prevention or treatment. Vaccination is surely the
prime example, where robust mass information and
education campaigns were behind the large-scale dis-
semination of vaccines and gaining public acceptance
for making some compulsory. The WHO Expanded
Program on Immunization (EPI) in particular was, and
still largely is, based on this means of spreading vac-
cination coverage levels among children worldwide.
And little persuasion is needed about the vital impor-
tance of information and education in the behavioral
changes needed to stop the spread of HIV/AIDS,
given what is known of its means of transmission, nor
the role that both these forces for action play in road
accident prevention campaigns. The antispeeding
campaign recently launched in France, for example,
marks a turning point in the use of driver education
and acceptance of responsibility. Instead of hiding the
new radar speed traps to catch offenders, advance
warning is given of their presence, and the campaign
relies on this openness to persuade drivers to watch
their own speed, using this system as an aid to self-
control rather than trying to find ways of beating a
new form of clampdown.

e. Health Funding

Detailed consideration of the complex relationships
between health economics and health policies is
clearly beyond the scope of this chapter. But this
review cannot be brought to an end without a brief
look at the varied ways in which financial resources
are allocated to health in the different countries of the
world. The data for 2001 collected by the WHO (2004)
are used here, but limited to countries with popula-
tions over 15 million for comprehensible comparisons
that nevertheless encompass most of the range of sit-
uations covering the overwhelming majority of the
world population. These figures obviously must be
approached with caution, as the data collected are
those supplied by each country to the WHO, and con-
sistency issues may arise between the estimates pro-
duced. Nevertheless, the WHO provides two sets of
estimates, one presented in U.S. dollars at official
exchange rates, the other in dollars converted at pur-
chasing power parities or “international dollars.” The
data analyzed here are based on the estimates in inter-
national dollars. Arguably, however, the broad traits
they reveal are sufficiently pronounced to reflect an
undoubted measure of the reality.

To Each According to Its Own Means

The most striking thing about the WHO figures is
that when it comes to translating the rhetoric and polit-
ical spin about reducing world inequalities in health
into money terms, the limits are soon reached. As
Figure 107–3 shows, there is an almost perfect fit
between per capita health expenditure and gross
domestic product (GDP). Among the 60 countries with
populations over 15 million for which data are 
available, the income scale range from under 400
(Democratic Republic of Congo and Ethiopia) to over
35,000 (United States) international dollars per capita,
and the self-same countries are found at the extremes
of the total per capita health expenditure distribution,
which itself ranges from under 15 in Congo and
Ethiopia to nearly 5,000 in the United States. There is
a very high correlation coefficient of 0.960, although
the best fit of the clusters would clearly be more a
slightly concave curve than a straight line. All the
wealthy countries naturally fall into the upper right
quadrant of the scattergram, with the poor countries
in the lower left quadrant, while a handful of emerg-
ing countries, already well on the way to economic
development (South Korea, Argentina, Chile, Saudi
Arabia) occupy the hesitant middle ground between
the two extreme clusters. Wherever “health for all”
would dictate that the distribution of health funding
should maximally reflect needs, the stark fact appears
to be that they are allocated by reference to each
country’s own means.

The trend is even more pronounced than shown on
Figure 107–3, because not only do the rich countries
spend more on health than poor countries, but they
also allocate a bigger share of GDP to it (Figure 107–4).
At $35,000 per capita, the United States spends nearly
14% of its national income on health, whereas Congo
and Ethiopia spend under $400 per capita, or 3.5%, on
health.

Differential Health Efforts

Notwithstanding the very strong linkage of health
budgets to national wealth, there is a clear differential
to be seen in the effort made by each country for its
population’s health. With a correlation coefficient of
0.80, the Figure 107–4 clusters are significantly less
well aligned than those of Figure 107–3. For the same
level of per capita GDP, the health expenditure share
of GDP can vary widely, especially in poor countries.
For the same very low per capita income (under
$1,500), Madagascar and Myanmar spend just 2% on
health, compared to Kenya’s 8%—four times more. A
gap, admittedly less significant, is also seen between
very rich countries on broadly the same level: with a
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per capita income of $26,200, Germany spends 10.8%
of its GDP on health, and the United Kingdom just
7.6%. Conversely, markedly lower-income countries
like Argentina ($12,000 per capita) and even South
Africa ($7,500) spend as big a share of their GDP on
health as does France or Italy.

The Confusing Role of External Aid

It might be thought for the poorer developing coun-
tries at least, that external aid for health (included in
the WHO computation of total health expenditure) lies
behind this diversity. Figure 107–5 shows that this
share is highest in the poorest developing countries.
But it also shows the extreme inequality in treatment
of countries on the same level, especially the poorest
ones. For a per capita income under $2,000, the 
external aid share of health expenditure varies from
over 35% (Mozambique, Madagascar) to close to 0
(Myanmar, India, North Korea). Nor is there any
evident link with the previous observation; quite the
contrary since, among these countries, Kenya’s 8% of
GDP spent on health is less than 10% funded for the
purpose by external aid, while the maximum level of
external funding is received by the two countries
which spend only a total of 2% of their GDP on health.

In other words, it is not the poorest countries making
the most effort that get most assistance.

Figure 107–5 also clearly shows how middle-income
countries are affected by unequal treatment from inter-
national aid. So, albeit hard hit by AIDS, South Africa’s
health expenditure is less than 0.5% funded from exter-
nal aid, while higher per capita GDP Russia’s health
spending is over 3% covered by external aid—more
than 6 times more.

The Publicly Funded Share

On a different note, a comparison of the share of
public funding from all sources (state, local authorities,
compulsory insurance schemes) in health expenditure
reveals two completely different worlds (Figure
107–6). In poor countries, there is almost no connection
between total health expenditure and the publicly
funded share of spending. The bracket of under $50
per capita spent on health includes, for example, North
Korea (nearly 75% publicly funded) and Myanmar and
Sudan (under 20% publicly funded). In this bracket—
between $100 and $200 per capita on health—exactly
the same gap between public contributions recurs,
widest in Uzbekistan and Algeria, narrowest in India
and Côte d’Ivoire. Ostensibly, indeed, the extent of the
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public effort in poor countries, which still falls far short
of the needs, has little effect on total expenditure and
varies more with the political regime than any real
health agenda.

The situation is very different in wealthy countries,
where there is a close correlation between total health
spending and the public share of expenditure. It is
highest in the United Kingdom (over 80%) where total
per capita expenditure is lowest of all the rich coun-
tries included in Figure 107–6 (only Spain is lower, but
it is also appreciably less wealthy than the United
Kingdom). Conversely, the public share is lowest in the
United States, where total health expenditure is well
above the rest.

When looking at Figure 107–6, it is difficult to under-
stand why collective health care funding systems have
been so hard hit in the developed countries in recent
decades. The free-market ideology, which has held the
world economy in almost unchallenged sway since 
the fall of the Berlin Wall, operates in health matters on
the twofold principle that the public management of
economic affairs is nonsense because the squandering
of resources can only be avoided by private enterprise
operating in response to market constraints, and that
health is a good like any other and no exception to the
rule. The conclusion is then obvious: to halt the recent
staggering increases in health expenditure, no time
must be lost in returning more of health provision to

private hands. The very opposite is what we are seeing
here: the higher the public share of health spending, the
lower total expenditure. The case of the United States
is extreme to the point of distortion: while the public
share of total spending is barely over 40%, not only
does it have by far the highest per capita spending in
the world (approaching $5,000), but also its spending
accounts for the biggest share of national income
(nearly 15%). For all that, it cannot be said that it has a
higher life expectancy or quality-adjusted life years
than anywhere else. By contrast, it is reasonable to
wonder whether inequalities in health and mortality
may not be higher than might be expected from such a
level of expenditure. But that would be to beg the ques-
tion of one of the issues in the following chapter, which
analyzes health policy outcomes.

Acknowledgment

This chapter was translated from the French by Glenn D. 
Robertson.

References

Annan Koffi, 2000. We the peoples. The role of the United Nations in the
21st century. New York, United Nations, 80 p.

Antoniotti Stéphanie, Pellissier Véronique, Siméoni Marie-
Claude, and Manuel Catherine, 2002. Déclaration obligatoire

Chapter 107/Health Policies 205

Public share of expenditure (%)

0

10

20

30

40

50

60

70

80

90

Total per capita health expenditure

0 1,000 2,000 3,000 4,000 5,000 6,000

INED
51604

United States

Canada

Netherlands

Germany
Japan

United Kingdom

Italy

Australia

France

Spain

South Korea

Argentina

Saudi Arabia
Algeria

Poland

Kenya

South AfricaBrazil

China

India
Côte d’IvoireMyanmar

Indonesia

Russia

Pakistan

North Korea

Bangladesh

Romania

Colombia
Venezuela

Mexico

Uzbekistan

Ethiopia

Tanzania

Morocco

Nigeria

Sudan

Philippines

FIGURE 107–6 Public share of health expenditure relative to total per capita health expenditure in 2001,
in countries with populations over 15 million. (Source: WHO, 2004.)



des maladies infectieuses. Des maladies “pestilentielles” aux
maladies “émergentes”, Santé publique, vol. 14(2), p. 165–178.

Bachmann Christian and Coppel Anne, 1989. Le dragon domestique.
Deux siècles de relations étranges entre l’Occident et la drogue. Paris,
Albin Michel, 564 p.

Beach Marilyn V., 2001. “Blood heads” and AIDS haunt China’s
countryside, The Lancet, vol. 357, p. 49.

Beghin Ivan and Vanderveken Marc, 1985. Nutritional pro-
grammes, in: Jacques Vallin, Alan Lopez, and Hugo Behm (eds.),
Health policy, social policy and mortality prospects, p. 81–100. Liège,
Ordina Edition, 558 p. (Proceedings of an IUSSP Seminar in Paris,
February 28–March 4, 1983).

Beghin Ivan and Vandeveken Marc, 1985. Les programmes nutri-
tionnels, in: Jacques Vallin, Alan Lopez, and Hugo Behm (eds.),
La lutte contre la mort, p. 77–98. Paris, INED, PUF, 542 p. (Travaux
et documents, Cahier no. 108).

Béresniak Ariel and Duru Gérard, 1997. Économie de la santé, 4th ed.
Paris, Masson, 182 p.

Berger Guy, Mauffret Marie, Rousseau-Giral Anne-Chantal, and
Zaidman Catherine, 2000. La loi relative à la lutte contre le tabag-
isme et l’alcoolisme. Rapport d’évaluation. Paris, La documentation
française, 555 p.

Beveridge William H., 1943. Social insurance and allied services.
London, Allen and Unwin, 300 p.

Bonnici Bernard, 2003. La politique de santé en France. Paris, PUF, 128
p.

Bordry Monique, Fayard Françoise, and Musée Curie, 1992. Les
rayons X sortent de l’anonymat, Comprendre et agir. Journal de 
l’Institut Curie, vol. 21(4). (Available at http://www.curie.
u-psud.fr/histoire/4/Histoire4.html).

Breslow Lester, 1985. Le cas des maladies cardio-vasculaires, in:
Jacques Vallin, Alan Lopez, and Hugo Behm (eds.), La lutte contre
la mort, p. 195–216. Paris, INED, PUF, 542 p. (Travaux et docu-
ments, Cahier no. 108).

Breslow Lester, 1985. The case of cardiovascular diseases, in:
Jacques Vallin, Alan Lopez, and Hugo Behm (eds.), Health policy,
social policy and mortality prospects, p. 197–216. Liège, Ordina
Edition, 558 p. (Proceedings of an IUSSP Seminar in Paris, Feb-
ruary 28–March 4, 1983).

Brunet-Jailly Joseph (ed.), 1997. Innover dans les systèmes de santé.
Expériences d’Afrique de l’Ouest. Paris, Karthala, 435 p.

Caldwell John C., 1979. Education as a factor in mortality decline:
an examination of Nigerian data, in: OMS (ed.), Délibération de la
réunion sur les facteurs et les conséquences socio-économiques de la
mortalité, p. 172–192. Geneva, New York, OMS/WHO, 622 p.

Caldwell John C., 1986. Routes to low mortality in poor countries,
Population and Development Review, vol. 12(2,) p. 171–220.

Caldwell John C., 1999. Peut-on modifier les comportements pour
préserver la santé? Revue internationale des sciences sociales, no.
161, p. 371–377.

Caldwell Pat, 1995. Prostitution and the risk of STDs and AIDS in
Nigeria and Thailand, Health Transition Review, vol. 5(supp.),
“The Third World AIDS epidemic” (edited by I. O. Oruboloye,
John C. Caldwell, Pat Caldwell, and Shail Jain), p. 167–172.

Card David, Dobkin Carlos, and Maestas Nicole, 2004. The impact
of nearly universal insurance coverage on health care utilization 
and health: evidence from Medicare. Cambridge, National Bureau 
of Economic Research, 73 p. (Working Paper 10365;
http://www.nber.org/papers/w10365).

Ceccaldi Dominique, 1997. Les institutions sanitaires et sociales. Paris,
Foucher, 405 p.

Cérisola Anne-Sophie and Mistral Jacques, 2004. L’obésité aux
États-Unis. Enjeux économiques et défis politiques. Washington,
French Embassy, 27 p. (Document de travail 2004–01).

Chesnais Jean-Claude, 1976. Les morts violentes en France. Paris,
INED et PUF, 346 p. (Travaux et documents, Cahier no. 75).

Chesnais Jean-Claude, 1981. Histoire de la violence en Occident de 1800
à nos jours. Paris, Robert Laffont, 497 p. (Pluriel).

Chesnais Jean-Claude, 1985. L’efficacité de la prévention des morts
violentes, in: Jacques Vallin, Alan Lopez, and Hugo Behm (eds.),
La lutte contre la mort, p. 257–274. Paris, INED, PUF, 542 p.
(Travaux et documents, Cahier no. 108).

Chesnais Jean-Claude, 1985. The prevention of death from violence:
lessons from experience, in: Jacques Vallin, Alan Lopez, and
Hugo Behm (eds.), Health policy, social policy and mortality
prospects, p. 261–280. Liège, Ordina Édition, 558 p.

Chesnais Jean-Claude, 2003. Les morts violentes dans le monde,
Population et sociétés, no. 395, novembre, p. 1–4.

Chesnais Jean-Claude and Vallin Jacques, 1977. Évolution récente
de la mortalité et de la morbidité dues aux accidents de la route,
Population, vol. 32(6), p. 1239–1265.

Collovald Annie, 2000. Le verre de lait de Pierre Mendès France
ou l’oubli des origines politiques, in: Alain Carrigou (ed.), La
santé dans tous ses états, p. 35–54. Biarritz (France), Atlantica, 362
p.

Dalmaz Patrick, 1998. Histoire des sapeurs-pompiers français. Paris,
PUF, 128 p. (Que sais-je?, no. 3116).

Delbos Victor, 1971. Introduction. Notice sur la vie et les oeuvres de
Kant, in: Emmanuel Kant, Fondements de la métaphysique des mœurs,
p. 3–20. Paris, Librairie Delagrave, 210 p.

Desgrées du Loû Annabel, 1996. Sauver les enfants: le rôle des vacci-
nation. Paris, CEPED, 261 p. (Les Études du CEPED, no. 12).

Désesquelles Aline, 1997. Consommation de stupéfiants en France:
expertise d’un système d’information et mesure du phénomène. Bor-
deaux, Université de Bordeaux, 400 p. (Thèse de démographie).

Dumont Jean-Pierre, 1998. Les systèmes de protection sociale en Europe.
Paris, Economica, 313 p.

Faure Olivier, 1994. Histoire sociale de la médecine (XVIIIe-XXe siècle).
Paris, Anthropos, 272 p.

Fillaut Thierry, 1999. Pouvoirs publics et antialcoolisme en France
sous la Troisième République, in: Thierry Fillaut, Véronique
Nahoum-Grappe, and Myriam Tsikounas (eds.), Histoire et alcool,
p. 127–182. Paris, L’Harmattan, 220 p. (Logiques sociales).

Fingerhut Lois A. and Kleinman Joel C., 1990. International 
and interstate comparisons of homicide among young males,
Journal of the Medical Association of America, vol. 263(24), p.
3292–3295.

Flamant Robert, 1976. Risques carcinogènes et prévention des
cancers, Revue d’épidémiologie et de santé publique, vol. 24(3–4), p.
345–353.

Frederiksen Harald, 1960. Malaria control and population pressure
in Ceylon, Public Health Reports, vol. 75(10), p. 865–868.

Frydman Nathalie and Martineau Hélène, 1998. La drogue: où en
sommes-nous? Bilan des connaissances en France en matière de drogues
et de toxicomanies. Paris, La documentation française, 417 p.

Girard Alain, Henry Louis, and Nistri Roland, 1960. Facteurs
sociaux et culturels de la mortalité infantile. Paris, INED, PUF, 210
p. (Travaux et documents, Cahier no. 36).

Goldman Noreen and Takahashi Shigesato, 1996. Old age mortal-
ity in Japan: demographic and epidemiological perspective, in:
Graziella Caselli and Alan Lopez (eds.), Health and mortality
among elderly populations, p. 157–181. Oxford, Clarendon Press,
360 p. (International Studies in Demography).

Hannoun Claude, 1999. La vaccination. Paris, Presses universitaires
de France, 128 p. (Que sais-je?).

Hatton Françoise, Flamant Robert, and Bouvier-Colle Marie-
Hélène, 1985. La lutte contre la mortalité cancéreuse, in: Jacques
Vallin, Alan Lopez, and Hugo Behm (eds.), La lutte contre la mort.

206 Vallin and Meslé



p. 217–238. Paris, INED, PUF, 542 p. (Travaux et documents,
Cahier no. 108).

Hatton Françoise, Flamant Robert, Bouvier-Colle Marie-Hélène,
and Maujol Léone, 1985. The fight against cancer, in: Jacques
Vallin, Alan Lopez, and Hugo Behm (eds.) Health policy, social
policy and mortality prospects, p. 217–240. Liège, Ordina édition,
558 p. (Proceedings of an IUSSP Seminar in Paris, February
28–March 4, 1983).

Henry Louis, 1948. La situation démographique, Population, vol.
4(3), p. 523–538.

INSERM, 2001. Alcool: effets sur la santé. Synthèse et recommandations.
Paris, Institut national de la santé et de la recherche médicale, 49
p. (Expertise collective).

IRD, 2000. Paludisme: Anopheles funestus, un vecteur complexe. Paris,
Institut de recherche pour le développement, 3 p. (Fiche d’actu-
alité scientifique no. 110).

Jauffret-Roustide Marie (ed.), 2004. Les drogues, approches socio-
logiques, économiques et politiques. Paris, La documentation
française, 156 p. (Les études de la Documentation française).

Jauffret-Roustide Marie and Simmat-Durand Laurence, 2004.
État de la consommation: produits, modalités d’usages, usagers,
in: Marie Jauffret-Roustide (ed.), Les drogues, approches socio-
logiques, économiques et politiques, p. 11–46. Paris, La documenta-
tion française, 156 p. (Les études de la Documentation française).

Jones Stephen, Waldman Ronald J., and Foege William, 1985. Le
rôle des programmes de vaccination, in: Jacques Vallin, 
Alan Lopez, and Hugo Behm (eds.), La lutte contre la mort, p.
41–52. Paris, INED, PUF, 542 p. (Travaux et documents, Cahier
no. 108).

Jones Stephen, Waldman Ronald J, and Foege William, 1985. The
role of immunization programmes, in: Jacques Vallin, Alan Lopez
et Hugo Behm (eds.), Health policy, social policy and mortality
prospects, p. 44–55. Liège, Ordina Édition, 558 p.

Kielmann Arnfried and Taylor Carl E., 1969. Child and maternal
health services in rural India: the Narangwal experiment, Vol. 1. Bal-
timore, Johns Hopkins University Press, 263 p.

Kitagawa M. and Hisamichi S., 1970. Follow up study of gastric
mass survey in Miyagi prefecture, Gastroenterologia Japonica, vol.
5(4–3), p. 182.

La Documentation Française, 1993. Procès et débats autour du
sang contaminé, Regards sur l’actualité, no. 194–195, spécial “Sida,
sexe et société,” p. 57–76.

Letourmy Alain, 2000. Les politiques de santé en Europe, vue
d’ensemble, Sociologie du travail, vol. 42(1), p. 13–30.

Lévy Claude, 1980. La mortalité par accident des enfants et des ado-
lescents dans huit pays développés, Population, vol. 35(2), p.
291–320.

Meslé France, 1990. Symposium on the Contribution of Epidemiol-
ogy to Cancer Prevention and Therapy, Vienna, 7–9 March 1990,
Population, vol. 45(3), p. 667–669.

Meslé France, Shkolnikov Vladimir, and Vallin Jacques, 1994.
Brusque montée des morts violentes en Russie, Population, vol.
49(3), p. 780–790.

Meslé France and Vallin Jacques, 1981. La population des éta-
blissements psychiatriques: évolution de la morbidité ou change-
ment de stratégie médicale?, Population, vol. 36(6), p. 1035–
1068.

Meslé France and Vallin Jacques, 1993. Développement
économique et espérance de vie: la transition sanitaire au tour-
nant des années soixante, in: UIESP/IUSSP (ed.), Congrès inter-
national de la population. Montréal 1993, vol. 2, p. 365–382. Liège,
UIESP, 493 p.

Meslé France and Vallin Jacques, 2003. Mortalité et causes de décès
en Ukraine au XXe siècle. Paris, INED, 396 p. (Les cahiers de

l’INED, cahier no. 152, with contributions from Vladimir Shkol-
nikov, Serhii Pyrozhkov and Serguei Adamets).

Meslé France, Vallin Jacques, and Shkolnikov Vladimir, 1998.
Reversal of mortality decline: the case of contemporary Russia,
World Health Statistics Quarterly/Rapport trimestriel de statistiques
sanitaires, vol. 51(2–4), p. 191–206. (Historical epidemiology: mor-
tality decline, and old and new transitions in health, special issue
edited by Odile Frank).

Molineaux Louis, 1985. The impact of parasitic diseases and their
control, with special emphasis on malaria in Africa, in: Jacques
Vallin, Alan Lopez, and Hugo Behm (eds.), Health policy, social
policy and mortality prospects, p. 13–44. Liège, Ordina Édition, 558
p. (Proceedings of an IUSSP Seminar in Paris, February 28–March
4, 1983).

Molineaux Louis, 1985. La lutte contre les maladies parasitaires: le
problème du paludisme, notamment en Afrique, in: Jacques
Vallin, Alan Lopez, and Hugo Behm (eds.), La lutte contre la mort,
p. 11–50. Paris, INED, PUF, 542 p. (Travaux et documents, Cahier
no. 108).

Mosley W. Henry, 1985. Les soins de santé primaires peuvent-ils
réduire la mortalité infantile? Bilan critique de quelques pro-
grammes africains et asiatiques, in: Jacques Vallin, Alan Lopez,
and Hugo Behm (eds.), La lutte contre la mort, p. 101–136. Paris,
INED, PUF, 542 p. (Travaux et documents, Cahier no. 108).

Mosley W. Henry, 1985. Will primary health care reduce infant and
child mortality? A critique of some current strategies, with special
reference to Africa and Asia, in: Jacques Vallin, Alan Lopez, and
Hugo Behm (ed.), Health policy, social policy and mortality prospects,
p. 103–138. Liège, Ordina Édition, 558 p. (Proceedings of an IUSSP
Seminar in Paris, February 28–March 4, 1983).

Moulin Anne-Marie (ed.), 1996. L’aventure de la vaccination. Paris,
Fayard, 498 p. (Penser la médecine).

Nadelmann Ethan, 1994. Pour un droit d’usage contrôlé, Futuribles,
no. 185, p. 105–109.

Nations unies/United Nations, 1968a. Convention sur la circulation
routière. Fait à Vienne le 8 novembre 1968. Vienna, Nations
unies/United Nations, 72 p.

Nations unies/United Nations, 1968b. Convention sur la signalisation
routière. Fait à Vienne le 8 novembre 1968. Vienna, Nations
unies/United Nations, 61 p.

Nations unies/United Nations, 1998. Programme d’action adopté à la
conférence internationale sur la population et le développement, Le
Caire, 5–13 septembre 1994. New York, Nations unies/United
Nations, Département de l’information économique et sociale et
de l’analyse des politiques, 204 p.

Nayar P. K. B., 1985. The case of Kerala, in: Jacques Vallin, Alan
Lopez, and Hugo Behm (eds.), Health policy, social policy and mor-
tality prospects, p. 371–382. Liège, Ordina Edition, 558 p. (Pro-
ceedings of an IUSSP Seminar in Paris, February 28–March 4,
1983).

Nayar P. K. B., 1985. Le Kerala, Inde, in: Jacques Vallin, Alan Lopez,
and Hugo Behm (eds.), La lutte contre la mort, p. 357–368. Paris,
INED, PUF, 542 p. (Travaux et documents, Cahier no. 108).

Newman Peter, 1965. Malaria eradication and population growth: with
special reference to Ceylon and Guiana. Ann Arbor, The University
of Michigan, School of Public Health, 259 p. (Bureau of Public
Health Economics Research Series, no. 10).

Nor Malika, 2001. La prostitution. Paris, Le cavalier bleu, 128 p.
Norvez Alain, 1990. De la naissance à l’école. Santé, modes de garde et

préscolarité dans la France contemporaine. Paris, INED, PUF, 464 p.
(Travaux et documents, Cahier no. 126).

OMS/WHO, [1946] 1985. Constitution de l’Organisation mondiale de la
santé. Geneva, Organisation mondiale de la santé/World Health
Organisation, 18 p.

Chapter 107/Health Policies 207



OMS/WHO, 1978. Déclaration d’Alma Ata. Rapport de la Conférence.
Geneva, Organisation mondiale de la santé/World Health
Organisation, 60 p. (Available at http://policy.who.int/cgi-
bin/om_isapi.dll).

OMS/WHO, 1981. Stratégie mondiale de la santé pour tous d’ici l’an
2000. Geneva, Organisation mondiale de la santé/World Health
Organisation, 90 p. (“Santé pour tous” series, no. 3; doc. hfa-fr2).

OMS/WHO, 1985. Recueil des résolutions et décisions de l’Assemblée
mondiale de la santé et du Conseil exécutif. Vol. 2, 1973–1984. Geneva,
Organisation mondiale de la santé/World Health Organisation,
424 p.

OMS/WHO, 1994. Neuvième programme général de travail pour la
période 1996–2001. Geneva, Organisation mondiale de la
santé/World Health Organisation, 60 p. (“Santé pour tous”series,
no. 11).

OMS/WHO, 1999a. Révision du règlement sanitaire international,
Relevé épidémiologique hebdomadaire de l’OMS, vol. 74(4), p. 25–
27.

OMS/WHO, 1999b. Comparaison des rôles de trois organisations
internationales, Relevé épidémiologique hebdomadaire de l’OMS, vol.
74(25), p. 193–201.

OMS/WHO, 2001. Programme de travail 2002–2005. Genève, 
Organisation mondiale de la santé, 10 p. (Available at
http://www.who.int/gb/ebwha/pdf_files/WHA54/fgpw0205.
pdf).

OMS/WHO, 2004. Rapport sur la santé dans le monde 2004. Changer 
le cours de l’histoire. Geneva, Organisation mondiale de la
santé/World Health Organisation, 188 p.

OMS/WHO and Banque mondiale/World Bank, 2004. Rapport
mondial sur la prévention des traumatismes dus aux accidents de la cir-
culation. Geneva and Washington, Organisation mondiale 
de la santé/World Health Organisation and Banque mon-
diale/World Bank, 235 p. (Prevention).

ONUSIDA/UNAIDS, 2004. Rapport sur l’épidémie mondiale de sida.
Résumé d’orientation. Geneva, ONUSIDA/UNAIDS, 18 p.

Oshima Akira, Hanai Aya, and Fujimoto Isaburo, 1979. Evaluation
of mass screening program for stomach cancer, National Cancer
Institute Monograph, no. 53, p. 181–186.

Puska Pekka, Tuomilehto Jaakko, Salonen Jukka T., Nissinen
Aulikki, Virtamo Jarmo, Björkqvist Stig-Göran, Koskela Kaj,
Neittaanmäki L., Takalo K., Kottke Thomas, Mäki J., Sipilä
P., and Varvikko P., 1981. Community control of cardiovascular dis-
eases the North Karelia Project: Evaluation of a comprehensive com-
munity program for control of cardiovascular diseases in 1972–1977 in
North Karelia. Copenhagen, World Health Organisation, Regional
Office for Europe, 351 p.

Puzin Daniel (ed.), 1996. La juste place des hôpitaux universitaires dans
les systèmes de santé. Paris, Flammarion, 102 p.

Ravenholt Reimert T., 1990. Tobacco’s global death march, Popula-
tion and Developement Review, vol. 16(2), p. 213–240.

Robin François and Nativi François, 1987. Enquête sur l’erreur médi-
cale. Paris, La Découverte, 355 p.

Roques Bernard, 1999. La dangerosité des drogues: rapport au secrétariat
d’état à la Santé. Preface by Bernard Kouchner. Paris, Odile Jacob.
La Documentation française, 316 p.

Rosero-Bixby Luis, 1985. The case of Costa Rica, in: Jacques Vallin,
Alan Lopez, and Hugo Behm (eds.), Health policy, social policy and
mortality prospects, p. 341–370. Liège, Ordina Édition, 558 p. (Pro-
ceedings of an IUSSP Seminar in Paris, February 28–March 4,
1983).

Rosero-Bixby Luis, 1985. Le Costa Rica, in: Jacques Vallin, 
Alan Lopez, and Hugo Behm (eds.), La lutte contre la mort, p.
331–356. Paris, INED, PUF, 542 p. (Travaux et documents, Cahier
no. 108).

Royal College of Physicians, 1962. Smoking and health: summary and
report of the Royal College of Physicians of London on smoking in rela-
tion to cancer of the lung and other diseases. New York, Pitman Pub-
lishing Co., 70 p.

Ruiz Magda and Rincón Manuel, 1996. Mortality from accidents
and violence in Colombia, in: Ian Timaeus, Juan Chackiel, and
Lado Ruzicka (eds.), Adult mortality in Latin America, p. 337–358.
Oxford, Clarendon Press, 367 p. (International Studies in 
Demography).

Selden Mark, 1972. Health and revolution. The Chinese medical system,
essay on contemporary China. New York, Peck, Schurman & Riskin.

Shahpar Cyrus and Li Guohua, 1999. Homicide mortality in the
United States, 1935–1994: age, period, and cohort effects, Ameri-
can Journal of Epidemiology, vol. 150(11), p. 1213–1222.

Shan Hua, Wang Jing-Xing, Ren Fu-Rong, Zhang Yuan-Zhi, Zao
Hai-Yan, Gao Guo-Jing, Ji Yang, and Ness Paul M., 2002. Blood
banking in China, The Lancet, vol. 360, p. 1770–1775.

Shkolnikov Vladimir and Nemtsov Alexander, 1997. The anti-
alcohol campaign and variations in Russian mortality, in: Jose
Luis Bobadilla, Christine A. Costello, and Faith Mitchell (eds.),
Premature death in the New Independent States, p. 239–261. Wash-
ington DC, National Academy Press, 504 p.

Soucat Agnès, Bangoura Ousmane, and Knippenberg
Rudolf, 1997. L’initiative de Bamako au Bénin et en Guinée, 
in: Joseph Brunet-Jailly (ed.), Innover dans les systèmes de 
santé. Expériences d’Afrique de l’Ouest, p. 193–208. Paris, Karthala,
435 p.

Sournia Jean-Charles, 1986. Histoire de l’alcoolisme. Paris, Flamma-
rion, 322 p.

Taylor Carl E., Sarma R. S. S., Parker Robert, Reinke William A.,
and Farugee Rashid, [1968] 1983. Child and maternal health serv-
ices in rural India: the Narangwal experiment. Vol. 2: Integrated family
planning and health care. Baltimore, Johns Hopkins University
Press, 252 p.

United Nations, 1995. Population and development. Vol. 1, Programme
of action adopted at the International conference on population and
development, Cairo, 5–13 September 1994. New York, United
Nations, Department for Economic and Social Information and
Policy analysis, Population Division, 100 p.

United Nations, 2000. United Nations Millennium Declaration. New
York, United Nations, 9 p. (Resolution 55/2 adopted by the
General Assembly of the United Nations).

Vallin Jacques, 1979a. Facteurs socio-économiques de la mortalité
dans les pays développés, in: OMS/WHO (ed.), Délibération de la
réunion sur les facteurs et les conséquences socio-économiques de la
mortalité. El Colegio de Mexico, Mexico, 19–25 June 1979, p. 266–302.
Geneva, New York, OMS/WHO, PAHO, 622 p.

Vallin Jacques, 1979b. Morbidité dans la région parisienne: apport
et intérêt des statistiques de la Caisse primaire centrale d’assur-
ance maladie, Population, vol. 34(1), p. 109–140.

Vallin Jacques and Chesnais Jean-Claude, 1975. Les accidents de
la route en France. Mortalité et morbidité depuis 1953, Popula-
tion, vol. 30(3), p. 443–478.

Vallin Jacques and Meslé France, 1999. Le rôle des vaccinations dans
la baisse de la mortalité. Paris, INED, 16 p. (Dossiers et recherches,
no. 74).

Vallin Jacques and Meslé France, 2001. Évolution de la mortalité
en Europe depuis 1950: mortalité par âge, sexe et causes de décès,
in: Conseil de l’Europe/Council of Europe (ed.), Tendances en
matière de mortalité et mortalité différentielle, p. 33–188. Strasbourg,
éditions du Conseil de l’Europe, 344 p. (Études démographiques
no. 36).

Victora Cesar G., Bryce Jennifer, Fontaine Olivier, and Monasch
Roeland, 2000. Reducing deaths from diarrhoea through oral

208 Vallin and Meslé



rehydration therapy, Bulletin of the World Health Organization, vol.
78(10), p. 1246–1255.

WHO, [1946] 1989. Constitution of the World Health Organization.
Geneva, World Health Organization, 18 p.

WHO, 1983. International Health Regulations (1969), 3rd ed., anno-
tated. Geneva, World Health Organisation, 79 p.

WHO, 1985. Handbook of resolutions and decisions of the World Heath
Assembly and of the Executive Board. Volume 2, 1973–1984. Geneva,
World Health Organization, 440 p.

WHO, 2001. General programme of work 2002–2005. Geneva, 
World Health Organization, 10 p. (Available at http://
www.who.int/gb/ebwha/pdf_files/WHA54/egpw0205.pdf).

WHO, 2003. Alert, verification and public health management of SARS
in the post-outbreak period. Geneva, WHO. (Retrieved July 19, 2004,
from http://www.who.int/csr/sars/postoutbreak/en/).

Yach Derek, 2000. The tobacco epidemic: a global overview. Geneva,
World Health Organization, 5 p. (Presented at “Global Dialogue
for Health,” EXPO 2000 Hannover, Germany, August 29–31,
2000).

Chapter 107/Health Policies 209

APPENDIX Acronyms

English Names French Names

[AFM] AFM Association française contre les myopathies
AIDS Acquired Immunodeficiency Syndrome SIDA Syndrome d’immunodéficience acquise
[AME] AME Aide médicale d’État
[AMG] AMG Aide médicale gratuite
[ATD-QM] ATD Fourth World ATD-QM Aide à toutes détresses—Quart-Monde
[BCG] BCG Bacille de Calmette et Guérin
[CEPED] CEPED Centre français sur la population et le développement
[CHU] CHU Centre hospitalier universitaire
[CMU] CMU Couverture médicale universelle
[CNAM] CNAM Caisse nationale d’assurance maladie
[DDASS] DDASS Direction départementale de l’action sanitaire et sociale
DDT Dichloro-diphenyl-trichloroethane DDT Di (para-chloro-phenyl)-trichloroethane
EPI Expanded Program on Immunization PEV Programme élargi de vaccinations
FAO Food and Agriculture Organization [FAO] Organisation pour l’agriculture et l’alimentation (OAA est

inusité)
GDP Gross Domestic Product PIB Produit intérieur brut
HBV Hepatitis B virus VHB Virus de l’hépatite B
HIV Human immunodeficiency virus VIH Virus de l’immunodéficience humaine
HRW Human Rights Watch [HRW]
IAEA International Atomic Energy Agency AIEA Agence internationale pour l’énergie atomique
IBRD International Bank for Reconstruction and BIRD Banque internationale pour la reconstruction et le 

Development développement
ICPD International Conference on Population and CIPD Conférence internationale sur la population et le

Development développement
ICSID International Centre for Settlement of CIRDI Centre international de réglement des différends

Investment Disputes internationaux
IDA International Development Association AID Association internationale de développement
IFC International Finance Corporation SFI Société financière internationale
IHR International Health Regulations RSI Règlement sanitaire international
ILO International Labour Office BIT Bureau international du travail
ILO International Labour Organization OIT Organisation internationale du travail
IMF International Monetary Fund FMI Fonds monétaire international
[INED] INED Institut national d’études démographiques
[INSERM] INSERM Institut national de la santé et de la recherche médicale
[IRD] IRD Institut de recherche pour le développement
IUSSP International Union for the Scientific Study of UIESP Union internationale pour l’étude scientifique de la 

Population population
[IVS] IVS Institut de veille sanitaire
JAMA Journal of the Medical Association of America [JAMA]
LN League of Nations SDN Société des nations
MDG Millennium Development Goal [MDG] Objectif de développement pour le millénaire
MGA Muscular Dysmorphy Association [MGA]
MIGA Multilateral Investment Guarantee Agency AMGI Agence multilatérale de garantie des investissements
MRI Magnetic Resonance Imaging IRM Imagerie par résonance magnétique
NGO Nongovernmental Organization ONG Organisation non gouvernementale

(continues)



APPENDIX (continued)

English Names French Names

NHS National Health System [NHS]
NIH National Institute for Health [NIH]
OAU Organization of African Unity OUA Organisation de l’unité africaine
OECD Organization for Economic Cooperation and OCDE Organisation pour la coopération et le développement

Development économique
OEEC Organization for European Economic OECE Organisation européenne pour la coopération économique

Cooperation
[OIHP] OIHP Office International d’Hygiène Publique
OXFAM Oxford Committee for Famine Relief [OXFAM]
PAHO Pan American Health Organization [PAHO]
[PMI] PMI Protection maternelle et infantile
PSA Prostate Specific Antigen [PSA]
[PUF] PUF Presses universitaires de France
[SAMU] SAMU Service d’aide médicale d’urgence
SARS Severe Acute Respiratory Syndrome SRAS Syndrome respiratoire aigu sévère
[SCPRI] SCPRI Service central de protection contre les rayonnements 

ionisants
[SEITA] SEITA Service d’exploitation industrielle des tabacs et allumettes
UNAIDS Joint United Nations program on HIV/AIDS ONUSIDA Programme commun des Nations unies sur le VIH/SIDA
UNDP United Nations Development Program PNUD Programme des Nations unies pour le développement
UNESCO United Nations Educational Scientific and [UNESCO] Organisation des Nations unies pour l’éducation la 

Cultural Organization science et la culture
UNFPA United Nations Funds for Population FNUAP Fonds des Nations unies pour les activités en matière 

Activities de population
UNHCR United Nations High Commissioner for HCR Haut commissariat des Nations unies pour les réfugiés

Refugees
UNICEF United Nations International Children’s [UNICEF] Fonds international des Nations unies pour la

Emergency Fund sauvegarde de l’enfance
UNIDO United Nations Industrial Development ONUDI Organisation des Nations unies pour le développement 

Organization industriel
UNO United Nations Organisation ONU Organisation des Nations unies
WFP World Food Program PAM Programme alimentaire mondial
WHO World Health Organization OMS Organisation mondiale de la santé
WHOSIS WHO Statistical Information System [WHOSIS]
WTO World Trade Organization OMC Organisation mondiale du commerce



Can the results of health policies be evaluated?
There is no simple answer to this question. First of all,
it is possible to accept several notions concerning
health policies according to whether one considers a
health policy, in the strict sense, as being a policy
defined by a health authority with the precise objec-
tive of improving health, or whether one refers, on the
contrary, to all public measures by whatever public
body concerned which render it possible, knowingly
or unknowingly, to improve health. Moreover, what-
ever limits are set, the evaluation of the global effect of
the policy implemented must be distinguished from
that of the specific effects obtained from a given
measure taken to attain a given objective. Between the
two, one might focus on either the action of a given
collective body and attempt to evaluate the global
result of the measures it has taken or, in another reg-
ister, consider a given objective and measure the
results obtained in this precise area thanks to a raft 
of measures taken by the different organizations con-
cerned. One might also vary this almost infinitely by
multiplying the different possible combinations of
actors/objectives/measures taken. We will of course
not be able to review all the possible subjects of eval-
uation, but we will attempt to give a few examples at
different possible levels of evaluation.

However, the complexity of the subject is far from
being the only obstacle to obtaining an answer. We will
only refer to two obstacles, which are sometimes insur-
mountable given the current state of knowledge. On
the one hand, if one may truly speak of a result, can

any such result really be attributed to a public
measure? Or may it not be linked to other factors? The
question is already a very tricky one when it comes to
measuring the effect of a specific measure. It is true
that we have in this case a certain number of theoreti-
cal methods, but often the data from observations are
missing in order to apply such methods unless a
research-action program is designed beforehand with
the measuring of the result as an inherent aspect.
However, the situation becomes practically insoluble
when looking at the global results of policies. In most
cases, it will be necessary to resort to explanations that
are practically unverifiable, unless one day, observa-
tion systems should become available, such as those
that will be evoked in the following chapter by Viviana
Egidi and Vittoria Buratta, possibly blazing the trail for
a complete monitoring of operations.

On the other hand, measures taken to improve
health may require varying lengths of time before pro-
ducing an effect. Therefore, there are even fewer cases
in which perfectly adequate data for measuring results
are available. Moreover, the effect of a measure taken
may be spread over time. A sudden reduction in
alcohol consumption may, for example, have immedi-
ate effects on the mortality of alcoholics whose death
was only awaiting the absorption of the last, lethal
dose, but it will also have effects in the longer term on
the evolution of different ailments linked to alcohol.
There are even cases where one measure taken may
have positive effects in the short term and negative
effects in the long term. For example, a campaign for
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the eradication of malaria based on the destruction of
mosquitoes using an insecticide may result in a rapid
decline in the endemic disease in the short term, but if
this also leads to the development of the resistance of
mosquitoes to insecticides, the long-term consequence
may be a strengthening of the disease.

Therefore, we cannot assure the reader that after
reading this chapter he or she will have complete and
final answers to the question. However, we do hope to
provide a few ideas as to how to approach the problem
by preparing the terrain on three levels: the appraisal
of the global results of a health policy, the measuring
of the specific effects obtained by a program targeting
a specific pathology, and, finally, the evaluation of the
impact of specific measures taken in favor of target
groups. On the other hand, in each case, we will also
try to do more than answer the question, “Is it possi-
ble to measure?” since, whether the answer is positive
or negative, we will at least try to discuss, each time,
the most plausible hypotheses concerning the reality
of the effects obtained.

I. GLOBAL RESULTS: HEALTH
POLICIES AND INCREASED 

LIFE EXPECTANCY?

There are two potential pitfalls in trying to globally
assess the results of a health policy. The first, already
mentioned, is that of not being able to decide between
a stricter or wider definition of the health policy.
Should it be limited exclusively to the actions of organ-
izations specifically in charge of the question, as for
example, a ministry of health? Certainly not, if we
wish to remain consistent with the position adopted in
the previous chapter. But should all collective actions
aimed at improving health, even if not acknowledged
as such, be included? Here again, we would adopt a
wider view. After all, has not the World Health Orga-
nization (WHO) itself explicitly included in its strategy
of primary health care the development of basic agri-
cultural production? And it is a known fact that edu-
cation has an impact on mortality decline. Therefore,
all policies having an effect on health must be evalu-
ated. Furthermore, a health policy is decided not only
at the government level, but many other collective
bodies, whether infranational or supranational, public
or private, play a part, including the populations 
concerned, whether through a juxtaposition of con-
verging individual behaviors or through associations.
However, is there not another pitfall, that is, the risk
of confusing the results of the policies (in the wider
sense of the term) that have an effect on health and life
expectancy and those of the simple development “of

the progress of the human mind” in the way Marie-
Jean-Antoine de Condorcet ([1795]) understood it?
There are two pitfalls therefore, but also two ways of
considering things globally, which may combine, since
if one considers that man is a “political animal”
according to Aristotle1 and that all human progress is
fundamentally political in nature, why not extend our
ambition so far as to evaluate the effect of this human
progress on human health and life expectancy? But
what progress and in what field? In the medical
domain? Or in the economic and social domains? We
have come full circle. Finally, are not all attempts at
global evaluation in vain? Let us at least briefly evoke
what such an evaluation might be before admitting
that the context must undoubtedly be taken into
account, simply for reasoning in terms of comparable
economic development or better maybe, at a compa-
rable stage in the health transition.

1. Can a Global Approach Be Attempted?

Can it be said, that in a given country, life expectancy
is higher because, globally, all of the policies that have
an influence on it are better? In wanting to encompass
everything, is there not a risk of being reduced to
expressing such banalities as “The best health policy is
that of the country that has the highest life expectancy”?
In that case, it would obviously be easy to claim without
even having to check the figures that the policy of the
United States is better for health than that of Nigeria!
Would it be more credible to base the comparison no
longer on the level of life expectancy attained but on its
progression observed over a given period? This is far
from certain. Can it be said, for example, that policies
implemented in the second half of the 20th century were
better for health in Tunisia than in France, since from
1946–1951 to 1997 life expectancy in the former country
improved by almost 40 years, increasing from 33.3 years
to 71.9 years (Waltisperger et al., 2001), whereas it only
increased by 12 years in France, from 65.8 years in 1948
to 78.5 years in 1997 (Vallin and Meslé, 2001a)? Obvi-
ously the comparison is not justified, as the effort con-
cerning health (in the wider sense) to be deployed to
gain years of life expectancy starting from the age of 33
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1 In his “Politika” Aristotle (384–322 BC) insists on the high
degree of social organization of man as crowned by the organization
of the state (Aristotle, [1874]. As Marcel Prélot wrote (1961, p. 6):
“Ancient man, as defined by Aristotle thus appears as a “civic
animal.” The scope of the definition is greatly reduced when “zoon
politikon” is translated as “social animal.” The animal is also social,
but only man is political. Instead of living in herds or hordes, his
specific characteristic is to live integrated within the social organism
constituted by the Polis, the City; and this is for him, both a natural
and ideal necessity.”



is not at all the same as that which would enable an
improvement of the same magnitude over the age of 65.
Would it be more justifiable to say that Tunisia has
nonetheless implemented a better health policy than
France because France took 160 years to go from a life
expectancy of 34.9 years in 1806 to 71.5 years in 1967
(Vallin and Meslé, 2001a)? Even less so, it is the histor-
ical context that is not comparable, the medical means
(to mention only the most obvious) having changed
radically in the meantime. A better question would
undoubtedly be to ask whether, in a given country, a
change in policy produced a result in terms of health.
But what kind of change? It is possible to imagine what
a study of a specific change of direction concerning
health practices, food production, or education might
be: we will deal with the evaluation of the results of
such changes in Section 2. But does the question 
lend itself to a global approach? This is doubtful. It
would be necessary to refer to a strong policy change,
globally revolutionizing policies followed in all areas.
Let us explore two possibilities: comparing the evolu-
tion in the life expectancy of a country before and 
after a revolution or comparing two countries accord-
ing to whether or not they have experienced the revo-
lution in question.

a. Before and After a Revolution?

There have been plenty of revolutions during the
last three centuries; what are lacking, however, are the
data to explore this first approach. With the instru-
ments for historical reconstructions available to us
today (see Chapter 126), it would be conceivable to
launch a vast research project on this question, but for
now we will have to be content with answering it with
just a few rudimentary elements.

According to the answers of the major historical
demographic survey conducted in France by Louis
Henry (1980; see also Fleury and Henry, 1958; Séguy et
al., 2001), the French Revolution seems to have brought
about new policies that resulted in a leap forward in
life expectancy, especially through a decline in infant
mortality. According to this survey, life expectancy
stagnated between ages 27.7 and 28.9 during the three
decades of the 1760s, 1770s, and 1780s (Blayo, 1975) but
increased by 10 years in the four following decades,
reaching 38.8 years in 1820–1829.2 It is a fact that

important economic and social reforms were in prepa-
ration under the Ancien Régime and they might 
have also resulted in a marked improvement in life
expectancy, but it is still possible that the Revolution,
in spite of the negative effects of the violence, which
undoubtedly would not have occurred without it,
amplified the increase in life expectancy.

Can the same be said of the October 1917 Revolu-
tion in Russia? There is unfortunately too few data to
risk such an assumption. But what can be said, for
instance, of the advent of the Communist regime in a
country such as Czechoslovakia? The fact that it
occurred among the ruins caused by World War II
obviously poses a problem. However, comparing only
two periods of peace from 1921 to 1937, life expectancy
in Czechoslovakia increased for men by 8.5 years in 16
years, progressing from 46.4 years to 54.9 years (OFS,
1974), whereas in the same lapse of time (1950–1966),
it only gained 6.3 years under the Communist regime,
from 60.9 to 67.3 years (OFS, 1980). The value of such
a comparison may seriously be called into question.
On the one hand, increasing life expectancy beyond
the age of 61 years in the 1950s was perhaps more 
difficult than increasing it beyond the age of 46 in the
1920s. But above all, due to a lack of reliable data
between 1937 and 1950, to what should the 6-year
increase be attributed? To the last years of the Czecho-
slovakian democracy? To the German occupation? Or
to the first years of the Communist regime? Unless it
was simply due to the effect of the arrival of anti-
biotics, an effect independent of the political regime in
place.

It would be interesting to discuss the case of China
which, according to United Nations estimates (United
Nations, 2003), had an increase in life expectancy of
close to 18 years in the 15 years after Mao Tse-tung
took power, increasing from 42.9 years in 1950–1955 to
60.6 in 1965–1970. Although we lack any solid point 
of comparison for the period before that, it is hard to
deny the fact that this period marked a break in the
evolution of the health status of the Chinese popula-
tion (in the third part of this chapter we will come back
to this issue). However, in Cuba, a country often cited
as an example for its improvements in terms of health
compared with other poor countries, when Fidel
Castro came to power in 1959–1960, there was no break
in the evolution of life expectancy estimated by the
United Nations. Another interesting point to discuss
would be that of the effects of decolonization, namely
in Africa. In the case of Tunisia, for example, it may be
assumed that the policy implemented during the first
decade of Independence was better for improving the
health of the population than the policy implemented
by France during the last decade of the colonial era
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2 The survey conducted by Louis Henry does not provide results
on all of the intermediary decades, but for females it gives the fol-
lowing progression: 28.1 in 1780–89, 32.1 in 1790–99, 34.9 in 1800–09,
37.5 in 1810–19 and 39.3 in 1820–29 (Blayo, 1975). According to our
own reconstruction for the 19th century it seems that life expectancy
for the two sexes reached close to 35 years from 1806 and 40 years
in 1823 (Vallin and Meslé, 2001a).



because from 1956–1961 to 1968–1969 life expectancy
leapt forward by 10.6 years, whereas from 1946–1951
to 1956–1961 it had only increased by 6.7 years
(Waltisperger et al., 2001). But in a country like Niger,
United Nations estimates tend to indicate the opposite,
with an increase of only 4.0 years in life expectancy in
the 15 years following Independence compared with
4.5 years in the previous 15 years.

Another possible field of study for this approach is
the fall of Communism in Europe. The case is all the
more interesting because it concerns countries that had
experienced, since the middle of 1960s, a long period
of stagnation, of regression even, in life expectancy
before abandoning the Communist regime. But here
again, the same event, this time occurring at exactly
the same moment and in countries with highly com-
parable standards of living and health statuses, shows
rather different results. Whereas countries such as
Russia or the Ukraine plunged deeper into crisis
(Meslé and Vallin, 2003b), others, such as Poland, the
Czech Republic, and Hungary, started to experience an
increase in life expectancy just after the fall of the
Berlin Wall (Meslé, 2004b).

This global historical approach is not yet conclusive.
It is true that major political changes rarely have a
neutral impact on changes in health, but, assuming
that the data exist to conduct a highly global analysis,
such an analysis would be of little interest if it were
not completed by an in-depth study of the aspect 
of the change that had a real effect on the health 
situation.

b. With or without a Revolution? 

It would be possible to enhance the analysis by 
comparing, for a given event, two countries in other
respects rather similar, one of which would have expe-
rienced the event and the other not. For example, a
comparison may be attempted between the French
Revolution and the case of England or Sweden. We
saw that France had gained 11 years in life expectancy
between 1780–1789 and 1820–1829. According to the
estimates of Wrigley and Schofield (1981), between
1791 and 1826 England only gained 2.6 years (passing
from 37.3 years to 39.9) and, according to estimates of
Ingvar Holmberg (1970), Sweden only gained 1.6 years
(from 37.9 years to 39.5). However, we hesitate to
attribute this increase in life expectancy in France to
the Revolution alone. One may well be intrigued by
the fact that in all three cases, the point of arrival is the
same (approximately 40 years life expectancy around
1826), which means that France in 1789 was very far
behind Sweden and England. The success of revolu-
tionary policies did no more than enable France to

catch up. It seems that it was not so much due to the
fact that the policies were better than those imple-
mented in England and Sweden but that those of the
French Ancien Régime were worse. There again, an 
in-depth analysis of the effects of the different changes
brought about by the Revolution would be indispen-
sable in order to reach a conclusion.3

Closer to home, one of the most interesting com-
parisons is the one of the changes observed between
the two Germanys after the creation of the Federal
Republic (FRG) and the Democratic Republic (GDR),
in 1949. Starting with very similar levels (even though
very precise data are missing), life expectancy in the
two Germanys evolved rather differently after their
separation (Figure 108–1). Initially, after a few years of
Communist rule, the life expectancy of East Germans
caught up with, and even overtook, that of West
Germans, the progression of which started to flag at
the beginning of the 1960s. Therefore, in the period
between 1970 and 1974, life expectancy in the GDR
maintained a half-year advance on that of the FRG.
Milton Roemer (1985) attributed this phenomenon to
the fact that while West Germany had just kept the
health insurance system implemented by the Bis-
markian reforms of the 19th century, East Germany
had developed a health system entirely run by the
State and which focused on prevention and universal
access to comprehensive health services free of charge.
This explanation was all the more plausible as the dif-
ference in life expectancy, to the advantage of the GDR,
was accompanied with an even greater difference in
the standard of living to the benefit of the FRG.
However, a short time afterward, whereas the differ-
ences between policies remained, life expectancy in the
FRG resumed a rapid increase while that of the GDR
stopped growing. On the eve of reunification, the dif-
ference was much greater, but this time it was to the
advantage of the FRG: 2.5 years in 1989 and even 3.1
in 1990.

This reversal of the situation can only be explained
if one places oneself in the more general context of the
health crisis that hit all of the European countries in
the Communist block from the mid-1960s. In all the
industrialized countries, when the decline in infectious
mortality was such that to obtain new substantial
increases in life expectancy it was necessary to counter
the growing negative effects of industrialization and 
to fight mortality in new areas, Western countries
managed to control manmade diseases and found
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means of rapidly reducing cardiovascular mortality
that Eastern block countries were unable to adopt,
while the burden of manmade diseases was develop-
ing  (Meslé and Vallin, 2002). However, in a third
phase, with the reunification and the extension within
the GDR of the West-German political system, the
increase in life expectancy of East Germans acceler-
ated, making up for a great deal of the difference in a
few years. This difference was of only one year in 1999.

Two major conclusions stem from these examples
and especially from the latter. On the one hand, if one
wishes to build a remotely intelligible reasoning based
on international comparisons, one must absolutely be
able to distinguish between the main factors behind
improved health, and if one wishes to confine oneself
to a global comparison the minimum requirement is
undoubtedly to make sure that standards of living are
relatively similar from the outset. Moreover and,
maybe, above all, it should be noted that the same
global political system may be advantageous for 
health at a given stage of the health transition and a
disadvantage at another stage. It is therefore necessary
to reason in terms of equal stages in the health 
transition.

2. At an Equal Level of 
Economic Development

In the study he carried out in 1985, Milton Roemer
sought to compare, two by two, developed countries

(with the exception of the two Germanys) having not
only comparable per-capita incomes but also, and
more generally, major sociocultural similarities. He
thus compared the United States and Canada, Belgium
and the Netherlands, Austria and the United
Kingdom, and New Zealand and Australia.

As he observes, in spite of a slightly lower rate of
income per capita, a clearly less hospitable climate,
and a substantially smaller share of national income
dedicated to health expenditure, Canada benefited
from a life expectancy greater—by one year—than that
of the United States.4 He attributed this difference to
the fact that the United States is one of the few Western
industrial nations that has not adopted a collective
system of health care coverage, whereas since 1962
Canada has had a provincial-federal program for
medical and hospital insurance covering practically
the whole population (Roemer and Roemer, 1981).
Even better, according to Milton Roemer, other coun-
tries, where income per capita is substantially lower
than in the United States, such as Japan, Sweden, and
the Netherlands, also have higher life expectancies,
thanks to their collective coverage of health care
expenditure. Roemer goes on to say that the argument
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FIGURE 108–1 Compared changes in life expectancy at birth in East Germany and West Germany (both
sexes). (Source: Human Mortality Database: http://www.humanmortality.org; Scholz and Maier, 2003.)

4 Milton Roemer quoted the latest result available at the time
which were life expectancies for 1977: 74.3 in Canada and 73.3 in the
United States. In 2000, the difference, in the same direction, was of
2.2 years for women (with 81.9 years compared with 79.7) and 2.4
for men (76.7 compared with 74.3).



often put forward to challenge the assumption of a
greater heterogeneity of the American population,
which includes large African-American and Latin-
American minorities whose health is apparently
weaker, is not valid because even when only the white
American population is considered, life expectancy in
the United States remains lower than that of the overall
population of Canada and of those of the other coun-
tries quoted.

In the same way, even between countries with
advanced social welfare systems, Milton Roemer
showed that the result in terms of life expectancy is
better when the social welfare coverage is complete.
He thus attributed the difference in life expectancy
observed between Belgium and the Netherlands at the
end of the 1970s to the fact that, in the Belgian system,
health insurance was much more imbued with liberal-
ism (imposing on patients a large financial participa-
tion, which penalized the poor) than the Dutch system
in which almost everyone could consult doctors
without paying anything. And it is for the same reason
that the life expectancy of Austrians at the time was
lower than that of the British who apparently had a
lower standard of living or of that of the Australians
which was no higher than life expectancy among New
Zealanders, although their income per capita was
almost twice as high.

In the developing world there are also many exam-
ples of countries that are culturally similar and which
had, at the outset, comparable living standards but
where life expectancy has evolved differently. Figure
108–2 presents several cases based on life expectancy
estimates provided by the United Nations for the

period 1950–2000 (United Nations, 2003). In East
Africa, for example, it is possible to contrast, at least in
a first instance, the high increase in life expectancy
observed in Kenya and Zambia to the slow progress 
of Uganda and Malawi. It probably is due to the sub-
stantial efforts made by Kenya and Zambia in favor of
economic and social development in general, but also
of primary health care. Subsequently, however, AIDS
has hit these countries more violently, eating away at
a large proportion of the progress made. Is this to say
that their mode of development has made them more
fragile in the face of the AIDS epidemic? It may also
be that Uganda, which has resisted the epidemic 
better than the other countries in spite of being hit 
first, has adopted a better strategy in the fight against
AIDS.

In Western Africa, before the advent of AIDS, Côte
d’Ivoire (Ivory Coast) or Benin apparently imple-
mented policies for development and for health that
were much more efficient than those implemented in
Niger. It may of course be said that Côte d’Ivoire was
able to bolster such policies thanks to much more
favorable economic prospects, but this was not so 
true for Benin. On the other hand, as in the case of
Benin, Côte d’Ivoire was harshly hit by AIDS while
Niger was spared, which reduced the difference in 
life expectancy to nothing. In West Africa again, two
English-speaking countries belonging to the same sub-
region, Sierra Leone and Gambia, had life expectancies
that diverged greatly. Whereas Gambia, a small
country quietly implementing a development policy
that also addressed the issue of health, had a much
faster-than-average increase in life expectancy for sub-
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Saharan Africa, life expectancy stagnated in Sierra
Leone without it being possible to attribute this to the
recent political-military events only, however dramatic
these may have been.

In Southeast Asia, in Indonesia and to an even greater
extent in Vietnam, in spite of 30 years of war out of the 50
years observed here, life expectancies increased much
faster than in Myanmar, a country which, in spite of its
potential wealth, is far from being a star in terms of eco-
nomic and social-sanitary development.

Figure 108–2 also illustrates two types of contrasts
in South America. Starting with comparable levels of
life expectancy in 1950, two countries of the Guyana
Plateau, Venezuela and Guyana, have diverged a great
deal. Due in large part to its exploitation of oil
resources, Venezuela has benefited from a strong
increase in life expectancy. In Guyana, on the contrary,
life expectancy has only increased slightly, especially
since Independence, which did not produce policies
equal to the hopes it had fostered.

Inversely, Peru, Brazil and Paraguay, starting with
very different levels of life expectancy in 1950 have
converged greatly. Peru, an Andean country with dif-
ficult living conditions, has made spectacular progress
nonetheless, whereas Paraguay has progressed only
very slowly. Here again, differences in the approach to
economic, social, and health development undoubt-
edly have something to do with this.

3. At a Given Stage of 
the Health Transition

There are two different angles from which it is pos-
sible to try to evaluate the effects of policies on changes
in life expectancy, according to whether one considers
countries with similar conditions at the outset and for
which a divergence in mortality changes are observed
or whether, on the contrary, one compares countries
with relatively low levels of life expectancy with more
advanced countries that the former are catching up
with. In a recent study (Vallin and Meslé, 2004), we
showed that, at the level of the general history of
health improvements, these phenomena of divergence
and convergence could be related to an explanatory
model that should help provide a better understand-
ing of the relations between these movements of life
expectancy and the overall effectiveness of policies.
The idea is that when a major health innovation
emerges, such as vaccines and antibiotics in the past
or, more recently, new strategies in the fight against
cardiovascular diseases, a certain number of pioneer-
ing countries are able to develop policies to ensure that
the entire population benefits from these innovations.
In these countries life expectancy increases rapidly,

whereas in the others it stagnates (unless they have not
yet fully exploited all the resources of the previous
innovation and continue to do so). Subsequently,
however, countries lagging behind re-orient their poli-
cies to acquire the means to benefit from the new tech-
nologies, and they do so all the more easily when these
technologies become increasingly accessible, whereas
the pioneers tend to reach their upper limit because
they have almost exhausted their resources. The coun-
tries lagging behind are then able to catch up with the
pioneers, thanks to a more rapid increase in their life
expectancy.

If one reasons in terms of a group of countries
studied at a comparable stage of economic develop-
ment, for example, industrialized countries, and if 
following an innovation in health care some of these
countries progress rapidly whereas others stagnate, it
would be normal to attribute the advantage gained by
the leaders to a better overall policy. On the contrary
if situations converge, it would not be possible to claim
that the countries where life expectancy is increasing
fastest, to the point of catching up with those that were
in advance, practice a better policy than the pioneers
because the latter find themselves blocked by the
absence of another innovation. These countries are not
at the same stage of the health transition. However, 
it is possible to compare countries that are lagging
behind according to their capacity to catch up.

We have shown that in two or three centuries of
health transition, there have been at least two major
divergence-convergence movements of this type and
that a third may have started. The first is related to the
discovery of modern means of fighting against infec-
tion. It initially caused profound divergences between
several pioneering industrialized countries and the
others, and then the divergences developed between
developed countries and developing countries until
there emerged, especially right after World War II, a
global movement of convergence. The second, linked
to the implementation of policies able to check man-
made diseases and of efficient means to fight 
against cardiovascular diseases, concerns countries
which in the 1960s had reached a stage at which pos-
sible gains from fighting against infectious diseases
had become negligible, basically, the industrialized
countries. The third may have already begun due to
the major successes of some countries, which are
leaders in the fight against aging and in mortality
decline at advanced ages.

The most tangible example of divergence-
convergence and of the global role of policies in the
explanation is certainly the one that has, in the last 40
years, opposed industrial countries in the East and the
West (in the very political sense of these two cardinal
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points). Figure 108–3 illustrates the evolution in life
expectancy among the most significant countries, four
in the West and four in the East (Vallin and Meslé, 2004).

At the time these eight countries, all major indus-
trial countries in the developed world in the beginning
of the 1960s, had very similar life expectancies
(between 69 and 71 years) and had reached levels of
economic development, which even though dissimilar
(it is impossible to deny the fact that Eastern countries
were at a disadvantage) were very much in advance of
the Third World. Everywhere, infectious mortality was
reduced to such a degree that subsequent improve-
ments could no longer have a substantial impact on life
expectancy, whereas increases in life expectancy were
slowed down or even stopped because it was impos-
sible to make any substantial gains on other fronts and
because of the growing threat of man-made diseases
(traffic accidents, smoking, alcoholism, etc.). From the
second half of the 1960s, however, Western countries
simultaneously managed to curb man-made diseases
and reduce cardiovascular diseases, whereas Eastern
countries were unable to do so. In the West, increas-
ingly well-targeted policies concerning the consump-
tion of tobacco, road safety, work accidents,
alcoholism, and so forth bore fruit while new means
were used in the fight against cardiovascular diseases:

technological means, of course, but also changes in
behaviors, namely in eating habits. In Eastern coun-
tries, on the contrary, the mode of industrial develop-
ment made the fight against pollution and accidents
more difficult, whereas the decline in the value of 
individual initiatives created mentalities that were not
very conducive to adapting new behaviors in the pre-
vention of cardiovascular diseases (which require the
participation of each individual) in countries where
people were used to everything being done by the
State. Hyper-centralized policy strategies that had
proved very efficient in making available all the simple
means for fighting against infectious diseases turned
out to be inoperative for the much more subtle and
complex fight against cardiovascular diseases. Of
course, to these reasons must be added the fact that the
arms race and space exploration led the Soviet regimes
to economic and budgetary choices that had negative
on the development of other sectors, namely that of
health, depriving these countries of the means of
deploying new technologies in the fight against 
cardiovascular diseases for the benefit of the greater
number. The divergence of life expectancies observed
from 1965 to 1980 also directly results from the 
global political divergence between the two groups of
countries.
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From the end of the 1980s, however, this situation
evolved even before the fall of the Berlin Wall. In the
USSR (in Russia and Ukraine; see Figure 108–3), in
1985, the campaign against alcoholism conducted by
Gorbachev resulted in a leap forward in life
expectancy. This operation has since fizzled out, and
the tendency is toward deterioration in spite of sub-
stantial fluctuations. On the contrary, in the Czech
Republic, where the policy started to change even
before the country abandoned Communism, growth in
life expectancy resumed from 1988–1989, and Poland
followed suit two or three years later. These two coun-
tries are now on the verge of catching up with the
countries of the West, at least concerning cardiovascu-
lar diseases, since in the West, Japan, France, and a few
other countries may have already begun a new stage
(Vallin and Meslé, 2004), leaving behind other coun-
tries such as the United States.

However, even making comparisons at comparable
stages of health development, the benefit of such a
highly global approach to the effectiveness of policies
soon reaches its limit. It is not possible to determine
what, within a general policy orientation, is truly
responsible for success or failure in terms of improved
health. It is not known, except if one takes information
from other sources, which implemented measures
actually have had which effects.

It is therefore necessary to examine the different
measures or groups of measures (programs of action)
implemented to attain the objective. This is what we
will attempt to do now from two different angles: that
of (a) programs aimed at reducing and even eradicat-
ing a disease or a cause of death and that of (b) poli-
cies aimed at globally improving health or the survival
of a specific group within the population.

II. REACHING TARGETS 
IN PATHOLOGICAL TERMS

Concerning programs of action targeting specific
pathologies, it is necessary to distinguish between
several types of evaluations and to identify what we
are truly interested in.

There are two very different fields of investigation
in this area (Khlat, 1997b): (a) clinical trials, which
make it possible to test a procedure from the point of
view of its medical effectiveness as well as of its feasi-
bility (acceptability, practicability, etc.); and (b) large
scale programs of action, within the framework of a
health policy for the benefit of the entire population.
The first level is obviously fundamental; it is on the
basis of its results that the political authorities may
decide, in full possession of the facts, on such or such

a health policy orientation aimed at making best use
of scientific knowledge. For example, thanks to 
clinical trials it is possible to know whether one
vaccine is more effective than another, whether a given
antibiotic is more adapted in certain circumstances or
if a procedure for the early screening of cancer 
may help in improving the survival of patients. In
addition, many clinical trials are run, they are con-
ducted according to strict scientific rules, and they
provide proof of the effectiveness or ineffectiveness of
a given procedure.

But it is obviously not this type of evaluation that
we are interested in here. We have to judge, not the 
theoretical results of a procedure for the fight against
a disease, but the actual consequences on the popula-
tion of a program of action aimed at reducing, or even
eliminating, a disease or a cause of death. However,
there may be a great difference between theoretical
efficacy of a procedure and its practical effectiveness
when it is employed on a large scale in the field. For
example, within the framework of a clinical trial, the
protocol for the prevention or the treatment is admin-
istered under the direct and permanent control of spe-
cialized medical staff, whereas in the case of a
large-scale program the application of the protocol
depends largely on the willingness to participate and
attention on the part of the public or the patients.
Inversely, especially concerning contagious diseases,
action on a massive scale may change epidemiological
conditions and benefit the health of those who are
outside the scope of the program. In other words, the
same protocol may have more or less effectiveness in
the field than efficacy in a clinical trial.

Between the two, there are what might be called epi-
demiological tests in which an attempt is made to test
the effect in the field by applying the protocol in the
same conditions as in a global policy but on a small
sample of the population of which the changes in mor-
bidity and mortality are followed as the program is
implemented. At the same time the changes in the
same indicators in another control sample not sub-
jected to the program are followed (Khlat, 1997a). This
type of test is not in itself quite what we are aiming for
here since whatever is done there generally remains a
substantial difference between the test and the real-life
program itself. What is more, it is often difficult to
make a comparison with the control sample since,
apart from the ethical problems the method poses, the
latter may indirectly benefit from spin-offs of the
action conducted in the test area, as in the case of
several studies in Bangladesh for example (Mostafa
and Rahman, 1997; van Ginneken et al., 1998). What we
would like to discuss here, inasmuch as possible, is the
real demographic effect of a large-scale program of
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action aimed at fighting a given disease or cause of
death. It is in this area unfortunately that it is most dif-
ficult to obtain proof and where useful data are least
abundant. We will reason here in terms of mortality
given that morbidity data are even more incomplete.

A last preliminary precaution concerning language,
given that a large-scale intervention is involved, has to
be mentioned. As Myriam Khlat (1997b) points out, at
this level, there are two types of evaluation that must
be differentiated: that of the program and that of the
program results. It is the second type—the program
results—that interests us more.

1. Infectious Diseases

It was essentially the widespread use of vaccines and
antibiotics that made the spectacular decline of infec-
tious mortality possible in all of the developed coun-
tries initially and subsequently now in most developing
countries, even though in the old Europe their decline
had already begun thanks to improved diets and
hygiene. Although in many developing countries,
infection diseases remain major public health issues,
this is also greatly due to the fact that the policies imple-
mented have not yet made it possible for all popula-
tions to systematically benefit from them. Beyond this
obvious fact we will, however, try to take stock of the
progress of some of the major programs of action.

a. The Eradication of Smallpox

In Chapter 106 we evoked the long history of the
fight against smallpox from the ancient Chinese prac-
tice of variolization until its near disappearance in
developed countries thanks to the widespread use of
the vaccine developed by William Jenner at the end of
the 18th century and finally its total eradication all
over the world. Thanks to political action, the large-
scale use of Jenner’s technique was made possible in
Europe and North America, and it was political action
orchestrated on a global scale by WHO that made its
total elimination possible (see Chapter 107). This is 
the greatest historical example of a concerted and sus-
tained fight against a disease, and it is the only case to
date of the global eradication of a human disease
through the implementation of policies voluntarily
directed against it.

b. The Case of Measles

The case of measles is rather different. This disease
had disappeared in developed countries as the main
cause of infant deaths well before the first effective
vaccine was developed in 1969 (Vallin, 1992; Vallin and
Meslé, 1999). However, it continued, and still contin-

ues to be a serious disease and a major cause of infant
and child mortality in a number of developing coun-
tries, namely in sub-Saharan Africa. Is the vaccine the
tool on which the health policies of these countries
should be based? Measles is undoubtedly the most
interesting example for a discussion on the role of vac-
cination in the reduction of mortality. Since the end of
the 1980s, there have been two opposing theses on this
subject.

The first is based on the idea that measles is not a
serious disease in itself but only becomes so through
its possible complications, which only manifest them-
selves and turn to disaster if the child is badly fed
(Morley, 1973; Walsh, 1983). Therefore, any policy
based on seeking to provide good vaccination cover-
age against measles is pointless because the only 
children who risk dying from the disease are mal-
nourished children who would die in the short term
anyway even if not from measles (Mosley, 1985b). At
the end of 1980s, however, the Danish anthropologist
Peter Aaby (1988, 1989, 1992) conceived of a com-
pletely different explanation for the high lethality of
measles in Africa, thus reaffirming the importance of
anti-measles vaccination. According to him, the lethal-
ity of measles is not linked to a characteristic of the
host (malnutrition) but to the mode of transmission, as
children who receive a strong dose of the virus die
more frequently, whatever their nutritional state, than
those who receive only a small dose.

Until the middle of the 1990s, there were few studies
that allowed valid comparisons between the all-cause
death rate of children vaccinated against measles with
that of non-vaccinated children, even though a number
of limited studies supported Aaby’s thesis (Hartfield
and Morley, 1963; Kasongo, 1981; Aaby et al., 1984),
and, in a rather general manner in sub-Saharan Africa,
the results of vaccination campaigns were rarely as
effective as hoped. In 1996, however, Annabel Des-
grées du Loû wrote a book on the subject based on the
experience of Senegal. Her main conclusion was that,
although the results obtained during the vaccination
campaigns often seem disappointing, it is probably
because they are limited to spectacular operations
involving the massive distribution of vaccines at a
given moment and without a permanent structure able
to maintain the vaccination coverage thus obtained.
On the contrary, in the rarer cases when such a follow-
up is properly provided, measles disappears, which in
turn results in a substantial decline in total mortality.
But Annabel Desgrées du Loû also shows that, even in
the case of a vaccination campaign that is not followed
up, it is possible to observe a marked decline in total
mortality, as long as the “crackdown” operation in
question is sufficiently massive. The difference is that
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once the immediate benefit of the vaccination has
passed measles returns and mortality increases again
because the new cohorts of children are not vaccinated.
It should also be noted, that for quite a long time
afterward, the elder children are protected and the
new measles epidemics are less violent.

More generally, recent studies prove that the progress
made by the Expanded Program on Immunization (EPI)
makes it possible to obtain substantial declines in infant
mortality in Africa (see Chapter 107). Such is the case, for
example, of a study in Sierra Leone (Amin, 1996).
However, in Africa, at the national level, mortality is
only measured approximately and occasionally, within
the context of household surveys. No African country is
able to measure annual changes in mortality and to link
them, at this level, with that of vaccination coverage. It
is, of course, even less realistic to hope to make a com-
parison at a national level between total mortality and
mortality from measles, as the large-scale gathering of
causes of death poses a huge problem.

However, there is much hope today that measles
will soon be eradicated as was smallpox. In 1994, the
24th pan-American Health Conference set the objec-
tive of eradicating measles on both North and 
South America. The results have been remarkable due
to systematic vaccination. Measles has ceased to be
endemic in the Americas, most of the countries having
proved that the transmission has been interrupted. 
The last case of indigenous transmission, detected in
Venezuela, dates back to 2002 (de Quadros, 2004). 
It is true, that as long as eradication is not world-
wide, vaccination remains necessary to maintain this 
situation in the Americas, but if a single concerted
policy could be conducted with as much firmness on
a global scale, total eradication could be possible: “A
world free of measles by 2015 is not a dream” (de
Quadros, 2004; p. 138).

c. Influenza

Influenza, which 40 years ago was still very deadly,
is another story. After smallpox, influenza is perhaps
the only major cause of mortality for which vaccina-
tion has played a decisive role in Europe. In France, for
example (Figure 108–4), until toward the end of the
1960s, this very infectious disease was responsible for
a mortality that varied between 5 and 50 per 100,000.
The development of the first vaccine (1945) had no
visible effect. For each flu epidemic, it was necessary
to have a vaccine capable of anticipating the mutations
of the virus. As soon as the polyvalent vaccine was put
into service and introduced in France in 1970, mortal-
ity caused by flu collapsed. The disease is still an 
epidemic but it kills fewer and fewer people as the vac-

cination coverage progresses, namely among elderly
people. From this point of view, the availability (free
of charge in France) of this vaccine from the age of 65
and the campaigns to promote it have played a very
important role in the decline in mortality at advanced
ages. Flu epidemics were accompanied by high excess
mortality due to associated diseases (pneumonia,
bronchial pneumonia, etc.). At the same time their
decline eliminated in France the last cause for annual
fluctuations in total mortality and substantially con-
tributed to the increases in life expectancy obtained
during the 1970s and 1980s.

d. Malaria

Malaria, caused by a parasite (Plasmodium) trans-
mitted to humans by a mosquito (the anopheles), is
still responsible for high mortality in many tropical
countries, namely in Africa. Although it is one of the
first tropical diseases that modern medicine has
tackled, namely for the benefit of the colonizers whom
it hit hardest, there still is no vaccine against it, in spite
of periodic announcements. Two types of actions are
implemented: (a) action against the parasite, through
the administration of quinine, known about since the
18th century, or synthesized products developed after
World War II, both preventively and curatively; and (b)
action against the vector, either through destroying 
its favorable environment (draining of wetlands),
through the setting-up of a barrier again the host
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vector (mosquito nets, protective clothing, etc. impreg-
nated with repulsive products) or by the destruction
of the mosquitoes themselves, through the pulveriza-
tion of insecticides, the most famous being DTT, which
was developed during World War II.

It is against this highly endemic disease in many
developing countries that the World Health Organiza-
tion directed one of its first major vertical health pro-
grams.This strategy was very successful in Sri Lanka
at the end of the 1940s. Following a massive campaign
in 1945–1946 to destroy the mosquitoes by systemati-
cally spraying DDT all over the island (70000km2),
malaria disappeared (only to return two decades later)
and life expectancy made a spectacular leap forward
from 46 years in 1945–1947 to 60 years in 1954. The
relation between these two latter phenomena was
indeed questioned (e.g., by Frederiksen, 1960, 1961,
1966) on the grounds that the mortality decline had
already begun before and that the causes of the decline
following the eradication campaign had no more to do
with the results of this campaign than before.
However, several meticulous studies have since con-
firmed the major role played by the eradication of
malaria in the mortality decline (Newman, 1965, 1977;
Gray, 1974; Molineaux, 1985). By analyzing mortality
change by district, it is possible to compare the results
obtained according to the highly variable degree of
malaria infection in each district. Districts never
having been infected can serve as control areas, as in
a real-life test-case study (Figure 108–5). It is also pos-

sible to establish a model according to the degree of
malaria infection of the districts. Assuming that
without eradication of malaria, mortality decline
would be the same in absolute value in all the districts,
Paul Newman demonstrated that 43% of the decline of
the crude death rate observed on the scale of the island
between 1946 and 1960 (representing a reduction of
20% of the rate of 22 per 1,000 observed in 1946) was
due to the eradication of malaria. However, Ronald
Gray, believing this hypothesis underestimated the
reduction of possible mortality without the eradication
of malaria, considered it more appropriate to assume
the decline in the absence of eradication to be propor-
tional to the initial death rate. He thus showed that
eradication had nonetheless caused a 27% decline in
total mortality. Therefore neither the (temporary)
success of the eradication campaign nor its major
impact on total mortality may be denied.

Unfortunately eradication was not definitive, as
malaria reappeared in Sri Lanka in the 1970s. As long
as eradication is not obtained at a global level, the
disease can reinfest a country and become endemic
once again. Sri Lanka is the only example of the suc-
cessful eradication of malaria at the level of an entire
country. Malaria was indeed eradicated in Mediter-
ranean areas, but the endemia had never been as
strong and as generalized as in tropical regions. There
is of course the experience of Guyana where malaria
was also eradicated from the most populated part of
the country, at the same time and with the same
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methods used in Sri Lanka (Molineaux, 1985), with
comparable results (Newman, 1965; Giglioli et al.,
1976) (Figure 108–6). But this did not concern a whole
country. The operation was conducted only along the
narrow coastal stretch where the sugar cane planta-
tions are situated (and 90% of the population), and it
was not very difficult to systematically spray the DDT.
For the rest, only very localized operations were done,
more for experimental reasons than with the aim of
eliminating the disease from the country, as for
example in Kisumu in Kenya (Payne et al., 1976) or 
in Garki in Nigeria (Molineaux and Gramiccia, 1980;
Cohen, 1988). Even though these trials generally pro-
duced rather convincing results, the means needed to
extend them over the whole country were never made
available. It should be said that to do in a country like
Nigeria or the Democratic Republic of Congo what
was done on the Island of Ceylon or in the coastal
region of Guyana would have required investing con-
siderable financial and human resources to which pri-
ority has never really been given. Lastly, it should be
added that when one considers the experience of Sri
Lanka, which also proves that even on an island
malaria can return after 20 years, without strong inter-
national concerted action, reluctance to do anything at
the level of a single country is understandable. Rightly
or wrongly, there has never been, in the case of

malaria, anything done on the same scale as the vast
global operations for the eradication of smallpox or as
the EPI. However, in the meantime the mosquitoes
have acquired a certain resistance to insecticides
whereas the parasites have mutated toward forms that
are increasingly resistant to quinine and its deriva-
tives. New products are constantly being developed,
but the disease always ends up adapting itself.

e. AIDS

AIDS, a disease that appeared in the early 1980s,
occupies an exceptional place in medical history and
represents a major challenge to present-day health
policies. It has even cast some doubt over the cele-
brated triumph of modern medicine over infectious
diseases. In fact, it has not totally called into question
the first phase of the health transition, that is, the phase
in which infectious diseases are eradicated or largely
controlled (Caselli et al., 2002; Vallin and Meslé, 2004),
which is nothing more than what Abdel Omran (1971)
referred to as epidemiologic transition (see also
Chapter 57). Rather, it has only delayed, sometimes
very seriously, its completion in a certain number of
countries with very vulnerable economic and socio-
cultural contexts. It is particularly interesting to
examine here, at different levels, some of the aspects
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of the health policies implemented in response to the
epidemic.

Even if it is almost certain that its origin is African
(Grmek, 1989), the epidemic was first observed in
developed countries, namely in North America where
it severely hit homosexual populations. In San Fran-
cisco, for example, which was at the epicenter of the
beginning of the epidemic, the homosexual commu-
nity was rapidly decimated (Hessol et al., 1992). As
soon as the syndrome was described, the cases multi-
plied very quickly and all the patients seemed fated to
die. At the beginning of the 1980s in the United States,
the number of AIDS cases doubled every six months
(Allen, 1984, Grmek, 1989). From 200 cases identified
at the end of 1981, the number of affected people
increased to 450 in mid-1982, to 750 at the end of 1982,
to 1,800 in mid-1983, to 3,000 at the end of 1983
(Grmek, 1989, p. 72). This rapid growth provoked a
great deal of emotion within the scientific community
and led very early on to nightmare scenarios since no
treatment seemed to have an effect. The fact that this
sudden eruption first appeared to threaten developed
countries had important consequences for the orienta-
tion of the policies implemented, some of which were
very positive, others much less so.

On the positive side it should be stressed that a 
considerable effort was immediately deployed in the
area of research. In the field of biology, but also in 
epidemiology, demography, and sociology, impressive
and unprecedented means were mobilized for research
on this infectious disease, inciting lively competition
between researchers on each side of the Atlantic. Very
soon, as early as 1983, the pathogenic agent was iden-
tified by the team of Luc Montagnier at the Institut
Pasteur (Barré-Sinoussi et al., 1983), opening the way
to more targeted research toward finding potential
ways of fighting the disease. But the less positive side,
residing in the fact that the alert was first triggered off
in developed countries and in a specific context of the
mode of transmission of the disease is that, very
quickly too, the race to find an effective and lucrative
treatment prevailed over research into finding a
vaccine. A first step toward treatment was made in
1984 with the discovery of the anti-retroviral proper-
ties of AZT, which made it possible to increase
patients’ life expectancy, which had hitherto been very
short (Fischl et al., 1987). Then in 1996, much more
effective tri-therapies were developed, even though
they presented considerable disadvantages and do not
yet provide a total cure (Amoroso et al., 2002). A
vaccine still has not been found.

The way the epidemic has evolved in the develop-
ing countries and especially in sub-Saharan Africa
shows to what extent such a vaccine is needed. In the
developed countries, the epidemic never really spread

beyond three specific categories of population at risk:
homosexuals, drug users, and persons having received
blood transfusions. In particular, heterosexual trans-
mission, the means for the virus to access the popula-
tion as a whole, has always remained very limited in
the North.5

For each of these three populations (homosexuals,
drug users, and receivers of blood transfusions), spe-
cific policies have been conducted, based on the mode
of transmission. Concerning persons receiving blood
transfusions, the epidemic was almost immediately
stopped thanks to a reorganization of blood collection
procedures, making it possible to exclude contami-
nated blood. Concerning drug users, the channel of
infection is the shared syringe. Policy targeting drug
users consisted of convincing the people concerned
not to use the same syringe twice, either through infor-
mation campaigns or through needle exchange pro-
grams that provided for the exchange of syringes free
of charge (Stine, 1998, Chap. 9). The results were
radical in the countries of the West. Since the end of
the 1990s, drug users have only represented a small
proportion of the new cases of contamination (see, e.g.,
for France: Lert et al., 2004). Concerning homosexuals,
the most urgent messages were prevention and avoid-
ing unprotected sex. It was also just as important to
understand why in the countries of the North sexual
transmission was essentially homosexual. When it
became clear that the main factor for the difference was
due to the greater frequency in changes of partners or
to the fact of having multiple partners (Brouard, 1994),
greater insistence was also made on the importance of
changes in behaviors and on the absolute necessity of
practicing safe sex in unstable relationships. Targeted
information campaigns also played an important role.
Lastly, even though heterosexual transmission has 
not developed much, it is nevertheless important to
avoid it happening and, here again, since prevention
depends essentially on the use of condoms in casual
sexual relations, general campaigns for the promotion
of new behaviors have been directed toward the
young, for example, whereas easier access to condoms
has been provided.

As for those who have HIV/AIDS, the number of
which has never been huge compared to the other
causes of morbidity, in addition to looking for treat-
ments the main effort has been making such treat-
ments available to them as much as possible as soon
as they are developed. This has been especially impor-
tant because these treatments are very expensive.
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5 It should be noted, however, that one factor contributing to the
continued prevalence of AIDS in certain European countries is the
arrival of immigrants carrying the virus, especially from sub-
Saharan Africa. In France, for example, this is the main component
in female prevalence (Lert et al., 2004).



However, given that the number of infected persons
has been contained, it has been relatively easy to
ensure the collective funding of these treatments in
rich countries.6

As a result in the developed countries, the initial
dizzying increase in the number of new AIDS cases
was very quickly reduced. In Europe (except for the
countries of the former USSR), progression of HIV
prevalence seemed to stop at the end of the 1980s, and
if since the beginning of the 1990s it has remained at
an almost constant level of 50 per 1 million inhabitants
(EuroHIV, 2003, p. 40), it is essentially because of
improved screening. But above all, the arrival of tri-
therapies made it possible, in the second half of the
1990s, to reduce the prevalence of the AIDS disease
faster than it increased. From over 60 per 1 million
inhabitants in 1994 it has declined to 25 in 1998 and 20
in 2002, whereas mortality from AIDS dropped to
under 10 per million after having culminated at close
to 50 in 1995 (EuroHIV, 2003, p. 40).

The situation has been almost the same in North
America. In the United States, after having reached a
peak of close to 80,000 in 1993, the annual figure of new
AIDS cases dropped to under 50,000 in 1997 and has
stabilized at approximately 40,000 since then. The
number of deaths due to AIDS peaked at 51,000 in 1994
before declining quickly and leveling off at 20,000 in
2000–02 (CDC, 1995, 2002).

Although the disease has not been eradicated, it has
ceased to be epidemic. On the negative side is the sit-
uation in the former USSR (especially Russia) where
HIV prevalence has recently soared, burdening 
these countries with what the OMS refers to as “the
seeds of potential massive epidemics” (WHO-BRE,
2002, p. 22).

The situation is completely different in developing
countries and especially in sub-Saharan Africa. In this
region, by far the most affected in the world, the trans-
mission of AIDS, which is essentially heterosexual,
presents a grave threat to the whole population. This
is due to the same reasons as the high degree of homo-
sexual transmission in Europe and North America: fre-
quent changing of partners and multiple partners
(Brouard, 1994). Even if these phenomena are less
developed as they were among homosexuals,7 they

have led to the whole of the population being affected
by the epidemic which in certain countries, especially
in Southern Africa, has reached frightening propor-
tions, the prevalence of HIV infection reaching as
much as 15% or 20% of the total adult population. In
some countries, life expectancy has declined by
between 15 and 20 years or even more. According to
the United Nations, in 15 years, South Africa has lost
15 years in life expectancy, Zambia 20 years, Botswana
25 years, and Zimbabwe almost 30 years (United
Nations, 2003).

These countries are almost completely powerless in
the face of this disaster. Those worst hit are not,
however, those lagging furthest behind in Africa in
terms of health development. The four countries men-
tioned earlier were even those where life expectancy,
in sub-Saharan Africa, had progressed most since
World War II. Yet, their health systems were com-
pletely overwhelmed by the scale of the disaster and
their economic and social structures badly affected by
a sudden mortality crisis in the age groups of the eco-
nomically active. And the result was just as disastrous
in countries slightly less affected but much less pro-
vided for before the epidemic. Of course, no African
economy was able to cover the cost of caring for AIDS
victims and this remains largely the case, even with
access to cheaper generic drugs. Patients continue to
die in a short time. The only policy that is realistically
possible is prevention through information campaigns
and the promotion of changes in behaviors in favor of
more stable unions and the use of condoms in casual
sexual relations. Substantial efforts have been made in
this direction by the countries themselves and by the
international community. But here again the task is
huge since not only well-defined categories of the pop-
ulation need to be contacted, as in northern countries,
but the population as a whole, in the most remote rural
areas as well as in the big cities. Until now, in spite 
of the already very high prevalence rates reached, the
epidemic is far from having been brought under
control in Africa and is becoming an even greater
threat in other regions of the South.

In Asia, Thailand was the first country to be hit by
AIDS and has suffered hardest with approximately
one million persons infected since the beginning of the
epidemic for a total population of 61 million inhabi-
tants. Government response to AIDS in Thailand was
rapid with the implementation from 1987 of a multi-
sector program to fight the epidemic. This program,
which associated all the ministries, nongovernmental
organizations, and different private donors and com-
panies, set five priorities: informing and educating the
public (prevention); human rights and social assis-
tance; promoting research; providing patients with
treatment; and covering its cost. These efforts soon
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6 It should be noted, however, that although AIDS treatment
benefits from collective coverage, either totally or for the most part,
in most European countries and in Canada, this is much less the case
in the United States where Medicare and Medicaid now cover only
20% of patients.

7 According to Nicolas Brouard (1994), whereas the rate of
partner change (average number of new partners per year) was 7 in
the cohort of homosexuals in San Francisco, among heterosexuals it
is approximately 3 in sub-Saharan Africa compared with hardly
more than 1 in Europe or in North America.



bore fruit as shown by the remarkable decline in HIV
prevalence among young army recruits, which
dropped from 12% to 8% between 1991 and 1995 due
to changes in their behaviors (reduced frequentation of
prostitutes, increased use of condoms) (Nelson et al.,
1996). It is striking to note in this instance the impor-
tance of experience acquired previously in the area of
family planning. The fact that Senator Meechai Vira-
vaidhaya, often nicknamed “Mr Condom” who heads
the Association for Population and Community
Development, was the national leader for the family
planning campaign before being in charge of the fight
against AIDS certainly played a major role.

In Uganda, the prevalence rate peaked at 12% in 
the mid-1980s and even declined slightly after that
(Mulder et al., 1994), much less than the level reached
in South Africa, where the epidemic only really took
off in the mid-1990s. But even if the remarkable pre-
vention policy implemented in Uganda may be
evoked, the reasons for this difference remain uncer-
tain (Caraël and Holmes, 2001).

For the African countries most affected, as well as
for other developing countries where the epidemic
remains a serious threat, only a vaccine could provide
tangible hope to gain real control over the disease. But
the development of such a vaccine has turned out to
be a long and costly process and for the pharmaceuti-
cal laboratories, the drug market is financially much
more interesting. The African AIDS epidemic is one of
the most serious international health policy failures in
recent decades.

2. The Fight against Man-made Diseases

It is a known fact that during the 1960s growth in
life expectancy was curbed, even blocked for a time, in
most industrial countries (apart from the notable but
almost unique exception of Japan). Apart from the fact
that infectious mortality had become so low that sub-
sequent successes in this area had no more effect on
life expectancy, the latter increasingly came under the
attack of what Abdel Omran (1971) called “man made
diseases.” How have health policies contributed to
reversing this trend? We will evoke three cases: alco-
holism, smoking, and road accidents.

a. Alcoholism

Even if the (very moderate) consumption of alcohol
is becoming increasingly acknowledged as having
some positive effect on health (Poikolainen, 1995;
Holman et al., 1996), it is obvious that an abusive con-
sumption of alcohol is deadly. It is deadly either
directly and brutally (acute alcoholism, sudden aggra-

vation of cerebrovascular diseases) or more slowly (cir-
rhosis of the liver, cancer of the oesophagus, alcoholic
psychosis, etc.), or indirectly (accidents at work or road
accidents, homicide, suicide). In certain countries, such
as France, Russia, and other Eastern European coun-
tries, mortality due to alcoholism, which grew rapidly
at the end of the 19th century, became exceptionally
high after World War II. In the mid-1960s there was a
reversal of this trend in France, whereas it increased in
Russia.

In the case of alcohol-related mortality a simple
policy, not even necessarily intended principally to
that end, can have a considerable impact. For example
in France the 1957 Loi d’assainissement économique et
financier (Law for Economic and Financial Stabiliza-
tion) resulted in a sudden increase of one year in life
expectancy, essentially due to the immediate decline in
mortality caused by acute alcoholism and alcoholic
psychosis, but also by alcoholic cirrhosis of the liver
(Figure 108–7). Not only did this law considerably
restrain the capacity for consumption of the French,
but it was also accompanied by an increase in taxes per
liter of red wine which raised the price from 0.92 francs
to 1.40 francs per liter (Meslé and Vallin, 1993). This
type of effect, however, is short-lived because in the
absence of a sustained campaign against alcohol
abuse, consumption and mortality return as soon as
the standard of living rises again. In fact, in France, this
measure was only a sort of accident in a panorama that
included many other, more precisely targeted meas-
ures,8 the cumulated effects of which finally resulted
in a lasting change in the trend of alcohol-related mor-
tality after 1965 (Vallin and Meslé, 1988, Nizard and
Munoz-Perez, 1993).
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8 Measures reducing access (e.g., the gradual closing down of
drinking establishments, the number of which continually declined
between 1954 and 1991; regulation of sales outlets, especially at the
workplace; and the gradual disappearance of the privilege of home
distillers in 1960), development of preventive measures against road
accidents (creation of the offense of driving under the influence of
alcohol in 1958) and in schools (screening of early alcoholism in
schools, and from 1955, education programs on alcoholism), organ-
ization of anti-alcohol advertising campaigns (the slogans of some
of which have remained very popular, such as the one of 1956, “les
parents boivent les enfants trinquent” [The parents drink and the
children suffer] or “boire ou conduire, il faut choisir” [Drink or
drive, you have to choose], “boire un petit coup, casse cou” [To have
a drop is reckless], “un verre ça va, trois verres bonjour les dégâts”
[One drink’s fine, three are trouble]) etc., the regulation of advertis-
ing in 1960 (forbidding the association of alcohol with sports or 
with automobiles, or forbidding claims of stimulating or aphrodisiac
properties, etc.), control of the quality of wine (with the obligation,
in 1964, of distilling or converting into vinegar low-quality 
wines and the creation, in 1965, of a VDQS label) (Berger et al., 
2000).



The anti-alcohol campaign conducted by Mikhail
Gorbachev in 1985 in the USSR under Perestroika was
different and involved a reduction in production,
reduction in sales (controlled by the State), increase in
prices, and restrictive measures against home distill-
ing (Shkolnikov and Nemtsov, 1997). The effect on life
expectancy was immediate: whereas it had been de-
clining for 20 years, from 1984 to 1987, it suddenly
increased by 3.2 years for men and 1.4 years for
women (Meslé et al., 1994; Shkolnikov et al., 1995). It
has been demonstrated that this sudden improvement
was entirely due to a sudden decline in alcohol-related
mortality, either directly under the form of accidental
alcohol poisoning (under which heading acute alco-
holism and alcoholic psychoses were included) or of
cirrhosis, or indirectly through a decline in the number
of homicides, suicides, and accidents in the workplace
and on the roads (Figure 108–8) (Meslé et al., 1998).

The decline in violent deaths alone explains 53% of
the increased life expectancy among males and 33%
among females (Meslé and Vallin, 2003a), and the rest
is in all likelihood due to a slight reduction in deaths
from other causes (namely cardiovascular diseases)
greatly influenced by alcohol. Lastly, even if these
improvements had begun slightly before the official
launch of Gorbachev’s anti-alcohol campaign, it was
also clearly demonstrated that most of the decline in

alcohol-related mortality and the increases in life
expectancy were directly linked to a reduction in the
consumption of alcohol following the campaign itself
(Figure 108–9) (Meslé et al., 1994; Shkolnikov and
Nemtsov, 1997). In that sense, it can indeed be said that
this energetic anti-alcohol campaign had a major
impact. However, the effect was short-lived. The Gor-
bachev government soon had other urgent matters to
deal with, and the anti-alcohol restrictions soon fell
into abeyance. From 1989 life expectancy started to
decline once again and this decline accelerated further
in 1993–1994, after the collapse of the USSR because of
the serious economic and social crisis set off in Russia
by the sudden and ill-controlled transition to a market
economy. Before this crisis, the relapse was entirely
attributable to a resumption in the consumption of
alcohol; with the crisis, of course, many other causes
came into the equation, but alcohol continued to play
an important role (Meslé et al., 1998).

However effective at the time, a crackdown such as
the one in 1985 in the USSR can only have very tem-
porary effects. The fight against alcoholism requires a
real cultural revolution and only a long-term policy
focusing on information and education rather than on
repression can have a sustained impact. In the coun-
tries most affected, strong belief in the virtues of
alcohol is the main obstacle that needs to be overcome.
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b. Smoking

Tobacco is harmful to health in several ways. It
especially affects the aerodigestive tracts (oral cavity,
pharynx) and the rest of the respiratory system
(larynx, trachea, lungs), by provoking cancers of these
tissues but also by causing other respiratory diseases
(emphysema, chronic bronchitis, etc.). Moreover, some
of its components, passing through the blood, are also
aggravating factors for a number of diseases, of which
the following are at the top of the list: ischemic heart
diseases, aortic aneurism, and cancers of the bladder
and the pancreas. A number of studies have revealed
the impressive evidence of excess mortality provoked
by smoking. Cuyler Hammond (1966) demonstrated
that out of a sample of one million Americans, for
example, men aged 45–54 smoking 40 cigarettes a day
or more had an all-cause death rate nearly three times
higher than that of nonsmokers, whereas, for France,
Michel Blanc (1985) calculated that the elimination of
smoking as it prevailed in 1968 would enable males to
increase their life expectancy by 3 years.

As in the case of alcoholism, the situation cannot be
improved simply by waving a magic wand. It requires
a sustained policy in which health information and
education of the masses play as much of a role as reg-
ulating the production and distribution of tobacco as
well as protecting living environments. In the case of
tobacco the problems are even greater than with
alcohol because its addictive power operates even
faster.

It is in the United Kingdom that the first benefits
were reaped from a policy of information and preven-

tion. However, paradoxically, actual government
action was relatively limited (an information cam-
paign against the dangers of smoking and the setting-
up of health centers to help people who wish to stop
smoking, and then, in 1964, the banning of advertising
of tobacco on television), but it was greatly backed up
by private initiatives and strong public awareness,
namely thanks to follow-up work by doctors (RCP and
ASH, 2002; Doll et al., 2004).

A study by The Royal College of Physicians (RCP,
2000) shows that smoking, which had taken unprece-
dented proportions after World War II (as much as 60%
of smokers among men and more than 40% among
women), had declined slightly at the beginning of the
1960s, at the time when a major survey among British
doctors was being conducted, but it took until the
second half of the 1970s for a continued decline to
occur, first among men, then very soon after, among
women (Figure 108–10). In 1997, the last year for which
data were available for the drafting of the report, the
proportion of smokers had dropped to an equal 25%
level among both sexes.

The example of the United Kingdom was soon fol-
lowed by other English-speaking countries (namely
the United States) and Northern European countries,
and later by the other European countries.

In terms of mortality, it is easy to identify the con-
sequences of these changes on the evolution of mor-
tality caused by lung cancer, presented in Figure
108–11 for six European countries and by sex. The
effect of the decline in smoking was obviously not
direct. One sees, for example, that in the United
Kingdom the first decline in the 1960s only slowed
down the increase in male mortality by respiratory
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cancer and the reason why the strong decline begun 
in 1976–1977 coincides with a complete halt in the
increase of this mortality is especially because male
smoking ceased to grow from the end of the 1940s.
Mortality among women, whose consumption of to-
bacco only really ceased increasing at the beginning of
the 1970s, continued to get worse. However, it is the
decline in smoking among both sexes from the end of
the 1970s which also finally resulted in a decline in
male lung cancer mortality and halted the increase in
female lung cancer mortality. At the end of the 1990s,
the decline obtained among men was substantial (close
to 40%), and it seemed that the decline was beginning
among women.

Concerning men, rather similar results were ob-
tained at about the same time in Sweden, a country
where respiratory cancer mortality has never been as
high as in the United Kingdom. But this was also the
case, a little later, in the Netherlands, where male lung
cancer mortality reached a level at the beginning of the
1990s that was even higher than the maximum ever
observed in the United Kingdom. On the other hand,
in France, although the increase in male lung cancer
mortality was curbed from the end of the 1970s, the
real turnaround was still hardly noticeable at the end
of the 1990s. This is because the anti-smoking cam-
paigns there were started later and have only been
raised to a higher pitch in recent years.

Concerning women, the situation is even more
problematic. Indeed, everywhere traditionally women
have always smoked much less than men, but this dif-
ference has greatly reduced until it has sometimes
completely disappeared and, except in the United

Kingdom, female consumption has constantly
increased in each of the countries represented in Figure
108–11, which explains the reason why the increase in
lung cancer mortality continues there. Why do anti-
smoking policies have less influence on women than
men? Women, notably young women, undoubtedly
have more reasons than men to resist the new social
pressure from anti-smoking campaigns. For many of
them smoking was and still is a symbol of emancipa-
tion to which they attach more importance than to the
need to stop smoking in order to prevent hypothetical
lung cancer.

c. Road Accidents

Road accidents did not start with the advent of the
automobile but the latter increased their impact very
much. The development of road traffic with the inven-
tion of mechanical horsepower made road accidents
one of the leading causes of violent death. At the end
of the 1960s, more than 15,000 people died each year
on the roads in France each year, representing a crude
death rate of more than 30 per 100,000 inhabitants,
comparable to figures in the United States (26) and
Germany (30). In fact, the number of road deaths in
France exceeded 15,000 in 1967 and reached its
maximum of 18,630 in 1972 (Vallin and Chesnais,
1975). Policies were relatively quickly implemented to
deal with this problem at different levels (see Chapter
107), but it was only starting in the 1970s that this
modern-day problem was curbed in most European
countries (Figure 108–12). It was also at this time that
road accident mortality declined noticeably in Japan,
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North America, and Australia. However, it is continu-
ing to grow in many developing countries.

One of the major ways of preventing road accidents
has been and still is to improve the road network and
the vehicles. However, the results of these improve-
ments are ambiguous to say the least. Let us take, for
example, the construction of motorways. There is no
doubt that motorways are much less dangerous than
ordinary roads. In France, for example, the number 
of deaths per kilometer traveled is 3.5 times less on
motorways than on primary or secondary roads
(DSCR, 2004). The increasing importance of motor-
ways in road transport has therefore saved many
human lives. However, the development of motor-
ways has enabled a much greater number of vehicles
to get onto the roads and has subjected a growing pro-
portion of the population to the risk of accidents. It is
true that the development of transport is an essential
factor for economic development, but, at this level, it
is transport policy as a whole that is called into ques-
tion. A considerable investment into road transport has
obviously been made to the detriment of other much
less dangerous means of transport, such as air travel

or railway. The development of roads and automobiles
has also created the conditions of a cultural preference
among the public for the most dangerous means of
transport, whereas the lack of investment into railways
or fluvial navigation has diverted goods traffic to the
roads, making them even more dangerous. This choice
concerning the society we live in was made in all the
industrial countries at the turn of the 1950s–1960s and
is something that is difficult to reverse today.

Nevertheless, road safety policies have been rein-
forced everywhere (see Chapter 107), and in almost all
the industrial countries, a significant change occurred
in the mid-1970s. The movement was particularly syn-
chronous in Europe, as shown in Figure 108–12. It was
the consequences of two factors combined. The accu-
mulation of preventive measures (improvement of the
road network and of the safety of the vehicles, speed
limits, wearing of safety belts, etc.) finally yielded its
dividends, but at the same time the shock of the oil
crisis in 1973 provoked among drivers a change in atti-
tude toward speed, a great consumer of fuel.

Thus, thanks to an accumulation of complementary
measures, road safety policy has made it possible to
reverse the trends in most developed countries. Nev-
ertheless, something that should not be ignored 
is the importance of the influence of temporary phe-
nomena which may act either positively or negatively,
nor, above all, should it be forgotten that this question
remains far from resolved in developing countries
where road accidents are increasingly becoming a
major public health issue.

3. The Fight against 
Cardiovascular Diseases

Beyond curbing man-made diseases, the success
won over cardiovascular diseases was a crucial factor
in the return of a sustained increase in life expectancy
in industrialized countries from the beginning of the
1970s. This event even occupies such an important
place in changes in health in the last three decades of
the 20th century that we have already substantially
covered it in our first section on the global evaluation
of health policies. We have, in particular, already
stressed the profound difference between East and
West engendered by the opposition between the
success of the policies conducted in the West in this
area and the incapacity of Communist countries to
implement adequate strategies.

We shall therefore simply complete it here with a
few points of detail based on the example of France,
the country for which we have reconstructed death
series by constant cause definition since 1925 (Vallin
and Meslé, 1988, 1998; Meslé and Vallin, 1996), an
absolute prerequisite for following over time the dif-
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ferent components of cardiovascular mortality. In fact,
in France, total cardiovascular mortality had started to
decline long before the 1970s, but this slow global
decline was the result of contrary movements of causes
toward decline (heart failure, pulmonary heart dis-
eases), stagnation (cerebrovascular diseases), or in-
crease (acute myocardial infarction), and it was when
cerebrovascular mortality started to decline and, above
all, when the trend concerning myocardial infarction
was reversed, that the global decline in cardiovascular
mortality took off decisively.

Two major factors have played a part in ensuring
the success of the policies conducted in this area: the
dissemination of new technologies and changes in be-
havior. Figure 108–13 clearly shows how the accumu-
lated positive effects of new technologies have
weighed in the balance toward a reversal of the unfa-
vorable trend of myocardial infarction mortality:9

monitoring and control of hypertension (with the dis-

tribution of spironolactone from 1960, of methyldopa
from 1964, of beta blockers from 1968, and of clodinine
since 1971), prevention of angina pectoris (beta 
blockers), treatments against thrombosis (a second
generation of thrombolytics effective against athero-
matus coronaries and brought out from 1970), coro-
nary by-passes (performed for the first time in 1967),
the organization of emergency procedures that became
very effective from the 1980s with the setting-up of
Service d’assistance médicale d’urgence (Emergency
Medical Assistance Service), and so forth (Biraben,
1988).

But the second factor behind the reversal in the trend
is no less important. The increase in mortality was due
to that of the risk factors. We have already mentioned
the role played by smoking and alcoholism. The period
of the 1950s and 1960s was also marked by a change in
diet under the effect of a higher standard of living (with
the increase in the consumption of animal fats), the
transformation toward a sedentary lifestyle (with work
evolving, less manual and more office work), not to
mention pollution of the environment, all of which con-
tribute to high cholesterol and hypertension. The rever-
sal of the trend toward an increase in infarction
mortality observed at the turn of the 1970s reflects not
only the distribution of new medical technologies
enabling early diagnoses and treatment, but also a
change in behaviors toward risk factors.
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9 However, one should be cautious about the extent of the
increase in myocardial infarction mortality as about the decline due
to certain ill-defined causes such as, namely heart failures and, espe-
cially, ill-defined heart diseases. Even after reconstruction of death
series by constant cause definitions, the real content of the different
sections remains subject to changes due to improved diagnostic tech-
niques. It is almost certain that the increase in infarction mortality
during the 1950s and 1960s is lower than Figure 108–12 suggests.
This bias does not, however, call into question the reasoning.



In both cases the precise role played by health poli-
cies, in the strictest sense of the term, is rather difficult
to determine. It is obvious that in a country like France
where costs are essentially covered collectively, this
greatly facilitated quick access for the majority of the
population to often very costly new technologies. In
the same way efforts to provide information and edu-
cation concerning a healthy diet and attention to early
symptoms and screening for cholesterol and hyper-
tension also have played an important role. But more
generally, success has come in the form of awareness
on the part of the public and the patients themselves
of the fact that improved health in general and in the
area of cardiovascular diseases in particular requires
that everyone should play their part.

Figure 108–13 shows rather clearly that, at least
until 1996, the year at which the graph stops, the
decline in myocardial infarction mortality was more
rapid among women than men in spite of the latter
having higher rates. The reason is that women,
because of the greater attention they pay to their
bodies, were more willing than men to adopt the nec-
essary changes in behavior and to benefit from tech-
nological progress (see Chapter 53). Since then,
however, we know that men have made up for most
of their disadvantage by adopting behaviors more
favorable to their health (Meslé, 2004a). Success in 
this case results therefore more from a global social
change than from the implementation of precise health
measures.

III. FULFILLING OBJECTIVES
TARGETED IN TERMS OF GROUPS

A third way of evaluating health policies consists of
examining whether or not and to what extent specific
programs aimed at reducing the morbidity or mortal-
ity of certain target groups are crowned with success.
At a given stage in socio-sanitary development it is
indeed in the collective interest for certain groups, con-
sidered as disadvantaged or exposed to specific risks,
to be the object of specific measures. Here again exam-
ples abound. Let us examine two types of concerns
among others: protection at certain stages in life and
the reduction of inequalities.

1. The Protection of Certain 
Stages in Life

At certain times in life the human being is exposed
to specific health risks that most societies have more
or less tried to contain. In modern societies, specific
policies are developed to protect the newborn, chil-

dren, schoolchildren, workers, pregnant women or
women just out of childbirth, and the elderly. Let us
take three examples: infancy, maternity, and old age.

a. Infancy

Developed Countries

In developed countries, after a brilliant victory over
infectious infant mortality, greatly due to traditional
policies of maternal and child protection, the main
objective of recent decades has been to obtain a decline
in neonatal mortality. Many countries have set up
special programs in this area. Such was the case in
France with the launch in 1971 of an incentive program
aimed at prevention and care and benefiting from
major budget contributions for several years.10 This
program (MSPSS, 1971; Chapalain, 1975) included
seven measures: training and advanced training of
health care workers, vaccination against German
measles, reinforcement of the medical supervision of
pregnancies, improvement in the supervision of deliv-
eries, the resuscitation of newborn babies in the deliv-
ery room, and the equipment of obstetric wards and
neonatal intensive care units. A series of three surveys
(1972, 1976, and 1981) was organized to monitor the
development of the program and its results (Rumeau-
Rouquette, 1979).

The results were not long in coming. It is possible
to follow the program with a simple but significant
indicator: the proportion of women in childbirth
having had 4 prenatal consultations or more, which
was only 49% according to the survey of 1972, rose 
to 60% in 1976 and 80% in 1980 (Rumeau-Rouquette
and Blondel, 1985). Moreover, the state of health of
newborn babies considerably improved, with reduc-
tions in the proportion of both premature births and
late births.11 But neonatal mortality especially fell
sharply. Indeed, like all the other components of child
mortality, neonatal mortality had been declining since
World War II, but at a much slower rate than post-
neonatal mortality and, since the latter had dropped to
a very low level, the resistance to the decline in neona-
tal mortality started to curb the decline in total infant
mortality (Figure 108–14). With the launch of the peri-
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10 With the finance act of 1971, a budget of 9.5 million francs had
been earmarked for new measures and for the duration of the sixth
four-year plan this program was a part of, a total of 257 million
francs (in constant francs) was provided (Rumeau-Rouquette and
Blondel, 1985).

11 The proportion of births at under 37 weeks of pregnancy fell
from 8.2% in 1972 to 5.6 in 1981, and the proportion of births after
43 weeks of pregnancy or more fell from 4.0% in 1972 to 3.4 in 1981
(Rumeau-Rouquette and Blondel, 1985).



natology program of 1971, these trends suddenly
reversed. Whereas the decline in post-neonatal mor-
tality slowed down because of the very low level it 
had reached, neonatal mortality collapsed. And this
success concerned both total neonatal mortality (0–27
days) and early neonatal mortality (0–6 days).

From the 1980s, infant mortality continued to de-
cline thanks to the continued and very rapid decline in
neonatal mortality. However, post-neonatal mortality
stopped declining and at the end of the 1980s, it rose
once again above neonatal mortality, calling into ques-
tion the decline in infant mortality. In fact, this unfa-
vorable evolution of post-neonatal mortality was to a
great extent due to an error in medical policy which
was the cause of a sudden increase in crib deaths. The
extraordinary increase of this cause of death between
1975 and 1985 is due to the generalized placing of
babies on their stomachs in their cribs. It is true that
this practice initially saved lives of children by sub-
stantially reducing mortality due to anoxia and hypox-
emia (Meslé, 1995), but it later became apparent that it
caused a surprising increase in crib deaths (Sénécal et
al., 1998). It was enough for the medical establishment
to agree and to change policy by imposing on mater-
nity wards that babies should be placed on their side
and by advising mothers to do the same for the
increase in crib deaths to stop, then suddenly to col-

lapse when the new practice was generalized (Figure
108–15).

Developing Countries

In the case of developing countries everything said
above concerning vaccines constitutes in itself an effort
almost entirely focused on improving the health of
children and reducing their mortality. Nonetheless, it
is not the only effort made in this direction. We believe
it is particularly important to complete the picture here
by evoking two other major health policy actions in
favor of children: the fight against diarrhea with oral
rehydration procedures and the fight against malnu-
trition with food supplement programs.

i. Programs against Diarrhea Toward 1980, diar-
rhea was the first cause of death among children in
developing countries (and in the whole world, given the
very low infant-child mortality of developed countries).
Efforts made since then to counter this cause of death
have essentially relied on oral rehydration therapy
(ORT), a technique developed in Bangladesh at the end
of the 1960s, the dissemination of which was greatly
encouraged by the WHO from 1979, following the Alma
Ata Conference.12
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12 In fact, this expression often covers complementary actions such
as administration of oral rehydration salts, rehydration using domes-
tic fluids, overhydration, and sometimes even medical treatment.



Although many National Control of Diarrhea Dis-
eases Programs (NCDDP) have been established, few
have been evaluated at a national level. In an excep-
tion to this, Cesar Victora et al. (2000) list four cases in
which global evaluation elements are available: in
Brazil, the Philippines, Egypt, and Mexico. In Brazil,
the proportion of hospital admissions for diarrhea out
of the total number of admissions of children (in the
major pediatric hospitals in the nine northern states)
fell from 57% in 1980 to 30% in 1990. At the same time,
whereas the campaign for the use of rehydration salts
had been launched in 1980, a survey showed that in
1991 mothers had used the therapy in 35% of all the
diarrhea cases and in 62% of the cases they judged to
be severe. Lastly, the study of a simulation showed that
this therapy accounted for three-quarters of the decline
in diarrhea disease mortality. In the Philippines, with
the development of NCDDP, diarrhea disease mortal-
ity declined by 5% per year during 20 years, whereas
infant-child mortality for other causes declined much
more slowly. In Egypt, decline in diarrhea mortality
was even faster, with reductions of 4.2% per year in
1970–1977, 7.8% in 1978–1983, and 15.9% in 1984–1990,
greatly accelerated by the introduction of ORT. In
Mexico, lastly, the proportion of infant-child diarrhea
mortality (0–5 years) fell from 26% in 1983 to 11% in
1993.

On a global scale, it is estimated that the number of
deaths caused by diarrhea fell by 4.6 million in 1980 to
3.3 million in 1990 and to 1.5 million in 1999. The
NCDDPs and especially the oral rehydration pro-
grams seemed to have been the reason for this massive
decline (Victora et al., 2000).

ii. Food Supplement Programs Nutritional
deficiencies among children are frequent in poor coun-
tries. Different studies have shown that in the 1970s,
two-thirds of children’s deaths could be attributed 
to nutritional deficiencies (Puffer and Serrano, 1973;
Kielman and McCord, 1978; Chen et al., 1980). Several
approaches to the infant nutritional problem have
been the object of programs, with varying degrees of
success. The simplest in its concept is obviously the
one that advises maintaining or reinforcing prolonged
breastfeeding traditions. With modernization, breast-
feeding practices have declined without mothers
having access to healthy, balanced artificial milk for
their children. This problem was revealed as early as
the 18th century in Europe and already at the time was
the object of campaigns promoting breastfeeding. The
promotion of breastfeeding has also been, in the last 20
years, one of the five mainstays of the GOBI-FFF
(growth monitoring, oral rehydration, breastfeeding,
immunization–food, female education, and family

planning) launched by UNICEF in the 1980s. Accord-
ing to UNICEF (Chen et al., 1997), 57 out of 102 coun-
tries launched campaigns promoting breastfeeding,
but have not, unfortunately, provided evaluations of
the results.

Other programs focus on vitamin A supplementa-
tion. Vitamin A deficiency is associated with high child
mortality because of the different diseases it provokes,
for example, xerophtalmia. An Indonesian study on
26,000 children of preschool age showed that the group
having received vitamin A tablets twice, at six-month
intervals, had a death rate at 12 to 71 months, 33%
lower than that of the control group in the year that
followed the vitamin supplementation (Sommer et al.,
1986). Similar results were obtained in southern India
(Rahmathullah et al., 1990) and in Nepal (West et al.,
1991) but neither in Sudan (Herrera et al., 1992) nor in
Ghana (Ross et al., 1995) where the vitamin A supple-
mentation had practically no effect on mortality. Out
of the 67 countries involved in this action through the
GOBI-FFF program, 35 “will come close to eliminating
the problem” (Chen et al., 1997).

More generally, food supplement programs have
been implemented, the first of which, in the 1950s,
were intended to fight against malnutrition in 
young children. In centers for nutritional rehabilita-
tion, undernourished children received a balanced diet
made up of food available on site and prepared accord-
ing to local recipes, with the participation of the
mother in the choice and preparation of the ingredi-
ents. The dual objective was for the children to recu-
perate and for the mothers to become informed. These
programs are effective in the short term: Beghin and
Viteri (1973) found that approximately 70% to 80% of
malnourished children recuperated during their stay if
the center was well run. Although this type of action
was in vogue in the 1960s, it was soon abandoned.
Resources needed to ensure coverage for all malnour-
ished children mobilized were never mobilized, and
the real impact of these centers has always been mar-
ginal (Beghin and Vanderveken, 1985). Much less
costly per day than hospital care, these programs nev-
ertheless stretched public health budgets of develop-
ing countries.

Programs for the noncommercial distribution of
food to selected children with the aim of improving or
protecting their nutritional state took over in the 1970s
and 1980s and constituted, in the mid-1980s, the most
widespread form of intervention in this area. Although
substantial funds were dedicated to them (Beghin and
Vanderveken, 1985), the results were disappointing
(Beaton and Ghamessi, 1979). There were several
reasons for this. On the one hand, the management of
these programs turned out to be complex in that it
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proved to be extremely difficult to avoid both high
dropout rates and diversion of food. In addition, the
cost of extending the programs to all children at risk is
very high.

Except for periods of serious crisis, complementary
food programs have proved to be costly and difficult
to implement. Two approaches seemed, for a time,
more promising: supplementary diets for pregnant
women, which make it possible to reduce the propor-
tion of newborn children with low weight (Mora, 1979;
Cole et al., 1995), and the nutritional parts of programs
integrating health care and nutrition. In both cases,
due to the fact that food programs are associated with
other actions, their cost is diminished. On the other
hand, it is more difficult to measure actual perform-
ances. In a few cases, it has been proved that nutri-
tional supplements had a direct impact on the survival
of children, as, for example, in the Narangwal study
(Taylor et al., [1968] 1983). However, here again, pilot
studies should not be confused with actions on a
national scale. Such programs have never been gener-
alized anywhere. Some authors have even suggested
that this cannot be done efficiently (Gwatkin et al.,
1980).

b. Maternal Risk

Decline to an almost imperceptible level of mater-
nal mortality in the most developed countries has been
one of the major successes of health policies. Specific
policies were implemented in this area from the second
half of the 19th century, and in most cases, in fact, these
were associated with those aimed at the health of the
children (namely in the framework of maternal and
infant protection). It is true, maternal mortality greatly
declined—in part due to improved general hygiene
and diet conditions but also, in countries like France
and Sweden, due to the early decline in fertility—
before these policies were explicitly aimed at making
medical progress available to the majority of the pop-
ulation; however, they did play a major role in the final
result.

It is possible to measure maternal mortality by relat-
ing the number of deaths of pregnant women or
women in childbirth either to the number of births
(maternal mortality ratio) or to the number of women
of reproductive age (maternal mortality rate) (see
Chapter 45). In this case we are using what is most
common: the maternal mortality ratio. In most cases,
maternal mortality is due to five main causes: infec-
tion, hemorrhaging, eclampsia, obstetrical accident,
and abortion.

The first major breakthrough was the discovery,
well before Pasteur, of the contagious nature of puer-

peral fever, perhaps as early as 1790 by the Scotsman
Alexander Gordon, but in any case in 1840, simulta-
neously in the United States by Olivier Webdell
Holmes and in Austria by Ignaz Semmelweis. This dis-
covery met with resistance on the part of some obste-
tricians until the 1930s (Loudon, 1992), but it was
rapidly adopted by many others. In Sweden, for
example, the generalization of precautions to prevent
contagion greatly contributed to reducing the inci-
dence of puerperal infection from 5,300 per 100,000 in
1881 to 220 in 1900 (Högberg and Broström, 1985).

At the same time, surgery progressed, encouraged
by the introduction of the first methods of anesthesia,
which made it possible to reduce the number of obstet-
rical accidents. Later, of course, came sulphonamides,
then antibiotics, for the efficient treatment of in-
fections, new progresses in surgery and anesthesia
facilitating caesarean births, modern methods of trans-
fusion, and other means of fighting against hemor-
rhages. Recently, it has been possible to follow the
impact of all these technological advances on the evo-
lution of maternal mortality ratio, as Judith Fortney
does in Chapter 45 (see Figure 45–1). However, it is
thanks to maternal health policies that it has been pos-
sible for these advances to be adopted for the benefit
of all mothers. These policies were fully implemented
in 1950s with the generalization of childbirth in hospi-
tal and more recently by increased medical supervi-
sion of pregnant women. From a maternal mortality
ratio of the order of 1,500 to 2,000 per 100,000 in the
18th century, ratios fell to between 500 and 800 at the
beginning of the 20th century and have since fallen to
ratios of less than 10 today (sometimes even less than
5) (Chapter 45).

Unfortunately, the best proof that technical progress
is not enough and that the final victory in this area as
in many others concerning health depends, above all,
on the policies implemented is the diversity of situa-
tions in developing countries today. The financial cost
of the basic elements for a very strong reduction in
maternal mortality (prevention, antibiotics, conditions
of delivery) is very low. Yet, in 2000, the maternal mor-
tality ratio still varied, in developing countries, from
92 per 100,000 (Sri Lanka) or even 43 (Costa Rica) to
more than 1,000 (Kenya, Burkina Faso) or even 1,500
(Tanzania) or close to 2000 (Afghanistan, Sierra Leone,
Malawai) (WHO et al., 2004). Not only have countries
like Costa Rica or Sri Lanka done a great deal to enable
the majority of the population to benefit from the ele-
mentary means available today in the fight against
maternal mortality, but they have done so in context of
general policies for the promotion of women’s rights
placed at the very heart of their economic and social
development policies. From the 1980s and 1990s and,
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even more so, since the last Conference on Population
and Development (held in Cairo in 1994), WHO and
UNICEF have coordinated their efforts to eliminate
most of maternal mortality, an objective which should
be easily attained, and even to go as far beyond this as
possible by attempting to have all countries adopt the
concept of “safe motherhood” (see www.safemother
hood.org).

c. Old Age

Many developed countries have conceived health
policies directed especially toward elderly persons. In
countries where general coverage of health costs is
extensive, these programs only play a subsidiary role,
that is, dealing with problems not sufficiently covered
by the general health plan. An interesting case is that
of the United States, where the collective coverage of
health costs is not the general rule but where a special
program for elderly people was set up about 40 years
ago.

Medicare, created in 1965, is a government program
that covers all Americans aged 65 and over (see Chap-
ters 107 and 117 on the United States). The law was

adopted as a reaction to the fact that medical costs
were increasing much faster than was the cost of
living. Toward 1960 it became evident that private
insurance could no longer provide sufficient coverage
for elderly citizens, whether or not they benefited 
from a retirement pension. It was estimated at the time
that only one out of four Americans aged 65 and over
benefited from insurance covering 75% of a hospital
bill.

Given that Medicare is, as Carl Haub writes in
Chapter 117, “the largest government health pro-
gramme in history [of the United States],” it is impor-
tant to know if it has had any positive effects in an area
where some are to be expected: life expectancy at age
65. Among men, the pace of increase in life expectancy
at 65 was faster from 1965 than between 1950 and 1965.
Whereas in 15 years, Americans aged 65 had only
gained 0.1 years of life expectancy between 1950 
and 1965, they gained 1.3 years between 1965 and 1980,
more than 10 times more. And they gained another 
2.3 years from 1980 to 2001 (Figure 108–16). However,
it is not certain that this leap forward is really attrib-
utable to the Medicare program (Card et al., 2004). First
the situation is much poorer for women. Whereas they
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had gained 1.3 years in the 15 years preceding
Medicare and had gained another 2.1 years during the
15 following years, they have only gained another 1.1
years in the last 21 years.

But above all, the creation of Medicare coincided
with the beginning of the cardiovascular revolution
which has opened in all the Western industrial coun-
tries a new area for an increase in life expectancy, espe-
cially at advanced ages. If one compares the evolution
in American life expectancy at 65 to that of the French,
for example, we see that the acceleration of the 1970s
probably has little to do with Medicare, except if one
assumes that without Medicare life expectancy would
have continued to stagnate among Americans and that
the slowdown observed among American women
from the 1980s would have occurred earlier.

2. The Reduction in Inequalities

Inequality in health is multiform: inequalities
between sexes, differences between urban and rural
areas, geographical variations, differences in social or
ethnic groups, differences between developed and
developing countries, and so on. It is also multifactor-
ial: biological differences, selection factors, environ-
mental constraints and nuisances (domestic,
professional, residential, etc.), cultural and behavioral
differences, and influences due to social (positive or
negative) and economic policies. It has also in a diverse
number of cases been the object of specific policies
aimed at reducing these inequalities. Since it is not pos-
sible to deal with all of these in this chapter we shall
limit ourselves to three types of disparities: geograph-
ical disparities, social inequality in relation to death,
and finally North-South inequalities.

a. Geographical Disparities

The role of health policies in reducing geographical
variations in mortality was discussed in Chapter 107.
In this area, the policy objective is rarely specifically
aimed at health but more generally at addressing
inequalities in living conditions throughout the whole
territory, the idea being that all the regions of a given
country should have access to the same development
opportunities and that measures implemented by the
State should correct the disparities that may be caused
by natural conditions in a free market context. France
is a good example of the extraordinary change from a
health point of view through the somewhat equal dis-
tribution throughout the whole of the country of the
benefits of medical progress (Figure 108–17).

Whereas during the first half of the 19th century
female life expectancy at birth was approximately 40

years nationally, it varied according to the département
from less than 30 years to more than 50 years. In other
words, the difference between the extremes was more
than 20 years, more than half the average life
expectancy. The standard deviation itself was about 5
years, approximately 13% of the average. This huge
gap started to close during the second half of the 19th
century, and the phenomenon accelerated from the
1890s, after the coming of the Third Republic, the dis-
coveries made by Pasteur, and the creation of obliga-
tory school attendance and free public, nonreligious
schools. From the beginning of the 1950s, for a mean
age of 71 years, the deviation between the extremes
was no more than 5 years (7.5%) and the standard
deviation of 1.1 (1.5%). Since then, geographical dif-
ferences have lessened but more slowly. At the turn of
the century, with a life expectancy of 82 years, the
maximum deviation was only 3.3 years (4%) and the
standard deviation was 0.7 (0.8%). It would be inter-
esting to know to what extent this massive long-term
reduction in geographic inequalities observed in
France occurred elsewhere and if it differs according
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to the degree of national solidarity deployed as a result
of the economic, social, and/or health policies. 
Unfortunately, we are far from having the required his-
torical data.13

b. Social Inequalities

Reducing social inequalities in death is at the heart
of health policies, namely in industrial countries which
just after World War II developed collective systems
for the coverage of health expenditure. These systems
attempted to combine the philosophy of insurance (the
healthy individual pays contributions for the sick
person he may one day become) with that of social sol-
idarity (the rich pay for the poor). If one judges by
recent changes in mortality according to social cate-
gory, the least one can say is that the result is not very
good. In all European countries where it has been pos-
sible to measure them, social differences in mortality
have tended to worsen in recent decades.

This evolution is clearly discernible in a country
such as Finland, where it has been possible to follow
it thanks to a systematic coupling of census data and
civil registry information (Valkonen and Martelin,
1999). It is true that the trend for life expectancy at 35
(Figure 108–18) is toward an increase for all social cat-
egories, but the difference between workers and man-
agers has greatly increased in 30 years, going from 4.5
years in 1972–1974 to 6.1 years in 1993–1995, among
men. Among women, the phenomenon is less acute
but just as real, the difference increasing from 2.3 
to 3.0.

In Britain also, differences have increased (Figure
108–19). For men, the life expectancy differential 
at birth between category V (unskilled blue collar
workers) and category I (managers) has gone from 5.5
years in 1972–1976 to 9.5 years in 1992–1996.

In France too, an unfavorable evolution in social
mortality has been observed for the years from 1950 to
1980 (Desplanques, 1984, 1985), but more recent data
do not give any clear indication as to this trend 
continuing.

Anton Kunst (1997) compared the evolution of
social mortality in six European countries from the
1970s until the 1980s. Everywhere, the difference
between manual and nonmanual occupations (Table
108–1) increased. And given what is revealed by more
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13 An attempt made by Tapani Valkonen (2001) at summarizing
regional deviations in life expectancy in Europe shows to what
extent this remains elusive. On the one hand, this study describes
changes since the end of the 1960s and therefore begins at a time
when the phenomenon was practically over in France. On the other
hand, Valkonen was only able to gather data for fewer than half a
dozen countries.



recent data for Finland and Britain, it is clearly appar-
ent that differences will continue to widen.

This widening of social mortality differentials is
obviously a failure in relation to the objective defined
in 1985 by the WHO Regional Bureau for Europe: “By
the year 2000, the actual differences in health status
between and within countries should be reduced by at
least 25%” (WHO, 1985).

This failure, however, is not necessarily that of 
the collective health coverage systems prevailing in
Europe. It is not possible to know what the situation
would have been in the absence of such systems
which, it is assumed have made it possible to contain
the adverse effects of strong factors. Featuring among
these factors are indeed, for certain countries, increas-
ing social inequalities and income differentials (Carrol
and Davey Smith, 1997). But this explanation is not
adequate since although it certainly applies for coun-
tries such as the United Kingdom, it has not played a
role in countries, such as Finland, where differences in
income have tended to decrease. The main factor in the
recent aggravation in social mortality comes from the
decline in cardiovascular mortality. The most privi-
leged social groups benefited faster and earlier from
this decline. This follows the same principle as the one
evoked in the first part of this chapter concerning
global evaluation: each major breakthrough in health
introduces a phase of divergence because the countries
with the greatest capacity to benefit from the progress
do so before the others. The same thing applies, within
a country, to social groups, the most privileged having
a greater capacity to immediately benefit from the
progress (Vallin and Meslé, 2004). An eloquent
example is that of the role played in Britain by the
decline in smoking. The change in attitude which con-

tributed to reversing the trend of increasing lung
cancer mortality first occurred among white-collar
workers, greatly contributing to the increase in life
expectancy differential between social groups
(Harding et al., 1997).

It would be interesting to compare the European
results with those of the United States where there is
much less welfare coverage. Unfortunately, we do not
have data for the United States that are comparable to
the data concerning Europe because of the lack of a
strict match between census and civil registry data. On
the other hand, the United States has produced a great
deal of statistics concerning what is referred to as
“race.”14 Because black Americans have on average a
socioeconomic status inferior to that of white Ameri-
cans, this provides another angle from which to view
social differentials in mortality.

We already mentioned in the previous section the
rather disappointing results produced by the Medicare
program on the evolution of life expectancy at 65. If
the evolution of life expectancy among black Ameri-
cans15 is compared with that of white Americans, one
notes, among other things, that not only has the dif-
ferential not declined, but it has increased consider-
ably (Figure 108–20).

Whereas life expectancy at 65 of whites increased by
close to 2 years from 1959–1961 to 1985–1990 (13.0 to
14.9 years), that of blacks increased by hardly more
than 1 years (11.9 to 13.1), and the absolute mean devi-
ation almost doubled from 1.0 to 1.8 years. For women,
the deviation—which was already greater than that for
men at the beginning of the 1960s (1.3 years)—also
increased in the same proportions, reaching 2 years in
1985–1990. Yet, the creation of Medicare was accom-
panied by that of Medicaid, intended to facilitate
access to health care for the poor (see Chapter 117), and
the elderly black population should therefore have
largely benefited from these two programs. Here
again, failure may not necessarily be attributable to the
programs themselves, which probably lessened what
would have occurred otherwise, but to the dual influ-
ence of the widening social gap in the United States
and the cardiovascular revolution white Americans
benefited from earlier.
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TABLE 108–1 Excess Mortality among
Manual vs. Nonmanual Workers in 

Six European countries, in the 1970s and 
in the 1980s

Country Corrected ratioa

1970s 1980s

Norway 1.18 1.34
Denmark 1.22 1.33
Sweden 1.26 1.41
England and Wales 1.25 1.44
Finland 1.40 1.53
France 1.61 1.71

a Ratio corrected to eliminate bias caused by not
accounting for the nonworking population. Source:
Kunst, 1997.

14 The notion of race is ambiguous because of its biological con-
notation. But what Americans refer to as “race” is more of an ethnic
and cultural characteristic associated with a skin color with very ill-
defined biological criteria (for more details, see Chapter 95).

15 Mortality among black Americans is greatly underestimated
at advanced ages by official statistics because of the exaggeration of
the ages declared. However, in a recent article, Irma Elo and Samuel
Preston (2004) published life expectancies at 65 since the 1940s, rees-
timated to correct this bias.



c. North-South Inequalities

One of the major challenges in the reduction of 
differences in health statuses between developed and
developing countries, to which WHO has been com-
mitted since its creation, has been to provide rural 
populations, which constitute the great majority of the
population of developing countries, access to medical
advances that are already available to most urban pop-
ulations in the Third World. Such was the objective
promoted by the primary health care strategy. And it
is a fact that developing countries that have applied
this strategy the most effectively have also been the
most successful in rapidly reducing excess mortality in
rural areas and in generally getting closer to the life
expectancy of developed countries. However, this is on
condition that it is done within the context of a devel-
opment policy in which social issues weigh as much,
if not more, than economic issues.

China, which inspired this strategy, has been one of
the best examples of success, at least up until a certain
stage, in spite of all the reservations that one might
have concerning the political regime of this country.
Unfortunately, there are very few data on rural 
mortality rates in China in the 1950s. Judith Banister
(1987) quotes, with much precaution, a few results of
recorded infant mortality, according to which the latter
apparently declined from 73 to 20 per 1,000 between
1957 and 1974 in rural areas and from 35 to 10 in urban
areas. Even though these figures are certainly under-
estimated, notably at the beginning of the period and
in rural areas, the reduction in the difference between
the city and the country is beyond doubt, indicating

that the key to global success resides in a wide dis-
semination of improved health standards, the main
assets of which undoubtedly have been the adminis-
trative organization of the territory, the mobilization of
the masses, health education, and, above all, a definite
will to satisfy the elementary needs of the great major-
ity of the population (Mosley, 1985a, 1985b; see also
Chapter 112). However, after the death of Mao 
Tse-tung, the liberalization of the economy benefited
the urban minorities on the coast and considerably
slowed down national health improvements. Thus,
Chinese life expectancy, which had increased by close
to 30 years from the beginning of the 1950s to the end
of the 1970s—closing most of the gap with developed
countries—reached a ceiling in the 1980s at just 
under 70 years (Table 108–2). Likewise, infant mortal-
ity, after having rapidly fallen from 140 to 38 per 1,000,
has not declined any further in the last two decades.

In fact, since the beginning of the 1980s, it was clear
that the strategy of primary health care could not
succeed independently from the general context de-
fined by the economic and social mode of develop-
ment. Henry Mosley (1985b) cited, for example, 
the ambitious health operation of the province of
Lampang in northern Thailand, where the recruiting
and training of 6,000 primary health care assistants (for
600,000 inhabitants) and substantial financial support
were not efficient in that the system did not focus
enough on the basic needs of the population (food,
infant health, drinking water, and public health) 
but on the contrary tended to insist on medical care,
which had less of an effect on the health status of the
population.

It is also at this time that in India, a vast politically
heterogeneous federation, the success of the health
policy of a state such as Kerala (Nayar, 1985) con-
trasted with the stagnant situation in Western Bengal
(Nag, 1982). If, according to classic indicators, these
two states had comparable medical resources, the dif-
ferent use made of them resulted in a wide difference
in life expectancy. Having focused more on social
development (social services, training, health services,
public transport, etc.) and having encouraged greater
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TABLE 108–2 Evolution in Life Expectancy at Birth and
Infant Mortality per 1,000 since the 1950s in China

1950– 1960– 1970– 1981 1989– 1995
1955 1965 1975 1990

e0 40.8 49.5 63.2 67.7 69.6 69.6
M0 138.4 85.6 51.5 37.7 33.4 34.0*

Source: Attané, Chapter 112 (this volume).
*In 1997.



awareness of the need and the right to use these serv-
ices, Kerala made it possible to make the most of what
was already—ahead of its time—a primary health
strategy. In contrast to Kerala, Western Bengal, con-
cerned about giving the priority to economic develop-
ment, failed. Succeeding in considerably reducing
social inequalities in death and in reducing the gap
between urban and rural populations, Kerala attained
one of the highest life expectancies in the developing
world, whereas Western Bengal remained far behind.

Also very early on is the case of Costa Rica, which
in 1970 implemented a model policy in primary health
care for poor social groups in rural areas. Whereas in
1960–1964, the national infant death rate was more
than twice that of the capital, San José, in 1978–1980
the relative deviation was no more than 5% 
(Rosero-Bixby, 1985). Thanks to this improvement,
with a national rate of 20 per 1,000, the health status
of Costa Rica caught up with that of industrial coun-
tries while in terms of economic performance it
remained well below these countries.

But beyond examples of marked differences of this
type, that one could list almost endlessly, what is the
situation regarding the global reduction in North-
South inequalities? To take into account the numbers
of people concerned, Figure 108–21 represents the dis-
tribution of accumulated populations from different
countries in the world according to life expectancy at
three successive periods (1950–1955, 1975–1980, and
1995–2000). Developed countries are assembled under
the continuous blue line and developing countries
under the continuous pink line. At the beginning of the
1950s, life expectancies ranged between 30 and 75
years. The Third World, with life expectancies ranging
for the most part between 30 and 55 years (only a few
countries with low population rates did better), dif-

fered greatly from industrial countries whose life
expectancy rates varied essentially between 60 and 70
years. This considerable dichotomy was characteristic
of the huge difference that separated those whom
Frantz Fanon (1961) called “the damned of the Earth”
from the rich.

At the end of the 1970s, the global spectrum of life
expectancies slightly narrowed to come closer to the
maximum observed in 1950: there are no more coun-
tries with a life expectancy below 35 years and the
35–40 group is only composed of a few rare countries
with low population rates, whereas no country has
gone beyond the maximum bracket of 70–74 already
present in 1950–1955. What is more, although the great
majority of developed countries have got closer to this
peak of the 1950s, a good many developing countries,
including China, have closed most of the gap that 
separated them from developed countries whereas
most, including India, had exceeded the threshold of
50 years life expectancy. At this time, however, devel-
oped and developing countries still remained far
apart, the 65–69 years life expectancy bracket being
only very weakly represented.

In 1995–2000, the panorama was upset once again,
but under the effect of two different phenomena. On
the one hand, the larger populations of developing
countries continued to catch up with the top of their
distribution, even exceeding the absolute maximum
observed in 1975–1980, as certain countries in the
group exceeded 75 years of life expectancy. On the
other hand, because of phenomena of divergence,
within both developed countries and developing
countries, a rear guard emerged. As a consequence, the
overall range widened, now going from 35 to 85 years.
On the one hand indeed, sub-Saharan African coun-
tries (under the darker, dashed line) were practically
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alone in having life expectancies below 55 years and
some of them, namely those hardest hit by AIDS, 
significantly increased the number in the 40–44 life
expectancy bracket. On the other hand, the cardiovas-
cular revolution made it possible for Western indus-
trial countries to take another leap forward, and they
are clearly separate from East European countries (rep-
resented under the dotted blue line) which now find
themselves at the same level as the larger populations
of former Third World countries.

In other words, overall, the policies conducted,
whether they concern health directly or more global
actions and whether they have been conducted locally
or are part of international collaborations, have for the
majority of them definitely been part the driving force
behind a decline in the North-South gap concerning
the larger populations. But this result can only leave a
bitter taste in the mouths of populations in the North
and the South, which have for different reasons and in
different ways been abandoned by the wayside.

CONCLUSION

Evaluating the results of health policies, especially
when this expression is used to cover all collective
measures directly or indirectly aimed at improving
health, is usually a great challenge. However, the dif-
ficulty resides in the difference in degree according to
the angle of observation chosen. It is at a maximum
when one seeks to evaluate the results of a political
system globally. It is less difficult and sometimes rela-
tively easy to measure the success or the failure of a
specific program aimed at obtaining a clearly defined
objective. We have seen this, for example, in the case
of the global eradication of smallpox, of the anti-
malaria campaign of the end of the 1940s in Sri Lanka,
of anti-alcohol campaigns, and with certain actions
aimed at reducing infant mortality. It is then possible
to evaluate the success or failure as well as the scale
and sustainability of the results. Concerning policies
aimed at reducing inequalities, there again, situations
vary, but in most cases problems of interpretation of
the same order of complexity are to be found as those
concerning global evaluations. This is especially true
concerning social inequalities or recent evolutions that
appear to present a failure in systems for the collective
coverage of health expenditures, but where in fact the
aggravation of social inequalities is undoubtedly less
than it would have been in the absence of such
systems, because of the powerful divergence factors
affecting the societies concerned.

More than in any other area, health policies are con-
fronted here with a reality that is becoming increas-

ingly obvious: it would be pointless to assume a health
policy can reduce social inequality in death independ-
ently from a reduction in inequalities in living condi-
tions in all domains, from the economic to the cultural.
More generally, it seems that the main conclusion of
this chapter is that it is impossible to dissociate the
global results of a health policy from all of the effects
produced by economic, social, and cultural policies
with which it forms a whole, even though this whole
is made up of contradictions. In addition, our analyti-
cal instruments are for the time being far too crude and
inaccurate to be able to evaluate global results with
precision. We may be better equipped to do so if one
day we are able to have statistical series allowing long-
term comparisons based on more precise indicators
such as those suggested in Chapter 109 by Viviana
Egidi and Vittoria Buratta.
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INTRODUCTION

Over the recent decades, numerous countries 
have reorganized their health systems considerably in
order to increase effectiveness, improve the quality 
of service, improve the ability to respond positively to
the population’s needs, and assess and improve the
system’s fairness. This revision had become all the
more urgent in the need to curb the generalized trend
of rapid increase in the cost of health services brought
about by both technological progress and the aging of
the population (Moise and Jacobzone, 2003). This trend
was all the more worrying as it coincided with a stag-
nating economy and increasingly limited resources.

The solutions adopted, whether at an institutional
level or at a management level, are as varied (Docteur
and Oxley, 2003) as the historical and cultural contexts
of the different countries, but they have all led to
health policies becoming increasingly dependent on
empirical information which enables them to be 
evidence based. Whether it is a question of defining 
a public health policy or of assessing its results, infor-
mation has become a major tool of this strategy. In a
field as complex as health, where economic objectives
of efficiency and profitability must obviously be rec-
onciled with objectives of fairness and social justice in
access to health care, the availability of information
that makes it possible to describe the numerous
aspects of the system, and to understand the overall
dynamic as well as the underlying interrelations, is an
increasingly decisive factor in the success of actions

undertaken and in the continuity of the system itself.
Political leaders at various levels (government, health
workers, citizens) continually require information to
enable them to make decisions, establish priorities,
evaluate the costs and the benefits, as well as the effects
and results of their actions. At the same time, a high
demand for information comes from the public which
increasingly demands to be able to check that require-
ments for rationalizing the system and managing costs
do not go against individual and collective rights to
health or to the fairness of the system.

As attentive observers have often pointed out
(Zurkowski, 1974; Shenk, 1997; Stanley and Cripsham,
1997; Hill, 1999), in our modern societies largely based
on statistical information, the anarchistic multiplica-
tion of all types of information, sometimes apparently
or truly contradictory, can lead to a lack of effective-
ness in information tools, at the very time when they
have become essential; public opinion can therefore 
be diverted and the decision makers deprived of an
essential tool. The extraordinary progress made over
recent years in information technology has reinforced
this risk by substantiating the false idea that inten-
sive use of advanced technological tools necessarily
improves information and makes its use by public
authorities, institutions, health workers, and citizens
more effective. The thaumaturgic capacity too fre-
quently attributed to new information technologies,
which provide access to all types of data, and which
are supposed to make it possible to extract the best
information at a lesser cost, is confirmed by the recent
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proliferation of survey results and administrative 
statistics made available to the general public. This is
undoubtedly a case of “rich data, poor information”
(Chen and Frolick, 2000).

In reality, in order to obtain real information from
basic quantitative or qualitative data, it is necessary to
go through a process of selection, which can only be
carried out in the context of an initial conceptual frame-
work, which alone can give meaning and informative
power to the data available. The best database, even
with the most modern and effective analysis, can never
alone satisfy the need for interpretation hypotheses. It
is the hypotheses themselves which, throughout the
process from basic data collection to the development
of useful information, determine the quality and the
explanatory capacity of this information.

There is an additional crucial aspect to these prob-
lems when the user of statistical information is
required to stimulate or monitor policies at the supra-
national level. Beyond the usual requirements of 
relevance, exactitude, and opportunity, statistical
information should also satisfy the overriding neces-
sity of comparability, despite social, cultural, or nor-
mative differences which separate countries and
which frequently make it very difficult to make a
simple comparison of phenomena which are appar-
ently of the same nature.

Thus, in recent decades, new requirements for
rationalization have brought new information needs to
the forefront of the health policy scene. In the next
seven sections we will briefly discuss the necessity of
the following actions:

1. Creating information systems
2. Identifying the objectives
3. Identifying the stakeholders
4. Defining a conceptual framework
5. Building information bases
6. Taking into account a complex reality
7. Ensuring comparability

An eighth section will illustrate these subjects with
some examples of information systems.

I. CREATING INFORMATION
SYSTEMS FOR HEALTH POLICIES

To implement a public intervention within the
context of a health policy, or, more generally, a social
policy, requires at least four basic stages to be carried
out:

1. The precise identification of the objectives to be
reached

2. The development of a conceptual framework high-
lighting the aspects of the phenomenon that need to be
explored or that should be focused on as they condi-
tion the achievement of the objective, as well as the
relationships that may exist between these different
aspects

3. The creation of an information base on these dif-
ferent aspects and the organization of its update from
administrative sources and surveys

4. The definition and implementation of a system of
statistical indicators, making it possible to monitor the
evolution of the targeted phenomenon and its differ-
entials, to regularly check that the direction followed
is the one that will lead to the objective, and to evalu-
ate the effect of the results obtained

The explicit or implicit reference to a conceptual
framework is the key criterion to any element of sta-
tistical information, which otherwise would only be
simple quantitative data of little interest beyond that
of the process that generated them. Furthermore, in
order to convert statistical information into indicators,
it is necessary to be very sure of its adequacy to the
targeted objective, in knowledge or in action, as well
as the basic hypotheses on which the indicators were
built or chosen within the wide panoply of existing sta-
tistical information. The traditional chain of knowl-
edge (data-information-knowledge-wisdom) is thus
enriched by an additional link, the indicator, where the
selection is made, among the available information, of
the elements necessary to identify the needs, to orient
the choices in the different policy actions possible, to
evaluate the costs and benefits, to evaluate the effects
of the actions taken and their relevance with regard 
to the targeted objectives (Laaser, 1996). Recognizing 
this additional link should make it possible to break
out of the vicious circle which seems to have seized
information from modern societies and resulted in 
the availability of an enormous amount of data,
notably statistical, and which runs the risk of obscur-
ing rather than facilitating real knowledge of these
phenomena.

But what is an indicator? There are numerous defi-
nitions of this concept, which are frequently inconsis-
tent with one another in the literature. According to a
classic World Health Organization (WHO) definition,
indicators are “pieces of crucial, selected information
that help to measure changes in relation to priority
needs and allow for monitoring of specific aspects of
health policy or of factors relevant to the determina-
tion of health care and related policies” (WHO 1981c).
Other definitions place the emphasis on the function
of indirect measurement of the indicators in relation to
the studied phenomenon. In any case, the indicator
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never has a value in itself, apart from that which it
could have with regard to the frame of reference that
makes it possible to provide an interpretation. The
majority of the definitions are consistent on this point.

The debate regarding the requirement in terms of
social indicators and their use is certainly not new.
Before the 1960s what is known as the “social indica-
tor movement” (UNSO, 1975; Bauer, 1996) attracted
the public’s attention on the necessity of equipping
society with measurement tools that would make it
possible to take into account not only economic pro-
gress but also social and human development. This
enthusiastic phase, which lasted up to the end of the
1970s, was followed by a period of disenchantment
and loss of interest in social indicators, the idea being
that too many expectations had been placed on the
tools themselves, which could obviously never be a
substitute for the political process of decision making
or the definition of priorities by decision makers and
managers (OECD, 1996).

Nevertheless, the indicators have continued to play
a limited but important role in some social areas such
as education and health. For example, the strategy of
the “Health for All by 2000” program launched by
WHO at the beginning of the 1980s, made substantial
use of a set of indicators, aiming at the measurement
of the process followed by the different countries in
Europe to achieve the 38 targets laid down in the
regional strategy for the continent (WHO ROE, 1993).
It can be said that in the field of health, reference to
sets of indicators has never been missing from national
(van de Water and van de Herten, 1996) or interna-
tional organizations, even though their greatest advan-
tage has always been on the provision of service rather
than on demand, and, even less, on the evaluation of
quality of life or the level of user satisfaction. It is only
very recently that these aspects have entered on an
equal footing into the field of analysis and have led to
the development of new indicators.

II. IDENTIFYING THE OBJECTIVES OF
HEALTH POLICY

To build an information system, a first fundamental
distinction must be made between the objectives of
knowledge and decision making and the objectives of
policy action and evaluation. These two types of objec-
tives do not necessarily alternate, as the first type is fre-
quently a premise to identifying specific actions from
which the aims of the second type could be defined. 
In practice, they frequently result from distinct sub-
systems within the same information system. This dis-
tinction makes it possible to clarify the nature of the

objective and to know how to build the indicators. The
objective of the first type is general, such as the evalu-
ation of a population or a group’s good or bad health,
the evaluation of differences in health in order to
promote greater equity in the matter, the identification
of groups or geographical zones suffering from specific
problems, monitoring specific illnesses that have a
high social or health impact, and so forth. In all these
cases, the system of indicators is built a priori and can
lead, or not, to identifying particular objectives for
health policy initiatives, according to the use that is
made of them.

The case of evaluating policy actions is different.
Here, the system of indicators is closely linked to the
targeted objectives and is generally built as an integral
part of the policy activity whose effectiveness must be
evaluated. Thus, for example, an initiative aiming to
improve the effectiveness of a health structure must
indicate in advance the evaluation tools that should be
used for measuring the manner in which the program
attains its objectives. It is a well-known fact that certain
evaluation criteria can enter into conflict. More intense
use of the structures, measured by a higher rate of use
does not necessarily correspond to better effectiveness
but can result in unduly prolonged stays in hospital.

Evaluating the overall performance of a health
system, which has retained the attention of WHO and
national governments in the past few years (Murray 
et al., 2003), is a different objective again, which
requires elements that are relevant to both the first and
the second types of objective. Indeed, it requires, at the
same time as a general and multidimensional vision
essential to evidence-based decision making, care in
the evaluation of a comparable nature to monitoring
interventions. The debate on the sets of indicators to
implement and regularly update is currently ongoing
and several initiatives have been undertaken to create
a consensual conceptual framework.

Regarding the characteristics of these types of tools,
we must emphasize the problems caused by the fre-
quent confusion between the objectives of strategic
evaluation and the objectives of monitoring specific
actions and how these can skew the evaluation.
Indeed, particularly at a national level, the recent
debate has focused on short-term objectives (modera-
tion of costs, contribution of individuals and families
to health expenditure, patient satisfaction, etc.), often
losing sight of the main objective of any health system,
which should be to improve the population’s health
while combating inequality (Murray and Evans, 2003).
It is absolutely necessary to revert to a more correct use
of the various available tools and to a more long-term
view of evaluation. A set of indicators that only fulfill
sectoral objectives, and are frequently limited to
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certain specific functions of the health system when
they are not limited to one particular process, is only
significant with regard to these objectives. It is not rare
that a short-term success in achieving these objectives
coexists with a mid-term and long-term failure in the
general improvement of a population’s health and in
the fairness of the health system.

III. IDENTIFYING THE
STAKEHOLDERS OF 

HEALTH POLICY

The objectives of health policies can also vary
according to the stakeholders: from local, to national,
to supranational, each player is situated at a different
level of general knowledge, has different abilities, and
needs different anchorage points for his or her activi-
ties and decisions. Thus, for example, the role of the
European Union with regard to the health policies
explicitly specified by the Maastricht Treaty is to 
formulate a common policy at the European level for
general problems of major social importance (cancer,
drugs, AIDS, health promotion and education, acci-
dents, pathologies related to pollution). This obviously
requires the availability of comparable statistical infor-
mation in each member state. Regarding the objectives
targeted by the national and local governments, these
can vary considerably from one country to another
according to the type of internal organization and the
system of delegation that exists in the field of health
policies and health management.

Moreover, stakeholders can distinguish themselves
according to how the health system is defined, for
example, according to what is understood in the strict
sense, that is, all the structures and resources intended
to intervene directly on health, or in the broader sense,
that is, all the institutions and resources that carry out
activities and make decisions which, directly or indi-
rectly, affect public health (quality of the environment,
food production, control of risk factors associated with
behavior, safety in the workplace, etc.). In this latter
case, which is certainly more effective for reaching the
ultimate objective of improving the health of the pop-
ulation, management of responsibilities, as well as the
information medium necessary to direct the various
actions, can become extremely complex. This vision,
despite its complexity, has the advantage of highlight-
ing the articulated system of interrelations that exists
between health and the other aspects of economic and
social life, and favors improvement in the coherence of
policy actions in the various fields.

Finally, identifying the objectives targeted through
public health intervention pre-supposes that choices

have been made on the basis of a list of priorities. The
objectives should therefore be chosen on the basis of a
cost-benefit analysis and should be measurable. From
this point of view, a circular process is set up that
encompasses, on the one hand, the requirements in sta-
tistical information to direct the definition of the policy
goals and to establish priorities, and on the other hand,
the need for objectives to direct the collection and
analysis of statistical material. The solution to this 
contradiction can only be found through an iterative
procedure of progressive reciprocal adjustments.

IV. DEFINING A CONCEPTUAL
FRAMEWORK

Creating a conceptual framework from which the
system of indicators will obtain its justification and its
direction presupposes that it either refers to a health
theory or, at least, to a system of relations between
individual and collective health and different factors
and phenomena that could influence it. Without an
explicit explanatory framework, it is difficult for
researchers and policymakers to reach a consensus. In
our pluralist societies, researchers and policymakers
should be involved in making policy decisions and in
choosing objectives and therefore also in collecting
information on which they can rely.

There is currently no general framework for
describing and analyzing the health of individuals and
the population, or the relations that link health to 
different living conditions. However, there is already
a general consensus on the numerous elements that
should be taken into consideration in such a plan. A
brief description of the logic followed by the creation
of a system of relations concerned with health objec-
tives can help in understanding the choices made.
Individuals, with their own biodemographic charac-
teristics (sex, age, genetic inheritance, and biological
heritage) are presumed to live their lives exposed to
the influences of the different environments that sur-
round them (Caselli et al., 1990): the physical environ-
ment, made up of a system of natural resources and
external manmade conditions, the vital environment,
made up of elements indispensable to life (water, air,
food); the social environment, that is, the system of social
relations to which individuals belong: family, network
of relatives and friends, school, work, and the cultural
system and dominant values in the society and in indi-
viduals’ reference groups; the medical environment,
from which individuals obtain their information on
behavior that is beneficial or harmful to health and to
which they turn when they have a health problem or
they become aware of worrisome symptoms, to obtain
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a diagnosis on their health and the necessary treatment
to reestablish their psychophysical balance or to
restore their well-being. Numerous tools with which
individuals are equipped during their lives (starting
with their level of education) influence their ability to
construct positive relations with these different envi-
ronments by understanding the possible negative
effects and by establishing more effective relations
with them to satisfy their needs. Naturally, the rela-
tionship established between the different environ-
ments, and between these and an individual’s medical
history is not a one-way street. On the contrary, in the
case of some nonformalized environments, such as the
family or the network of relatives and friends, indi-
viduals and their history considerably condition the
type and quality of the relationships that they estab-
lish with these external contexts and the sequences of
action-reaction put in place.

Individual medical history is developed in close
connection with an individual’s life history of which it
is part. This is marked by various important morbid
events: the occurrence of an illness, the shock of a
trauma, or an anomaly in the psychological, physio-
logical, or anatomical structure or functions, according
to the type of health process that is under analysis. In
particular, in the case of illness, such facts may not be
immediately noticed by the individual, thereby often
considerably delaying diagnosis and the onset of treat-
ment. The diagnosis of the problem or the transition of
a latent condition, structural or functional, physical or
mental (a deficiency), the intermediate result (a dis-
ability), and the final result of the process, positive
(cure, rehabilitation), or negative (chronic illness, per-
manent disability, death) are all affected. Individuals
live and interpret their life history, including their
medical history, through the prism of their own per-
ception (Bowling, 1991). This prism substantially 
conditions their ability to interact with their different
environments and has important consequences on the
development and the results of their medical history.

From a demographic point of view, collective phe-
nomena and processes correspond to each of these
individual events and phases. These phenomena and
processes are the targets of a health policy’s interven-
tions. In this plan, the traditional morbidity indicators
such as incidence, prevalence, lethality, mortality, and
the duration of the illness, or the health indicators,
such as the different measurements of disability, are all
at the same level as the indicators based on the per-
ception that individuals have of their own health.

The various contexts considered as favorable to
health can also result in specific sub-systems of indi-
cators. Different typologies of indicators are used in
association with the characteristics of the sector and

the type of presumed relation to health: morbidity
indicators, service indicators, resource indicators, indi-
cators of the demand for health care, and so on.

Other subsystems are then developed to complete
the framework necessary for managing the sys-
tem, especially at the macro level (i.e., funding and
expenditure).

V. THE INFORMATION BASE: 
A COMPROMISE BETWEEN CONTENT

AND TECHNOLOGY

As we mentioned earlier, a number of illusions have
been generated by the extraordinary technological
progress of the last few years. It is almost as if we
hoped that the speed and effectiveness of calculation
of computers could make up for theoretical weakness
and lack of relevance in the interpretation hypotheses.

Today, while it is no doubt essential to maintain 
elementary information bases that are useable for
developing solid and reliable measurements of the
phenomena to be studied, it is also true that direct use
of elementary statistics (micro-data) is only required
for a small number of specific objectives, such as those
for research into the relation between the various
behaviors of the same individual, and the effect of
some of these characteristics and behaviors on his or
her health.

Information systems based on indicators are all the
more useful, as a support for evaluating decisions and
policies, when they are created in such a way that they
can be continually updated and gradually adapted to
the knowledge requirements that may become appar-
ent over time. Their usefulness is even greater if they
have been created in such a way that they can answer
questions at different levels, in other words, when they
make it possible to reconcile the information needs of
decision makers who plan health interventions, each
at his or her level of responsibility (local, national,
supra-national) in the context of compatible objectives.

VI. CREATING SYSTEMS OF
INDICATORS REPRESENTATIVE OF 

A COMPLEX REALITY

No unidimensional indicator can alone represent
the diversity of phenomena or the multiplicity of the
dimensions that should be taken into consideration in
order to evaluate a population’s health or to imple-
ment policies aimed at all of the health problems in the
complex world in which we live today. It is therefore
necessary to develop systems of indicators which, as a
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whole, can take into account the different dimensions
that are useful in the description and analysis of the
health of populations, and which are thus capable of
providing an integrated view of the different contexts
that, directly or indirectly, influence the health of 
populations.

The definition of the objectives provides a guide 
for selecting the indicators by making it possible to
monitor the variables whose evolution must be evalu-
ated or which are targeted by the health policies (e.g.,
the incidence of AIDS, the mortality rate by cancer,
changes in lifestyles that are dangerous to health, etc.).
The available statistics or those which can be obtained
through surveys rarely satisfactorily explain the real
determinants of a population’s health or the risky eti-
ological factors, even when a precise definition of the
risk has been provided. What is generally available is
information on variables that, at best, can be consid-
ered as proxies for the real determinants or risk factors.
Most frequently the information available only enables
the population to be listed according to the various
characteristics linked to health, without the possibility
of interpreting these relations as cause-effect relations.
We can therefore only identify groups of individ-
uals that form potential targets for various specific
interventions.

A set of indicators developed to take into account
different contexts that influence health or different
aspects of its condition does not necessarily create a
system. Collecting and analyzing basic information,
even guided by an explicit conceptual framework,
needs to be improved through the evaluation of the
characteristics of each element of the system (the 
indicators) and of their interrelations.

The relevance, credibility, exactitude, topicality, and
sensitivity of each indicator must be evaluated. Partic-
ular attention must be paid to the purity of the indi-
cator, in other words, to its capacity to quantify a
phenomenon in the absence of spurious effects of other
phenomena (for demand indicators, the population’s
age and sex structure, for example). Furthermore, the
indicators should be comparable, especially when the
objectives pre-suppose the need to compare different
situations within the same country or between differ-
ent countries. From this point of view, it is necessary
to be aware that researching comparability can reduce
the quality of the indicators in terms of relevance and
reliability. In some cases, taking the quest for compa-
rability too far can result in empiricism such that the
indicators not only lose all interest for the public and
for decision makers, but can even cause errors. For
international comparison, for example, indicators of
results are preferable to data on implementation
methods insofar as health care systems can vary con-

siderably from one country to another, and it is there-
fore practically impossible to obtain measurements of
comparable methods. Without knowledge of specific
legislation regulating the provision of health care and
its funding in each country, the international compar-
ison of method indicators can lead to an erroneous
vision.

Once the elements that can be used to create a
system of indicators have been identified, the selection
then needs to be carried out followed by the clarifica-
tion of the linkages between the various elements
selected. The system should not be redundant, in 
the sense that it should not only contain relevant in-
dicators or only the most important, but should also
contain elements concerning the availability of
medical resources and elements relating to needs. Fur-
thermore, the system should be flexible enough to
guarantee its usefulness for different types of users, the
possibility of reproducing it, and that of regularly
updating it.

In fact, when a system of indicators is set up, it is
important to consider the different categories of poten-
tial users. As stated previously, from the implementa-
tion phase the different levels of decision making in
force in the area of health policies must be considered.
The system of indicators should provide these dif-
ferent levels of decision making with elements of
direction, decision, allocation of resources, and the
monitoring and evaluation of the actions undertaken.
However, it should not be forgotten that important
users of the system are the public in their dual role of
decision maker for their own families’ health strate-
gies, and as censors of the government’s activities.
Certain organizations of civil society devote their
activities to the evaluation and control of specific
aspects of the relation between public demand and the
service provision of health structures. These organiza-
tions are interested in monitoring the results of health
actions and are therefore potential users of the infor-
mation systems; their specific needs also should be
taken into consideration.

Another specific type of users are health workers
who, in their daily routine, need elements of informa-
tion that enable them to evaluate their work and apply
it to other realities. These requirements assume a very
specific level of detail, which could be difficult to
ensure with an information system directed toward
strategic decisions. In the context of this purpose, par-
ticularly in the clinical field, systems for communicat-
ing and sharing information on medical practices have
been developed, which have contributed significantly
to the spread of improved approaches and reduced 
the considerable differences that existed previously
(OECD, 2003a). Evidence-based medical practice set
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up on this basis and with these tools has affirmed itself
over recent decades and has opened the way to con-
siderable progress in the treatment of the most im-
portant pathologies. The problem now is to create
connections between these specific information
systems and the higher level information systems,
which due to satellite systems, for example, make it
possible to supply the higher level with composite
indicators without losing the specificity required by
the daily activity.

It is not necessary to expand further on the various
stages for a successful implementation of a perfect
system of indicators that includes all these character-
istics and properties to understand that such a system
is more an aspiration toward an ideal situation than
feasible instructions. It is improbable that real condi-
tions will make it possible to conform to this theoreti-
cal framework in the near future. In practice,
numerous compromises are necessary.

VII. ENSURING COMPARABILITY
THROUGH HARMONIZATION

In Europe, comparability became a crucial require-
ment during the 1980s and 1990s, following the publi-
cation of WHO’s Regional Office for Europe of the
Targets for Health for All by 2000 (WHO, 1985), which
established a vast panoply of indicators for measuring
progress toward the objective of “Health for All 
by 2000.” Indeed, the strategy of “Health for All by
2000,” launched by the World Assembly of WHO in
1977, made the countries increasingly aware of the
need to have adequate and comparable information
for the formulation, monitoring, and evaluation of
policies. Indeed, this strategy stresses the need for
quantitative objectives, which are translatable in the
form of statistical indicators, which facilitate the mon-
itoring, evaluation, and transparency of health policy
decisions (WHO, 1981b). WHO Regional Office for
Europe, in adapting the world strategy to the 
European context, has adopted a set of objectives 
(38 in total), which include the need to implement a
health information system based on a core of interna-
tionally comparable indicators in each country (WHO
ROE, 1980, 1993). Consequently, the need to develop
common methods and tools to carry out comparative
analyses of the population’s health has increased. The
main problem was that the majority of the indicators
selected posed enormous problems of comparability
between countries. Despite the progress made regard-
ing the definitions to adopt and the measuring tools to
employ, these issues are far from being completely
resolved.

Fifteen years have gone by since the first Consulta-
tion to develop common methods and instruments for health
interview surveys, held under the aegis of the WHO
Regional Office for Europe, and the Central Bureau of
Statistics of the Netherlands in 1989. Two other con-
sultations followed in 1990 and in 1992, which were
also devoted to household health surveys. Both meet-
ings made considerable progress toward improved
comparability between countries, especially in the
field of measuring disability. However, much remains
to be done before we can conclude that enough
headway has been made in harmonizing health indi-
cators (a process which, in fact, has only just begun),
or even sufficiently explored the perspectives. Differ-
ent measurements based on household health surveys
must be analyzed, as must other sources (registers,
hospital statistics, etc.). When the problems that
impede the comparability of data from these sources
are resolved, they will become information sources of
great value.

The first cycle of consultations started a process
which has since then resulted in numerous confronta-
tions. As an example, let us quote two significant cases.
The first is that of the Eurohis project (Common methods
and instruments for health interview surveys in Europe)
directed by WHO Regional Office for Europe.

The overall objectives of the project were as follows:

The development of Health Interview Survey (HIS)
tools

Common methods and tools (a guide) for use in
household health surveys, as an integral part of
national health information systems

The promotion of their use in national surveys on
household health

The adaptation of national data for international
comparison

The development of analytical methods to improve
the comparability of health survey data already
available

The adaptation of national HIS for international com-
parison, to demonstrate, as far as possible, their
potential with regard to international comparisons

The project aimed to establish indicators in the 
following fields:

Chronic physical illnesses
Mental illnesses
Alcoholism
Physical exercise
Medical consumption: recourse to health services
Medical consumption: recourse to medication
Preventative action: vaccination, check-ups, etc.
Quality of health
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The Eurohis project came to an end in 2002 and
resulted in a set of recommendations, which appeared
in a WHO publication (Nosikov and Gudex, 2003).

The second example concerns a project for harmo-
nizing data pertaining to disability. It was generated
by the Washington City Group on Disability Statistics
whose main objective is “to guide the development of
a small set(s) of general disability measures, suitable
for use in censuses, sample-based national surveys, 
or other statistical formats, which will provide 
basic necessary information on disability throughout
the world” (http://unstats.un.org/unsd/methods/
citygroup/washington.htm). The project is still in the
development phase and should conclude in 2005.

The aim is now to follow this path and widen the
field to include other tools and indicators, to analyze
their characteristics and effectiveness under different
conditions, as well as to eliminate the factors that
prevent or impede access to a satisfactory level of
international comparison, beginning with numerous
differences in the quality of statistical data on methods.
The identification and eradication (or at least control)
of these problems would improve the comparability of
the indicators without sacrificing the specificity of the
information. This is obviously a difficult task (as can
be seen in the scale of efforts made that have not
always met with success), but it is a task which must
be carried out if we wish to build a system that allows
for international comparison of the population’s
health, as well as a basis for formulating recommen-
dations for the health and social policies of each
country and the monitoring of the actions undertaken
by each country to achieve “Health for All.”

VIII. SOME EXAMPLES OF
INFORMATION SYSTEMS

At the international level there have been numerous
attempts to build systems of indicators, for the pur-
poses of description and perspective, as well as for
policy purposes. Among the most visible is the OECD
(Organization for Economic Cooperation and Devel-
opment) Health Data system, the most recent edition
(annual) of which dates back to 2003, and WHO’s
“Health for All for the 21st Century” system of 
indicators.

OECD’s system is one of the historical systems of
reference in the area of health. It is a typical cognitive
system, that is, a very large collection of indicators,
updated annually, which relates to multiple fields:
from the health of the population to the operation of
health systems and to the environmental and social
frame of reference (Table 109–1). The data are pre-

sented at a national level for the various countries and
in historical series (since 1960). Since 1991, the system
has been available in electronic form as a CD-Rom con-
taining the whole consultable database, supplemented
by meta-data.

As is recalled in the brief history on WHO’s website,

Health for All was adopted in 1977 and launched at the Alma
Ata Conference in 1978 to underline the fact that despite the
ambitious proclamations enshrined in the WHO Constitu-
tion,1 large numbers of people and even whole countries,
were not enjoying an acceptable standard of health. By the
late 1970s nearly 1 billion people were living in poverty. The
HFA renewal process was launched in 1995 in response to
accelerated global change and to ensure that individuals,
countries and organizations are prepared to meet the chal-
lenges of the 21st Century.
(http://www.who.int/archives/hfa/history.htm)

This strategy was accompanied very early by the
implementation of a system of indicators intended to
ensure monitoring, in order to periodically verify its
progress and to evaluate the national initiatives of
adaptation to the strategy. In fact, while on the one
hand, this strategy is aimed at all WHO’s member
states in the same way, its adaptation to national real-
ities is left to each country in the context of each
country’s own health policies. The year 2020 is the
target date for completion. It can be viewed online at
http://hfadb.who.dk/hfa/.

The available indicators relate to many aspects of
the health of populations and its determinants. Defin-
itions are provided for each indicator, as well as a clas-
sification. The principal fields selected are as follows:

Demography and socioeconomic situation
Mortality
Morbidity, disability, and hospital discharges
Lifestyles
Environment
Health care resources
Health care utilization and expenditure
Maternal and child health

FINAL REMARKS AND CONCLUSION

As we emphasized at the beginning, in recent years
a number of the world’s large countries have been
faced with problems caused by increasing constraints
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1 In its preamble, WHO’s Constitution proclaims, inter alia, “The
enjoyment of the highest attainable standard of health is one of the
fundamental human rights of every human being without distinc-
tion for race, religion, political belief, economic or social condition.”
The Constitution also stipulates that “the health of all peoples is fun-
damental in the attainment of peace and security and is dependent
upon the fullest cooperation of individuals and states.”



on health resources while an increase in demand has
been reinforced by technological progress and popu-
lation aging. The case of the United States, the United
Kingdom, Germany, and the Netherlands are emblem-
atic. Even though they involve national systems that
are completely different from one another (from the
private model of the United States to the universal
public system of the United Kingdom, from the social
insurance model of Germany to the combined system
of the Netherlands), since the end of the 1980s, they
have all experienced a period of crisis and reorganiza-
tion (Docteur and Oxley, 2003). The curbing of costs
has, as noted by some, become the “war cry” of deci-

sion makers, of managers, and, sometimes even, of
practitioners (Patrick and Guttmacher, 1983).

In this general context of the desire to rationalize
health systems, the role played by indicators has
become a fundamental one, as we have already men-
tioned. Just as fundamental is creating a link between
the system of indicators and the decision making
system. However, too frequently when discussing
indicators, we run the risk of becoming immersed in
the swirl of an operationalization logic, by imagining
that indicators should only be used for specific ob-
jectives. Vice versa, the current situation obviously
requires systems of overall cognitive indicators as 
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TABLE 109–1 List of the Variables Included in the OECD’s 2003 Health Database

Part 1. Health status
Mortality

Life expectancy
Causes of mortality
Maternal and infant mortality
Potential years of life lost

Morbidity
Perceived health status
Healthy life expectancy/Disability-free life expectancy
Infant health
Congenital anomalies
Dental health
Communicable diseases (HIV/AIDS)
Cancer
Injuries
Absence from work due to illness

Part 2. Health care resources
Health employment
In-patient beds
Employment-to-beds ratio
Medical technology
Education in health and welfare

Part 3. Health care utilization
Prevention (immunization)
Consultations
In-patient utilization
Average length of stay

Average length of stay for in-patients and acute care
Average length of stay by diagnostic categories

Discharges
Discharge rates by diagnostic categories

Surgical procedures
Total surgical procedures
Surgical procedures by ICD-CM
Transplantation and dialyses

Part 4. Expenditure on health
National expenditure on health

Total expenditure on health
Expenditure on personal health care

Expenditure on collective health care
Prevention and public health
Expenditure on health administration and insurance
Expenditure on health-related functions
Expenditure on medical services

Total expenditure on medical services by functions
Expenditure on in-patient care
Expenditure on out-patient care
Expenditure on home care
Expenditure on ancillary services

Medical goods, dispensed to out-patients
Total expenditure on medical goods
Pharmaceutical and other medical non-durables
Therapeutic appliances and other medical durables

Part 5. Financing and remuneration
Health expenditure by source of funds

Part 6. Social protection
Social expenditure
Health care coverage

Part 7. Pharmaceutical market
Pharmaceutical industry activity
Pharmaceutical consumption
Pharmaceutical sales

Part 8. Nonmedical determinants of health
Life styles and behavior

Food consumption
Alcohol consumption
Tobacco consumption
Body weight and composition

Environment: air quality

Part 9. Demographic references
General demographic
Population age structure
Labor force
Education and training

Part 10. Economic references
Macroeconomic references
Monetary conversion rates

Source: Organization for Economic Cooperation and Development (OECD).



well as systems of indicators directed toward specific
problems.

As is the case for the system that Eurostat is cur-
rently setting up in cooperation with all the countries
of Europe, and as is the case for national systems
(Italian, German, British, and Dutch, e.g.), the first type
of system should supply a framework of information
constituting the base from which institutions and gov-
ernments should steer, to decide on which phenomena
to take into consideration, the actions to carry out, and
the methods of health surveillance (Egidi, 2003). At
certain stages of activity and programming, compart-
mentalized reasoning is impossible; an overall vision
is absolutely necessary in order to identify the effects,
desired or undesirable, of the interrelations between
health and the health system and other economic and
social sectors. The availability of systems of this type
should make it possible to combat the tendency to
promote actions in the absence of a wide view and per-
spective. Furthermore, these systems are also systems
of democratic information accessible to all, that enable
the public as well as experts to become aware of the
stakes of a situation, which concerns the general public
as much as it does public and private decision makers.

The objective of the second type of system is to
provide information on which operators and decision
makers can base their decisions or commitments. A
small number of general indicators are no longer sat-
isfactory. Information at the level of specific needs is
required. The increasing complexity of problems con-
sequently leads to an equivalent complexity in the
required information systems, which must respond to
personalized choices through their diversification.

In short, health information systems should become
everyday tools in both the programming and evalua-
tion process as well as in access to understanding
public health issues. However, the measures taken
should be integrated in a conceptual framework that
reflects the interpretative plan of the phenomena and
processes concerned. A model that should be based on
the debate involves not only the decision makers but
also researchers and experts because information alone
is never neutral and should be explicitly positioned in
an explanatory framework.

Let us emphasize two aspects. First, the need to per-
severe in this sometimes very difficult path toward the
harmonization of indicators and systems of indicators
for analyzing the health of the population and the
effectiveness of health systems, as well as for moni-
toring health policies and actions recommended at 
the international level. In these fields, supranational
organizations play a crucial role; they should promote
systems that are coherent with one other. Unfortu-
nately, there is no shortcut to this goal. The illusion of

the effectiveness of standardized tools that are inca-
pable of taking into account the specific health systems
and the social organization of each country, requires
that problems of interpreting differences in level or
evolution be overcome, and that we become aware of
the continuing impossibility of carrying out direct
comparisons between countries, even with data that
have apparently been collected on the basis of identi-
cal definitions and methods (Egidi and Buratta, 1997).

Secondly, the differences and the evolution of the
mechanisms that are the basis of demographic phe-
nomena must be evaluated. It is perhaps superfluous
to draw attention to the fact that, over time, natural
changes occur in the population and the groups com-
prising it, caused by the aging of individuals and the
passing of successive cohorts. Too frequently a cross-
sectional approach to analyses and to monitoring
progress toward the chosen goals does not permit 
the correct evaluation of real developments. Thus, for
example, the variation in the prevalence of a given
disease at a given age between two successive periods
can occur without any specific public health initiative.
This could be a simple consequence of certain indi-
viduals being progressively substituted for others
whose life histories cause a change in the incidence 
of the same disease. The diffusion of attitudes with
regard to prevention can be favored by the arrival of
better educated cohorts of individuals. The reduction
of disability among elderly people can be a result of
the aging of individuals who have been better pro-
tected during their working lives against risks specific
to certain particularly dangerous jobs. It is rare to have
the information necessary for the adequate develop-
ment of a longitudinal approach which makes it pos-
sible to evaluate the relations between the life histories
of different cohorts. Nor is it common to have access
to information that makes a longitudinal evaluation of
consequences in terms of health possible, or the calcu-
lation of indicators capable of measuring the effect.
More often we must be satisfied with cross-sectional or
period data and it is necessary to rely on the good
judgment of users to at least indirectly take into con-
sideration the effects of such mechanisms.
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P A R T  

IV

MIGRATION POLICIES AND
MANAGEMENT OF THE
POPULATION PYRAMID

GRAZIELLA CASELLI, JACQUES VALLIN AND GUILLAUME WUNSCH

Along with fertility and health, two other major spheres of population policy action
relate to the third big factor of population dynamics—external migration—and changes
in population structure. Strictly, this latter sphere is another way of coming at the first
three, as whatever influences fertility, mortality or migration may feed into the popu-
lation structure. Combining migration policies and those for the management of the
population pyramid in the same part when a whole part has been given to each of the
first two factors of dynamics—fertility and health—therefore, smacks of the arbitrary.
We take full responsibility for that. It is partly due to the fact that this Treatise has from
the outset focused consistently on the natural forces of population development,
because we are mainly concerned with large-scale populations (countries, groups of
countries, world), where fertility and mortality are much bigger shaping factors than
migration. A single chapter on migration policies—chiefly international migration—
was thought to suffice here, therefore, given that internal migration has little effect on
total population dynamics, and chiefly affects composition. As to the latter, it was also
decided not to attempt exhaustive coverage. Many aspects of population structure are
of government concern and may be the subject of policies. Our chosen aspect—age
structure—is far from the only one. Many countries have strict policies on geographi-
cal distribution, where internal migration is a powerful factor, whether in respect of
urbanization or broader area planning and development. However, a separate chapter
on this was not thought to be required; instead the authors of the country case studies
were asked to cover it if necessary, as the analysis of national policies is where an issue
so tied to the geographical context of each country can best be understood. Other key
aspects of a population structure may also be policy concerns: the social structure, for
example, is highly susceptible over the long-term to economic and social policy options;



the sex structure, a growing focus of concern to the governments of some countries
where large-scale sex preselection is beginning to be practiced; etc. But limits must be
drawn, and so again, the choice has been to focus on the aspect of population structure
that has most influence on its development: age structure, which is entwined with
cohort replacement.

This fourth part is therefore divided into two chapters: Chapter 110, by Stefano Baldi
and Raimondo Cagiano, on migration policies, and Chapter 111, by Michel Loriaux, on
the economic and social management of the population pyramid.
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Broadly speaking, most political decisions have an
impact on migrants and can therefore be considered as
including, whether in an explicit way or not, some
migration policy elements. For example, everything
that directly or indirectly affects the social sector nec-
essarily influences migration behaviors. However, for
reasons of simplicity, the following discussion will
only deal, except occasionally, with those policies 
that are explicitly related to migration; it will also be
about labor migration only, without taking into
account such movements as those of refugees, dis-
placed persons or asylum seekers (concerning those
points, see Chapter 62).

The major reason why workers emigrate to a foreign
country is that they are seeking for better living stan-
dards, and even for better chances of survival some-
times. The present economic situation in the world,
particularly in the poorer countries, is likely to intensify
international migration. The growing demographic
imbalance between the different countries or regions in
the world, particularly in those places where it is com-
bined with wide disparities in terms of wealth distribu-
tion, is bound to increase the pressure for migration.

As a matter of fact, international labor flows are 
a source of immense potentialities, both for the coun-
tries of departure and those of reception; however,
they have also necessarily become a major political
problem.

According to the Program of Action of the Interna-
tional Conference on Population and Development
(ICPD) organized by the United Nations in Cairo in
1994 (United Nations, 1995b, item 10.15), “it is the right
of every nation State to decide who can enter and stay

in its territory and under what condition. Such right,
however, should be exercised taking care to avoid
racist or xenophobic actions and policies.” In fact, gov-
ernments and bureaucracies have paid little heed to
the problems caused by immigration, which has often
resulted in negative attitudes developing among local
populations toward immigrants, making it easier for
xenophobic rhetoric to emerge, as well as opinion cam-
paigns aimed at limiting the admission of foreign
workers.

The analysis of migration policies can be divided
into four points:

1. The migration policies of the receiving countries
2. The migration policies of the countries of

emigration
3. International organizations and migration policy

agreements
4. New elements in migration policies

I. THE POLICIES OF THE 
RECEIVING COUNTRIES

Although any classification of social phenomena is
necessarily arbitrary and questionable, still the various
areas for migration policies intervention must be 
distinguished so as to make the discussion as clear as
possible. Only, it must be emphasized that such 
distinctions should not be understood as drawing
impassable borders. There are necessarily blurred
areas and discrepancies between the different spheres,
whatever classifying system is adopted.
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The simplest, and probably most efficient, approach
consists in distinguishing between policies that aim at
affecting flows and those that influence stocks. We will
proceed along such distinction, first concerning the
policies of the countries of reception, and again in
Section 2 of this chapter, concerning the countries of
departure.

Policies concerning flows and those affecting stocks
are obviously closely interdependent, but the methods
used by those two types of policies are different, and
they each have their own characteristics, as summa-
rized in Figure 110–1.

1. Policies Affecting Immigration Flow in
Receiving Countries

Those policies that aim at influencing migration
flow may clearly work several ways. Measures can be
adopted to increase (positive measures), reduce (neg-
ative measures), or keep stable the net number of
admissions.

The most significant positive element that affects
migration flows is demand for employment. The
volume, composition, and schedule of migration flows
are, more often than expected, determined by employ-
ment demand rather than by supply.

Moreover, the labor market is segmented in such a
way that in certain developed countries, substantial
unemployment (among the natives) coexists with
quite sizeable immigration. This is because immi-
grants usually accept work in sectors that imply risks

or even danger (e.g., in mining or industry), or in
illegal activities (such as prostitution, drug trafficking),
particularly where the natives are not inclined to do
so.

On the other hand, the richer countries, where 
the populations are aging, may also need to use immi-
gration to compensate for the lack of native labor in
some particular sectors, including services (domestic
services, catering), the building industry, and public
works.

Several reasons account for immigrant workers
accepting low-skilled, or unskilled, underpaid jobs
from the start. Firstly, most immigrants from the South
come from rural areas, have low educational levels or
are even illiterate, and have no experience working in
industry. They also have language challenges. But
above all, because of their status—due to precarious
work permits, and sometimes to their being illegal
immigrants—they are in a weak position when it
comes to negotiating salaries, all the more so because
to them survival is a matter of emergency.

As a matter of fact, many immigrant workers are in
breach of immigration regulations. Such a situation
has been termed illegal or clandestine immigration, and
the migrants themselves illegal or undocumented immi-
grants. As the presence of an illegal worker implies the
existence of an illegal employer, the size of the pheno-
menon is closely related to tolerance—or need—of
illegal labor.

Migration flows may have substantial consequences
over the structure of the population, in the country of
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policies as determined by labor demand in the countries of reception.



reception as well as that of departure. Employment-
related migration usually concerns groups of male
young people of working ages (25–45 years old).
Migration policies that aim at family entry and settle-
ment may correct the imbalance characteristic of pop-
ulations of migrant workers. Differences are often to
be observed in the fertility—and sometimes the mor-
tality—between the migrants and the natives. Fertility
rates are usually higher among the former than the
latter. The situation is not quite so clear as far as mor-
tality is concerned, because of the effects of selection
as the migrants enter a country or leave another, but
the fact is that immigrants are usually provided with
health facilities that are not quite as good as those pro-
vided to the natives. However, those differences,
which have a direct effect over growth rates, tend to
fade as time goes by and the migrants integrate or
assimilate.

Volume II, Section II in this book is on the determi-
nants of migration; those clearly have direct and indi-
rect implications for migration policies, which vary in
time as well as from one country to another. Those
policies may be either positive, in favor of immigra-
tion, or negative, aimed at restricting it or even at
encouraging emigration.

Positive measures aimed at encouraging immigra-
tion may result from different objectives and make
more or less intensive use of various instruments with
a view to reaching the implicit or explicit targets of the
government in the country of reception.

It is usually a question of meeting internal needs,
mostly economic ones. It may be a matter of general
need for reconstruction or economic growth, such as
experienced by many European countries after each 
of the two world wars or during the Thirty Glorious
Years (1945–1975), but there may also be more specific
needs in certain sectors of the economic system that
suffer from lack of one type of labor or another. For
example, immigration was encouraged in the last
century in Europe for the specific needs of the mining
sector and the steel industry. In more recent times, the
sector of personal services (domestic, medical, and
assistance services) has been making much use of
immigrants from Central and Eastern Europe, and
even from Asia. Apart from Europe, the Gulf countries,
and before them North America, Australia, and New
Zealand have always used immigration to serve their
economic development.

In the latter cases, what was at stake in those poli-
cies was even, in a more general way, to get colonists
to settle on uninhabited lands, as is still the case 
nowadays as Israel actively implements its policy of
drawing the Jewish diaspora together. Likewise it is
mainly for political and cultural reasons that West

Germany has always claimed willingness to take in
any person of German descent who would like to come
and settle there; the ultimate point of such a policy was
reunification.

Specific migration flows were also encouraged, or
even planned, with a view to settling conflicts (e.g., in
the aftermath of colonial relations) or to organizing
cooperation for development. There are many recent
agreements in which extraordinary quotas for agreed
immigration were set between the countries of desti-
nation and those of departure, just as such cooperation
agreements include all kinds of interventions for
development—loans at favorable rates, investment
flows, letting the partners off their debts, and other
supporting measures for underdeveloped economies.
Such agreements have been concluded between
Germany and Turkey, Italy and Albania, Tunisia and
Morocco, and others.

Besides such economic and political objectives,
there are also humanitarian ones contained in the
measures concerning the admission of refugees,
whether as part of international agreements on the
right of asylum or of specific policies such as those on
territorial asylum in France, which makes it possible
for persons who are threatened by war or persecution
to get asylum in a receiving country. In the last few
decades, the restrictive policies enforced in the richer
countries with a view to slowing immigration down
have badly impaired the existing system (particularly
since the Geneva agreements). However, there are 
a few remnants of it, which could be reactivated. 
An example is provided by the recent history of the
Balkans.

In more recent times a specific need for support has
emerged in the countries of the North of the World,
where very low fertility rates, combined with high
levels of life expectancy, have caused unprecedented
demographic aging of the population. True, no country
has explicitly adopted an immigration policy aimed at
meeting that need yet; still, it is not impossible that
such types of measures be taken in the near future. In
fact, a recent UN report strongly recommends that the
countries concerned begin to do so (United Nations,
2000).

In any case, in all those different areas, the trend is
in favor of negotiated and international agreements.
Most of the time such agreements are developed and
implemented due to the pressure of growing needs. As
a consequence migration flows are taking extremely
varied forms, and can be defined in very different
ways depending on which questions are asked—Who?
How many? How? Where from? Where to? Under
what legal conditions? In what political contexts?
(Golini, 2003).

Chapter 110/Migration Policies 265



Negative measures, still more than positive ones,
are also intended to meet national concerns in 
the countries of destination. The latter are clearly bent
on controlling the flows, and when immigration seems
undesirable to them, they enforce drastic policies so as
to limit the flows, or even to stop them altogether, or
again to turn the immigrants out of the country.

Such policies may be related to chauvinism, as was
the case under the fascist regime in Italy, or to a 
situation of conflict, such as prevails between Israel
and the occupied Palestinian territories. More often 
yet they express a more general concern with regulat-
ing immigration flows for economic or socio-cultural
reasons, which often merge in a more or less confused,
or even demagogical way, particularly in times of 
elections.

In several European countries, including those
where immigration is recent, such as Spain, Italy, or
Greece, measures setting a limit on admission flows
are combined with regularization action through
which the situation of immigrants who previously
entered the country in a disorderly, or even illegal way,
can be resolved.

In the countries where there has been long-standing
immigration (France, Germany, the United Kingdom,
Canada, the United States, Australia), regularization
and control measures are also usually combined with
integration policies in which the provisions for natu-
ralization or access to citizenship play an important
part, with wide differences from one country to
another. For example, in Europe, France, where the
right to citizenship by virtue of birth in the country
prevails, can be considered favorable to naturalization,
as opposed to Germany, where the right to citizenship
by virtue of kinship prevails, making naturalization
more difficult to get; on the other hand, American and
Canadian legislations are far more favorable to natu-
ralization than the French legislation.

In any case the economic situation, particularly that
of the labor market, plays an extremely important part;
however, internal and international rules in favor of
basic human rights, of which the different countries
are more or less observant, are also important. It is in
that view that family entry and settlement is one of the
most widely accepted exceptions to restrictive policies.

In spite of controls, a number of migrants manage
to get across most borders. The United States is the
country with the largest number of illegal migrants (7
million of them in 2000, by Immigration and Natural-
ization Service estimates) because they have such a
long border with Mexico. According to the Organiza-
tion for Migration (IOM, 2003), illegal entries into the
European Union may well be as many as 500,000 a
year.

Controlling immigration may eventually lead to
militarization of borders, which may have an impact
on the political system in the country of destination.

There is a fear that militarizing external borders may even-
tually lead to the militarization also of society. [. . .] A com-
plete control is nearly impossible in the Western democracies
today, considering the political costs of militarizing/policing
borders and internal structures. Neither does it seem possible
due to the fact that the labor market in itself represents a
“pull” factor in many of the countries, indicating that (some-
times powerful) groups are having vested interests in a con-
tinued flow. Besides, it seems difficult to stem immigration
without discouraging tourism, as a significant number of
illegal immigrants today legally entry as tourists in the first
place. (Brochmann, 1993)

The quota system, in which the number of immi-
grants is set based on their initial nationality or other
such criteria (IUSSP, 1982), is used with a view to lim-
iting the number of newcomers and stabilizing immi-
gration. Switzerland provides an example of countries
that offer different quotas to immigrants depending on
the type of work permit (on a year, season, or short
visit basis) that they apply for.

Visas and border controls can be more efficient if
they are buttressed with computerized databases on
undesirable persons (as stipulated in the Schengen
agreement, e.g.). The criteria used by host countries for
work visas (and hence for immigrant selection) are
widely varied—family entry and settlement, skills,
random methods (such as lotteries), and so on. The
efficiency of visas as a means to control entries is
closely related to the internal controls to which 
foreigners are subject.

The authorities in charge of immigration policies
can establish several types of internal control. These
range from internal surveillance to access to a resi-
dent’s permit or an identity card, access to lodging and
social benefits, measures taken against employers, etc.

Theoretically, potential migrants will ground their
decision to migrate on assessment of several elements.
Salaries in real terms in the country of destination rank
among the most important elements. The level of
employment, the possibilities of getting accommoda-
tion, and last but not least, the financial and moral or
psychological cost of migration, are also important.
Last, specific information, focused on the economic
opportunities offered by the host countries, may help
potential migrants to make correct assessments.

2. The Stock Policies of the 
Host Countries

A stock policy is any measure or regulation that
either encourages migrants to settle in the host country
for long periods of time, or even for their entire lives,
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or to stay there for a very limited period only. Consid-
ering equal flows, such policies will determine the size
of the stock, but also the rotation pace and hence the
characteristics of the stock.

Figure 110–2 is an illustration of the comparison
between the sizes of the largest immigrant stocks in the
world.

Immigrants from the same country or region who have
been living in a country for a long time eventually form a
community. The latter may be more or less attached to
their origins, depending on both the policies enforced by
the host country and the immigrants’ attitude.

Before studying the various degrees of immigrant
integration into host societies, we must mention the
part played by labor market structures as a determin-
ing factor in the formation and composition of migrant
communities.

Immigrants, as mentioned earlier, usually find jobs
among the lowest segments of the labor market.
Supply of cheap labor from immigrants makes it easier
for the host country to keep up its social system, par-
ticularly in times of economic recession. Besides, as far
as illegal workers are concerned, the cost of labor is
further brought down through nonpayment of welfare
costs (health insurance, pension funds, etc.).

Despite the economic benefits derived from it,
immigration is often described as a threat to the host
country’s economy. It is considered one of the factors
in rising unemployment (particularly for unskilled
workers) and is sometimes perceived as a danger to

social stability. Such a biased image fails to take into
account the fact that the labor markets, in most devel-
oped countries, are characterized by segmentation. It
also ignores the fact that certain chores are economi-
cally and socially unattractive in the eyes of native
workers. It thus appears that immigration has no effect
either on the nationals’ income or their employment
(OECD, 1993).

One of the most obvious effects of immigration for
the host country is that it reduces the cost of labor. In
the short and the middle term, immigrant workers 
are underpaid and overexploited, as compared with
native workers, because of their weak, marginal posi-
tion in the labor market; they are also usually
employed in particularly difficult sectors (the steel
industry, mining, fisheries, etc.), in services that do not
pay well (as domestic servants, in the food industry,
etc.), or in seasonal work (agriculture) that nationals,
even when they are unemployed, find unattractive.
Small and medium-sized enterprises are particularly
in need of cheap foreign labor, which makes it possi-
ble for them to remain flexible and keep their pro-
duction costs down. Immigration thus generates
immediate profit for many different groups (heads of
companies, middle-class households, etc.), while the
cost for society (in terms of welfare, educational, and
health services) is deferred.

In most cases, foreign immigration has proved 
not to be a temporary phenomenon. Most immigrant
workers who entered the host country in periods of
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economic growth subsequently decided to stay longer
than might have been expected.

However, there are exceptions. Switzerland pro-
vides a famous example of workers’ rotating immi-
gration. The system is characterized by short-term
work permits and seasonal authorizations. Workers
then have to make frequent moves between their
native country and the host country. To make sure that
temporary workers actually remain so, rotation 
must be fast. Naturalization and family entry and set-
tlement are very rare. Egyptians migrating to the oil-
producing Arab countries where there is regular
rotation of foreign labor is another example of tempo-
rary migration.

There is still a lot of seasonal work in many European
countries, such as Germany (particularly from East
European countries) or Italy (from North Africa).

The various degrees of integration in the host
society can be classified as (a) assimilation, (b) the
ethnic approach, or (c) integration. Assimilation can be
considered as full acceptance of immigrants by the
host society, until they are completely absorbed into it.
Immigrants are scattered within the national commu-
nity, with which they identify, and from which they
eventually stop thinking of themselves as different.
The much-used “melting pot” image gives an idea of
ethnic identities mixing into a new homogeneous iden-
tity that emerges from the mixing. Any form of assim-
ilation makes integration easier, because it accelerates
the learning process and the use of public and private
services in the host country.

Conversely there are cases (as Asians do in Britain)
when immigrants do not really wish to get assimilated
into the host society. In such cases they tend to estab-
lish close collaboration within the immigrant commu-
nity that they form and to keep up close links with
their native country.

The ethnic approach has negative aspects, such as the
emergence of rivalry between the different groups, but
also positive ones, such as cultural enhancement. The
United Kingdom provides a typical example of that
form of approach. The government guarantees all indi-
viduals the right to participate in the country’s social,
economic, and public life, while fully preserving their
freedom to practice their own faith and keep their cul-
tural identity. “Ethnic minorities” are thus recognized
and classified. Even in censuses, the population is clas-
sified in different ethnic categories—White, Caribbean
Black, African Black, other Black, Indian, Pakistani,
Bangladeshi, Chinese, other. One side effect of such an
approach is that it may heighten the risk of discrimi-
nation in terms of housing, schooling, and so forth.

Multiculturalism is a slightly different approach, in
which ethnic and other differences are not only toler-

ated but even encouraged sometimes. In that way,
identifiable groups coexist and interact so as to create
a heterogeneous, stable society. In the near future, a
new ethnic model may possibly emerge and develop
in the East European countries where immigration is
now a serious problem.

The integration of immigrants can be considered
from two points of view—the integration of immi-
grants into the native society (which is the concept
most in use), but also the integration of the natives into
the immigrant community (in terms of acceptance of
their traditions, religions, etc.). In both cases, integra-
tion is made complicated by interaction between the
policies and societies of the host countries and those of
departure.

Integration is not always the result of a deliberate
decision; it sometimes happens through necessity
rather than by choice. The legislation or the practices
of the administration on the labor market may prove
to be means to force migrants to seek to be integrated
into the host country.

Within the European Union, the aim of integration
is to gradually eliminate legal, cultural, linguistic and
other obstacles, so that immigrants can have the same
way of life as the nationals of the host country. Along
that line, the European Council stated at the Tampere
meeting (October 15–16, 1999) that

The legal status of third-country nationals should be approx-
imated to that of Member States’ nationals. A person, who has
resided legally in a Member State for a period of time to be
determined and who holds a long-term residence permit,
should be granted in that Member State a set of uniform
rights which are as near as possible to those enjoyed by EU
citizens: e.g. the right to reside, receive education, and work
as an employee or self-employed person, as well as the prin-
ciple of non-discrimination vis-à-vis the citizens of the State
of residence. The European Council endorses the objective
that long-term legally resident third-country nationals be
offered the opportunity to obtain the nationality of the
Member State in which they are resident. (European Union,
Conclusions of the Presidency, para. 21)

Assessing integration possibilities requires taking
immigrants’ attitude into account. In many cases, par-
ticularly soon after they have arrived, immigrants will
clearly express a wish that they be recognized in their
minority groups, an attitude that could be interpreted
as a wish not to get integrated into the host society 
and remain an ethnic minority. High concentration of
immigrant populations may delay the integration
process, because it encourages keeping up the tradi-
tions of the native country, traditional ways of life, and
preferential marriages.

However, keeping up the original culture does not
necessarily mean a loss in terms of integration. People
can well be integrated through their job and daily life,
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while continuing to practice their religion and pre-
serve their beliefs and customs. The United States and
Canada provide good examples of multiethnic inte-
gration: the Greeks, the Spaniards, the Italians, the
Irish, and the Poles live together, and are integrated
into American society in many ways, but to a large
degree they continue to preserve their individual
ethnic identities and spend their leisure time with their
own ethnic communities.

Integration is a psychosocial, long-term process. It
takes both time and willingness (or alternatively,
necessity). Temporary immigrants are seldom inter-
ested in becoming integrated simply because they
think they will be staying a short time. Later they may
try to get a little more integrated, just enough for them
to live quietly.

Integration policies are very slow in producing
effects. Also, they are not really compatible with polit-
ical situations in which governments are expected to
find rapid solutions to the social pressure problems
that are derived from immigration. Not only the
central authorities, but also the local ones, play a
crucial part in implementing integration policies that
usually target minorities whose demands are very 
heterogeneous.

The problems related to immigrant integration
concern housing, health, education, employment, as
well as the social and cultural dimensions. Each of
those issues is important and can provide indicators as
to the degree of integration among immigrant com-
munities. However, the problems of housing, welfare,
employment, and education do not concern only
immigrants, and hence cannot be considered as solely
related to such or such an integration policy. Local
administrations are faced with those problems at a
general level.

Immigrants only put in an additional dimension,
which the authorities must take into account as they
seek for such solutions as may promote local develop-
ment within society. This applies at a local as well as a
national level. In other words, certain policies aim at
overall improvement of living conditions (housing,
health, employment, services, etc.) with a view to
securing social stability, economic growth, and
welfare; other policies are more specifically intended
to promote the integration of the foreign part of the
population; but all have an influence over the degree
to which immigrants are integrated.

Accommodation is usually the very first problem
that newcomers have to face. Immigrants are subject
to accommodation conditions that are inferior to those
of the nationals. They often suffer discrimination on
the part of landlords, and eventually go and live in
areas where they are tolerated because such areas are

spurned by the natives. As a result, they are concen-
trated in specific residential areas, where the quality of
accommodation is bad and living conditions are far
below standards.

“Education is of vital importance to the integration
of immigrants’ children. Both the level of schooling
achieved and the diplomas obtained are determining
factors in their success in the labor market and their
integration into the society of the host country”
(OECD, 1995). The concentration of immigrants in spe-
cific areas has consequences for education, because the
normal implementation of school curricula may be 
disturbed by the fact that so many children speak 
different languages and have such different cultural
backgrounds. Some countries, such as the United
Kingdom, have been trying to distribute immigrants’
children among different schools, so that they are not
concentrated in some schools only. As education is the
main means for young people to make their way into
society, immigrant parents usually wish their children
not to lose their cultural and religious heritage. Inte-
gration policies at school must then guarantee both
that cultural identities are preserved and that there is
no discrepancy between the education provided to
immigrant and to native students.

The issue of immigrants’ access to health insurance
and old-age pension is closely linked to that of illegal
employment. Clearly there is discrimination in the
labor market, though it is so complex that it would be
difficult to assess. Employers are usually less inter-
ested in their employees’ integration than in the
quality and quantity of the work they provide, what-
ever their nationality. Immigrants’ position on the
labor market is one of the basic indicators of their 
integration.

The level and quality of the education of immi-
grants’ children play a crucial role in their access to
vocational training. In this respect, there are two 
possible approaches: supporting them through the
development of specialized training, or implementing
antidiscrimination policies at recruitment level.

The idea of the cultural and social dimension of
integration includes all the activities of volunteer asso-
ciations that work toward the benefit of immigrants.
Among such associations are those created and run by
natives (religious associations, trade unions) and those
set up and managed on an ethnic or interethnic basis.
The latter are particularly involved in political, social,
and cultural activities, either within or outside their
communities. Some associations are created with a
view to securing well-being and support for their
members; if, as sometimes happen, the necessity for
such associations is felt to decline, then they either die
out or change their activities. For example, some
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regional ethnic associations are now no more than
meeting places for elderly immigrants.

Integration should not necessarily be considered in
a positive sense. Immigrants also may be integrated
into corrupt groups, with criminal or antidemocratic
activities. Paradoxically a high rate of crime among
immigrants may be an obvious sign of their capacity
to get integrated in the host country. One significant
example is the trafficking of women from developing
countries, or in more recent times, from Central and
Eastern Europe to Western Europe.

Trafficking in women occurs when a woman in a country
other then her own is exploited by another against her will
and for financial gain. The trafficking element may—cumu-
latively or separately—consist of: arranging legal or illegal
migration from the country of origin to the country of desti-
nation; deceiving victims into prostitution once in the country
of destination; or enforcing victims’ exploitation through vio-
lence, threat of violence or other forms of coercion. (IOM,
1995b)

Sweden and Germany provide two interesting cases
for an understanding of the various degrees and
methods of integration.

Sweden has been gradually reinforcing its integra-
tion policy since the 1970s. Now, every foreign-born
resident who has decided to live in the country must
demonstrate a degree of integration. The Swedish
immigration policy is based on a tolerant kind of mul-
ticulturalism. Immigrants are regrouped in parallel
organizations by nationality. In that integration
process, Sweden, along with the other Scandinavian
countries, forms the most advanced region, as it guar-
antees the right to vote in local elections to those immi-
grants who have permanently settled on Scandinavian
territory.

Germany is totally different, in that the country
does not officially consider itself an immigration
country. In the past, Germany firmly supported rota-
tion policies and was harshly critical of integration
policies. Now, they have changed their approach, and
the integration of foreigners and their families who 
are legal residents on their territory (particularly the
“invited workers,” who immigrated in the 1960s and
1970s) is one of the principles of the government’s
“foreigner policy”. In Germany’s explicitly expressed
position, migration has always been reduced to the
needs of the country’s economic development. As a
consequence, even the very limited forms of integra-
tion offered to the invited workers who had been
living for many years in Germany were never intended
to make the immigrants more German-like.

The success of an integration policy depends, to a
degree, on the measures intended to limit future immi-
gration. The most significant legislative instruments to

control and stabilize immigrant communities are reg-
ularization, naturalization, and family entry and set-
tlement. Policies in this respect are extremely varied,
even within the European Union (Table 110–1).

Regularization is a means to reduce the number of
illegal immigrants. That type of measure is usually
used before tightening immigration restriction meas-
ures. It has not been proved that regularization 
measures affect future immigration flows. The regu-
larization of illegal migrants is always combined with
sterner measures of immigration limitation. It does
ensure that immigrants are better protected, but past
experience has shown that it does not prevent new
illegal immigrants from coming.

Naturalization can be used as a means to accelerate
the integration process. It is easier to secure for those
immigrants (or their offspring) who grew up in the
host country.

The host countries have widely different policies as
far as naturalization is concerned: some countries,
such as Canada or Sweden, encourage immigrants to
get naturalized as soon as possible so as to make their
integration easier. On the contrary, other countries,
such as Switzerland or Germany, are very restrictive
and consider naturalization to be a reward for immi-
grants. The issue has also been discussed in world 
conferences such as the World Summit for Social
Development that was held in Copenhagen in 1995,
when the final declaration mentioned that “govern-
ments of receiving countries are urged to consider
giving to documented migrants having the right to
long-term residence, civil and political rights and
responsibilities, as appropriate, and facilitating their
naturalization” (United Nations, 1995b, point 77).

Family entry and settlement is one of the most impor-
tant means used by the host countries to promote or
reduce the integration of legal immigrants. According
to the Programme of Action of the Cairo Conference:
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TABLE 110–1 The Degree of Integration and the 
Migration Policies Adopted in Some European 

Union Countries (as of 1994)

Easy naturalization Difficult naturalization
Sweden, France Germany
Recognition of “ethnic “Immigrants” or “Foreigners”

minorities”
United Kingdom, the All other countries

Netherlands
Formal “multiculturalism” Assimilation or departure
Sweden, the Netherlands Germany
No residence restriction Local residence restrictions
United Kingdom Belgium

Source: Macura and Coleman, 1994, p. 60.



“All Governments, particularly those of receiving
countries, must recognize the vital importance of
family reunification and promote its integration into
their national legislation in order to ensure the pro-
tection of the unity of the families of documented
migrants” (United Nations, 1995e, point 10.12). It is
important to note that the Conference, after lengthy
discussions, could not come to an agreement on rec-
ognizing reunification as a basic right. The right to
immigrate may be granted to spouses who are sepa-
rated, or extended to other family members of those
immigrants who have a long-term resident’s permit.
Family reunification is particularly important for
migrant women who are admitted into a country
mostly on the grounds that they have family ties with
nationals of the host country or with other immigrants.
Therefore, they are dependent on the migration and
status of other persons. The women who are admitted
as workers are usually confined to traditionally femi-
nine jobs (as domestic workers, in services, care, etc.).
In fact family reunification policies have made family
flows possible. Due to drastic reduction of workers’
flows, the latter are now the very first source of resi-
dence permits in some countries, such as Italy.

Mixed marriages (between nationals and immi-
grants) may be considered an indicator of integration.
However, it must be kept in mind that marriage is
sometimes used as a means to get a resident’s permit
or the nationality of the host country. A few recent
surveys (Tribalat, 1996) have shown that mixed mar-
riages are comparatively unstable, which suggests that
they do not necessarily entail reinforcement of the
assimilation or integration of immigrants into the host
society.

Many different attempts have been made to
measure the integration of immigrants (Cagiano de
Azevedo et al., 1992; also see Chapter 84). The 
most useful sources in developing integration 
indicators include basic demographic data, position
within the labor market, household and family 
structures, the length of the stay, economic activity, 
education, income, accommodation conditions, natu-
ralization, personal attitudes, and legal status. Two
basic aspects must be taken into consideration in 
measuring migration. On the one hand, there are prob-
lems related to the diversity of sources, as a result 
of data on international movements being probably
incomplete; and on the other hand, there are concep-
tual problems:

While births and deaths can be defined biologically and mar-
riages and divorces legally, migration is more difficult to
define. Migration entails not only the crossing of international
borders but also entails the intention of staying in the country
or area of arrival. Although international migration may well

in many cases entail legal procedures, it remains the most dif-
ficult of demographic phenomena to define correctly. (United
Nations, 1991, p. 95)

II. THE POLICIES IN THE 
COUNTRIES OF EMIGRATION

The distinction previously adopted for immigration
countries between those policies that impact on flows
and those that affect stocks also applies to the coun-
tries of origin (Figure 110–3).

1. The Flow Policies of 
Emigration Countries

Before we study the political measures that affect
the flows in the countries of emigration, we will
mention the main basic factors that determine those
flows: the demographic situation, the labor market, the
migrants’ networks, and educational level and profile.
Next we will discuss how policies can be implemented
through border controls, administrative structure, and
information on receiving countries.

The demographic situation in the emigration coun-
tries is obviously a key factor in migration. The most
important variables include growth pace, fertility,
birth and mortality rates, and population distribution
by age and sex. When fertility is high and mortality is
low, the number of people of working age who enter
the labor market grows very fast, and the phenome-
non continues for some time after fertility has begun
to decline. The pace of job creation then can hardly
keep up with that of the growth of manpower. In many
developing countries, the emigration of part of the
population of working age has been a means to solve
this demographic problem, at least in part; simultane-
ously it has also been a source of additional income for
development, through foreign currency transfers.

In Western countries population growth is under
0.5% a year, as opposed to over 2% in the developing
countries. When the resources of a region prove not to
be enough to meet the basic needs of its population,
migration appears to be a safety valve. The current
demographic situation in the North African countries,
for example, despite the very fast decline in 
fertility that they have experienced in recent times, still
implies substantial growth of the population of
working age in the next 20 years. Those countries will
thus remain a source of migration pressure for another
two decades, particularly on the countries in the South
of the European Union, unless their economic devel-
opment is fast enough to absorb that potential excess
of labor.
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Development and demographic balance are no longer con-
sidered the sole concern of the individual states involved but
rather as problems facing a wider human community com-
prising all of the countries affected by these issues, which, in
accordance with the subsidiarity principle, may be dealt with
as appropriate by local, regional, national or international
institutions. (Council of Europe, 1995)

A distinction must be drawn if the effects of emi-
gration on the labor market of the countries of depar-
ture are to be assessed. In the case of unskilled or
low-skilled workers, emigration can be considered a
cheap, fast means of alleviating unemployment. In the
cases of highly skilled persons, emigration (which is
then referred to as “brain drain”) may have long-term
negative consequences over the development of the
country of departure. Brain drain can be viewed as
resulting from an understandable wish among highly
skilled workers to make maximum use of their invest-
ment in education. In the available literature, brain
drain is often considered as a loss for the emigration
country, though it is not always the case. Nowadays,
the mobility of skilled persons is usually related to the
training process (e.g., doctorates) or to progress in
their careers (in international research laboratories).
The negative aspect of brain drain is in the lack of

skilled labor in the countries of origin (e.g., the lack of
doctors in developing countries). Their departure is a
problem for the countries of emigration. However, if
the inactivity or unemployment rates are high among
the skilled workers of the country of origin, the emi-
gration of skilled workers may have positive effects on
employment for the skilled persons who stay in the
country, and in the long term, the consequences are not
necessarily negative for the population as a whole,
because foreign currency transfers may then play a
major part in the development of the country of emi-
gration. Besides, cultural (scientific or vocational)
transfers, in the long term, are important stimuli for an
improvement of the internal situation. Some countries
are in favor of the emigration of their skilled nationals
for that very reason.

Migration networks are generally a means to dis-
seminate information on employment opportunities
and administrative procedures in the receiving coun-
tries. The existence and efficiency of such networks
have been proved through many surveys conducted
among migrants. The rapid development of Turkish
emigration to Germany can largely be accounted for
through the efficient network established in the 1960s.
The same applies to Filipinos who emigrate to the
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United States. On the one hand, such networks 
may help emigrants at the time of departure, and 
later protect them in their new environment; on the
other hand, they may slow down the integration
process.

The brain drain issue is related not just to the dis-
tortions of the labor market, but also to the educational
system. The lack of demand for skilled workers or lec-
turers and researchers encourages such highly skilled
persons to emigrate, because they must have a more
favorable environment if they are to progress in their
careers. Emigration may also result from lack of infra-
structure or junior technical staff, as the organization
of their research or specialized work is dependent on
those. Such emigrants are unlikely to return to their
country of origin.

A wide variety of border controls and other such
administrative measures, ranging from prohibition to
encouragement, can be enforced by the governments
of the countries of emigration with a view to adjusting
the flows (Appleyard, 1989). Stark prohibition of emi-
gration is seldom efficient (the case of Algeria in 1973,
though, is a success story). Better results can be
reached through selective control in which limits are
set to the emigration of persons with certain qualifica-
tions. In the case of laissez-faire policies, governments
try to remain neutral, only establishing minimal or 
no control. On the contrary, some countries actively
encourage workers to emigrate and do their best to
increase the number of their nationals abroad (as was
the case for the Philippines in the 1980s). It must be
kept in mind that migration policies also reflect the
internal political regimes. In totalitarian countries,
emigration, far from being an objective of the govern-
ment, is usually strictly forbidden.

Other measures have also been taken to regulate
emigration flow as deemed desirable—instituting
authorizations prior to emigration, defining the stan-
dards required of private recruiting agents, setting
maximum recruiting fees to be paid by workers,
requiring minimum guarantees in contracts of
employment, and so forth.

It is very important for the country of emigration to
provide potential emigrants with data and information
on the economy and labor market of the possible
receiving countries. Potential emigrants have very
poor and superficial knowledge on the laws in those
countries. In that respect, the media have great influ-
ence, though they may mislead potential emigrants by
disseminating false information, particularly by giving
the public an overly positive image of the economic sit-
uation and employment opportunities in those coun-
tries that are perceived as potential receiving countries.
This is probably what happened to many Albanians

who emigrated to Italy in the early 1990s, grounding
their decision on the attractive image of Italy dissemi-
nated by Italian radio and television stations.

Information on the receiving countries would
empower migrants in several respectsby explaining
how to select recruiting sources, examine and accept a
contract of employment, organize money transfers,
and set up adequate saving and investment plans
(Gunatilleke, 1992). In fact, all of these activities
require full collaboration between the countries of
departure and those of destination.

2. The Stock Policies of the Countries 
of Emigration

The economic situation and its prospects in the
country of emigration are very important in the deci-
sion to emigrate. As long as the country remains in an
underdeveloped situation, with no signs of economic
take-off or will to achieve development, and gaps
widen between salaries in the countries of the North
and those of the South, not only will the number of
people who wish to emigrate increase, but those who
wish to come back to their native country are also
deterred from doing so.

The economic effects of migration over the country
of emigration are also to be felt through transfers of
foreign currency and goods. Foreign currency transfers
may have several kinds of positive consequences on
the economy of the emigration country. They provide
a source of foreign currency and are a factor of national
income growth by means of the additional yields of
savings and investment they generate. The level of
those profits depends not only on the number of emi-
grants but also on their average incomes (salaries and
other earnings), their propensity for saving, and the
portion of their savings that they decide to transfer and
invest in the country.

Here again, the case of Albania is interesting.
According to an IOM study (IOM 1995a), 43% of Alba-
nians have relatives who emigrated between 1992 and
1995. Most left the country illegally; the emigrants
usually had good education and qualifications. In
return, the transfers received by Albanians who stayed
behind involve large sums, which often are their main
means of subsistence.

For most countries of emigration, transfers are a
major source of foreign currency, and this is reflected,
in a way, in the set of policies devised to encourage
emigrants to transfer their savings. For example, in
some countries preferential conditions are granted in
terms of exchange rates for such transfers and interest
rates for their investment. Transfers are supposed to 
be individual and family actions, and consequently
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cannot be directly oriented by governmental policies.
Theoretically when emigrants send money to their
family, the country of origin should not interfere in the
way the funds are used. In practice, however, the gov-
ernment can enforce financial and investment policies
through the banking system; in developing countries,
however, banking systems are usually unsatisfactory
and sometimes corrupt. As a consequence, emigrants
had rather send their money through informal chan-
nels (through relatives or friends, etc.) or use such safe,
fast channels as the famed Western Union. Often, their
funds are not sent home and are instead used to pay
debts or contribute to the ethnic mutual assistance net-
works in the receiving country.

The debate on whether international migration pro-
motes or delays development prospects, in both the
countries of emigration and of immigration, will con-
tinue. The question is related to such various issues as
poverty alleviation, improvement of living standards,
and job seeking or creating, conflict prevention, rein-
forcement of democracy, and observance of human
rights. Bilateral agreements between developed and
developing countries increasingly tend to include a
significant migration component, just like those on
economic cooperation, external debt settlement, reduc-
tion of obstacles to commercial exchange, and other
initiatives intended to promote the economic develop-
ment of the labor-exporting countries. Personal mobil-
ity (emigration and repatriation) has thus come to play
a crucial part in international relations.

The countries of emigration may develop repatria-
tion plans so as to provide emigrated workers with
economic opportunities in their native country and
facilitate their reinsertion into their original society.
Due to continued economic constraints in developing
countries, the promotion of return migration has
proved difficult hitherto. The countries of emigration
usually contend that the issue of return migration
must be considered within the context of economic
development.

To a certain extent, the countries of emigration may
provide assistance to their emigrated nationals. 
The existence of an embassy or consulate in the receiv-
ing country may play a major part in implementing
migration policies. In fact, not only can they be 
used as a point of reference for emigrants, but they can
also help maintain links with the native country. At
least, consular issues (bilateral agreements, repatria-
tion, money transfers, administrative affairs, etc.) can
be solved more easily thanks to the presence of an offi-
cial representation. However, many countries of emi-
gration, as they are developing countries, cannot
afford to have permanent diplomatic missions in every
country.

International Organizations and International 
Agreements in the Area of Migration

Many different international organizations deal
with issues related to migration policies at various
levels. The main ones are the Population Division of
the United Nations in New York, the United Nations
Office of the High Commissioner for Refugees
(UNHCR) in Geneva, the United Nations Population
Fund (UNFPA) in New York, the International Labour
Organization (ILO) in Geneva, the International Orga-
nization for Migration (IOM) in Geneva, the Organi-
zation for Economic Cooperation and Development
(OECD) in Paris, the Council of Europe in Strasbourg,
the European Union (EU) in Brussels. As mentioned in
the Action Plan of the Cairo Conference:

The role of international organizations with mandates in the area
of migration should be strengthened so that they can deliver ade-
quate technical support to developing countries, advice in the
management of international migration flows and promote
intergovernmental cooperation through, inter alia, bilateral and
multilateral negotiations. (United Nations, 1995e, point 10.8)

The world conferences that have dealt with the issue
have played, and may further play, a very important
role in devising policies for the future. In recent times,
the three most important ones were the International
Conference on Population and Development (ICPD,
Cairo, 1994), which issued a Programme of Action, the
World Summit on Social Development (Copenhagen,
1995), which issued a Declaration and a Programme of
Action, and the 1999 meeting of the General Assembly
of the United Nations, when the efforts made to reach
the ICPD objectives were reviewed.

Bilateral and multilateral agreements may also play
a very significant part in the evolution of migration
policies. As mentioned in the Cairo Programme of
Action, the governments of the countries of destination
are invited to

consider the use of certain forms of temporary migration,
such as short-term migration or migration related to a spe-
cific project, as a means of improving the skills of the nation-
als in their countries of origin [. . .]. To that end they should
consider, as appropriate, entering into bilateral or multilateral
agreements. (United Nations, 1995c, point 10.5)

Two major recent examples of regional integration
agreements related to migration policies should be men-
tioned at this point—the North American Free Trade
Agreement (NAFTA) and the Schengen Treaty, the latter
of which was concluded between some of the member
countries within the European Union. Both agreements
also were intended to limit illegal immigration.

NAFTA, the most extensive area for international
free trade in the world, is mainly intended to support
Mexican economy with a view to reducing illegal
immigration to the United States. However,
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because of the differences between the Mexican and the 
US productive structures and the size of their respective
economies, rapid convergence of their standards of living is
inconceivable, and, irrespective of signs that the gap is begin-
ning to close, migration flows over the next few years will
remain high. A reduction in the propensity to emigrate as a
result of greater economic integration can only be a long-term
objective; to recognize it as such is to avoid making the
mistake concerning the nature of migration and development
processes that characterized European policies after the fron-
tiers were closed in the 1970s. (Tapinos, 1994)

Border control is abolished among the countries that
signed the Schengen Treaty. However, identity control
remains possible, for the prevention of international
crime. The agreement also deals with police and 
judicial cooperation as well as coordination of control
on the external borders of the Schengen space, through
a common approach to the visa and asylum procedure
policies. Even though the unification process has
begun in the area of immigration, there are still 
countries in the European Union that are unwilling to
give up control on their own borders for non-Union
nationals.

The European Union has taken a somewhat tortu-
ous path before it could come to a common approach
to migration. The initial objective of the common
policy had been zero immigration, before it took a new
turn with the Barcelona Declaration in 1995, which was
both a point of achievement and a new start, as soon
afterward the European Council, meeting in Tampere
in 1999, announced for the first time that the objective
was to develop a common immigration and asylum
policy. The declaration of the European Commission
(the Community Immigration Policy, 2000) followed
immediately, putting an end to the zero immigration
policy and recognizing the European Union as a zone
for immigration. (Zero immigration was referred to as
part of a policy in which borders are controlled, or
even closed, effectively barring new immigrants out.
Despite such a policy, no decrease was observed in the
flows, due to the demand for immigrant labor from the
market.) The Laeken European Council meeting (2001)
then emphasized the necessity to define a migration
flow policy as an essential component of any common
external policy. The next year, however, in Seville
(2002), the Council somewhat left aside its overall view
of migration flows, paying more attention to short-
term initiatives aimed at reinforcing control over
illegal immigration and terrorism, thus pushing the
principle of a common security and justice space
adopted in Tampere into the background. Eventually,
the draft Constitutional Treaty was signed at the 
European Council held in Salonica (2003). It included
a specific section on security and justice and placed
immigration issues among decisions to be made by a

qualified majority. The draft treaty was thus giving a
mandate to the European institutions for them to
develop a common immigration policy such as could
facilitate efficient management of migration flows.
Henceforth it was impossible for member states to fail
individually to enforce the relevant rules that had been
decided on by a qualified majority. This gives full
measure of how much progress has been achieved, if
the Constitutional Treaty is ratified.

III. NEW ELEMENTS IN 
MIGRATION POLICIES

1. Cooperation in Migration Matters

However strict they could be (with actual, rigorous
control at the time of admission as well as sub-
sequently), the policies adopted by developed coun-
tries clearly never had any direct effect over the basic
factors that cause emigration from developing coun-
tries. On the contrary, cooperation and development
program do have an impact on the source of interna-
tional migration movements; at the same time, they are
a way of refusing to accept economic and political
underdevelopment as the result of fate (OECD, 1994).

Immigration is becoming a major issue for the main
developed countries, particularly European ones, who
are trying to establish new laws and regulations so as
to reduce the access of immigrant workers to the labor
market. The very fact that their legislative activity is
intensifying is a token of the political importance of the
issue. The measures taken to fight illegal immigration
are more or less the same everywhere (border control,
territory surveillance, prison or expulsion sentences
against workers who have no employment permit).

However, it is recognized that the

governments of countries of origin and destination should
seek to redress the causes of emigration in order to alleviate
the massive and uncontrolled international migration flows.
The redressing of these causes would require increased effort
to achieve sustainable economic and social development,
avoid international and internal conflicts, respect the rule 
of law, promote good governance, strengthen democracy,
promote human rights, support education, nutrition, health
and population-relevant programs, and ensure effective envi-
ronmental protection. (UN-ECE, Council of Europe and
UNFPA, 1994, Recommendation 31)

A new form of cooperation is necessary. Develop-
ing countries, with the assistance and cooperation of
developed ones, must ensure that economic growth is
ever concomitant with job creation. Concurrently they
must establish such social and institutional structures
as are likely to slow down their demographic growth.

As recently emphasized by the United Nations,
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international migration, with its intricate web of demo-
graphic, social, economic and political determinants and 
consequences, is a topic that has moved to the forefront of
national and international agenda. In the last few years,
immigration has become a major issue of concern in an
increasing number of countries. More recently, in the after-
math of the events of 11 September 2001, some countries have
further tightened their policies towards immigrants, refugees
and asylum seekers. (United Nations, 2002)

Through international cooperation, it is probably
possible to limit migration flows so as to adjust them
to the receiving capacity of the host countries. Many
governments in the receiving countries have realized
that it is not possible to reduce immigrant flows
without taking the economic and social situation in the
countries of origin into consideration. In such a view,
many options have been examined (and experimented
in some cases), such as opening up international trade,
increasing direct investment, rescheduling external
debts, or targeting public development aid in the emi-
gration countries.

Many receiving countries now have to find a com-
promise between investing in integrated development
plans in the emigration countries and investing at
home in social infrastructure and services for immi-
grants. In fact, short of militarizing societies and
fuelling the kind of tension on which fundamentalist
movements feed, migration flows cannot be controlled
without achieving development, or at least without
development actually beginning to be visible in the
countries of origin. If no action is taken in that respect,
the level of social tension between the nationals and
the immigrants, or between the receiving countries
and those of origin, can only go on deteriorating.

It is necessary to develop joint (multilateral or bilat-
eral) agreements on migration flow control. Such
agreements must ensure that development aid is effi-
ciently used, particularly in the areas from which
migration flows start, on the one hand, and take into
account the needs of intensive labor sectors, on the
other hand.

Political stability is essential to developing long-
term economic and social reforms in the countries of
emigration. Regional integration, with all the efforts
made to achieve it, might be one means of reducing
tension in some regions where governments have dif-
ficulties establishing stability by themselves.

Immigration measures have been viewed as part of
those on international cooperation, particularly those
on cooperation with the countries of origin. Such coop-
eration measures include not only financial aid, invest-
ment in the countries of origin, vocational training,
and economic and technical cooperation, but also
admission of a limited number of immigrants. The
number must be discussed with the countries of origin

so as to secure their cooperation, which is indispensa-
ble in controlling the migration flows that exceed the
levels set in the cooperation programs. The very exis-
tence of economic cooperation provides good motiva-
tion for the governments of countries of origin to
actively and efficiently exert preventive control over
migration flows: otherwise, they would see little point
in doing so (Council of Europe, 1995).

2. Possible Future Developments in
Migration Policies

The measures to be taken in immigration must be
planned in close coordination with those relating 
to international cooperation, particularly with the
migrants’ countries of origin. Agreements must be
secured with emigration countries on the circum-
stances under which they would be willing to help in
controlling the migration flows that are in excess of the
levels agreed in cooperation programs.

Cooperation between receiving countries and those
of origin, which is essential in controlling migration
flows, also requires that great attention be paid to the
actual use of aid in the regions and villages from which
migrants come, where the decisions to emigrate are
taken. Although such decisions are prompted by
national and international considerations, they are
eventually determined by local pressure emergency.

South–South cooperation still remains a largely the-
oretical plan. Developing countries have not really
managed to increase collaboration between neighbors.
Future effective South–South cooperation is likely to
have positive effects over migration. In fact migration
policies are one of the major potential areas for coop-
eration between developing countries. Operating col-
laboration agreements between economic systems in
the Third World (or South) countries may well solve
the development problem, at least partly. The North
could find enough resources to support such coopera-
tion, so as to decisively contribute to launching a
development process. South to South relations do not
necessarily have to involve all the countries simulta-
neously; on the contrary, it would be best to bring
together those countries that belong to the same geo-
graphical area and have similar problems, or compar-
atively homogeneous characteristics (Arab countries,
the Sahel region, Latin America). Moreover, those
countries should decide by themselves which coun-
tries should associate with which others.

As Claudio Grua (1991) wrote, the fundamental
functions of such regrouping could include:

Creating sound structures for cooperation between
countries
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Liberalizing trade within the zone and defining 
a common trade policy (customs duty, tariffs,
negotiation on the location of international 
headquarters)

Defining some common development programs in
major areas of common interest

Creating supranational agencies for the manage-
ment of strategic resources

Establishing a regional union for payment purposes
so as to reduce both needs in hard currency and
debts with the international monetary system

Besides stimulating synergies in the zone, such a
policy would offer the possibility of speaking with one
voice in international institutions, at least on subjects
on which general agreement can be reached—which
would promote the emergence of a political group on
an international scale.

In such a context, what the developed countries can
do is quite clear: aid must not only be part of a
program of organic transfer of resources, as mentioned
earlier, but also be granted under specific conditions
and organized so as to ensure that it is successfully
used. Reference to the Marshall Plan could be a source
for useful suggestions.

3. Co-development Processes and
Decentralized Cooperation

Among host countries as well as those of origin,
many belong to the same region, though located on
different continents (e.g., the Mediterranean region). A
new approach to the migration issue could be devised
as a kind of co-development process, in which coun-
tries (or certain regions) of origin would be considered
as internal underdeveloped regions within the host
countries. Such zones would then receive all the aid
and facilities that migrant-receiving countries provide
to their own regions.

Usually, at the time when cooperation programs 
are developed, no study is conducted on the current
demographic situation, nor on the possible effects 
of such programs over the situation; and no follow-up
system has ever been set up so as to assess the expected
or the final results from a demographic point of 
view. In fact, the criteria for selecting cooperation
activities should be changed so that they are better
suited to the political and economic context; priority
sectors should be defined and appropriate strategies
established.

Prospective demographic growth is expected to
remain high in developing countries. This is an obsta-
cle to absorption of the expanding manpower through
local economic development alone (not to mention the

needs in improved public services, particularly in the
social sector); consequently, it is a strong incentive 
to emigration, particularly from Africa to Europe.
Whereas in the past, emigration was a possible means
of overcoming the obstacle, it is now drastically
limited by the strict policies enforced in the host coun-
tries, which are also favorite destinations for migrants
from Eastern Europe—hence the necessity to establish
close cooperation between developing and industrial-
ized countries, such as make it possible for every party
to work complementarily to one another.

Developing countries will have to examine how to
reorganize and expand their social sector and imple-
ment population policies in which the most isolated
categories of the population are included. They must
also campaign at all levels to improve the situation of
women, whose social condition is still often precarious
and who suffer from discrimination in education 
and employment. In many countries, the law and the
customs even grant them rights that are inferior to
those of men, and women find it difficult to assert their
role and personality in societies that still force them 
to have large families so as to ensure that they get
minimum support in old age.

There is a risk to using temporary emigration to
promote vocational training and to profit from
migrants’ financial transfers: emigrants may be unwill-
ing to return to their native countries at the end of the
agreed period. This, however, is not sufficient reason
for host countries to put an end to the experiments
conducted here and there on controlled temporary
immigration, in which promise of return to their 
native country is secured from the workers. Certain
trials made in European regional or local institutions
provide promising examples.

On the other hand, new forms of migration are
emerging, such as transit migration, in which migrants
go to one country with a view to trying to go to another
later. This is usually a type of illegal migration that
takes advantage of certain flaws in the system. A
typical example is when people migrated by stages
from East European countries to Western Europe, in
the wake of the 1989–1991 political upheavals (OECD,
2000).

The issue of differences in the cultures and 
value systems of emigration societies and host ones
must also be taken into consideration. It is a long 
way still to harmonious cohabitation. Cultural co-
operation must be firmly planned and developed, 
giving high priority to improving mutual understand-
ing. Some programs have been initiated along that
line, but they are still too timid, with respect to their
priorities as well as to the resources that are granted to
them.
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4. Migration as a Move Planned 
at the Micro Level

It would be profitable to examine and develop 
new concepts with a view to better understanding and
dealing with migration phenomena. An interesting
approach consists in considering migration as an 
individual plan. The new migration flows from the
Third World cannot be considered as though they 
were the same as the traditional migration of workers.
The latter is usually regulated by international agree-
ments between the country of origin and the host one,
so as to benefit both countries. A large proportion 
of recent flows could be better accounted for if the
decision to migrate is taken into account at the micro
level.

In that prospect, an individual decision to migrate
can be considered part of a rational plan developed on
the basis of an economic and social assessment of costs
and profits. In fact the decision to emigrate is usually
made at the family level. In the distribution of indi-
vidual roles and tasks, certain members of the family
are selected to stay at home and participate in farming,
while others are entrusted with small trading or 
transport activities, and yet others must go and earn
money elsewhere by migrating, particularly abroad,
and transfer as much of it as possible to the family, so
as to keep the latter supplied with consumer goods or
capital.

In such circumstances migration tends to strengthen
family ties within the extended family in the most 
traditional sense, in the migrant’s native village and
region. As a rational plan based on integrated eco-
nomic decisions, individual migration then con-
tributes to family development from an economic and
other points of view. Decisions concerning marriage,
the question of how many children to have and when,
and sometimes the decision to return to the native
country, thus become stages in a well-planned process.
This partly contributes to high demographic growth
continuing through the stages of demographic transi-
tion among some populations. Migrants’ plans thus
appear to be fully part of a process of family building
that may influence the plans of their future children
later. This type of migration planned at micro level
usually is a condition for the survival of village and
regional economies.

The male or female members of a family who emi-
grate as a result of such rational plans are bound to
supply the family with additional resources as soon as
possible, not only in financial terms (transfers) but also
in terms of consumer and capital goods, such as cars
and other means of transport, goods for small traders,
and consumer durables.

Once the decision to emigrate has been made, the
persons involved have to face the many difficulties of
migration, and accept the ups and downs of it. The first
shock for migrants is usually at the macro level: they
have to face borders and a State, away from the possi-
bility of assistance from their family, whom they
cannot get in touch with. This is not in conformity with
their initial plan, particularly with their ambition to
start making financial transfers soon after their depar-
ture. As for host countries, they have to choose
between forbidding long periods of stay and integrat-
ing immigrants. These are two approaches that used to
cause division among politicians in some European
countries in the 1960s and 1970s.

The macro effects of this type of migration remain
to be studied, though some of the consequences 
have been clearly identified already. In Morocco, for
example, according to the National Trade Agency, the
financial transfers made by emigrants (exchanges in
kind not included) amounted to 20 billion dirham in
1994. This in value is half the amount of the country’s
exports, 30% of imports, 150% of the profits from
tourism, and 250% of the payments for the external
debt. The savings from emigrated Moroccan workers
not only make it possible for the country to pay the
bills for its external debt, but they also have con-
sequences for local economies in the migrants’ native
regions.

The levels of resources transferred in foreign cur-
rency or in kind by emigrants are such that they are
enough to create an actual transnational economic
zone. Such transfers, though, may be partly derived
from illegal, or even criminal, activities. The zone thus
created by migrants also requires new regulations and
new forms of cooperation. The part played by migrant
communities in cooperation is no longer just rhetori-
cal or abstract; it is a basic element in the current
economies and has many political and cultural 
implications.
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APPENDIX Definitions Adopted by the International Convention on the Protection of the Rights of All Migrant
Workers and Members of Their Families (United Nations General Assembly, 69th Plenary Session, 18 December 1990)

Migrant worker refers to a person who is to be engaged, is engaged or has been engaged in a remunerated activity in a State of which he or
she is not a national.

Frontier worker refers to a migrant worker who retains his or her Itinerant worker refers to a migrant worker who, having his or her
habitual residence in a neighboring State to which he or she habitual residence in one State, has to travel to another State or
normally returns every day or at least once a week. States for short periods, owing to the nature of his or her 

occupation.

Seasonal worker refers to a migrant worker whose work by its Project-tied worker refers to a migrant worker admitted to a State of
character is dependent on seasonal conditions and is employment for a defined period to work solely on a specific 
performed only during part of the year. project being carried out in that State by his or her employer.

Seafarer, which includes a fisherman, refers to a migrant worker Specified-employment worker refers to a migrant worker:
employed on board a vessel registered in a State of which he (i) Who has been sent by his or her employer for a restricted 
or she is not a national. and defined period of time to a State of employment to 

undertake a specific assignment or duty; or
(ii) Who engages for a restricted and defined period of time in 

work that requires professional, commercial, technical or 
other highly specialized skill; or

(iii) Who, upon the request of his or her employer in the State of 
employment, engages for a restricted and defined period of 
time in work whose nature is transitory or brief; and who is 
required to depart from the State of employment either at the 
expiration of his or her authorized period of stay, or earlier if
he or she no longer undertakes that specific assignment or 
duty or engages in that work.

Worker on an offshore installation refers to a migrant worker Self-employed worker refers to a migrant worker who is engaged in 
employed on an offshore installation that is under the a remunerated activity otherwise than under a contract of 
jurisdiction of a State of which he or she is not a national. employment and who earns his or her living through this 

activity normally working alone or together with members of 
his or her family, and to any other migrant worker recognized 
as self-employed by applicable legislation of the State of 
employment or bilateral or multilateral agreements.

Source: 1990 International Convention on the Protection of the Rights of All Migrant Workers and Members of Their Families (United
Nations, 2002b, p. 59. UN Document A/RES/45/158).



I. POPULATION POLICIES OR
MANAGEMENT OF POPULATION

STRUCTURES?

Our era has become the era of management in all
directions: business management, personnel manage-
ment, management of inheritances, natural resource
management, time management, and why not, in this
context, management of the population and more
specifically management of the population pyramid?

It is true that the idea isn’t new; a desire to influence
population size and growth may be found in diverse
epochs and in very different civilizations. Demo-
graphic interventionism on the part of States has often
been justified by the need to combat demographic
decline, real or anticipated, in acting on childbearing,
marriage or migration.

On the other hand, while population policies,
whether they be pronatalist in the North or antinatal-
ist in the South, have been put into effect almost every-
where in the world beginning several decades ago, it
is more uncommon for them to be explicitly oriented
toward managing the population pyramid, that is, the
distribution of the population by age and sex.

One could, however, think, a priori, that this distri-
bution is more important than the absolute size of the
population, in that it directly conditions the relation-
ships among citizens, whereas the size of populations
seems to come into play in a more indirect manner, and
often as a function of exogenously defined objectives

(e.g., to support a comparison with regard to a neigh-
boring country, or satisfy expansionist visions) or
internally defined objectives, but without marked 
differentiation between the different members of the
community (increase collective well-being, improve
the educational or health level of residents, etc.).

Between the praise of numbers or the fear of depop-
ulation on the one hand, and the dread of numbers or
apprehension about overpopulation on the other
hand, history provides us with a complete and varied
catalogue of attitudes regarding the pace of demo-
graphic growth.

Demographic causality is invoked both by those whose
understanding of the slowing of demographic growth of
developed countries leads them, for example, to worry about
the consequences of population ageing on health expendi-
tures, and by those who attribute to demographic growth all
of the planet’s ills, from poverty to environmental degrada-
tion. (Tapinos, 1996).1

However, as the majority of Western countries seem
to have settled into a situation of quasi-stationarity
(with more or less no growth) and practically all of the
countries described as developing have initiated their
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1 “La causalité démographique est invoquée aussi bien par ceux
qui appréhendent le ralentissement de la croissance démographique
des pays développés et s’inquiètent par exemple de l’incidence du
vieillissement sur les dépenses de santé, que par ceux qui imputent
à la croissance démographique tous les maux de la planète, de la
pauvreté à la dégradation de l’environnement.”



demographic transition and are taking great strides
toward levels of fertility close to the replacement 
level, the obsession with world overpopulation has
regressed and a more sustained attention is being
given to age groups and to the relationships among
generations.

For example, since the end of the 1990s, UNFPA
reports on the state of world population have above 
all emphasized the “new generations,” even if, both for
reasons of prudence and for continuity regarding
demographic policies previously extolled quite vigor-
ously, the UN organization still greatly emphasizes the
fact that “the era of rapid population growth has not
yet come to an end” (UNFPA, 1998) and that it is desir-
able to remain vigilant.

Of course, there have always been young, adult, and
elderly generations in a population, but the new twist
is that “more young people than ever are entering their
childbearing and working years. [. . .] At the same
time, the number and proportion of people over age
65 are increasing at an unprecedented rate” (UNFPA,
1998). At least that is the case in the South; the situa-
tion that has already prevailed in the North for a long
time, without having the same intensity or exactly the
same characteristics, likewise poses new problems in
terms of relationships among different age groups.

In sum, we are discovering (or rediscovering) that a
population is not a monolithic entity that can be fully
described by its size and rate of growth and that
behind the placid and anonymous appearance of an
age and sex structure, there are extremely complex
problems of relationships among generations, and
beyond, relationships between men and women who
interact not only in households and families, but also
in schools, enterprises, institutions, and associations.

II. DEMOGRAPHIC STRUCTURES
CHANGE BECAUSE EVERYTHING

CHANGES, AND VICE VERSA

But if these demographic structures were stable or
relatively invariant over time, they wouldn’t be at the
heart of the passionate debates about the future of our
societies that they presently stimulate. And the modes
of social, economic, and political organization that
would have been deemed satisfactory in the past
wouldn’t be called into question for the present or the
future.

If it is otherwise, it is, of course, because population
dynamics have a direct influence on population struc-
ture and any action seeking to modify the number or
alter the pace of growth ends up, in reality, acting
simultaneously on the composition of the population

(see Chapter 4, Volume I). This is obvious for demog-
raphers, who are familiar with the interrelationships
between demographic movement and population
structure, even if they do not always perceive well the
important implications of these interrelationships
outside of the limited field of their discipline. But
failure to recognize this is a big mistake for those who
are ignorant of demographic analysis.

In past centuries, this condition of invariance,
without being fully satisfied, was reasonably app-
roached due to maintenance of fertility and mortality
at high thresholds, which were only periodically dis-
turbed by the random events of history (wars, epi-
demics, famines, etc.). In contrast, from the time when
the demographic transition leading from regimes with
high fertility and mortality to new regimes with low
values of these parameters was set in motion in a 
sustainable manner, its effects on the age composition
began to be felt, following a well-known process,
which began with a distinct reduction in the young age
groups as a consequence of the fall in birthrates, and
which was followed by an increase in the importance
of adult and elderly age groups, both in absolute and
relative numbers, and described as population aging
(see Chapters 68, 69, and 77).

The advantage, in the European countries that were
the first to be affected by this process, was that the
process extended over a relatively long period on the
order of 150 to 200 years, and that all of the institutions
destined to favor the maintenance of high fertility nec-
essary to compensate for the ravages of very high 
mortality had the time to adapt progressively to the
demographic change. Marriage practices, family struc-
tures, moral and religious codes, laws, types of educa-
tion, inheritance rules, forms of labor organization,
and systems of health and welfare were revised, often
fundamentally, so that technological, economic, social,
cultural, and political structures would be in more or
less substantial conformity with the demographic
structures.

Did the demographic change initiate the other
changes, or was it the reverse? The question is rela-
tively subordinate because, rather than a strictly causal
approach which quickly gets lost in the sinuous mean-
derings of causes and consequences, it is preferable
here to resort to a global and systemic approach. In
effect, the main point is above all to understand that
most of the changes that took place were not contin-
gent, but constituted heavy currents strongly inte-
grated among themselves. For example, we know that
the progress in life expectancy was not simply the 
consequence of more effective medicine, but also and
especially of better hygiene and training of mothers in
infant welfare and child care as well as the general life

282 Loriaux



conditions which were less demanding for all workers,
and were only made possible thanks to progress in
productivity, in the reduction of work time, and in the
increasing of salaries.

In a parallel fashion, the passage from the traditional
family to the modern family2 was possible only because
mortality declined, especially infant mortality, 
because solidarity of proximity was less solicited, and
because the State and collective social institutions were
able to substitute for the family to ensure schooling of
children and the care of the elderly. The increase in the
level of schooling as well as the improvements in health
and in the standard of living of the elderly thus consid-
erably modified the social and health structures. This
resulted in turn in new progress in life expectancy at all

ages and contributed, in the process, to the new and con-
tinually growing category of retirees, who pose today
the problem of financing social security in a context of
budgetary restrictions and reductions in the size of the
potential labor force. That these changes weren’t often
necessarily perfectly synchronized or even entirely
coherent does not call into question the principle of the
existence of an overall outline that has been progres-
sively put into place via linking of phases of order and
disorder, of disorganization and reorganization.

III. TO ACT ON THE AGE AND SEX
COMPOSITION DESPITE THE INERTIA

AND RESISTANCE?

To recall these elementary principles of the dynam-
ics of population change is useful for seeing not only
that the age and sex composition of the population are
at the heart of societal change, but also that these pop-
ulation structures are part of a complex, interdepend-
ent network. It is difficult, even dangerous, to try to
intervene in these processes, under the different pre-
texts of ethics, justice, economic efficiency, political
manipulations, and so forth, because societal systems,
governed by a principle of homeostasis,3 strongly
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2 The forms of the family are very diversified and most typolo-
gies proposed to account for this diversity are incomplete or unsat-
isfactory. The classification adopted in the 19th century by Frédéric
Le Play (1871) distinguished three models for France: the nuclear
model (where children marry “outside of the parental home with an
egalitarian inheritance sharing”); the model of the founding family
(where only one of the children is chosen as the privileged heir and
“once married, remains in the home of the parents”); and a com-
munity or patriarchal model (where “all the children who marry
establish themselves in the paternal home”). But for Alain Collomp
(1992), the theory developed by Le Play to support his conservative
plea, according to which “the nuclear family would be a recent
decomposition of the ‘stable’ forms of the family group, founding
family and patriarchal family,” is incorrect and should have been
contradicted by the most recent work in historical demography that
shows that

the predominance of the egalitarian nuclear model, this
modern form of the family, has been solidly implanted in
Great Britain, in the Netherlands and in northern and western
France since at least the end of the Middle Ages. On the other
hand, under the effect of economic and demographic diffi-
culties, the family group was able to evolve from the simple,
nuclear structure to more complex forms, founding family,
“frérêches” (cohabitation of multiple couples of the same gen-
eration) or big communities. This phenomenon appeared in
certain provinces in the centre and south of France in the 15th
and 16th centuries. In Ireland, the founding family only
developed from nuclear structures in the second half of the
19th century, following the subsistence crises and the massive
emigration of the young to Great Britain and the United
States. (p. 16)

However, these important observations on the periods prior to
the onset of the industrial and demographic revolutions do not con-
stitute, in themselves, a denial of the idea that the passage from a
traditional society to a so-called modern society has greatly upset
the majority of societal structures, including family structures, at the
same time with respect to the type of regulation of the relationships
among generations and regarding the size of families. What is
important to note here is that from the time that the strong con-
straints of high mortality that weighed on the family were attenu-
ated and economic growth took off, the conditions emerged to
encourage the establishment of public welfare systems (solidarity)
among generations as a substitute for (or complementary with) the
private solidarity that characterized rural societies.

3 The concept of homeostasis was introduced in 1932 by the
American physiologist Walter B. Cannon, and it constitutes one of
the cornerstones of the systemic approach. It literally means “remain
constant,” and designates a property of complex systems (living cell,
human body, business, army, nation, etc.) to maintain their structure
and functions by a series of regulatory mechanisms that seek to
assure a dynamic equilibrium. When one of these systems is subject
to disturbing influences, it reacts by corrective actions that seek to
maintain its general internal equilibrium. If it does not succeed in
doing this, it is obliged to change and to adopt a new way of func-
tioning, or worse, to disappear. “Homeostasis in this way appears
as an essential condition of stability and thus of survival of complex
systems” (de Rosnay, 1975). A biological example is that of the
human body, which, when it is attacked by a microbe or a virus, ini-
tiates diverse defense mechanisms such as a fever or certain bio-
chemical reactions. If the response is sufficient to counter the
attacker, the result is healing; otherwise, it is the destruction of the
system, death. In the social arena, when the existence of a revolu-
tion is invoked, it is in principle the indication that the society in
question has not successfully overcome the internal and/or external
aggressions nor has it been able to maintain its previous social equi-
librium. The case of the French Revolution is illustrative of such a
situation, where the monarchy and the regime of social classes that
supported it did not succeed via their instruments of control and
repression in containing the rise of new ideas about liberty and
equality and in limiting popular discontentment. Many policies
(economic, social, or demographic) can be analyzed in the same way;
generally, they only have a serious chance of success if they are
implemented in a favorable context, without clashing with any
strong resistance from the population or from influence groups. A
typical example of homeostatic resistance is that which opposes
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resist these stimulations or aggressions and tend to
maintain their equilibria by activating all of the regu-
latory mechanisms available. But these mechanisms
are all the more numerous and complex as the systems
that they regulate are themselves complex. Anyone
who seeks to act on populations or their structures
should contemplate these principles of the systemic
approach, because they will often discover the reasons
for the numerous failures of actions taken in this
domain. These failures are generally perceived a pos-
teriori as not understandable or foreseeable, but this is
probably the case less than is supposed, so as to justify
them or absolve those responsible for the actions.

In reality, what is true about demographic struc-
tures is also true about other structures (social, eco-
nomic, technological, etc.), but it is reasonable to think
that the demographic structures have some specifici-
ties such that they are probably more resistant to 
voluntary manipulations. The inertia of demographic
phenomena is certainly there for a reason, even if it is
noticeably weaker in periods of rapid change like our
own than was the case in preceding periods, when
changes were much slower.

The fundamental modifications of demographic
variables and structures are operative in the medium
or long terms, whereas short-term economic varia-
tions, while sometimes brutal, do not generally entail
lasting consequences. These fundamental changes are
often only visible if the behaviors of two successive
generations are compared, that is, at intervals of
around 25 to 30 years. Of course, sometimes, via the
effect of natural chances or policy actions, we see
events or circumstances that can have immediate and
profound impacts on the population. For example, this
may occur with a massive deportation of residents, a
sharp diffusion of a deadly epidemic, the implemen-
tation of a highly coercive antinatalist policy, or a
forced international migration resulting from an eco-
logical catastrophe. In these cases, not only may the
total numbers and the spatial distribution of the 
population be strongly affected in the short term, but

also the gender composition (case of China’s one-
child policy) and the age composition (migration of
workers, ethnic extermination of women and children
to prevent reproduction of a group, etc.). Even if it is
the outcome of deliberate strategies, the elimination or
purification of a class, an age group, an ethnic group,
or race does not constitute, in a democratic context, an
acceptable policy for managing the population and its
distribution by sex and age. We thus limit ourselves
here to means and instruments more classically
respectful of the founding principles of democratic
societies.

The idea of taking action to influence the age and
sex composition of a population in order to transform
them in a sense deemed to be desirable a priori can,
nevertheless, seem seductive. But such action imme-
diately runs into numerous difficulties regarding
choices of objectives; of institutional, policy, financial
and other means of achieving them; of assessing their
effectiveness; and, finally, of evaluating their moral
legitimacy and their acceptability in a democratic
context.

Different questions must be addressed or evoked. Is
it possible to implement policies that seek to manage
the population pyramid? What may their objectives
be? Can they be effective? Are they scientifically
based? Are they morally ethical and legitimate? It is
preferable to deal with such questions in as concrete a
manner as possible, based on reflection concerning a
number of societal aspects.

IV. AGE POLICY: WATCH OUT FOR
UNEXPECTED EFFECTS!

The intention to influence the evolution of the age
and sex composition of the population assumes that
the composition has been deemed to be inadequate or
that it may evolve in the long term in an undesirable
way. This implies right from the start that what is ade-
quate or desirable is known, and implicitly that refer-
ence is made to a sort of theoretical norm of an ideal
population, in the same way that Adolphe Quetelet
(1869) considered the average man as a divine ideal
from which human beings would deviate only due to
the capriciousness of nature or the random effects of
reproduction. But the existence of such an ideal is emi-
nently debatable, for populations as much, if not more,
than for individuals.

It is not a hindrance that a lot of demographers or
politicians and experts continue to refer to this notion,
explicitly or implicitly. The ideal most often evoked is
that of a stationary population or, sometimes, one that
is growing slightly, with an age structure such that the
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demographic policies, pro- or antinatalist, when they are contrary to
dominant cultural values and norms, often reducing their effective-
ness to very little, or even nothing. There have been violent illus-
trations of this in developing countries (India, notably) when family
planning programs were forced on the population (Verrière, 1978).
In the other direction, in the European countries where government
authorities and international agencies generally consider fertility to
be too low, most efforts to stimulate the fertility of couples have
turned out to be unfruitful (birth premiums, family allowances,
parental leaves, tax deductions, etc.) because they did not offer a suf-
ficient counterpart to stem the propensity of parents to limit their
childbearing to less than two children because of their high cost, and
also the competition from other opportunities (leisure, women’s
work, self-fulfillment, etc.).



burden of persons described as inactive (the elderly
and the young) does not weigh too heavily on those in
the labor force and that the products of economic
growth (the surplus or the rent) can be devoted to 
productive investments, rather than to demographic
investments that just allow maintenance of the same
standard of living to additional individuals or to the
too many who are inactive. From this perspective, a
shrinking or aging population is considered to be a
catastrophe that must, if not be avoided at all costs, at
least be limited as much as possible, by actions seeking
to repopulate the “empty cradles”4 or to replenish the
age pyramid in its central portion by the massive con-
tributions of foreign populations of labor force age that
can fill the holes or the depressions brought about by
previous changes.

Such policies had their moment of glory and their
fervent defenders, and they have sometimes had a
certain efficaciousness. This is especially clear regard-
ing controlled immigration, where the massive trans-
fers of foreign labor have on occasion permitted
sustaining economic activity in strategic sectors such
as coal mines or the iron and steel industry, deserted
by native populations in search of better-paying or less
difficult work. Unfortunately, what pays off during
several years or decades is not necessarily going to be
profitable in the long term. And the problems of inte-
gration of migrant populations, which most European
countries are confronting, are often the delayed conse-
quences of migration policies and procedures put 
into effect previously (for economic, demographic and
sometimes political reasons, such as welcoming those
from former colonies). Today, those who were seduced
by the sirens of prosperity and who thought they
would be able to avoid their miserable conditions
sometimes reproach their countries of origin for
having sold their health or their cultural tradition “for
a sack of coal” (Franciosi et al., 1996). And their
descendants live their dual national affiliation with
difficulty, feeling rejected at the same time by both
their countries of origin and adoption; they constitute,
according to the media, the hotbed of urban violence
and of suburban insecurity.

In addition to these delayed perverse effects, it can
even be asked if the solutions to the sectoral shortages
of labor that were provided by this migration, with
apparent success initially, didn’t in reality contribute
to delaying clean-up and restructuring measures for
certain sectors that subsequently rather rapidly
showed themselves to be in a deficit position or insuf-
ficiently competitive.

These questions are even more pressing with regard
to the measures taken to counter the fall of fertility 
and aging, to the extent that they often have seemed
adapted to the current demographic context and to the
perspectives of emphasizing in the future observed
past trends, but without taking account of the changes
that were under way in other social sectors. In other
words, too many experts and demographers,5

obsessed by the risks of weakening of all kinds (of mil-
itary might, of productive power, of the capacity to 
colonize, of evangelization, etc.) that the decline in fer-
tility and the aging had previously prompted, contin-
ued to talk about the future, all other things being
equal, in amplifying the consequences linked to the
following or even the acceleration of these trends,
without taking into account the fact, rather evident,
that if the demographic structures were changing, it
was probably because the other basic structures of the
society (technological, economic, social, cultural) were
also changing profoundly.6
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4 The expression “empty cradle” was frequently used during the
20th century to criticize a level of fertility deemed to be too low.
There is even a theatrical play from Quebec written right after World
War II with this title (Vekeman, 1945). Moreover, it is also in Quebec,
in the 1960s, that the expression “revenge of the cradles” appeared,
curiously, as Jacques Dupâquier (2000) writes: “At the same time
when this was ending, the Francophone minority being abruptly less
fertile than the Anglophone majority.” In France, it is also common
to refer to “the empty cradles of Marianne” (Dûpaquier and Biraben,
1981).

5 The notoriety of Alfred Sauvy undoubtedly explains why he is
frequently cited as one of the principal individuals contemptuous of
population aging, but in fact he belongs to a diverse line of French
scientists and politicians which began before him and which still
continues presently, even if we sometimes see certain changes in
who is setting forth the argument: Pierre Chaunu and Jean Legrand
(1979), Jean-Claude Chesnais (1995), Evelyne Sullerot (2000),
Gérard-François Dumont (2002), Michel Godet (2003). In this regard,
see the works of Patrice Bourdelais (1993) and Paul-André Rosental
(2002), who have written about the history of French demography
and especially of pronatalist sentiments.

6 The following observation is at the base of this theory: a
complex system can only assure its durability, its stability over time,
if its principal elements are themselves in relative harmony or com-
plementarity. When an important element undergoes a significant
change, the set of interdependencies among the elements means that
the other elements must adapt in turn, under the penalty of creat-
ing tensions and compromising the good functioning of the system.
In our Western societies it is often technological innovations that ini-
tiate the processes of transformation of the other structures. For
example, the mechanization of agriculture was responsible for an
increase in productivity and a reduction in prices that forced the
closure of less profitable enterprises and resulted in rural out-migra-
tion, with a long-term consequence being a total remaking of the
social landscape and of the societal system. Closer to us, when the
religious fundamentalists took power in a country with a secular
government, this resulted in a change in the status of women and in
relationships between the sexes, and also of lifestyles and cultural
behaviors (rejection of Westernization, etc.).



V. THE BABY BOOM: GOOD LUCK OR
BAD LUCK OF HISTORY?

Without a broad convergence of the great societal
currents, the risks of destabilization of societies due to
the demographic changes evoked above would be real,
but a greater fear is that the demographic conditions
will not change, rather than the contrary, when revo-
lutions are at work in other sectors of societal activity.
What these demographers have not perceived or
understood is the fact that Western demographic aging
was no longer simply the consequence of the reduc-
tion in fertility, that this first cause was increasingly
being supported by a second cause linked to the pro-
longation of life, and that classical aging, from the
bottom of the population pyramid, was being accen-
tuated by aging from the top. But they also didn’t
understand that the quantity of labor was no longer
the decisive criterion for economic development and
that its quality was much more important, due to tech-
nological progress and the complete revision of the
production function combining capital and labor. To
produce more children in this perspective results in
being exposed later to a swelling of the reserve army
of the unemployed. All things considered, it may even
be said that couples were more realistic and farsighted,
in reducing their fertility, than the scientists who were
advising politicians, often moreover condemning the
selfishness and the lack of civic sense of their fellow
citizens.

One can even ask, with the passage of time, if the
rise in fertility after World War II, this “baby boom”
that was welcomed by so many observers as an unex-
pected opportunity to make up for the damages
caused previously by the secular trend toward declin-
ing fertility, wasn’t in reality an unfortunate accident
of history that would have been better to try and check
rather than to encourage.7 Indeed, the large number of

births that persisted for 20 years, until 1965, and which
seemed to compensate for the births lost in the inter-
war period, was a destabilizing factor of demographic
structures, because after the baby boom came a baby
bust, and these fluctuations in the size of successive
cohorts will have economic and social consequences
until at least halfway through the 21st century. Current
and prospective problems of financing social security
are in large part linked to the fact that the baby
boomers, who presently constitute a large share of the
labor force, will reach retirement ages when the small
cohorts born after 1965 will themselves be in the labor
force, accentuating the dependency ratios of those not
in the labor force relative to those who are, and risking
creation of strong tensions between those working and
retirees.

If we were to realize a renewed growth of 
childbearing, as some call for (Chesnais, 1995; Godet,
2003), we would then run the risk of repeating the
cycle of successive peaks and troughs impacting 
different sectors, beginning with schooling and 
going all the way to retirement, and including along
the way marriage and occupational activity. The 
presence of more numerous youths would first neces-
sitate greater efforts in the areas of infant and child
care and schooling, and this would be followed by
growth in the supply of labor, which, however, will be
satisfied only if there is a corresponding growth in
demand. For a while, the dependency ratio would
improve and the tension between taxpayers and 
beneficiaries of social security payments would be
reduced, but the opposite would occur without fail
afterward if fertility did not remain indefinitely at its
new higher level.

A certain degree of cyclical behavior of the phe-
nomena responsible for demographic change is
undoubtedly difficult to avoid. This is, for example,
suggested by Richard Easterlin (1975). But to encour-
age it by a policy supporting fertility that does not take
into consideration the long-term consequences of the
expected immediate results would be a very inconsis-
tent position.
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7 This thesis contradicts the most current theory, alluded to by
many authors (Godet and Monti, 2000), Alfred Sauvy first among
them, who think that there is a positive relationship between demo-
graphic growth and economic growth. The proof for them is given
most notably by the fact that the baby boom apparently stimulated
household consumption as a consequence of the growth in the
number of children, and it isn’t simply by chance that this period
corresponds for the most part to the Trente glorieuses (Thirty Glori-
ous Years) of Jean Fourastié (1979), whereas the drop in childbear-
ing and the demographic aging that have followed have been
accompanied by a recessionary phase whose effects are still being
felt. As Alain Minc (1987) has written, in a phrase as brutal as it is
short, “Expansion and youth always go together, as do recession and
ageing.” But in reality, things are probably a lot more complex, and
there may not be any mechanical relationship between population
growth and economic growth. For Jean-Claude Chesnais (1987), who
does not at all conceal his pronatalist leanings, to reduce the ques-
tion of development to a competition between two growth rates con-

stitutes an abusive simplification. And even if we acknowledge 
that, in certain contexts, demographic pressure can constitute 
a factor speeding up technological progress and changes in 
political and social structures (the thesis of Boserupian adaptation),
nothing proves that it is a necessary and sufficient condition. In the
absence of which, one would have to accept that all of humanity is
condemned to live eternally in recession and in crisis, to the extent
that it has entered a long-lasting period of slowing of its demo-
graphic growth and even, in the long term, of reduction in its
absolute numbers. At present, nothing proves that technological
progress is slowing down, even in those regions of the world where
the demographic decline is already observable or potentially under
way.



VI. A POPULATION ISN’T A BUSINESS

In speaking of the management of population struc-
tures, it is tempting to make the analogy with man-
agement of business personnel. In both cases there are
populations, even if one is a macro type while the
other is micro, for which they have their own dynam-
ics depending on the flows of entries and exits, and to
which the principles of demographic analysis can be
applied.

However, the comparison runs up against 
some major differences.8 In a business organization,
the new entrants are based on hiring, which is 
closely linked to the firm’s policy as a function of its
business activity and prospective profits. Exits, apart
from a few cases of death among the employees, are
essentially dependent on retirement and termination.
Those in charge have numerous possibilities available
to them for influencing the volume of employment,
and the decisions made are most often directly opera-
tional. The firm can also makes its work force more
youthful, by hiring younger workers and encouraging
older workers to take their anticipated retirement,
which can effectively be a means of reducing costs or
following technological change. On the contrary, the
firm may wish to avoid too rapid a reduction in the
age of the work force following a large expansion, so
as not to lose the know-how and the institutional
memory of the enterprise. In brief, targeted policies
can be used to address clearly defined objectives,
because there are well-identified means to put them
into action.

In contrast, at the macro level, for the population of
a country or a region, the objectives are hardly ever
clearly defined, and the means are at once poorly iden-
tified, of uncertain effectiveness, and often ambiguous
with regard to their congruence with fuzzy objectives.
For example, to not want to act against mortality seems
immoral and humanly intolerable, even if official
policy was to slow population aging and it is well

known that progress in life expectancy at older ages
accelerates the aging process. In the same manner,
encouraging foreign immigration so as to make the age
structure younger can conflict with the imperatives 
of an employment policy during a period of economic
crisis and high unemployment. Or again, a lot of
pronatalist policies, not daring to describe themselves
as such for fear of shocking public opinion or of giving
the impression of limiting the range of choices offered
to couples, have failed, dissolving into a confused mix
of measures seeking to influence behaviors, measures
that were neither coherent nor capable of modifying
reproductive behaviors.9

It is clear that at the outset demographic change 
and family policy were strongly associated and that
family policies adopted by countries such as 
France had explicit demographic objectives. But the
opportunity of pursuing this coupling today raises
great doubts.

Didier Blanchet (2000) immediately eliminates the
pronatalist scenario, deemed to be too “offensive and
unrealistic,” considering that “ageing from above, due
to the prolongation of life [. . .] will subsist, even with
fertility maintained at the replacement threshold,” and
that only a quite unlikely return to fertility levels com-
parable to those reached during the baby boom, on the
order of 2.7 to 3 children per couple, would allow a 
stabilization of the dependency ratio (out of the labor
force/in the labor force) at a level close to that reached
in 2000, which

would imply permanent demographic growth on the order
of 1 to 2%, representing a doubling of the population every
50 years. It is on one hand an objective that is almost surely
beyond the reach of the instruments of family policy, and on
the other hand even if it can be envisaged, it hardly seems
desirable. At best it would be desirable temporarily: it is
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8 Despite the similarity, it would not be realistic to claim to be
able to manage the characteristics of a global population as can be
envisioned doing for a very specific population, such as that of a
firm or an occupational group. The issue would not be limited to
simply borrowing of demographic techniques in order to attain
human resources management objectives, according to a practice
that has become common in large organizations: multinational
firms, armies, and so on, as Régine Monti (2003) shows in her doc-
toral thesis on La gestion prospective des âges des populations larges. The
dreaded and denounced danger would be that the sorcerer’s
apprentices of population policies are inspired by these experiences
to export them in a context of global populations, believing to be
able to demonstrate high operational efficiency.

9 In many European countries, the measures adopted to stimu-
late births were limited to financial incentives (diverse payments, tax
advantages, etc.), which did not necessarily produce the desired
effect, probably because they were insufficient to bring about a
radical change in the fertility behaviors of couples. In some of these
countries debates even took place concerning granting a salary to
stay-at-home mothers, a measure which would have undoubtedly
resulted in greater success but which has never been put into effect,
to our knowledge, for lack of adequate means to make the project
operational. In addition, the policy encountered fierce opposition
from feminist groups, who saw it as a way to reinforce sex role dif-
ferentiation and to keep women in domestic and reproductive func-
tions. Conversely, the Scandinavian countries have often shown
greater imagination, with emphasis on measures designed to more
easily reconcile the occupational and family roles of women (day
care centers, parental leaves, etc.) and to better share the distribu-
tion of domestic and educational tasks between the partners
(Monnier and Prioux, 2000).



indeed necessary, one of these days, to adjust to the prolon-
gation of life other than by a risky acceleration of demo-
graphic growth. (p. 892)10

VII. GOOD OR BAD STRUCTURES:
SOME PROPOSITIONS

Can we, nonetheless, identify some general princi-
ples that can guide action relating to the management
of age structures, and make some propositions?11

There are not, in and of themselves, good or bad
population age and sex structures. There are only pop-
ulations that are well or poorly adapted to the societal
contexts with which they are associated, as well as to
the social ends pursued by the community or the
nation.

Inertia, stupidity, or the apparently unavoidable
character of certain demographic trends should not
lead us to deal separately with population phenom-
ena, without taking into account other societal phe-
nomena. These other phenomena are at least as
important as demographic phenomena, if not more so,
but their changes are much harder to predict, and these
changes can upset the relationships of the demo-
graphic system with the other basic systems of society
(economic, sociological, ecological, etc.).

To fix population policy objectives with reference to
intrinsic thresholds (threshold of zero growth, replace-
ment level, dependency ratio of inactives to actives,
etc.) stems from a dangerous belief that can focus all
worries around parameters whose social significance
is only relative and whose interest for the future of the
community is limited and conditional.

The idea, apparently tempting, to limit the adverse
consequences of temporal variations of the principal
demographic variables (fertility, mortality, migration)
should be received with prudence. Imagined correc-

tive measures, generally uncertain, cannot only fail but
they may also cause a delay in relation to the phe-
nomena to be corrected, or they may cause an excess
in the degree of correction envisaged, and thus result
in bigger problems than those they were meant to
resolve.

To the extent that demographic phenomena have a
certain degree of inertia and rather important reaction
lags, a population policy (including management of the
population pyramid) must be designed from a medium-
or long-term perspective. But political decision makers
often have only a short-term vision of the domains that
they must manage, so it is difficult to imagine that they
would be able to give priority to long-term societal proj-
ects when those projects are, in addition, in conflict with
their immediate electoral interests.

Even if it cannot be denied that the age and sex 
composition of a population can have a considerable
impact on major macro-economic equilibria, and
beyond, on the way of life of citizens and on the entire
functioning of a society, it is also quite evident that sci-
entific knowledge concerning the relationships among
these phenomena is still largely in an embryonic stage.
Hence, this knowledge alone can only rarely legitimate
interventions to these population structures and a 
fortiori serve as the specific basis for active policies
seeking to manage the population pyramid. Thus, the
orientations of policies and the choice of measures to
adopt come back at least as much to normative and
ideological options as to scientific knowledge, and it 
is imperative first of all to clarify things for citizens 
by clearly indicating the real reasons that underlie 
proposed actions. No more than other policies, 
demographic policies or strategies for managing the 
age pyramid should not undermine the principles of
self-determination and freedom of choice, and it is
useful to avoid their resulting in limiting the exercis-
ing of certain fundamental rights (to education, to
work, to health, to family reunification, etc.) or in cre-
ating growing disparities between social classes or
generations.12
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10 “le vieillissement par le haut, dû à l’allongement de la vie 
[. . .] subsistera, même avec une fécondité maintenue au seuil de
remplacement des générations” et que seul un retour tout à fait
improbable à des niveaux de fécondité comparables à ceux atteints
durant le baby boom, de l’ordre de 2,7 à 3 enfants par couple, per-
mettrait une stabilisation du rapport de dépendance inactifs/actifs
à un niveau proche de celui atteint en 2000, ce qui “impliquerait une
croissance démographique permanente de l’ordre de 1 à 2% soit un
doublement de la population tous les cinquante ans. C’est d’une part
un objectif dont on est quasiment sûr qu’il est hors d’atteinte des
instruments de la politique familiale et qui, d’autre part, quand bien
même il serait envisageable, n’apparaît guère souhaitable. Il le serait
au plus à titre transitoire: il faudra bien, un jour ou l’autre, s’adapter
à l’allongement de la durée de vie autrement que par la fuite en
avant dans la croissance démographique.”

11 Some of these have been taken, in whole or in part, from a
paper presented in Lille (France) at the Sixth National Demography
Colloquium (Loriaux, 1986).

12 The big international conferences that marked the 50th
anniversary of the United Nations produced reports that are types
of universal charters often proposed to member states as sources of
inspiration for putting into place action programs or policies. This
is the case for the programmed of the International Conference on
Population and Development (ICPD) held in Cairo in 1994, which
includes many noble declarations concerning individual liberties,
but which is astonishingly silent when it comes to proposing con-
crete measures in certain sensitive areas, for example, with regard
to the right to family reunification for (legal!) immigrants or assis-
tance with transfers of medical technology sought by all the coun-
tries of the South but rejected by most of the Western nations (with
confirmation at later meetings of the United Nations Economic and
Social Commission at New York) (Lassonde, 1996).



VIII. A NECESSARY REVERSAL
OF THE PROBLEM

In view of all this, must we give up all hope of inter-
ventionism with regard to management of the age and
sex composition of the population, and instead prefer
a laissez-faire approach? This would leave us at the
mercy of natural evolutions, which would at least have
the merit of integrating a complexity that our models,
mental or mathematical, don’t seem to be able to
provide. This way would at least have the advantage
of avoiding the uncontrolled changes linked to the
questionable experiments of sorcerers’ apprentices in
the management of human resources. But human
reason acknowledges, only with difficulty, that leaving
these evolutions to chance (or to something that resem-
bles chance) may be an optimal solution. Rather than
laissez-faire, wouldn’t it be better to reverse the
problem and acknowledge that it is not the population
structures that one must try to change temporarily to
align them with other societal structures, but rather
these other structures and our types of organization
that it would be better to put into harmony with the
population structures?

Given that the age and sex compositions resist
limited stimuli rather easily, while their profound
changes are practically impossible to counter, it is
therefore probably much simpler to transform our
institutions, our laws, our rules, our moral codes, and
even our cultural models to avoid their coming into
conflict with our demographic structures. At least we
have the means to do this via the diversity of instru-
ments at the disposition of governments and public
authorities. It would suffice if they would show the
political will to use them and show that they have the
imagination and innovativeness to find solutions
adapted to new situations.

The population aging of industrial countries offers
us some rather remarkable examples of this. In the
absence of being able to prevent the elderly from living
longer and longer or to find the magic wand that will
make the numbers of young workers increase, that is,
to find how to make the collective aging recede on all
fronts, can’t we find modes of organization that reduce
the tensions between generations or that attenuate 
the adverse consequences of disparities between the
sexes? Such modes of organization can be imagined;
however, acknowledging them often runs into strong
political, economic, or cultural resistance, so that it
always seems preferable to try, often in vain, to modify
at the margin the former modes of organization that
previously demonstrated their worth but which, gen-
erally, are no longer at all adapted to the current soci-
etal contexts, rather than reforming them radically. It

is possible that the democratic mode of functioning
makes radical reforms difficult, if not impossible, due
to the absence of a sufficiently broad political consen-
sus. If this is the case, however, we will have to wait
until our societies become virtually unmanageable in
the face of the numerous challenges that will soon be
imposed on them by the increasingly profound and
rapid changes in the societal environment.

IX. THE FINANCING OF SOCIAL
SECURITY: A FALSE DEBATE?

Many demographers (Guillemard, 1986; Euzéby
and Euzéby, 1996; Bonnici, 1997), acknowledge that the
introduction of social security systems around the
second half of the 20th century constituted a great
social advance, in allowing society to cover, as never
before, two of the greatest risks to which workers were
exposed: illness (or accident) and old age. It is, to a
great degree, the combination of strong demographic
growth (natural increase or via migration) and strong
economic growth that created the opportunity without
which the great social reforms after World War II
would hardly have been conceivable. It is also, in large
part, this combination that oriented, in many coun-
tries, the choices regarding retirement toward a pay-
as-you-go (redistributive) system rather than a system
with individual private accounts (system of capital-
ization). The large number of workers compared to 
the number of elderly people out of the labor force
allowed pensions to be provided to those who had
contributed no or very few payments, without com-
promising the equilibrium of the system. However,
several decades later conditions had changed substan-
tially: risks have grown sharply, principally the risk of
old age, which has become a near certainty, while
receipts have tended to regress in the face of continu-
ally expanding expenditures. Is this to say, as is often
repeated in the media, that social security systems
have become explosive and even, according to some
(Minc, 1987), that the fuse of the bomb has already
been lit? This is only really the case if nothing else is
envisaged to help the systems evolve than to reduce
payments, ration health expenditures, put a ceiling on
pension amounts, or increase taxes on salaries.

One of the remedies most often recommended,
including by international organizations like OECD
(1998), is, for example, to increase the legal age of
retirement, “which would have as a double conse-
quence to increase the number of those in the labour
force while at the same time reducing the number of
retirees, thereby contributing to alleviating the finan-
cial pressure on the retirement system” (Tapinos,
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1996).13 Increasing the retirement age is certainly not
an inconceivable scenario, in view of the lengthening
of the average life, but the arguments supporting such
measures are nearly always exclusively financial,
without any consideration of the counterarguments,
by nature more sociological or political (Gaullier,
1988).14 In addition, the defenders of such policies
often lose sight of the fact that such actions, even if
they can be easily adopted by administrative order,
risk encountering fierce opposition, not only from
workers and their unions, but also from employers.
Moreover, from a technical point of view, our societies,
which are undermined by unemployment, seem to
suffer more today from an excess of labor than a short-
age, and to claim to take care of the problem by an arti-
ficial extension of salaried employment reflects more a
mechanistic vision of social relationships than a sys-
temic approach to the complexities of the labor market.

This type of proposition seems more inspired by a
projection into the future of past situations and by a
recourse to old recipes than by an expanded analysis
of current and future trends of demographic struc-
tures. Such an analysis could inspire bold prospective
scenarios regarding the economic and social roles of
the elderly and concerning new relationships between
generations, beyond the questions, most certainly
important but nonetheless fairly small, of financing 
of pension funds. The day when the economy will
cease to be an end in itself to which the society seems
enslaved in all of its other dimensions, to become again
what it should have never stopped being, namely, an
instrument at the service of the realization of the col-
lective objectives and of the satisfaction of the essen-
tial needs of the citizens, all of these questions, today
apparently without answers, will perhaps find solu-
tions for which we will ask why they didn’t appear
sooner.15

X. INTERGENERATIONAL EQUITY: A
CLEVER DIVERSION FOR OTHER LESS

AVOWABLE ENDS?

I am sometimes astonished to observe to what
degree currents of thought, considered by many as
innovative, seek to call into question earlier social
advances in the name of economic efficiency, of polit-
ical realism, and even of justice or fairness. In particu-
lar, the concept of equity among generations has
become practically unavoidable, and it is hardly pos-
sible anymore to address the question of social policies
without evoking it. A priori the idea can seem seduc-
tive, because it’s about trying to ensure an equitable
sharing of resources among generations, so that none
of them takes any substantial advantages to the detri-
ment of others. But demographic aging has given this
theory a remarkable field of application, in that the
number of elderly is increasing while the number of
youth is diminishing, at least relatively, and the elderly
are often considered not only as a burden to the society
that devotes growing resources to them that could be
used by other age groups, but also as an obstacle to
development, as expenditures in their favor are ordi-
narily counted as consumption expenditures rather
than investment.

Although most authors (Wisensale, 1997; Masson,
1999, 2000) acknowledge that the very notion of equity
is difficult to define and even more difficult to render
operational, it seems necessary to refer to it to be polit-
ically correct, even if the most immediately visible con-
sequence is to exacerbate tensions among generations
and to make more difficult the management of 
multigenerational societies. Preserving justice among 
generations thus risks creating the conditions for war
among generations, whereas certain lucid authors
haven’t failed to notice that the discussion of inter-
generational equity had been for many “a clever 
diversion” (Wisensale, 1997) to limit the intervention
of governmental authorities in social programs and
favor reductions in taxes, in particular for the benefit
of the rich, in modifying the public image of elderly
persons.

From there, in fact, it is no longer unreasonable nor
unjust to ask if health care shouldn’t be rationed as a
function of age, dismantling the systems of protection
and privatizing social security, and even, based on
principles inspired by the works of a philosopher like
John Rawls (1971, 1993), to restrain or suppress the
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13 “ce qui aurait pour double conséquence d’accroître le nombre
des actifs tout en réduisant celui des retraités et contribuerait ainsi
à relâcher la pression financière sur le système de retraites”

14 It is relatively easy to acknowledge that if workers remain in
their jobs longer there will be additional social security tax payments
made and a reduction in the amount of pension payments (more
receipts and fewer expenses). On the other hand, frequently neg-
lected, for example, is the fact that if such measures extending the
working life are taken (and accepted), they will also have as an indi-
rect consequence delaying when retirees can get involved in diverse
benevolent activities or second careers (Gaullier, 1988) and be able
to offer their services on the market of the social economy.

15 Without entering here into a discussion that goes beyond the
focus of this chapter, it should be acknowledged that numerous
ideas and propositions for restructuring our modes of functioning
and of collective organization remain confined to small intellectual
circles and have difficulty penetrating political milieus where they
could be the subject of expanded democratic discussions. This is, for
example, the case for alternative modes of financing social protec-

tion, such as universal allocation (van Parijs, 1990; Ferry, 1995) or
taxation of capital and/or value added, but also for boldly innova-
tive means of struggling against the early exclusion of older workers
from the labor market thanks to the introduction of “multiple activ-
ity” contracts (Gaullier, 1999).



right to vote of the elderly (van Parijs, 1999). 
Have we thus arrived at this incredible paradox 
where the industrial societies, which are the only ones
to have succeeded in mass-producing elderly people,
the same as cars, televisions, or cell phones, are 
now trying to find means to get rid of them surrepti-
tiously, as they would with toxic or nuclear waste? 
In addition, in the name of equity, an old humanist
notion has been transformed for the occasion into a
redoubtable ideological arm for confrontation of dif-
ferent age groups, most notably children, parents, and
even grandparents.

The debate has, moreover, for several years taken a
supplementary dimension with the rise of ecological
movements, because the threats to the environment
and the risks of running out of natural resources have
expanded the search for equity from current genera-
tions to future generations, which of course does not
simplify the problem. In reality, when it is defined in
such a summary fashion, this notion of equity, which
is only based on very incomplete criteria, leads us to
treat a complex problem in a simplistic manner, with
the risk of accentuating the injustices that we claim to
be combating in referring to it.

Without a doubt, the efforts made to put in place
systems of intergenerational accounting in order to
better discern the flows of resources among genera-
tions should be encouraged, in particular to demon-
strate the bilateral nature of the transfers. But this
should be done on the condition that hasty conclusions
not be drawn that go beyond the potential of such tools
and that would leave obscure some important issues
that are extremely difficult to resolve: What value
should be given to economic and social investments
made by earlier generations? Should we consider the
expenditures made for elderly persons as an income
from their investment for subsequent generations?
Should we consider a part of the sums spent on chil-
dren as an investment in the future productivity of
society? How can we decide on the distribution 
of investments in research, preservation or protection
of the environment and defense among the different
age groups? (Wisensale, 1997).16

XI. A MORE POSITIVE APPROACH:
SOLIDARITY OF THE AGES OF LIFE

With equity being a vague and suspect concept,
more divisive than unifying, it seems more interesting
to promote another concept, even if it is also relatively
fuzzy and carries a heightened ideological charge: soli-

darity. This has the enormous advantage of favoring a
positive vision of the social structure and searching for
integrating formulas taking better account of the new
stakes created by demographic and economic change.17

It is, indeed, necessary to acknowledge that aging
societies present certain fragile aspects, certainly
linked in part to the existence of elderly dependent
subpopulations, but also and especially to the fact that
the transformations of age and sex structures take
place parallel to unprecedented changes in the global
economy and make existing modes of organization
obsolete. However, to take advantage of these fragile
aspects to dismantle the edifice would be suicidal (or
criminal) if the new principles founding the recon-
struction don’t take account of the requirements stem-
ming from the new age structure. Because aging has
strengthened the need for linkages among the genera-
tions, which were, paradoxically, less important18 in
the former demographic regimes (when generations
followed one another practically in a chain, with
limited periods of cohabitation), but which have
become all the more necessary currently, as the
progress of longevity has resulted in a strengthened
coexistence in the same times and places of multiple
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16 For more on questions raised by generational accounting and
its principles, see Laurence Kotlikoff (1992).

17 This point of view is fully shared by one of the authors who
has greatly contributed to the debate about equity and generational
solidarity in France, André Masson (2000):

[the concept of generational equity] suggests too much that
each generation, working only for itself, must “evaluate its
accounts” (assets and liabilities) with respect to the other gen-
erations if it is possible to do so. We thus lose sight of the
unavoidable and fertile character of the generational link
assured by the family and by the society, as “systems of co-
operation in time among generations” (Rawls, 1993). [. . .]
Recourse to solidarity is already justified by the disappoint-
ments of the concept of intergenerational equity: the difficulty
of establishing a precise accounting for each generation, the
inadequacy of the altruism invoked by “libertarians,” the
omission of specific relationships among family generations.
[. . .] In breaking away from the narrow views of equity, gen-
erational solidarity allows for generating, within the family
as in society, a mutually advantageous cooperation among
generations against the inadequacies of markets. (p. 356, 362)
18 This fact merits emphasis because traditional societies are

often presented as being characterized by solidarity, which was
probably the case, while contemporary societies are more individu-
alistic, with forms of bureaucratic solidarity, anonymous, and
impersonal. However, former solidarities were more justified by the
regime of high mortality that prevailed, as well as by the insecuri-
ties linked to the physical and human environments. Conversely, in
our developed societies, the idea often prevails that basic solidari-
ties are less necessary because of the elevated standard of living and
the disappearance or attenuation of certain risks, whereas it is pre-
cisely the opposite and the impression of individual freedom of
choice is only possible because many forms of institutional solidar-
ity exist, often unknown to us, under multiple expressions of assis-
tance or assurance and diverse mechanisms of redistribution of
collective resources.



generations. In other words, the prolongation of life
has resulted in growth in the periods of life lived in
common among the different age groups and has
assured the contemporaneousness of generations all
the more heterogeneous vis-à-vis one another as the
acceleration of history has given them extraordinarily
varied event trajectories.

The principal challenge already being confronted by
aging societies is certainly that: to assure a stimulating
cohabitation among all generations, young, adult, and
elderly, each carrying their own social and cultural
peculiarities, their hopes, and their contradictions.
That is why future solidarity can only be global and
why it must be considered in terms of the totality of
the group and not in its separate fragments, or worse,
in terms of individuals, who never constituted a group
simply by being juxtaposed. That is also why solidar-
ity must turn away from forms derived from assistance
or assurance in which it tends to be comprised today
(France, 1996) and find again the more organic forms
linked to the acknowledgment of the existence of a
community in which each member has a useful role to
fill and an honorable status to occupy.

“Youth, adults, and elderly, healthy and ill, active
and inactive, same fight!” we could say, but also “same
founding principle of solidarity!.” Nothing is won in
advance. The contradictions are often fierce, the inter-
ests divergent, and the resistance to change is strong.
But success cannot result from negation of the diffi-
culties, nor from refusal to search for original solu-
tions. Probably nothing will be solved via prudent
policies and timid compromises, nor from measures
without a long-term plan or an innovative spirit. The
intelligence of the “gray revolution” (Loriaux et al.,
1990) will be to make all generations understand that
the future depends on the acknowledgment of others,
and that in a war of generations, gaining victory over
other age groups would be devastating stupid, result-
ing in each group losing more than it gains. If it is not
reason that will help us find the path to natural soli-
darities, it will be necessity.

As Henri de France (1996) has written,

when the social and economic context with which we have
been familiar for the past 50 years (the game of private inter-
ests corrected by the anonymous ‘social safety net’) will have
shown that its fruitfulness is henceforth exhausted, that will
then be, as in 1789, the end of one world. A collective survival
reflex may then push men to admit that a social life is possi-
ble only when constituted of interdependent cells and soli-
darity. That of course does not prevent either inequalities or
conflicts, these being normal features in an organic society.
But it would lead each person to discover that other people’s
lives are important to him, and that it is not possible for the
head to say to the feet, ‘I don’t need you’. The survival of
human groups today depends on this radical change in per-

spective, and thus spiritual aspects appear to have to be ··the
infrastructureÒÒ of the material elements, if it is desired that
social reproduction continue.19 (p. 22)

Let’s not make a mistake here: it’s not a question of
pleading for a return to traditional societies, but of
advocating that all collective efforts seek henceforth to
give to the social link its forgotten primacy and to reaf-
firm the dependence of the economy in relation to the
society. Contemporary societies have entered a 
crucial phase of their transition, in which generations
will have to declare if they wish to cooperate with one
another for a better future or if they choose the path of
isolation and confrontation. Examples exist almost
everywhere in the world that militate in favor of 
each of these possibilities, and there is nothing cur-
rently that allows us to affirm with certainty that the
optimistic outcome will necessarily carry the day over
the pessimistic outcome. What does seem rather
certain is that solidarity, which attests to the reciproc-
ity of dependence and the necessity of intergenera-
tional exchanges, constitutes, if not the only, then 
at least probably one of the better possible responses
to the changes of demographic structures by age and
by sex.

XII. DECLINING BIRTH RATES AND
PENSION INSOLVENCY: A VICIOUS

CIRCLE?

A young Swiss author, physician by training and
banker by profession, David Cosandey (2003), recently
published a work with a title as enigmatic as it is
provocative, The Culpable Insolvency of Retirement Pen-
sions. How Our Old-Age Insurance Makes Fertility
Decline,20 which counters many established ideas about
retirement systems while raising strong controversies
that are probably not ready to be appeased. And yet
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19 “lorsque le cadre économico-social qui nous est familier
depuis 50 ans (le jeu des intérêts privés corrigé par le filet anonyme
des ‘assurances sociales’) aura manifesté que sa fécondité est désor-
mais épuisée, ce sera alors, comme en 1789, la fin d’un monde. Un
réflexe collectif de survie peut alors pousser les hommes à admettre
qu’il n’y a de vie sociale possible que constituée de cellules inter-
dépendantes et solidaires. Cela n’empêcherait, bien entendu, ni les
inégalités ni les conflits, ceux-ci ayant leur place normale au sein
d’une société organique; mais cela amènerait chacun à découvrir que
la vie de l’autre lui importe, et qu’il n’est pas possible à la tête de
dire aux pieds ‘je n’ai pas besoin de vous’. La survie des groupes
humains dépend aujourd’hui de ce changement radical de perspec-
tive, et c’est ainsi que le spirituel apparaît comme devant être ‘l’in-
frastructureÒÒ du matériel, si l’on veut que la reproduction sociale se
poursuive.’ ”

20 La faillite coupable des retraites. Comment nos assurances vieillesse
font chuter la natalité.



the author’s avowed goal is none other than to reestab-
lish the solidarity among generations that apparently
was worsened precisely by the introduction of retire-
ment systems.

The paradox is total: whereas usually the explana-
tion is that it is the reduction in births following the
baby boom and the succession of small generations
compared to the previous full generations (the baby
boomers) that is responsible for the financial difficul-
ties of our retirement systems, Cosandey supports the
converse argument, affirming that it is because of the
institution of retirement systems that falling birthrates
emerged (or were strengthened) because these social
protection measures broke the natural linkages of
reciprocal solidarity among the generations and
caused us to lose sight of the fact that to be able to
finance and pay for retirements, there must be a new
generation of largely the same size as the preceding
one. In the absence of this perspective, childbearing
can only diminish, and its drop precipitates the break-
down of retirement systems, which self-destruct via
this tragic vicious circle.

To transform this vicious circle into a virtuous one,
there is only one remedy: stop basing the calculation
of retirement pension amounts on the number of years
of professional activity spent paying into the system
and henceforth take into account the only important
parameter, namely the number of children raised or
supported by the individual, while putting into place
“a structure allowing everyone, even non-parents, to
contribute to the new generation, so as to have the
right to a pension also.” In short, make “clairvoyant”
systems that are currently “blind.”

And the rule is true, whatever the method of financ-
ing pensions, by redistribution (pay-as-you-go) or 
by capitalization (individual retirement accounts),
because both are functions of economic dynamism and
thus of demographic vitality. Cosandey considers,
moreover, that to reform old-age insurance and 
make it more equitable and viable for the long term, it
will hardly be necessary to upset either the institutions
or their means of functioning, but only to modify 
some parameters and calculation rules. In sum, 
what is needed is simply to make current retirement
systems be more similar to traditional systems of
family protection, in which solidarity was expressed
by virtue of a relatively simple principle: parents 
feed, shelter, and educate their children in exchange
for which the children, after reaching adulthood,
support, care for, and protect in turn their now-elderly
parents.

Despite inevitable weaknesses, notably in cases of
the premature death of children or family conflicts that
may deprive parents of their old-age indemnity, this

system functioned relatively well and according to an
equitable principle.21 By contrast, with the making of
anonymous intergenerational systems of social pro-
tection that were disconnected from family linkages,
intergenerational exchanges were perverted to the
extent that the contributors (the parents) have to pay
for the non-contributors (non-parents). They act so as
to give to the oldest the condition of receiving from the
youngest, whereas it is to give to the youngest that
should condition receipt of a pension by the oldest.

And in such a regime, one can’t reproach non-
parents for showing themselves to be selfish or not
being characterized by solidarity: they simply show
the good sense and rationality of taking

the most gratifying path that the authorities, the law, the
society offers them. [. . .] Those without children appear to
come out ahead. They can more easily travel, devote them-
selves to sports or reading, buy clothes, engage in their
favourite hobbies. They enjoy tranquillity in their personal
affairs and a superior standard of living. They symbolize
affluence and success. [. . .] With everyone taking advantage
of the investments realized by parents, our systems of old-age
insurance encourage what can be called a tactic of “demo-
graphic parasitism.” (Cosandey, 2003, p. 47, 48)22
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21 Several recent works show that private solidarity is far from
having disappeared. Even if it has receded in the face of increased
public solidarity supported by economic progress, it continues
nonetheless, often in a complementary manner with regard to public
solidarity. Illustrations of this can be found, notably in the research
of André Masson (1995, 2004) and of Claudine Attias-Donfut and
Martine Ségalen (1998), who writes:

Solidarity between the young and the elderly in rural soci-
eties was of a private nature; this was disrupted by the effects
of industrialization, which made proletarians of several gen-
erations, and by migration, which ruptured family linkages,
both social and cultural. These linkages re-established them-
selves when the condition of workers improved, notably
thanks to the appearance of retirement pensions. It is after the
Second World War that economic growth, in conjunction with
the social burst which appeared in the years 1945–1950,
favoured the development of strong social protection insti-
tuting a national solidarity among generations. [. . .] In brief,
in discharging the family from its traditional function of
taking care of economic needs in old age, public solidarity has
not eliminated the private mutual aid between young and
old, but has changed its orientation, while at the same time
transforming the respective statuses of the generations, It has
also contributed to the emergence of new linkages, estab-
lished on the basis of the autonomy of generations. (p. 33, 36)

22 “le chemin le plus gratifiant que les autorités, la loi, la ‘société’
leur offrent. [. . .] Les inféconds font figure de gagnants. Ils peuvent
plus facilement faire des voyages, se consacrer au sport ou à la
lecture, s’habiller, se consacrer à leur passe-temps favoris. Ils jouis-
sent de la tranquilité dans leur chez-soi et d’un niveau de vie
supérieur. Ils symbolisent l’aisance et le success. [. . .] En faisant prof-
iter tout le monde des investissements réalisés par les parents, nos
assurances vieillesses encouragent ce qu’on pourrait appeler une
tactique de ‘parasitisme démographique.’ ”



Is it really necessary to penalize non-parents and
provoke potential opposition between fecund and
non-fecund couples or individuals? Not necessarily,
because Cosandey imagines in his clairvoyant pension
system several means permitting individuals who had
no children, or only one (i.e., less than the threshold
number established to benefit from a full retirement
pension, being in principle two children) to contribute
to the following generation and to acquire rights for
their retirement (a minimal pension, financial spon-
sorship, fusion of retirement payments and child allo-
cations, etc.).

As to the remedies currently evoked to confront the
financial insolvency of the present systems, Cosandey
rejects all of them, one after the other, because of their
inefficiency and their injustice or because of the uncer-
tainty of the expected results. This is the case for
raising the retirement age, increasing taxes on persons
and/or consumption, improving the productivity of
work and/or increasing employment rates (most
notably, of women), and resorting to immigration and
investment in the economic actions and obligations of
developing countries that are experiencing strong eco-
nomic growth.

The solution to “furtively go back to the traditional
system where grown-up children personally take care
of their elderly parents as thanks for having been
looked after in their own childhood” is itself rejected

because, in making the role of the State disappear,
where the State “offers a guarantee for parents having
lost their children, thereby permitting a certain redis-
tribution of income and avoids promiscuity among
generations,” this would be a step backward for
society.

In sum, Cosandey’s attempt merits consideration to
the extent that he encourages a recasting of intergen-
erational solidarities on more explicit foundations, and
at a time when not only are aging societies facing an
imperative need for solidarity (precisely because they
are aging and thus more weakened in certain segments
of their populations), but also because they have never
been so multigenerational as they are today, integrat-
ing numerous and strongly differentiated generations
in an increasingly broad age interval, going from 0 to
100 and beyond.

The result of all this is that to manage these 
multigenerational (and in addition, multicultural)
societies has become a real policy conundrum, if 
we are really willing to admit that good governance
must seek to satisfy in an optimal way the needs 
and aspirations of all citizens, whatever their age, sex,
social category, or religious or cultural affiliation.
Unfortunately, it is at the moment when solidarity
among generations should be recognized as one of 
the essential cornerstones of our societal edifice that 
it is under attack, disavowed everywhere and deni-
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grated in the name of pretexts that are most often 
fallacious.

Exacerbated individualism and the winds of eco-
nomic liberalism that have blown since after World
War II in our Western societies have greatly con-
tributed to the establishment of this disastrous climate.
They created the sentiment that protection of the group
or the community was less necessary from the time
when essential needs (and even less essential needs or
superfluities) were assured and the great risks (illness,
unemployment, accident, old age) covered, leaving to
each individual the possibility of managing his life in
an autonomous fashion, freeing himself from collec-
tive constraints.

The discourse of insurers and bankers being
increasingly along this line of thought, all of the
current efforts seeking to encourage private insurance
formulas or to replace, partially or totally, the systems
of redistribution by systems based on capitalization
are insidious ways of doing harm to the principle of
intergenerational solidarity and encouraging young
workers to break the great chain of solidarity among
the generations. Only omitted here is a reminder that
these supposedly miraculous formulas are subject to
the random effects of economic fluctuations and to 
the risks of financial crises. Above all, young workers
will run up against the challenge of the prolongation
of the average duration of life of retirees (which could
double, from the current 10–20 years to 30–40 years, if
the legal ages of retirement are maintained).

Despite its undeniable originality, Cosandey’s thesis
nonetheless suffers from unavoidable flaws that com-
promise its chances to ever be adopted by public
authorities, even if Cosandey can boast about a reform
adopted in Germany in 200223 as a modest outline of a
clairvoyant retirement system.

Indeed, the empirical analyses on which Cosandey
relies to demonstrate that from the time when more 
or less generous retirement pensions were put into
effect or strengthened in several countries (France,
Germany, Switzerland, Italy, United States), childbear-
ing declined (“each time that old-age pensions, in 
their current form, were strengthened, childbearing
declined. And vice versa”) are not entirely persuasive.
They are based on a simplistic concept of causal 
relationships that does not take account of the 
transformations of the societal context that make 
the classic phrase, “all other things being equal,”
absurd. We must never lose sight of the fact that the
demographic behaviors of individuals and couples
are, first and foremost, social realities that only take

their full and complete meaning if they are situated in
the totality of changes of the systems in which they are
operating.

Without a doubt, we should acknowledge that it
isn’t the discovery of the birth control pill or other
technical reasons of this type that can explain by them-
selves the decline of fertility. There existed a set of con-
vergent historical factors that contributed to the
modification of reproductive behaviors, and the insti-
tution of systems of social protection constituted only
one element among many of these societal changes
that accompanied the industrial revolution.

Among these other elements, we can certainly
allude to the changes in women’s status and the
increased participation of women in the market
economy, the reduction of infant mortality, the prefer-
ence for quality of children rather than quantity, the
transformations regarding conjugal unions with the
appearance of free unions and the wave of divorce. In
brief, it is the entire family, with the positions occupied
by its different members and its ends, that has been
subject to profound transformations and which has
been reprogrammed as a function of new technologi-
cal, economic, social, and cultural contexts.

As a consequence, to dream of a new increase in fer-
tility to the levels attained in the 1960s is unrealistic.
Many potential parents have understood that it would
be better, in the contemporary context, to be parsimo-
nious about childbearing, so as to conserve all of the
chances to endow their progeny with the best means
of success possible, notably in terms of schooling in an
increasingly competitive society.

In the face of persistent youth unemployment,
which is not, however, incompatible with an increase
in value added and in collective wealth, we might ask
why there would be a return to higher fertility and
investment to increase the quantity of human capital
at a time when it is increasingly in competition with
technical capital, despite the improvement in the pro-
ductivity of labor.

But the most unfavorable argument against
Cosandey’s model is without doubt that, by the admis-
sion of the author himself, the system he advocates
could only be operational beginning in 2050, in order
to give time to new generations to reconstitute their
numbers. That is, about 30 or 40 years after the adver-
tised frontal shock among the generations will have
taken place and the dreaded catastrophe (the failure of
the retirement systems) has taken place (if at least one
follows the forecasts of those predicting apocalypse).
On the contrary, it is possible that the worst will be
avoided and efficacious regulatory measures will have
been taken in a timely fashion (if one adheres rather to
the arguments of the optimists).

Chapter 111/Economic and Social Management of the Population Pyramid 295

23 The Riester reform, from the name of the minister who 
proposed it.



XIII. THE ULTIMATE QUESTION:
RENEGOTIATE A NEW

INTERGENERATIONAL CONTRACT

Starting with a question that appeared to be purely
technical, highly objective, and of apparent simplicity,
How do we manage the population pyramid?, we very
quickly were led to ethical, normative, and ideological
considerations. The reason for this is not very difficult
to understand: a population is not a simple statistical
construction and even less just human material,
adjustable to the imperatives of the economy or of pol-
itics. The question of management of the demographic
structures cannot be reduced to a sort of engineering
of the human resource without inevitably falling into
one or the other of the faults criticized here. Unfortu-
nately, engineers or human resource technicians are lis-
tened to today more than philosophers, ethicists, or
sociologists, and when these latter speak, they never
do so with one voice.

In addition, the social sciences have never been as
partitioned as they are at present, when the need for
interdisciplinarity is so often expressed. Experts speak
to experts, and ideally, only to those of their own dis-
cipline, or even their own “scientific chapel,” and their
relationships with the citizen are at the very least 
difficult.

The citizen will have a good deal of difficulty appropriating
what the experts tell him about the society in which he lives,
either because they propose to him an image in little pieces
that are impossible to put together, or because on the contrary
they reconstruct it entirely in the image of their own system
of thought, erected in Universal and definitive truth. (Supiot,
1996)24

These truths are much less neutral than indicated by
the formal or informal models on which they depend.
But the increase in the circulation of information 
and knowledge via computer and telecommunication 
networks has not had a parallel impact on the diver-
sity of perspectives and points of view on objectives to
pursue and the means to achieve them. Rather, it has
favored concentration around dominant models, 
principally from the big international institutions or
the big research centers that are effectively under their
authority.25

Instead of being totally unique, thought has 
become institutionalized and normalized, so that there
is no longer a place for an autonomous wild thought.
To “preserve prosperity in an aging society,” as OECD
(1998) proposed in one of its recent and important
research programs, is certainly not a goal to be 
condemned on its own merits. But it is rather disqui-
eting to note that between the OECD, the United
Nations, UNDP, the ILO, the Council of Europe, 
and the European Union, the convergence of solutions
recommended is such that they appear to be closely
under the influence of a single dominant school of
thought.

There is no doubt that we can agree with the 
idea of encouraging an “active ageing” (Cotis, 2003),
in favoring a greater flexibility of life cycles and greater
freedom of choice regarding the passage from 
professional life to retirement. But is it necessary to
automatically propose simultaneously to “slow expen-
ditures of public retirement regimes and systems of
health insurance”26 (OCDE, 1998)? Nothing is less
evident and, in any case, it would be regrettable if
decisions concerning such crucial problems were to be
made without a broad public debate being organized,
at which the principal social partners and all those in
positions of responsibility could participate.

The long-term future of our aging societies is too
profoundly linked to these choices to allow them to be
made hastily and left to the discretion of a small group
of experts guided by political and financial or intellec-
tual elites, who risk forgetting that the real question is
not “how to preserve prosperity in an ageing society”
(OCDE, 1998), but rather “how to renegotiate a new
social contract among generations with solidarity that
ensures to each the recognition of a valued role and
status, without exclusion or marginalization, whatever
his sex and his age” (Loriaux, 2002).
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24 “aura bien du mal de s’approprier ce que les experts lui disent
de la société où il vit, soit qu’ils lui en proposent une image en
miettes impossibles à recoller, soit qu’ils le reconstruisent au con-
traire tout entier à l’image de leur propre système de pensée, érigé
en Vérité universelle et definitive.”

25 This may be taken account of in observing to what point
certain concepts are diffused like a train of powder across the inter-
national scientific community, governing powers and to the larger
public, often beginning with confidential work of small groups of

experts. In the field of demography and development, this was the
case for the concept of integration of population and development
and, more recently, for those of reproductive health and sustainable
development. The criticism formulated here does not deal with their
value as such, but with the way that they were diffused, without
precaution nor a detailed examination of their implications, with
considerable means of publicity and propaganda (worldwide diffu-
sion in real time, translation into multiple languages, etc.) under the
auspices of big organizations or powerful pressure groups that left
little place for any contesting after the fact or even a simple critical
reevaluation.

26 “Why must spending on public pensions, health and long-
term care be contained?” (OCDE, 1998).
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P A R T  

V

COUNTRY CASE STUDIES

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Family and fertility policies, health policies, migration policies, policies on age dis-
tribution, each country and era has its own priorities, and population policies often
address one or other of these aspects more than the others as circumstances vary. But
regardless of the time or period, policy action tends to have planned or unplanned con-
sequences in all these spheres, and it is important to be aware of these, get a purchase
on the totality and interplay of all government measures that can influence population
dynamics, intentionally or otherwise. The most appropriate way of doing this 
seemed to be to analyze the population policies in the broad sense of a selected group
of countries.

The choice of countries was relatively straightforward. It was first decided to cover
the two most populous countries in the world—China and India. Isabelle Attané studies
the former in Chapter 112, Jacques Véron and S. Irudaya Rajan the latter in Chapter 113.
To these two big Asian countries were added three other developing countries. First, a
large country in Latin America–Mexico—whose population policy is covered in
Chapter 114 by Maria-Eugenia Cosio-Zavala, then two countries in sub-Saharan
Africa—Kenya and Côte d’Ivoire. Kenya, analyzed in chapter 115 by Valerie Golaz and
Carolyne Wanja Njue, was among the first in this region to experience the onset of fer-
tility decline. Côte d’Ivoire, covered in Chapter 116 by Amoakon Anoh, represents the
African countries where it had still not occurred at the start of the 1990s.

As a counterpart to these five developing countries, we selected three developed
countries: the United States and Russia, the two biggest, represent completely different
experiences. The United States, which dominates today’s world in all matters from its
unassailable superpowerdom, and where free enterprise is the overarching principle in
all economic and social matters with obvious consequences for population policy, 
is covered in Chapter 117 by Carl Haub. Russia, by contrast, represents the former 
communist bloc, and especially the countries of the former USSR, where the onset of



demographic transition was much later than in Western Europe, and in fact only very
shortly before their subjugation to communism. It is analyzed by Serguey Ivanov,
Anatoly Vichnevsky and Sergei Zakharov in Chapter 118. Finally, France was also
chosen as a case apart of demographic transition without population growth, and the
acute awareness of low fertility problems it rapidly came to. This case is analyzed in
Chapter 119 by Jean-Claude Chesnais.

Increasingly, however, notwithstanding the few supranational powers they actually
possess, international organizations are stepping into population issues and having a
major, if only indirect, influence on population policies. For that reason, these analyses
of national experiences have been supplemented with a general review of international
population policies by Jean-Claude Chasteland in Chapter 120.
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After their victory over the Nationalist armies in
1949, the Chinese Communists found themselves in
charge of a country exhausted and ravaged by war, its
economy ruined by decades of internal strife and
foreign interference. The new leaders had to put 
China back on its feet, rebuild its identity after a
century of humiliation—in short, restore its dignity.
The time had come to break with old feudal ways.
Society had to be reshaped from top to bottom. The
task was colossal.

The key concerns of young Communist China were
the economy and society. Two groups were singled out
as the prime victims of the social order: the impover-
ished peasantry and women. Pervasive abuses by the
propertied classes had to be stopped. The traditional
family became a target of the class struggle. The
country set out to eradicate the “three main differ-
ences” (towns vs. countryside, manual workers vs.
intellectuals, workers vs. peasants) (Attané, 2002c, p.
355). The regime preached equality, balance, a fair 
distribution of resources and the means of production,
and harmonious economic development. Another goal
was to improve the quality of the population 
by a campaign to combat devastating mortality and 
by raising the consciousness of the masses through
education.

Mao Tse-tung’s death in 1976 marked a radical
break with egalitarian ideology. The reforms launched
by Deng Xiaoping in the late 1970s opened the doors
wide to individual initiative. The economy was liber-

alized. The winds were changing, the socialist dogma
was buried, and social inequality deepened.

In both its hardline and liberal phases, this half-
century of Chinese socialism relied extensively on 
all manner of authoritarian policies. No area was
spared—the economy, the circulation of people, health,
reproduction, and so on. In this chapter, we review the
main demographic policies—in the broadest sense—
implemented since 1950. We then assess the achieve-
ments, and their consequences, at the turn of the 21st
century.

I. HOUSEHOLD REGISTRATION AND
MOBILITY CONTROL

Among the most decisive population policies, the
one that had the most visible and lasting impact on
Chinese demographics—along with birth-control poli-
cies—was the control of personal mobility. As early as
1955, a household registration system was set up
under the authority of the Interior Minister. But its
implementation remained very partial, most notably
because of staff shortages. Control of population
movements was not enforced until the Regulations on
Household Registration of 1958. One of the main goals
was to end illegal migrations to urban areas (Blayo,
1997, p. 28). To justify the introduction of this rigid and
restrictive system, the authorities invoked the need to
spare China from the informal urbanization typical of
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other developing countries. Curbing urban growth
soon became a major priority. This, it was hoped,
would prevent the worsening of urban employment
conditions and channel population movements to
better serve the regime’s interests. At the advent of the
People’s Republic, urbanization was a marginal trend.
One in ten Chinese (10.6%) lived in a town or city, a
far smaller proportion than the worldwide average,
which had already reached 30%. (The definition of the
urban population has changed frequently since the
1950s. For more details, see Blayo, 1997, p. 101–111.)
The rate remained modest until after Deng’s economic
reforms, which led to a gradual easing of restrictions
on internal migration. In 1978, urbanites still
accounted for only 18% of the total Chinese popula-
tion. Until the 1980s, therefore, population migration
and worker mobility—the keystones of the planned
economy—were tightly controlled. The Public 
Security offices kept a special watch on interprovince
migration; except for compulsory transfers, it was
nearly impossible to migrate from rural areas to urban
areas without official permission (Cai Fang, 2002, p.
169). Even today, despite its steadily declining 
effectiveness, control is exercised via household regis-
tration: the hukou system. The hukou is a residence
booklet that includes, among other information, the
holder’s date and place of birth, ethnic group, 
and marital status. A veritable internal passport, it
obliges each individual, from cradle to grave, to reside
in his or her birthplace, making migration virtually
impossible. For many years, legal migration was a 
one-way ticket, each type of locality being assigned to

a specific position in a very rigid hierarchy. A
person could leave a large city for a smaller one, a
town, a district or township capital, or a village 
(Figure 112–1). Horizontal migration was tolerated for
people wishing to move to a locality of identical rank;
so was vertical migration, but only from the larger unit
to the smaller unit, not vice versa. A person born in a
village could move to another village in the same
province, subject to permission by the authorities of
both localities. This registration system served for
many years as a key instrument in the arsenal
deployed by the regime to subjugate society (Trolliet
and Béja, 1986, p. 155).

Even marriage did not afford an escape from hukou
control. If a peasant woman married an urban dweller,
the husband could resettle in his wife’s native village,
as the locality was of lower rank. But there was no
hope of transferring the wife’s hukou to the city. An
urban dweller married to a peasant woman could not
even look forward to being joined by his children one
day, as the urban or rural status enshrined in the hukou
was transmitted by the mother. Today, a child is free
to choose between mother’s or father’s hukou. As a
result, the system spawned a Chinese Communist
invention that was—to say the least—unusual: couples
separated for administrative reasons and saw each
other only once a year, usually during the spring fes-
tival vacation. The only ways of being freed from this
compulsory residence order were to enlist in the
People’s Liberation Army, to become a Party member,
or to obtain a university degree, which entitled the
holder to a job in a State-owned company.
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The system helped to turn China into a frozen
society. Far from closing the gap between urban and
rural areas, the system fostered the perception that the
right to live in urban areas was a privilege reserved 
for a minority. This feeling was exacerbated by the
rationing system introduced after the Revolution.
Ration coupons, for which only urban hukou holders
were eligible, gave access to grain in the State-run
market. Peasants were obviously excluded, and this
posed an insuperable obstacle to their settling in cities.
(Until 1985, it was illegal to sell grain on the free
market.) As the coupons could be exchanged only in
the issuing town or city, they were also a means for
controlling personal travel and thus complemented
the hukou system (Trolliet and Béja, 1986, p. 157).
Rationing of staple commodities was abolished in the
early 1990s.

Out of exhaustion rather than because of a political
decision, the regime gradually relinquished control
over all personal movement. Rural decollectiviza-
tion—the first step in economic reform—freed an
abundant labor supply from the obligation to work on
farms. The excess agricultural workforce was forced to
turn to nonfarming activities in order to survive. The
businesses in cantons and towns (xiangzhen qiye) spe-
cially created to absorb this glut became increasingly
incapable of doing so. Very often, the excess rural labor
had other no choice than migration in order to meet
the needs of new private-sector urban companies,
which required large amounts of cheap labor. Mean-
while, the restructuring of State-owned companies put
millions of people out of work. Having failed to reas-
sign these workers itself, the State turned a blind eye
to many individual migrations, the only solution for
finding new work. The dichotomy generated by the
personal registration system thus became less biased
against peasants.

The paradox is that the job seekers were forced into
illegality solely because of the registration system’s
inconsistency. The system defines a migrant as anyone
who legally transfers his or her hukou to a place of res-
idence other than his or her place of birth. Now this
legal migration, while ever less restrictive, remains
subject to annual quotas well below requirements: 17
to 19 million people are allowed to migrate per year,
“une population flottante nécessaire mais exclue”
(Attané, 2002b, p. 185).

Migration with transfer of residence to the host
locality thus accounts for a minimal share of actual
migration. Most flows are generated by illegal migra-
tion, that of the “floating population” (liudong renkou).
This phenomenon, specific to China, denotes tempo-
rary or permanent movements of persons in a province
or between provinces, very often from rural areas to

urban areas, without hukou transfer. Even if they 
relocate at several hundred kilometers’ distance, 
these persons are officially regarded as still residing 
in their place of origin. In practice, they therefore 
avoid any form of control, including on the number of
births. This illegal migration is, by definition, hard 
to quantify. Recent estimates give a broad range of 
80 to 130 million people—a significant mass of 
about 10% of the total population. Therein lies one 
of China’s most blatant contradictions in its march
toward globalization. The hukou system, while 
totally inappropriate to today’s economic require-
ments, has undergone no substantial change since the
late 1950s.

Rural-urban migration remains the strongest driver
of urbanization, although the natural increase is 
still rather brisk in the urban population at 0.7% in
1999, versus 0.9% in the countryside. The loss due to
rural exodus has considerably reduced the overall
growth of the rural population, which has become neg-
ative in the latest intercensal period: there were 
783.8 million rural dwellers in 2000 versus 834.4
million in 1990, or an annual average decline of 
0.6%. By contrast, the total growth of the urban 
population (cities and towns) has become truly explo-
sive, averaging 4.4% per annum in the past 10 years.
It should be borne in mind, however, that the changes
in the definition of urban localities and the incorpora-
tion into these localities of some rural areas have
increased the urban population in relatively artificial
ways in the past two decades (see Blayo, 1997). The
tripling of the number of cities since 1982 has also
played a decisive role. The urban explosion has there-
fore not been as strong as the raw figures imply. With
an official urban population of 459 million, or more
than one in three inhabitants (37%), China lags behind
the rest of the world: the urban population stands at
47% on a global average and 76% in what the United
Nations classifies as the “most developed countries”
(Figure 112–2).

But China will soon catch up. According to official
projections, one in two Chinese (47%) will be urban
dwellers by 2020, and the proportion will rise to at
least 60% by 2040–2045 (Li Jianmin, 2002, p. 283). The
number of towns and cities tripled in the past two
decades, from 236 in 1982 to 667 in 1999. Three very
large cities have more than 7 million inhabitants:
Beijing, Tianjin, and Shanghai. For a while, therefore,
China will have succeeded in curbing the size of
sprawling megalopolises: with 11.5 million and 14.3
million inhabitants respectively in 2000, Beijing and
Shanghai remain modest by comparison with such
giants as São Paulo, Mexico, and Bombay (18 million)
and Tokyo (26 million).
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China’s population is very 
unevenly distributed across 
its territory. Most of it is 
concentrated in the eastern half. 
Population densities are 
therefore very variable, from 
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II. BALANCING REGIONAL
DEVELOPMENT AND

STRENGTHENING BORDER REGIONS

For all socialist countries, central economic plan-
ning implies the planned allocation of all factors of
production. Rational reproduction of the population
must be ensured, particularly to allow optimal use of
labor. By making industrial development the top pri-
ority of its first five-year plan (1953–1957), young Com-
munist China forced itself to strictly manage its human
resources. To meet the needs of the socialist economy
more effectively, migration had to be controlled. As
part of a planned process, migration would serve 
to balance labor requirements among regions. The
authorities acted swiftly to curb urbanization and
restrict population movements inside China—particu-
larly the spontaneous migration of peasants to towns
and cities.

In the early days of the regime, China’s rulers saw
a large population as a powerful asset. Although it
reflected the varying hospitality of the soil, the terrain,
and the climate, the population was unevenly distrib-
uted across the national territory. The eastern half of
the country consists of plains and hills; the western
half, with a rigorous climate, consists of plateaus and
mountains. The west, which accounts for more than
one-half of China’s surface area (including Inner 
Mongolia, Xinjiang, Tibet, Qinghai, Ningxia, Gansu,
Shaanxi, Yunnan, Guizhou, Guangxi, and Sichuan)
contained only 28% of the population in 1953. These
proportions have barely changed. In 2000, the year of
the latest census, the west, with 319 million inhabi-
tants, accounted for only 25.7% of the total population.
Just after the Revolution, therefore, almost three-
quarters of Chinese lived on less than one-third of the
territory. The corollary was a highly disparate range of
population densities: from over 300 people per square
kilometer in Jiangsu and Shandong to fewer than 5 in
Xinjiang (3/sq. km.), Qinghai (2/sq. km.), and Tibet
(1/sq. km.). Concentrated in the eastern part of the
country, the population lived far from the national
reserves of natural resources needed by industry.
There, infrastructure was lacking and workforce skills
were low. Most modern plants were located in the
coastal regions; heavy industry—which the Japanese
began setting up in 1931 as part of their expansionist
policy—was concentrated in southern Manchuria. In
the rest of the country, the forces of production were
weak and industrial facilities obsolete (Meissner, 1990,
p. 9–33). To cancel these imbalances, China acted
promptly to redistribute its population. Another goal
was to foster the development of remote rural areas by
sending managers and skilled labor there. Achieving

balanced regional development required better man-
agement of human resources and local resources such
as raw materials. A senior Chinese official declared in
1964:

China has enough space . . . We have rich mineral resources
and huge tracts of land that are just asking to be cultivated.
Let us take the example of the north-west: Xinjiang province.
Only 6 million people live there, but Xinjiang could easily
provide enough living space and food for 50 million. (qtd. in
Tien, 1973, p. 130)

In the very first five-year plan (1953–1957), the 
government implemented an interregional migration
policy. The stated goal was to deconcentrate industry
by promoting its expansion in the hinterland and to
place new land under cultivation. But there was
another purpose as well: to stem the growth of towns
and cities, where rural-urban migration, then in full
swing, was creating ever greater problems, that is,
housing and food shortages coupled with substantial
underemployment. The measures adopted accord-
ingly sought to keep the rural population in place
(thanks to the hukou system) and reduce the urban
population. In all, 1.3 million blue-collar workers and
skilled white-collar workers were transferred from
urban areas to rural areas, of whom 950,000 between
1953 and 1962 and 200,000 between 1963 and 1981
(China Daily, April 25, 1982, qtd. in Blayo, 1997, p. 55).
Massive projects were launched to build new infra-
structure and clear arable land. Between 1950 and
1958, China built 94,000 kilometers of roads and 5,400
kilometers of railroads. In the same period, the surface
area under cultivation grew by 11%, with the largest
expansions in Xinjiang, Inner Mongolia, and the
northeastern regions (Meissner, 1990, p. 31).

The policy of planned migrations thus served two
purposes: the first was economic, the second demo-
graphic, namely, to correct unbalanced population dis-
tribution. The policy relied on the multiple systems for
controlling individuals instituted in the early decades
of the regime.

The central government supported the develop-
ment of remote regions, with a special emphasis on
border areas. The policy also had an ethnic objective,
albeit not always clearly stated: these peripheral areas,
sparsely inhabited but rich in natural resources, were
also those in which ethnic minorities were concen-
trated. Because of their crucial strategic importance,
the main targets were the north and the west: Inner
Mongolia, bordering on the People’s Republic of 
Mongolia and sharing a short border with the USSR;
Xinjiang, two-thirds of whose borders touch the Soviet
Union and Pakistan; and Tibet, neighbor of China’s
timeless rival, India. Strengthening the presence of the
Han (the majority ethnic group, now representing over
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90% of the total population) in these areas was also a
way to dilute the indigenous populations and so
dampen any separatist aspirations. Thus, to reinforce
central authority, guarantee stability on its frontiers,
and promote economic development, China set out to
strengthen these sensitive regions. A Chinese general
declared in 1965: “In recent years, rifle in one hand and
shovel in another, officers and men [. . .] have pre-
served security on the borders of the Motherland and
have worked to build socialism by engaging in agri-
culture,” (according to an article published by New
China News Agency, January 2, 1965, qtd. in Tien, 1973,
p. 129).

China very quickly turned Xinjiang into one of its
main pioneer lands, most notably because, during the
phase of Sino-Soviet friendship, it was the link that
was supposed to ensure continuity between economic
spaces (Larivière and Sigwalt, 1996, p. 178). Xinjiang
(literally “new frontier”) was not incorporated into
China’s sphere until 1759, date of its conquest by the
Manchu dynasty of the Qing. In the two centuries that
followed, its ties to the central government remained
very loose—so much so that, on several occasions, it
found itself in a state of near-independence. Since
1949, the year marking the conquest of power by the
Communist Party and the inauguration of effective
nationwide control, Xinjiang has been ever more
firmly anchored to China. Xinjiang is an object of both
desire and fear. It is desired for the wealth of its subsoil
and its strategic position, but loathed for its indige-
nous population: the rebellious, untamed Uigurs. As
Turkophone Muslims, Uigurs are fixated on the pin-
nacles of Muslim civilization that are Istanbul,
Samarkand, and Bokhara, rather than on Beijing. They
possess the rich cultural traditions of Central Asian
Muslims, but have nothing in common with the Han.
Uigurs also have a strong sense of identity, largely tied
to their geographic concentration on a territory of their
own, where they form a majority, but of which they 
are gradually being dispossessed. In 2000, Uigurs,
Kazakhs, and Kirghizes accounted for 53% of the total
Xinjiang population. Hence ethnic grievances and sep-
aratist claims have risen, driven by rejection of Chinese
supremacy (Becquelin, 1997, p. 10–21).

With respect to its ethnic minorities, the Communist
regime installed in 1949 broke, at least in its rhetoric,
from the narrowly homogenizing views of the Nation-
alists by emphasizing China’s multinational character.
Nevertheless, the goal of strengthening national unity
persisted. In the 1950s, for economic and strategic pur-
poses, the Communists implemented a Sinification
policy to be achieved through population transfers.
The radio and press appealed to the socialist con-
sciousness, patriotism, and spirit of adventure by

encouraging young people to migrate. There were
several forms of planned migration: transfers of entire
families for a defined period; transfers of married men,
young or mature, sent off alone and to be joined later
by their families; and transfers of young unmarried
men and women for permanent settlement in the
region in order to realize long-term projects (Blayo,
1997, p. 47). Migration was encouraged particularly to
Xinjiang (Tien, 1973, p. 123), where the construction 
of irrigation systems and establishment of State-
owned farms created a major need for migrant labor.
Thousands of soldiers discharged from military duty
(by becoming “peasant soldiers”) were sent to the
peripheral provinces to occupy key positions and dis-
seminate the technical knowledge needed to improve
agricultural and industrial production. As an incentive
to compensate for their isolation and distance from
their native regions, the settlers were offered various
benefits, especially financial. These typically consisted
of bonuses (Tien, 1973, p. 124–125). By 1959, 220 
State-owned farms had been set up on 13 million mu
(one mu is equal to 0.067 hectares) in Xinjiang, account-
ing for 30% of the province’s farmland at the time.
Around 1960, between 150,000 and 200,000 peasant
soldiers were reportedly stationed in Xinjiang (Tien,
1973, p. 127).

Since 1949, the most sensitive regions have been
massively settled. The number of Han in Inner Mon-
golia doubled between 1953 and 1964 from 5.1 million
to 10.7 million. In Xinjiang, it rose sevenfold from
330,000 to 2.3 million in the same period—an annual
average growth rate of 18%—and doubled between
1964 and 1982. Planned migrations were curtailed
from late 1958 onward. But this did not spell the end
of population transfers for economic, hegemonic, and
strategic purposes. Today, 18.5 million Han are settled
in Inner Mongolia, where they make up 80% of the
province’s population. Another 7.5 million Han live in
Xinjiang, accounting for 40% of the inhabitants of the
province—an increase of 34% since 1982 (Attané and
Courbage, 2000, p. 257–280). The phenomenon is
harder to measure in Tibet, where military personnel,
who represent a sizable proportion of the Han pres-
ence, are excluded from census statistics. Whatever the
validity of the figures, the Han surge is manifest, aver-
aging 5% a year in 1964–1982 and 3% in 1982–2000.
This is well above the increase achievable through
natural growth, even at a brisk pace. In 2000, 160,000
Han were living in Tibet, twice as many as in 1990.
(The Han population in Tibet fell between 1982 and
1990, before the revival of China’s political and eco-
nomic interest in its western provinces.) Officially,
therefore, 6% of the Tibetan population is Han (Table
112–1). We should emphasize that, according to inde-
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pendent sources, these statistics leave out several
hundred thousand military personnel, whose in-
clusion would raise the proportion of Han in 
Tibet to about 15%. Better than speeches, these colos-
sal transfers of Han population to buffer zones reflect
the strategic fears as well as the hegemonic designs 
of the central government, in the name of national 
unification.

Xinjiang—like all the other provinces of China’s
“Far West,” for that matter—has not finished with the
Han. After 20 years of economic liberalization, with the
eastern coast being recognized as the sole beneficiary
of the reforms, the government launched an ambitious
program to “develop the West” in 2000. This strategy
is not only economic but also political. Its aim is to 
buttress the power of the Beijing authorities through
economic growth driven by the central government.
Poverty in the remote regions is to be reduced by
encouraging local investment in capital and techno-
logical advances. The program priorities are infra-
structure, environment, and training. Large-scale
projects are under way in transportation and commu-
nications, such as airports, rail links, highways, and
telephone networks. Their unifying effect is unques-
tionable. But Xinjiang’s value to the Chinese economy
is largely due to its oil-production facilities (Domen-
ach, 2002, p. 319–321). Behind this strategy also lies a
calculation with regard to Buddhism and Islam, which
the Chinese Communist Party (CCP) does not deny:
“When the economy develops, the attention of the
people will gradually shift from religion to the joys
and pleasures of this world” (article in Far Eastern Eco-
nomic Review, August 21, 2001, qtd. in Domenach, 2002,
p. 319–321).

III. HEALTH POLICIES

Since 1949, as we have seen, China has gone
through two distinct phases: (1) the hardline socialist
era, marked by a quest for social equality (1950s to
1970s), and (2) the liberal era, which saw a transition

toward the strangely syncretistic system of a socialist-
style market economy (1980s and 1990s). The two
crucial reforms were the decollectivization of agricul-
ture and the restructuring of State-owned enterprises.
Hitherto, collective institutions had taken charge of
every Chinese from cradle to grave. By disrupting the
overall social organization, the dismantling of those
institutions had repercussions well beyond the eco-
nomic sphere. Previously, each citizen, through his or
her work unit, was strictly dependent on the State 
in all areas of everyday life: employment, housing,
health, child education, retirement, social insurance,
and so on. By taking down its collective structures, the
State has, in effect, partially or totally handed over to
the private sector a set of functions that it could no
longer perform.

Public service, as developed by Mao Tse-tung in the
1950s and 1960s, was informed by the principles of egal-
itarianism and massification. The focus was on public
health, with three main goals: rapid improvement of
access to health care, prevention and mass campaigns,
and creation of a comprehensive insurance system. Pri-
ority was assigned to training medical workers in
charge of dispensing primary care, and to pharmaceuti-
cal production. This strategy enabled China to achieve
remarkable progress—particularly, as we have seen, 
in combating infant mortality and improving life
expectancy at birth. In less than three decades, rural
areas were provided with infrastructure offering access
to primary health care for all local residents. By the eve
of the reforms, mass vaccination campaigns, most
notably against the most lethal child diseases, had erad-
icated large-scale epidemics and the worst health
scourges. Patriotic health campaigns (aiguo weisheng
yundong), were launched, in particular to eliminate
agricultural pests. One of these campaigns was aimed
at eradicating the “four pests” (si hai): flies, mosquitoes,
rats, and grain-eating sparrows. But when the elimina-
tion of sparrows turned out to have serious ecological
consequences, they were replaced by bugs as targets.

Another example is the campaign against schisto-
somiasis. Known as “snail fever” in Chinese, this par-
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TABLE 112–1 Han Population (in Millions and %) in the Most Sensitive Border Provinces, According to Censuses,
1953–2000

Province 1953 1964 1982 1990 2000

Inner Mongolia 5.120 (83.9%) 10.743 (87.0%) 16.278 (84.5%) 17.290 (80.6%) 18.466 (79.2%)
Xinjiang 0.332 (6.9%) 2.321 (31.9%) 5.284 (40.4%) 5.695 (37.6%) 7.489 (40.6%)
Tibet (Xizang) — 0.037 (2.9%) 0.091 (4.9%) 0.081 (3.7%) 0.159 (6.1%)

Sources: Chinese censuses (Zhongo renkou pucha) for corresponding years (NBS, 1985, 1993, 2002). For 1953 and 1964: 1949–1985 Yearbook
(NBS, 1988).



asitic disease is caught by walking barefoot in con-
taminated water. The authorities informed the popu-
lation about the disease’s transmission, helped to
screen for the disease, and facilitated treatment. A
number of community initiatives, such as sewer con-
struction, were taken to improve sanitation standards.
Drawing inspiration from the Soviet system, China
established centers for disease and epidemic preven-
tion supervised by the Health Ministry in various
regions (Liu and Hsiao, 2002, p. 391).

Other initiatives launched in the 1950s and early
1960s were largely modeled on the USSR, which pro-
vided a large share of technical assistance at the time.
Several schools were opened to offer “university-
level” medical training (typically in 6-year programs);
some of the older schools were transferred from the
cities on the eastern coast to regions with urgent needs,
particularly in the west. Schools providing intermedi-
ate-level medical education (2- to 3-year programs)
opened to train medical assistants, nurses, midwives,
pharmacists, technicians, and other categories. In 15
years, these schools reportedly turned out more than
100,000 doctors, about 170,000 medical assistants, and
185,000 nurses—a more than 250% increase in the
health care workforce. Between 1949 and 1965, the
number of hospital beds rose from 84,000 (1 per 6,500
inhabitants) to 650,000 (1 per 1,200 inhabitants).

As with birth control, the health policies imple-
mented from the 1950s onward owe their success
largely to China’s administrative organization. After
the agrarian reform, collective property and central
control by different echelons of government became
the predominant type of social and political organiza-
tion. The three-tier health care system was modeled on
the administrative system. In rural areas, clinics were
set up in villages, medical centers in towns, and hos-
pitals in district capitals. Village clinics were staffed by
low-skilled doctors, who had only 1 year of training
after middle school. Town medical centers, which had
a capacity of 10 to 20 beds, were supervised by doctors
with 3 years of medical training after 6 years of sec-
ondary schooling. The practitioner was generally
assisted by midwives, nurses specializing in maternal
and child care, and village doctors. The district hospi-
tals were far larger facilities (200–300 beds) staffed by
fully qualified doctors with 4 to 5 years of medical
training. This vertical organization allowed efficient
treatment of patients. At the time, public hospitals
charged for procedures and medicines, but the State-
set prices were affordable for most people.

During the Cultural Revolution, which began in
1966, the role of Party leaders and the bureaucracy was
reassessed. The widening disparities between urban
and rural areas, between intellectuals and manual

workers, and between Party leaders and the people
were among the major dysfunctions denounced by the
Cultural Revolution’s chief instigator, Mao Tse-tung.
In a directive of 1965, he reproached the Health Min-
istry for giving precedence to urbanites and neglecting
the needs of the peasantry. In the years that followed,
tens of thousands of urban health care workers were
sent to the countryside on a permanent basis or as part
of mobile medical teams. In 1975, rural areas num-
bered 1.6 million “barefoot doctors” who—despite
their shoddy medical training (a 3-month program
before being sent into the field) and the political
turmoil of the Cultural Revolution—achieved a sub-
stantial improvement in health conditions and public
hygiene.

A few years after Mao Tse-tung’s death, the Chinese
experienced a decisive turning point in their lives: 
the advent of economic reforms. The outstanding 
productivity gains that they induced have led to
sizable improvements in real income, nutrition, and
housing—and hence a decline in overall poverty. But
this progress has benefited only a minority: the mainly
urban populations of the eastern seaboard. At the
national level, inequality has widened. Moreover, eco-
nomic growth has not favored the pursuit of the health
transition. The egalitarian ideology, whose top goal
was to serve the people (wei renmin fuwu), soon gave
way to the notion that it was better to let some people
get rich. Once under the responsibility of people’s
communes, the health care system, now decentralized
and on the way to privatization, has ceased to operate
as a public service: patients are required to pay for
treatment, while doctors and hospital managers must
meet profitability criteria. Rural medical cooperatives,
which provided medical insurance for a flat fee to 90%
of the rural population in the late 1960s, now cover less
than 10%. The State’s fiscal allocation to rural health
care shrank from 21% of the total health care budget
in 1978 to 10% in 1991 (Cailliez, 1998, p. 38–45).
Medical care has become unaffordable for the poorest
citizens. The gap is widening: in 1997, a rural house-
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TABLE 112–2 Life Expectancy at Birth and Infant 
Mortality per 1,000 since the 1950s

1950– 1960– 1970– 1981 1989– 1995
1955 1965 1975 1990

e0 40.8 49.5 63.2 67.7 69.6 69.6
m0 138.4 85.6 51.5 37.7 33.4 34.0a

a In 1997.
Sources: 1st row: Peng Fei and Cambois, 2002. 2nd row:

1950–1955 to 1981: Huang and Liu, 1995; 1989–1990 and 1995:
Attané, 2002c, p. 372.



hold spent an average 62 yuan per person on health
care—three times less than urban dwellers (179 yuan).
In 2001, the outlays came to 97 and 343 yuan respec-
tively, an increase of 56% for the first group and 92%
for the second (NBS, 2002). Decentralization and tax
reform have transferred health care–system financing
to local governments. Faced with a deep cut in subsi-
dies, the system has been privatized in anarchic
fashion. As most of its resources come from patients,
it has neglected the unprofitable aspects of its mission.
As a result, inequality has increased. Urban residents
in the developed regions are getting the lion’s share:
an estimated 15% of the population absorbs 60% of
public health care expenditures. China has no shortage
of pharmaceuticals or doctors, but the improvements
of the past 20 years are concentrated in cities. Most
peasants have access only to village and canton facili-
ties. Regional disparities in health statuses are extreme.
According to World Bank data, in 1993, health care
expenditures per capita in urban Guangdong were 33
times as high as those in rural Tibet. The differences
measured by the main health care indicators are natu-
rally just as large. For example, in the late 1980s, the
maternal mortality rate was 18 per 100,000 in Shang-
hai, but 108 per 100,000 in Ningxia. Rising costs and
the total loss of medical insurance have deprived a
sizable proportion of the rural population of access to
health care (Cailliez, 2002, p. 409–420).

Inequalities exist not only in access to health care,
but in the quality of care. The canton medical centers
(xiang)—a legacy of the people’s communes—are
usually able to treat serious cases and perform surgi-
cal procedures. But their medical personnel typically
have no university training, only “hands-on” experi-
ence. A 1990 Health Ministry survey of 90,300 village
doctors revealed that 73% did not go beyond second-
ary school. Many of them are former barefoot doctors
whose title, for those who passed their formal exam,
was officially changed to village doctors in 1981. Those
who failed the exam became medical assistants. The
care they provide is not always appropriate. For
patients, the risk exposure can be high. Moreover, since
1985, clinics no longer have the monopoly of drug
supply. It is now in the hands of profit-conscious
private-sector producers, and there is no longer any
way to effectively control the quality of pharmaceuti-
cal production (Chen, 1989).

The health care statistics compiled for the entire
country are fairly reassuring. The average number of
doctors per 1,000 inhabitants is rising steadily, having
moved from 1.16 in 1982 to 1.67 in 2000. But the rural
fringe of the population has been largely bypassed by
these advances: the average number of doctors meas-
ured against the total population is 2.7 times smaller

than in urban areas. The countryside gained 106,000
doctors between 1982 and 1990, but only 23,000
between 1990 and 2000. The total increase was 19%
between 1982 and 2000 in rural areas, versus a dou-
bling in urban areas; 187,000 hospital beds have been
eliminated in rural areas since 1982, while their
number was multiplied by 2.3 in urban areas: the ratio
per capita in the countryside is at one-third the level
in urban localities (Table 112–3).

The overall health status of the population has been
stagnant since the start of economic reform. A decline
in the effectiveness of preventive and remedial care
thus seems to have offset the improvements due to the
rise in general living standards. Having underesti-
mated the consequences of its laissez-faire policy,
China is struggling to cope with the negative effects of
economic reform on the health care sector. The health
gap between social categories is widening. The ratio of
the infant mortality rate in rural areas to that of urban
areas climbed from 1.67 in 1981 to 2.21 in 1989 and 3.17
in 1998; the ratio for life expectancy at birth fell from
0.94 in 1981 to 0.92 in 1998 (Attané, 2002b, p. 108–109,
372). The health of rural households, especially in the
low-income bracket, is therefore feeling the impact of
trends in the health care sector: a decline in prevention
and quality of care, collapse of the social security
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TABLE 112–3 Medical Infrastructure in Urban Areas
(Towns and Cities) and Rural Areas (Districts), 1952–2000

Type of settlement area 1952 1970 1982 1990 2000

Number of doctors per 1,000 inhabitants

All China 0.74 0.85 1.16 1.54 1.67
Towns and cities 3.04 3.30 2.76
Districts 0.85 0.94 1.03

Number of hospital beds per 1,000 inhabitants

All China 0.28 1.33 2.01 2.30 2.38
Towns and cities 4.03 4.68 4.17
Districts 1.53 1.48 1.32

Number of doctors (thousands)

All China 424 702 1,307 1,763 2,076
Towns and cities 81 241 628 978 1,268
Districts 343 461 679 785 808

Number of hospital beds (thousands)

All China 160 1,105 2,053 2,624 2,948
Towns and cities 121 510 832 1,387 1,914
Districts 39 595 1,221 1,237 1,034

Source: NBS, 2002.



system, and escalating medical costs. A growing share
of the population now lacks any form of social protec-
tion. By 1983, only 40% to 45% of villages were still
covered by the collective medical system. Between
1993 and 1998, the proportion of uninsured urban and
rural residents rose from 46% to 58% and from 87% 
to 90% respectively. The poorly managed collective
medical systems have lost credibility. Many people
preferred not to subscribe when membership became
optional in the 1980s, as the benefits offered usually
proved inadequate. Nearly everywhere, the insurance
covers only minor expenses, and families must bear
the largest share of catastrophic medical expenses.

The government, increasingly aware of the prob-
lems created by the transfer of Welfare-State functions
to the private sector, has recently conducted a major
review of its health policies. This has resulted in
embryonic reforms that, for the moment, consist
merely of local initiatives tested in pilot projects.

IV. CONTROLLING FERTILITY

On taking power, the Communists promptly set up
an authoritarian system designed to serve the regime’s
interests by regulating individuals and controlling
their mobility. At the time, however, the Communists
had no intention whatever of regulating population
growth. Far from viewing it as problematic, socialist
ideologues saw a large population as a force for eco-
nomic prosperity: unemployment—incompatible with
socialism—was not to be feared; collectivism would
make food, health, and education available to all.

Moreover, even if the Communists had considered
such an intervention, it would have lacked a scientific
basis. Absent reliable sources, very little was known
about the demographics of the world’s most 
populous country. In 1949, China was believed to have
fewer than 500 million inhabitants—well below its
maximum carrying capacity, arbitrarily estimated at
800 million. The early years of the regime were there-
fore marked by openly pronatalist rhetoric. Regulating
fertility was “reactionary” and “capitalist,” and the
most precious capital of revolutionary China was its
vast population.

The first republican census (1953) revealed that the
population was 590 million, or 100 million more than
expected. This sparked fears that excessively rapid
population growth would compromise economic
development. Only then did young socialist China
engage in a Malthusian debate. Temporarily convinced
by birth-control advocates, Mao Tse-tung declared in
1956: “Except for areas inhabited by national minori-
ties, it is necessary to publicize and popularize fertil-
ity regulation and promote birth control in all densely
populated regions” (Zou, 1986, p. 4). A few months
later, the first birth-control campaign was launched.
The contradiction between population growth and
economic development was abruptly denounced.
China started producing contraceptives and liberal-
ized sterilization and abortion.

Owing to the lack of efficient methods, the shortage
of skilled personnel, and the traditional Chinese reluc-
tance to discuss sexual matters, family-planning prop-
aganda remained confined to urban areas. This initial
attempt had no visible effect on fertility. The campaign
against right-wingers unleashed in 1957 put intellec-
tuals—and birth-control militants along with them—
on trial. Demography, like the other social sciences and
the humanities, became a taboo science again. Popula-
tion growth ceased to be regarded as a problem per se;
it was now a phenomenon that should self-regulate.
Industrial development was restored as a priority.
With the Great Leap Forward, launched in 1958, the
authorities feared that the labor supply would fall
short of what was needed to build socialism. The link
between population and production triggered a
violent attack on family-planning advocates. All refer-
ence to population control was viewed as a reactionary
opinion. Efforts to regulate fertility suddenly stopped,
and contraceptive production was halted.

A few years later, however, birth control was back
on the agenda. In the Black Years (1959–1961) that 
followed the Great Leap Forward, a terrible famine
caused an estimated 30 million deaths, exacerbating
the imbalance between food supply and population.
The birthrate plunged. In 1960—the darkest year—
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deaths exceeded births, causing a net population
decline of 3 million people. Then came the recovery.
The millions of children whose conception had been
postponed because of famine, political instability, and
the economic crisis swelled the ranks of already large
cohorts. China registered an exceptional baby boom in
the 1960s, with 25 to 30 million children born every
year. The government discreetly drew the lessons from
the Great Leap Forward. It made agriculture a priority
again, and the problems of population growth were no
longer ignored.

In 1962, a second campaign was launched. To
reduce the number of births, the authorities opted for
“soft” methods: delayed marriage and wider distribu-
tion of contraceptives. The number of children was
limited to two or three, with a mandatory spacing of 
3 to 5 years. The propaganda machine swung into
action. Young people were warned of the negative
effects of overly precocious sexual activity on their
physical and intellectual health. Early love and mar-
riage were stigmatized for undermining revolutionary
enthusiasm and so jeopardizing the construction of
socialism. Abortion was still liberalized in 1962: it
could now be performed at the sole request of the
pregnant mother and it was free if she was married.
The intra-uterine device (IUD or loop) was introduced
and vasectomy strongly encouraged. This second
attempt at birth control, better organized and more
pragmatic, was relatively successful in some big cities.
But before it had a chance to spread to rural areas, it
was swept away by the fervor and turmoil of the Cul-
tural Revolution in summer 1966.

In the first two decades of socialism, official posi-
tions therefore oscillated between ideological dogma-
tism and economic realism, each outweighing the
other in turn. Not until the end of the Cultural 
Revolution did a consistent discourse finally emerge.
Malthusian pragmatism prevailed—lastingly.

At the start of the 1970s, the demographic transition
was still modest. Mortality was declining. Life ex-
pectancy had gained 20 years since the 1949 Revolu-
tion, from 41 years in 1950–1955 to 60 years in
1965–1970 (Huang and Liu, 1995, p. 4) (Figure 112–3).
But the birthrate kept rising, to all-time highs. With

fewer deaths and more births, population growth
peaked at more than 2% per year, hitting 2.8% in 1968.
Twenty million people were being added each year.
After having been forgotten for some years, birth
control became a national priority again. In 1971, the
Council of State’s Directive 51 marked the official
launch of the third birth-control campaign, which
would be pursued relentlessly in the following
decades. Three directives were issued in 1973, sum-
marized by the slogan “late, spaced, few” (“wan, xi,
shao”), that is, marry late, space births, and have fewer
children (Attané, 2002). Annual birth quotas were
imposed. However, the infinite diversity of settlement
patterns, cultures, contexts, constraints, modes of pro-
duction, and other factors did not escape the promot-
ers of this third campaign. The population was
officially classified into three groups: urban, rural, and
ethnic minorities. From the outset, urbanites were sub-
jected to the strictest rules: no marriage before 25 for
women, before 28 for men, and no more than two 
children. By comparison, peasants were privileged:
they were allowed three children and their minimum
legal age at marriage was set at 23 for women, 25 for
men. Both urban and rural dwellers, however, were
required to space births by at least 3 to 4 years. No pre-
scribed conduct was defined for ethnic minorities. In
any event, as small groups mostly confined to low-
density peripheral areas, they did not have a major role
to play in fulfilling the birth-control objective. (For
more information on the implementation of birth
control among ethnic minorities, see Attané and
Courbage, 2000; Courbage, 2002.)

In less than 10 years, fertility was halved—from an
average 5.7 children per woman in 1970 to 2.8 in 1979
(Table 112–5 and Figure 112–4). This was the steepest
decline ever recorded in the world in so short a time
span. In urban areas, women were already having
fewer children than needed for cohort replacement: the
number had fallen to 1.4, compared with the 2.1
required to ensure that two children replace their two
parents, allowing for mortality. The results were so
good that observers later concluded—correctly, in
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TABLE 112–4 Crude Birth and Death Rates (per 1,000),
1953–2000

1953 1960 1970 1980 1990 2000

CBR 37.0 20.9 33.4 18.2 21.1 14.0
CDR 14.0 25.4 7.6 6.3 6.7 6.4

Source: Attané (2000a).

TABLE 112–5 Total Fertility Rate, 1970–2000

Type of 1970 1975 1980 1985 1990 2000
settlement 
area

All China 5.7 3.6 2.3 2.1 2.3 1.8
Urban areas 3.2 1.8 1.2 1.3 1.6 1.2
Rural areas 6.3 4.0 2.6 2.4 2.8 2.0

Sources: 1970–1985: Chen and Coale, 1993; 1990: Peng Xizhe,
2002, p. 61; 2000: Gu, 2003, p. 1–2.



fact—that the Chinese population, both rural and
urban, was simply awaiting a modest incentive from
the authorities (as it turned out, better access to modern
contraception) to have fewer children. Infant mortality
had fallen sharply, from 175% in 1953 to 76% in 1969
(Peng and Cambois, 2002, p. 99). Parents thus no longer
needed to maintain as large a “store” of children to
offset early deaths and provide for their old age.

China owed this extraordinary success also—
indeed, mainly—to the tremendous efficiency of its
collective institutions. Nobody could escape the strict
control and extreme vigilance of people’s communes
and neighborhood committees. Their arsenal included
intimidation visits to private homes, public denuncia-
tions, collective pressure, and deprivation of ration
coupons. Women’s menstruation calendars were
posted at factory gates; any woman suspected of preg-
nancy was hounded. The work unit conditioned every
aspect of private life—not only work, of course, but
also health, children’s education, housing, food
supply, and so on. The means of coercion were formi-
dable. Whoever tried to evade the family-planning
injunctions took huge risks. This also explains why
birth-control measures were obeyed so unanimously
at the time.

At his death in 1976, Mao Tse-tung left China with
an ailing economy, in the wake of a Cultural Revolu-
tion fraught with heavy economic and social conse-
quences. In the demographic sphere, by contrast, the
birth-control program had already achieved remark-
able results and dispelled the threat of a population
boom that the country could not have supported. But

this was still not enough. Signs pointed to a resurgence
of the birthrate that threatened to jeopardize these
fragile gains. Birth control had to be tightened even
further. The reform and opening policy (gaige kaifang
zhengce), inaugurated in 1978 by Mao Tse-tung’s suc-
cessor Deng Xiaoping, was therefore assigned a second
objective: to curb population growth in order to finally
ensure economic take-off. The then-Premier, Hua
Guofeng, declared in 1979: “We must control popula-
tion growth effectively and plan births. This is a pre-
requisite for the development of the national economy,
and a problem that we need to solve so that we can
achieve the Four Modernizations” (Chen, 1979). To
meet this goal, the new policy—officially announced
in January 1979—imposed the draconian rule of the
single child. Moreover, the rule applied to almost all of
China: 95% of urban dwellers and 90% of rural
dwellers were supposed to comply. To promote the
measure, the authorities established a reward system.
Couples had to pledge to have only one child by
signing the one-child certificate (du sheng zinü zheng).
In exchange, they would receive various compensa-
tions, which varied considerably from one locality to
another: monthly bonuses of a few yuan, free medical
care and education for the child, easier access to
housing, allocation of an additional small plot for
peasant families, retirement bonus for employees of
State-owned businesses, and so on. These benefits
were not negligible, at least in theory (in some of the
poorer regions, such commitments were hard to honor
in practice). Some certificate signers merely received a
thermos bottle or a blanket. Couples who resisted the
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government injunctions—particularly those who gave
birth to a second child despite having signed the cer-
tificate—faced a variety of penalties, such as the obli-
gation to reimburse the bonuses received, income
deductions, fines, partial confiscation of the family
plot, and dismissal for recidivist employees of State-
owned businesses. (For more details on the imple-
mentation of the one-child policy, see Croll et al., 1985;
Banister, 1987; Bianco, 1989; Aird, 1990.)

A quota system was introduced in 1973. Defined at
the national level, the quotas were quite simply per-
missions to have children. They were distributed
among the regions, down to the smallest administra-
tive units: the village or, in towns and cities, the neigh-
borhood. The cadres at these lowest levels were in
charge of allocating the quotas among couples who
wanted to have a child. As a rule, priority was assigned
to young married couples, eager to make their unions
fertile. Once all the quotas had been handed out,
attempts were made to convince the other couples to
give up their plans to have children, at least tem-
porarily. If the birth nevertheless occurred, it was
counted as an “out-of-quota” birth ( jihua wai shengyu).
In the late 1980s, 40% to 45% of rural births, or 7 to 
8 million a year, were unauthorized. The cohorts 
of women born in the early 1960s (1959–1963) 
had reached childbearing age when the one-child
policy came into effect. After only10 years of fertile 
life, they had already reached or exceeded the
maximum allowed number of children in three-
quarters of all provinces (Table 112–6) (Attané, 2002a, 
p. 103–113).

The one-child requirement was in total conflict with
the interests of families, particularly in rural areas. It
sparked stiff grassroots resistance (Attané, 2000b). As
a result, the government was very soon forced to relax
the conditions it had imposed on rural couples
wanting a second child. The decision was officially
announced in April 1984 in the Central Committee’s
Document no. 7 (Blayo, 1997, p. 184). While the stated
goal was to allow a greater proportion of couples to
have a second child, the main aim was to “open a small
breach to plug a bigger one” (kai xiao kou du da kou),
that is, to legitimate a few exceptions to the one-child
rule in order to avoid the largest number of them. Since
then, China’s birth-control policy has been a two-
speed process.

Limiting births became a constitutional duty in 1982:
“The State encourages family planning to ensure
harmony between demographic growth and economic
and social development plans” (art. 25); “Husband and
wife alike have the duty to practice family planning”
(excerpt from art. 49). (For more information on the
causes and manifestations of this resistance, see Attané,
2000b.) This obligation is also stipulated in the 1980
Marriage Act: “Family planning is practiced” (excerpt
from the 1982 Constitution of the People’s Republic 
of China [1982 zhonghua renmin gongheguo xianfa])
(excerpt from art. 2). However, until very recently (Sep-
tember 2002), no legislation had been passed to set out
the principles of birth-control policy at the national
level. (The provisions of the act are described in the
Appendix.) Because of China’s immensity and diver-
sity, its leaders have generally preferred the adoption
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TABLE 112–6 Officially Stipulated Completed Fertility (Zhengce Yaoqiu Zhongshen Zong Shengyu Lü [ZSSYL]) and
Actual Fertility for Women Aged 25–29 in 1988

Province ZSSYL DP25–29 Ratio Province ZSSYL DP25–29 Ratio
(1) (2) (2)/(1) (1) (2) (2)/(1)

Beijing 1.33 1.11 0.831 Henan 1.56 2.00 1.279
Tianjin 1.35 1.12 0.830 Hubei 1.55 2.16 1.394
Hebei 1.67 1.87 1.117 Hunan 1.64 2.16 1.314
Shanxi 1.69 1.92 1.133 Guangdong 1.85 2.05 1.108
Inner Mongolia 1.80 1.80 1.000 Guangxi 1.57 2.21 1.404
Liaoning 1.50 1.29 0.857 Hainan 1.97 2.20 1.117
Jilin 1.50 1.39 0.927 Sichuan 1.57 1.48 0.939
Heilongjiang 1.44 1.54 1.069 Guizhou 1.74 2.35 1.348
Shanghai 1.28 0.95 0.742 Yunnan 2.13 2.26 1.059
Jiangsu 1.52 1.47 0.964 Shanxi 1.64 2.20 1.338
Zhejiang 1.54 1.61 1.042 Gansu 1.58 2.36 1.494
Anhui 1.61 2.11 1.311 Qinghai 2.08 2.12 1.019
Fujian 1.61 2.16 1.339 Ningxia 2.06 2.57 1.248
Jiangxi 1.52 2.36 1.549 Xinjiang 2.40 2.58 1.073
Shandong 1.55 1.62 1.042 China 1.62 1.85 1.142

Source: Attané 2002a, p. 106.



of provincial regulations that take local conditions into
account. Accordingly, each province enacted its own
birth-control regulations in the 1980s. They are unani-
mous as regards the minimum legal age at marriage: in
compliance with the 1980 Marriage Act, it is set at 20
years for women and 22 years for men in all provinces.
All the regulations also stipulate that anyone “who is
of reproductive age and is not preparing to conceive 
a child legally must use a reliable contraceptive
method.” Some even prescribe the method suited to
each situation: “a couple with one child must use con-
traceptive methods with long-term efficiency [chang
xiao]” such as the IUD (loop), and “a couple with two
or more children must undergo sterilization.” In the
event of unplanned pregnancy, most regulations
require taking remedial measures (bujiu cuoshi),
namely, immediate abortion. (For the texts of these
regulations, see Zhongguo renkou ziliao shouce [Chinese
population data], 1985.) Other regulations, as in
Sichuan, also stipulate a contribution to be paid
monthly starting in the early months of an unplanned
pregnancy. Most provide for economic penalties—in
the form of fines (50–200 yuan in the mid-1980s) or
withholdings on wages (10%–30%)—for women falling
pregnant without permission. These sums are to be
fully refunded, however, if the couple undergoes an
abortion. Fines for out-of-plan births now run into the
thousands or even tens of thousands of yuan—some-
times more than the household’s annual income (1
yuan is currently worth about 0.11 euros).

Since 1984, the one-child rule is thus no longer sys-
tematically enforced in rural areas. There, families—in
particular among certain ethnic minorities—are gener-
ally allowed to have a second and even a third child.
The eligibility criteria for a second child, however, can
vary from one province to another and sometimes
even from one district or village to another. Residents
of the southern province of Guangdong, for example,
are not necessarily subject to the same measures as
their compatriots in the north or west, in Shanxi or
Sichuan. Each administrative division has enacted its
own child-quota regulations and defined rewards and
penalties—all, in theory, respectful of the local context.
China is administratively divided into 22 provinces, 5
autonomous regions, 4 municipalities, and 2 Special
Autonomous Regions (not included here): Hong Kong
and Macao.

The official indicator produced by the central gov-
ernment in the mid-1980s spells out birth-control
targets at the provincial level (Table 112–4). This indi-
cator, called “completed fertility officially stipulated in
the framework of the birth-control policy” (zhengce
yaoqiu zhongshen zong shengyu lü [ZSSYL]) (Yin, 1995),
theoretically defines the ceiling for the cohort fertility

quantum. However, it has not been used as such, but
has been translated into a period indicator setting the
maximum mean number of children per woman at
1.62. Its values range from a low of 1.28 in the heavily
urbanized municipality of Shanghai to a high of 2.40
in the autonomous Uigur region of Xinjiang, where
urbanization is weak and most inhabitants belong to
national minorities.

Today, more than 20 years after the adoption of the
one-child policy, family planning still relies on the
same weapons: persuasion, coercion, and fines. But
reforms have led families to gradually emancipate
themselves from collective institutions. Birth control is
slipping out of the hands of the regime’s cadres, and
coercive measures are failing. To remain effective, 
regulations need to be adjusted. By promoting local
initiatives, decentralization has made it possible to
institute new types of penalties more directly targeted
at family interests. A district in Guangdong, for
example, developed a family monitoring system in
1989. Every couple that meets the requirements of the
family-planning authorities receives a birth-control
certificate ( jihua shengyu zheng) that must be produced
when applying for certain administrative authoriza-
tions. Rule-breakers may be denied a driver’s license
for a motorcycle or the mandatory permit for starting
a retail business. If a woman conceives without per-
mission, cadres have a right to cut off her water or elec-
tricity supply. In the same district, the fine for an
out-of-plan birth came to 17,000 yuan (1,800 euros) in
the mid-1990s. Couples who fail to comply with the
required birth spacing pay a fine of 5,000 to 8,000 yuan.
The mere presumption of prenuptial conception (any
child born to a couple married for less than nine
months) also entails a 5,000-yuan fine. A woman who
has not made one of the four annual visits to check her
IUD is liable to a 1,000-yuan fine; if she has not been
sterilized within four days of the birth of her second
child, she must pay 10 yuan per day of delay. (On this
topic, see Guangdong Licheng qiangya fünu [Women
forcefully taken away in Licheng, Guangdong],
Ouzhou ribao, March 26, 2002.)

The Population and Birth Control Act passed in Sep-
tember 2002 (see Appendix) reasserts the goal of strict
limits on the number of children. However, recent
developments suggest changes in the means used to
reach the objective. The program’s emphasis has been
shifting toward voluntarism for two reasons: (1)
because it is increasingly difficult for the authorities to
interfere in couples’ private lives and (2) because the
threat of unsustainable population growth has now
been eliminated. The new focus is on health: repro-
ductive health, education, and information are the
main priorities.
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V. TOWARD REPRODUCTIVE 
HEALTH POLICIES

The International Conference on Population and
Development (Cairo, 1994) and the World Conference
on Women (Beijing, 1995) were milestones in China’s
approach to its demographic issues. Its natural growth
is now curbed, at a rate of less than 1% a year since
1998 and only 0.7% in 2001. Accordingly, China has
decided to redefine the objectives of its family-
planning program, hitherto exclusively centered on
the changes in demographic indicators. Without aban-
doning its strictly demographic concerns, the program
is gradually shifting toward the broader concept of
reproductive health, focused on individual needs and
the quality of services.

With the participation of the Chinese Family Plan-
ning Association and its local branches, pilot experi-
ments are being tested in several regions. There, birth
quotas have been scrapped, births are no longer
subject to prior approval, and couples can decide by
themselves when they want to have children. Contra-
ception is no longer mandatory: couples are now free
to choose the contraceptive method they prefer. Finan-
cial punishments for couples violating birth-control
regulations have been abolished. The emphasis now is
on information about reproductive health and child
education. Demographic indicators such as the
birthrate are no longer the sole criteria for assessing the
program’s performance. At present, these experiments
have been extended to more than 800 districts (xian)
and prefectures nationwide (see Gu et al., 1999, 2001).

For many years, the single objective was to curb
population growth—at the expense of reproductive
health. That is one of the reasons for the strong current
prevalence of various infections of the reproductive
system and sexually transmitted diseases. In many
rural regions such as Yunnan, more than half the
women suffer from such conditions. With financial
support from the International Planned Parenthood
Federation (IPPF), the local branches of the Chinese
Family Planning Association offer help for diagnosing
and treating these diseases. Other programs are
designed to promote awareness of reproductive health
and AIDS-related issues among adolescents. In 2002,
more than 150 districts launched projects on teenage
reproductive health, but these initiatives are still in
their infancy.

As regards AIDS, China has started to launch infor-
mation campaigns to warn about the risk of transmis-
sion. For example, in the Hunan city of Huaihua—a
major center of emigration of young workers, particu-
larly to Guangdong—the Chinese Family Planning
Association has distributed information manuals for

migrants and their families. A prevention campaign
was launched in Henan, one of the provinces hardest
hit by AIDS.

The wide interregional disparities in access to infor-
mation and services reflect economic gaps and the
unequal access to medical care. Here as well, the
central and western regions lag the east, with a lower
public awareness of sexually transmitted diseases and
reproductive diseases, and less access to medical care
(Table 112–7).

In every respect, the central regions and, even more
so, the western regions are disadvantaged in terms of
reproductive health. Access to contraception is much
more restricted, and childbirth in hospital—the norm
in the developed eastern provinces—is very infre-
quent: one in four births in Guizhou, one in five in
Tibet (Table 112–8). While infant mortality rates in
Beijing and Shanghai converge toward those of the
most developed countries (approximately 5%), in Xin-
jiang more than 1 in 20 children die before their first
anniversary. Maternal deaths have reached residual
values in Beijing and Shanghai (fewer than 10 per
100,000 women), but are10 to 40 times as frequent in
the western provinces: over 140 per 100,000 in
Guizhou, Qinghai, and Xinjiang, and 466 in Tibet. By
emphasizing reproductive health, the government
hopes to eventually cancel these huge disparities.

VI. ASSESSMENT

In the past 50 years, China has experienced drastic
upheavals—not only political and economic, but also
social and demographic. In many ways, today’s China
bears no comparison to Mao’s, which, in turn, saw
itself as the antithesis of imperial China. These
upheavals, driven by all manner of authoritarian poli-
cies, have been anything but spontaneous. In regard to
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TABLE 112–7 Awareness of Sexually Transmitted 
Diseases and Access to Preventive Care, 2001

Women’s level of Proportions of women (%)
awareness

All East Center West
China

Have heard about sexually 63.6 69.8 65.2 53.4
transmitted diseases

Have heard about AIDS 72.7 78.4 75.1 62.1
Have been tested for 42.8 50.1 40.3 35.6

infections of the 
reproductive system

Source: Gu Baochang, 2003, p. 6.



migration, health, and the demographic transition, the
present situation is largely the result of government
initiatives. In the past half-century, China has thus
resorted extensively to population policies, which
have left deep marks on the current demographic
landscape.

Assessing these policies is difficult because of their
all too frequent lack of clearly defined initial objectives.
The goal of controlling individual mobility was
unquestionably met—at least for as long as the meas-
ures were strictly enforced. The urbanization process
was largely curtailed between 1950 and 1978, sparing
China the negative effects of the rural exodus that was
already afflicting many developing countries at the
time. But it is hard to say as much for the recent period.
To satisfy the labor demand generated by economic
reforms, but also to provide new jobs for the excess
workers freed up by agrarian decollectivization and
the restructuring of State-owned companies, China is
now turning a blind eye to massive internal migra-
tions. As many as 130 million Chinese (1 in 10) are
believed to be working and living—at least temporar-
ily—in a locality other than their registered place 
of residence. Yet, in the formal regulations, almost
nothing has changed. Officially, every Chinese is
required to reside in his or her place of birth, despite
the fact that this rigidity is in total contradiction with
the interests of the new market economy.

The reason for this caution is obvious: the govern-
ment is reluctant to loosen its policy because it fears
having to cope with an even more massive influx of
rural dwellers into towns and cities—with all the
attendant consequences. Rather than legislate on the

issue, it is content to tolerate these internal migrations,
which, in any event, serve its economic objectives; in
so doing, the authorities reserve the right to tighten
their control if and when needed.

The same can be said about birth control. Instead of
openly relaxing its policy, China has opted for a
measure of laissez-faire—even though a liberalization
would, in the longer run, slow the aging process and
attenuate the sex imbalance at birth due to the strong
preference for sons. For now, the regime prefers to tol-
erate some resistance and is merely setting up pilot
projects without changing its official rhetoric. The Pop-
ulation and Birth Control Act (2002) remains unam-
biguous, its wording identical to that of earlier
regulations: “Couples are encouraged to have only 
one child” (see Appendix). The policy has ultimately
met the official objectives. In 1980, Hua Guofeng
announced that the population should not exceed 1.2
billion by the end of the century. The official figure
from the 2000 census is a not too distant 1.265 billion.
The target has since been revised upward: the latest
official declarations state that the population should be
kept at under 1.4 billion between now and 2010, which
will manifestly be the case. (Population goals: less than
1.4 billion by 2010, China Daily, November 6, 2000). The
goal of strict controlled population growth may now
be regarded as having been reached.

But can we speak of clear-cut success when we see
the extent to which individual freedoms have been
violated in order to obtain it? (see Aird, 1990).

Or when we see the extent to which the reduction
in fertility has been achieved at the expense of girls,
whose percentage of the total population is becoming
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TABLE 112–8 Reproductive Health Indicators in Selected Eastern and Western Provinces, 2000

Province Contraceptive use Childbirth in hospital Infant mortality Maternal mortality
(%) (%) rate (per 1,000) rate (per 100,000)

Eastern provinces

Beijing 87.8 99.6 5.4 9.7
Tianjin 91.1 99.0 9.4 18.6
Shanghai 91.0 100.0 5.1 9.6
Jiangsu 91.1 98.9 11.2 28.5
Zhejiang 91.1 98.7 15.6 19.6

Western provinces

Guizhou 90.1 25.8 38.8 141.7
Tibet 71.1 20.1 35.3 466.3
Gansu 87.5 55.3 28.9 108.8
Qinghai 86.9 38.0 41.0 142.0
Xinjiang 82.7 56.6 55.5 161.4

Sources: column 1: National Birth Planning Commission; columns 2–4: CWC, (see Gu, 2003).



ever more abnormally small in the youngest age
groups? The sex ratio of births was normal on the eve
of the implementation of the one-child policy, at 105.8
boys per 100 girls in 1979. By the 2000 census, it had
risen to 116.9. Or when we observe that nothing has
been done, concurrently, to try to improve the health
and status of women? (see Attané, 2002a).

We shall not take the risk, therefore, of describing
Chinese population policies as failures or successes.
What we can say is that, until now, China has never
spared any effort to attain its goals. It sought to curb
population growth: it succeeded. It set out to develop
its economy: it is doing so. But at what price? The
world’s most populous country is now also one of the
most inegalitarian. But it is also a country in which,
despite a lingering totalitarianism, authoritarian meas-
ures are being accepted with ever-greater difficulty
when they seek to regulate the family and personal
intimacy. China is opening up to the world, and the
world is getting involved in China. Therein lies the
hope that, in future, Chinese population policies will
be less coercive and more respectful of people.

APPENDIX

Description of Population and Birth
Control Act of the People’s Republic of

China (enacted September 1, 2002)

The first allusion to the need to promulgate such a
law dates from 1978, a few months before the imple-
mentation of the one-child policy. But the diversity of
local conditions and the difficulty of legislating at the
national level on so sensitive an issue delayed its draft-
ing and adoption for more than two decades. The Act
was eventually completed in December 2001, consoli-
dating the provincial regulations that had formed the
basis for Chinese birth-control policy since the 1980s.

The Act chiefly provides a legal framework, and no
longer a merely regulatory framework, for family-
planning activities. But it does not introduce any major
change in the goals and implementation of birth-
control policy.

Birth control remains a “fundamental national
policy” (excerpt from art. 2).

Decentralization is still a guiding principle:
“People’s local governments supervise family-
planning work in their administrative jurisdictions”
(excerpt from art. 5).

“People’s local governments at the district level and
above, based on the population development plan,
shall prepare a population and birth-control plan and
shall be in charge of applying it at the local level. The

departments of family-planning administration in the
People’s local governments at the district level 
and above shall be responsible for the field imple-
mentation of the daily family-planning activities set
out in the population and birth-control plan” (excerpt
from art. 10).

The Act’s injunctions concerning the proper behav-
ior for limiting births are virtually unchanged from
those of the provincial regulations.

Couples must practice late marriage and procreation
[wanhun, wanyu]. They are encouraged to have only one child.
Those who meet the requirements spelled out in legal and
regulatory provisions may have a second child. [. . .] Ethnic
minorities are also required to practice birth control, in
keeping with the specific measures in effect in the provinces,
autonomous regions, and municipalities [to which they
belong]. (excerpt from art. 18)

“Birth control rests on the use of contraception. 
[. . .] The State must create the conditions that will
enable citizens to choose and use safe, effective, and
suitable means of contraception in order to control
births” (excerpt from art. 19).

“Couples that already have a child are encouraged
to use a contraceptive method with long-term effec-
tiveness [changxiao, i.e., IUD or sterilization]” (excerpt
from art. 34).

“Couples of reproductive age shall use family-
planning methods to prevent pregnancies and control
births. Couples shall prevent and reduce the number
of unwanted pregnancies” (excerpt from art. 20).

“Couples of reproductive age shall have free access
to contraceptive methods and family-planning techni-
cal services. The State shall reward couples practicing
birth control, in accordance with existing regulations”
(excerpt from art. 21).

Couples volunteering to have only one child shall
be issued an “honor certificate for one-child parents”
(excerpt from art. 27).

The subsequent articles contain a set of provisions
already included in other legislation, such as the Pro-
tection of Minors Act (1991), the Women’s Rights and
Interests Protection Act (1992), and the Mothers’ and
Children’s Health Act (1994).

“It is strictly forbidden to use ultrasound scans or
any other technique to detect the sex of the fetus,
except for medical purposes. It is strictly forbidden to
terminate a pregnancy [for the sole purpose of select-
ing the child’s sex], except for medical reasons” (art.
35).

The following crimes shall be punishable in accor-
dance with law:

1. Illegal practice of surgical family-planning
procedures on a third party;
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2. Performance of ultrasound scans or use of any
other technique on a third party to detect the sex
of the fetus, except for medical purposes, and the
voluntary termination of a pregnancy for the
purpose of selecting the child’s sex;

3. “Performance of false family-planning procedures,
issuance of false medical certificates or false
family-planning certificates” (excerpt from art. 36).

A State civil servant who commits one of the acts listed below
in the course of his or her family-planning activities [. . .] shall
be prosecuted, in accordance with law:

[. . .]
1. requesting or accepting a bribe [guilty of corruption]
2. falsifying birth statistics, under-reporting, or refusing to

register a birth. (excerpt from art. 39)
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In 1951, India’s population numbered 361 million.
In the same year, not long after gaining independence
in 1947, the country launched its First Five-Year Plan,
one section of which dealt with population policy
implementation. Already the Indian government was
stressing the importance of the “population problem”
and the difficulty of boosting the country’s develop-
ment in a context of “rapid population growth”
(GOI/PC, 1951). The fact that this population growth
accelerated during the 30 years preceding the plan’s
adoption only heightened awareness of the demo-
graphic problem.

Half a century later, over one billion people are
living in India. Does this mean that India’s popula-
tion policy was a failure? Admittedly, the measures
adopted initially did not have the expected results;
population policy changed course (sometimes radi-
cally); and the country’s extreme economic, social and
demographic heterogeneity, made it difficult to apply
a uniform policy. However, we should not conclude
that family planning measures were completely inef-
fective, as the tripling of India’s population might
suggest. Those responsible for family planning had
(and still have) to contend with demographic inertia 
in a country that has acquired considerable growth
potential in its population age structure.

When redefining national population policy in 2000,
India restated its demographic objectives: a total fer-
tility rate of 2.1 children per woman in 2010 and sta-
bilization of India’s population by 2045. In reality,
however, the Indian government has been pursuing

the goal of zero population growth for over 50 years.
Although fertility is indeed falling throughout India,
and is only just above, or even below, replacement
level in the south, the most populous states are still
those where family size remains the highest.

Population policy is not only concerned with meas-
ures or programs intending to reduce fertility but it
also may deal with the population’s health or spatial
distribution, or with living conditions among the
elderly. Moreover, any development policy has a
bearing on the type of population policy that can be
implemented. In India, although the government’s
main thrust has been toward fertility control, it has
also introduced other types of policy, such as those
concerning health, in 1983 and 2002. Incidentally,
although several of India’s plans have mentioned the
excessive population growth in its large cities, India
has not yet adopted a policy on migration.

I. INDIAN POPULATION POLICY:
STAKES AND DIRECTIONS

1. Indian Population Dynamics before
Independence and the Beginning of

Demographic Malthusianism

India’s family planning history began in 1916, with
the publication of a pamphlet by Shri Pyare Krishen
Wattal, titled The Population Problem in India, in which
its author campaigned for family planning (Sinha,
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1979). The first family planning clinic opened in 1925.
V. C. Sinha explained that the Neo-Malthusian League
was formed in Madras several years later. Margaret
Sanger also encouraged family planning during her
visit to India in 1935–1936.

As early as 1940, before independence, Jawaharlal
Nehru was already conscious of the need for a fertil-
ity reduction policy. President of the Indian National
Congress at the time, he declared:

In the interests of social economy, family happiness, national
planning, family planning and limitation of children are
essential and the state should adopt a policy to encourage
these. It is desirable to lay stress on self control as well to
spread knowledge of cheap and safe methods of birth control.
(qtd. in Chandrasekhar, 1976, p. 38)

It is hardly surprising, therefore, that Nehru
ensured that a national population policy was adopted
as soon as he became Prime Minister of India. Meeting
to draft the policy’s outline, the Indian Planning
Commission over which he presided restated the
importance of a family planning program: without a
reduction in the population growth rate, it asserted,
increasing efforts would be needed just to maintain
consumption at its existing level.

Fertility was around 45 per 1,000 (Table 113–1) at the
time Nehru and the Planning Commission were stress-
ing the importance of getting it under control. With the
crude death rate still just above 30 per 1,000, India’s
population growth rate was only 1.4% during the
years 1931–1941, and even slightly lower in the fol-
lowing decade, apparently as a result of even higher
mortality. Since the early 20th century, however,
overall mortality tended to decrease: between
1901–1911 and 1941–1951, life expectancy at birth rose
by 10 years for men, and nearly 9 years for women.
Nonetheless, at 32.5 years for men and 31.7 years for
women, the average expectation of life in India was
still short (Table 113–2). During the period preceding
independence, fertility hardly changed: the total fertil-
ity rate, which oscillated around six children per

woman in the period 1881–1891, remained at this level
until the 1960s (Véron, 1997; Naïr and Véron, 2002).

2. The First Five-Year Plan: Recognizing a
Complex Population Problem and

Adopting a Family Planning Program

The First Five-Year Plan (1951–1955), presented to
India’s parliament in December 1952, specifies the
nature of India’s demographic problem (GOI/PC,
1951). With mortality falling during the previous
decades, mainly (but not solely) because of advances
in hygiene and medicine, and without any reduction
in fertility, population growth sped up. In the Planning
Commission’s view, whereas science and medicine
made it possible to expect growing production capac-
ity, “it is clear that, under present conditions, an
increase in manpower ‘resources’ does not strengthen
the economy but, in fact, weakens it” (GOI/PC, 1951,
p. 16). This Commission recognized the complexity 
of the population problem as well as its diverse econo-
mic and social components. Reducing the birthrate
appeared indispensable, if only to meet basic needs
(food and clothing in particular) at a level comparable
with pre-war conditions. The planning document con-
tains a reminder that growing pressure on inevitably
limited natural resources could only compromise eco-
nomic and social progress. It emphasizes the impor-
tance of reducing the birthrate, although without
establishing a quantitative goal.

India’s First Five-Year Plan clearly states the need
for population policies. The section dealing with
methods for curbing demographic growth, however, is
only titled “Family Planning.” This was perceived as a
priority for slowing population growth, but also as
only the first step, as it would later be important to be
able to improve children’s health in particular. If it ini-
tially focused on educating public opinion and on the
need to limit numbers, this was because “a programme
of limitation must be a social movement” (GOI/PC,
1951, p. 206), mobilizing both families and public
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TABLE 113–1 Crude Birth and Death Rates, India,
1901–1951

Decade Crude Crude Natural 
birthrate death rate growth rate
(per 1000) (per 1000) (%)

1901–1911 49.2 42.6 0.66
1911–1921 48.1 48.6 -0.05
1921–1931 46.4 36.3 1.01
1931–1941 45.2 31.2 1.40
1941–1951 39.9 27.4 1.25

Source: Davis, 1951.

TABLE 113–2 Life Expectancy at Birth, by Sex, India,
1901–1951

Decade Men Women Difference

1901–1910 22.6 23.3 +0.7
1911–1920 19.4 20.9 +1.5
1921–1930 26.9 26.6 -0.3
1931–1940 32.1 31.4 -0.7
1941–1950 32.5 31.7 -0.5

Source: Davis, 1951.



opinion. The Planning Commission believed the State
could play only a limited role in this sphere.

Thus, developing cheap, reliable, and effective con-
traceptive methods suitable for all population cate-
gories was a key objective. It was also necessary to
explore other ways of reducing family size besides
contraceptives—by increasing girls’ age at marriage in
particular. From 1951 onward, making sterilization
more accessible was also added to the agenda.

3. Educating the Public: A New Priority
from the 1960s Onward

The Second Five-Year Plan (1956–1961) was an
extension of the first (GOI/PC, 1956). More dynamic
action was taken, notably through making contracep-
tives more widely available, but the strategy remained
the same: it gave priority to family planning clinics
responsible for providing services and sensitizing the
population to birth control (“clinic oriented approach,”
Srinivasan, 1995). The first family planning programs
were based on the premise that a demand for contra-
ception exists, and that providing contraceptives to
satisfy the demand will actually reinforce it. It quickly
became apparent, however, that the development of
essentially hospital-based services was not enough; 
the adoption of the Third Five-Year Plan (1961–1966)
marked a shift in family planning strategy (GOI/PC,
1960).

Educating the public became the priority. As spelled
out in the Third Five-Year Plan, this was essential to
create the social conditions for a broad-based family
planning program. The plan also envisaged integrat-
ing family planning into the health services, while con-
tinuing its policy of making contraceptives available
and encouraging sterilization. During the course of the
Third Plan, it was decided to extend the education
approach (GOI/PC, 1960) to encourage public support
for the small family norm. The years 1966–1969, a
period of transition, were not covered by a plan per se.
The Fourth Five-Year Plan (1969–1974) was written in
the spirit of the previous plan, attempting especially to
intensify mass education and programs of incentives
(GOI/PC, 1969). All contraceptive methods were pro-
moted, although the intra-uterine device was expected
to play a major role in controlling births because it 
had the advantage of being effective, reversible, and
acceptable. In reality, few couples chose this method to
limit the size of their family.

In addition, a law legalizing abortion (Medical 
Termination of Pregnancy Act) was passed in 1971 
and revised in 1975. This law authorized abortion for
medical reasons (the health of mother or child), or for
social and economic ones (if the mother’s economic

and social environment threatened the health of the
child to be born). It also allowed abortion in the case
of contraceptive failure, but only among married
mothers (Retherford and Roy, 2003).

After this, during the mid-1970s, Indian population
policy passed through various episodes that tended to
discredit it.

4. From Family Planning to Family 
Well-Being

As K. Srinivasan noted (1982), it became apparent
how limited was the success of family planning pro-
grams from the start of the Fifth Five-Year Plan
(1974–1979). In reality, Indian fertility had begun its
decline (Figure 113–1) but, largely because of the 
relative success of female sterilization, mortality was
falling even more rapidly (Figure 113–2), and popula-
tion growth was accelerating (Table 113–3).

In June 1975, the then–Prime Minister, Indira
Gandhi, declared a state of emergency. The following
year, the government launched a National Population
Policy through a statement to the press made by Dr.
Karan Singh, then Minister of Health and Family Plan-
ning. In his communiqué of April 16, 1976, Dr. Singh
declared that the population problem should rank
among national priorities (Singh, 1976), and that it was
no longer possible to wait for the effect that education,
as well as economic and social developments, would
have on fertility—all the less so because of the 
vicious circle linking population and economic 
development. “Our real enemy is poverty,” Karan
Singh also declared, “it is as a frontal assault of 
the citadels of poverty that the Five-Year Plan has
included the Minimum Needs Programme” (Singh,
1976, p. 309–310). He considered necessary to resort to
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all sorts of methods to gain control over demographic
growth.

Among the methods put forward to reduce popu-
lation growth were a higher age at marriage, female
literacy (“informal” education should be promoted;
the effect of female literacy on fertility was assumed),
and child nutrition (taking into account the association
between mortality, ill health, and fertility). In reality,
these were all direct and indirect methods for fertility

control. The young were also encouraged to plan their
family size. The population policy contained “multi-
media motivational strategies,” directed especially at
the rural population. It also increased the financial
rewards granted to couples limiting their family size
to two or three children. The idea of compulsory ster-
ilization was discussed, and the Indian government
authorized the states in the Federation to pass a law
making sterilization obligatory. However, when the
State of Maharashtra proposed compulsory steriliza-
tion for certain categories of couples, through the 1976
Maharashtra Family Act, it did not obtain the Federal
Government’s authorization (Gwatkin, 1979). The fact
that the population’s alarming growth makes it impos-
sible to stamp out poverty is one of the preambles to
this law, which should guarantee that couples have no
more than three children or four, if the first three are
of the same sex (Chanrasekhar, 1976).

In this same year, 1976, the government’s stated
objective was to reduce the crude birthrate from 34 per
1,000 to 25 per 1,000 by 1984, a goal that was not in 
fact reached until 2002. Taking mortality decline into
account, the population growth rate should have been
1.4% in 1984; the actual annual growth rate for the
most recent intercensal period (1991–2001) was still
close to 2%.

The fall of Indira Gandhi’s government appears to
mark a new era in population growth control, with
wide condemnation of the abuses committed during
the state of emergency, especially with respect to ster-
ilization. The Family Planning Program thus became
the Family Welfare Program. But the Janata govern-
ment, the Congress Party’s successor, was itself greatly
concerned by the population problem. As Nortman
(1978) noted, “like its predecessor the Desai govern-
ment is alarmed by the possibility of an Indian popu-
lation of one billion by the year 2000, a level implied
by the current 2 percent per annum growth rate” 
(p. 277). As Gwatkin (1979) observed, with unobtru-
sive but crucial measures, it was striving “to keep the
government’s family planning machinery intact” in
order to be able to use it once the mistrust toward the 
previous population policy had evaporated. Asok
Mitra (1977) noted that the national population policy
declaration of June 29, 1977 broadly replicated, in its
substance, that of April 16, 1976.

In power once more, Indira Gandhi presented 
the family planning program’s priorities in terms 
very different from those used during the Emergency
era:

The real answer [to curb population growth rate], of course,
is development from both angles: first the development to
provide what the people need, to open up areas, and sec-
ondly, because development itself curbs families, I mean
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TABLE 113–3 Population Growth in India, 1901–2001

Census Number of Annual growth Annual
year persons (absolute exponential

numbers) growth rate
(%)

1901 238,396,327 — —
1911 252,093,390 13,697,063 0.56
1921 251,321,213 -772,177 -0.03
1931 278,977,238 27,656,025 1.04
1941 318,660,580 39,683,342 1.33
1951 361,088,090 42,427,510 1.25
1961 439,234,771 78,146,681 1.96
1971 548,159,652 108,924,881 2.20
1981 683,329,097 135,169,445 2.22
1991 843,387,888 163,058,791 2.14
2001 1,027,015,247 180,627,359 1.93

Source: 2001 census (Registrar General and Census Commis-
sioner, 2001).



people who reach a particular standard are more conscious
of their duty to the child. That is, they want something more
for their children than they had; and, therefore, they them-
selves think about smaller families. But ultimately, of course,
size of the population has to be tackled at various levels not
just through development, but through persuasion of people
(Gandhi, 1981; p. 168)

Nehru’s daughter thus stressed the fact that the 
birth of a child should be a question of choice for the
two parents, and that persuasion is not coercion.
During her Inaugural Address at the first national con-
ference of the Indian Association of Parliamentarians
on Population and Development, Indira Gandhi
spelled out her vision of family planning: “Family
planning must become a people’s movement—of the
people, by the people, for the people—only then can
our hopes be realised” (Gandhi, 1981; p. 559). Beyond
these public speeches on reducing family size, and
despite all the effort invested, the Indian population
continued to expand during the 1990s at an annual rate
of around 2%. In 2000, a new population policy
emerged.

5. A New Population Policy Approach

The policy approach taken in the year 2000 shares
some features with independent India’s first planning
program, as it still aims to satisfy the demand for 
contraceptives and, as in the 1960s programs, it also
stresses the need to “promote vigorously the small
family norm.” Some of the stated objectives in 2000 are
strictly demographic in nature, while others are more
closely related to the health or well-being of the pop-
ulation. The government announced targets of replace-
ment level fertility by 2010, as well as infant mortality
at less than 30 per 1,000 and maternal mortality under
100 per 100,000. It also aimed to immunize children
against all illnesses that could be avoided through vac-
cination, and to raise age at marriage for girls—not
before the age of 18 years, and preferably after 21. The
2000 population policy also specified that schooling
should be free and compulsory for all children until 14
years of age.

Fertility in India has fallen substantially, particu-
larly since the early 1980s. Very strong demographic
inertia in India’s population structure means, however,
that the demographic growth rate has rarely fallen,
and was still at 1.93% during the last intercensal period
(1991–2001). Moreover, fertility decline has been very
uneven across the different states, although it has
taken place in such a way that makes it impossible to
distinguish the impact of more or less dynamic family
planning programs at the individual state level, from
the effects of economic and social development.

II. FERTILITY, FAMILY PLANNING
AND DEVELOPMENT IN INDIA:
NATIONAL AND STATE LEVELS

1. National Population Policy: 
Frequently Revised Goals

In the early 1950s, the Indian government expressed
its desire to see the birthrate fall “to the extent neces-
sary to stabilize the population at a level consistent
with the requirements of the national economy” 
(Srinivasan, 1995). The population growth rate was
only 1.25% when the first family planning program
was adopted (Table 113–3). Between 1951 and 1981,
however, population growth accelerated (Figure
113–3), with a one-point increase in the growth rate
(which reached 2.22% during the period 1971–1981).
The pace slowed later, giving a natural growth rate of
1.69% in 2002, according to the Sample Registration
System (see Table 113–7).

With population growth speeding up while family
planning programs were active, and with growth rates
reluctant to fall, must the conclusion be that India’s
population policy has been a failure?

India’s fertility has dropped significantly during 
the last 25 years, but, because of its young population,
the decline has had only a partial effect on lowering
birthrates (P. Visaria, 1995). During the same period,
birth and death rates decreased in parallel (Figure
113–2). With hindsight, it thus appears that, in its
desire to stabilize the population as quickly as possi-
ble, the Indian government established overambitious
or overoptimistic goals, as it had failed to take into
account the constraints imposed by population
dynamics (Table 113–4 and Figure 113–4). Each new
Five-Year Plan provided the opportunity to evaluate
the preceding one; the limited success of family plan-
ning programs was regularly emphasized. Thus, refer-
ring to the Seventh Plan, the Eighth Plan (GOI/PC,
1992) observed, “In spite of massive efforts in the form
of budgetary support and infrastructure development,
the performance of the family welfare program has not
been commensurate with the inputs.” The plan then
specified that “containing population growth” was
one of its six main objectives. The next plan repeated
that “population stabilization is an essential prerequi-
site for sustainability of the development process”
(GOI/PC, 1992).

Demographic inertia is therefore largely responsible
for the difficulty in achieving the birthrate targets
established regularly by the Planning Commission.
The population age structure effect plays an even
greater role in accelerating growth than would mor-
tality if it declined faster than fertility. According to a
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recent estimate for the early 2000s, once the level 
of infant mortality and other socioeconomic factors 
are taken into account, 60% of the population growth
rate stems from the importance of the population of
reproductive age, 20% from a higher fertility than
desired due to an unmet demand for contraception,
and the other 20% from desired fertility levels
(GOI/PC, 2002).

Aware of the force of demographic inertia, the
Indian government distinguished three types of goals
in its year 2000 Population Policy, according to the time
horizons with which they were associated:

1. An immediate goal, involving the satisfaction of
contraceptive needs, health infrastructure and
medical personnel, and the provision of integrated
reproductive and child health services;

2. A medium-term target of a total fertility rate of 2.1
children per woman by 2010;

3. A long-term goal of Indian population
stabilization by 2045.

If fertility reaches replacement level by 2010, India’s
population will continue to grow during the following
35 years because of demographic inertia; the number
of Indians will first overtake the number of Chinese,
and then reach 1.5 billion in the middle of the 21st
century.

2. Development and the 
Demographic Transition

Family planning programs are not the only type of
change likely to have an effect on fertility in India.
During the 50 or so years since independence, age 
at marriage has increased, rates of literacy have
improved, and health policies have been implemented.
It is impossible to separate the population policy effect
from the development effect with any sort of precision,
since the two are clearly not independent, as the
regional analysis demonstrates.

Governments in India have long been preoccupied
with raising the age at marriage. In 1951, the average
age at marriage for women in Andhra Pradesh was
12.6 years; in Uttar Pradesh it was 13.8 years, and in
India as a whole it was 151/2 years (Agarwala, 1967).
Marriage frequently used to be celebrated before this
age, as is shown by the fact that the 1955 Hindu Mar-
riage Act set the minimum age for celebrating a reli-
gious ceremony at 18 years for boys and 15 years for
girls. The 1976 National Population Policy emphasized
the need to change India’s marriage model, not only
because of its effect on population growth, but also to
assist the move toward “more responsible parent-
hood” and improve the health of women and children
(Singh, 1976). In 1976, the Child Marriage Restraint Act

Chapter 113/India’s Population Policy 327

TABLE 113–4 Crude Birthrate Targets and the Degree to Which They Were Satisfied

Year Desired crude birthrate Year target should Actual birthrate for
be reached the same year

1950s decade No particular target
1962 25 1973 34.6
1966 25 As fast as possible
1968 23 1978–1979
1969 32 1974–1975
Fourth Plan (1969–1974) 25 1978–1981 33.8
Fifth Plan (1974–1979) 30 1979 33.1

25 1984 33.8
National population policy (April 1976) 30 1978–1979

25 1983–1984
Second national population policy (April 1977) 30 1978–1979

25 1983–1984
Sixth Plan (1980–1985) 21 2000
National Health Policy (1983) 31 1985 32.9

27 1990 29.9
21 2000 25.8

Seventh Plan (1985–1990) 29.1 1990 29.9
Eighth Plan (1992–1997) 26.0 1997 27.2
National population policy for the year 2000 Total fertility rate at replacement level in 2010

Sources: Singh, 1976; Srinivasan, 1995; GOI/PC, 1997, 2002; GOI, 2000; Registrar General, 2002, 2004; Various Sample Registration System
Bulletins.



raised the minimum age at marriage to 21 years for
boys and 18 years for girls. Although both men’s and
women’s average age at marriage rose over the course
of the last decades, according to the National Family
Health Survey (NFHS) in 1998–1999, the median age
at marriage was hardly above 16 years (Table 113–5).
As noted previously, the National Population Policy
(2000) set an age at marriage for women of not less
than 18 years, and preferably above 20 years, as one of
its sociodemographic objectives for the year 2010.

Other changes are also likely to influence fertility
trends; this is especially true for progress in education
for girls, because it promotes higher status for women.
The 2000 Population Policy reported on the need to
develop education for the young. Although it is true
that female literacy rates increased fivefold between
1951 and 2001, only just over half of Indian women
were literate in 2001 (Table 113–6). Substantial regional
differences remained, with a female literacy rate of
87% in Kerala compared with 34% in Bihar.

In all its Five-Year Plans, the Indian government
emphasized the importance of reducing maternal,
infant, and child mortality. At the start of the 1970s, the
level of infant mortality was still at 130 per 1,000. It fell

steadily afterward (Figure 113–5), halving the rate 30
years later (63 per 1,000 in 2002).

Adopted in 1983, the First National Health Policy
aimed to develop a primary health care network well
dispersed throughout India, while at the same time
promoting health education; it called on health volun-
teers to play in intermediation role, and aimed at treat-
ing patients at a decentralized level as far as possible.
A new health policy was implemented in 2002. It
restated the infant mortality target of 30 per 1,000. It
also aimed to halve mortality from tuberculosis and
malaria by the year 2010, and check the spread of the
AIDS epidemic by 2007. From the demographic point
of view, this 2002 health policy was an extension of the
2000 population policy.

With strong demographic, economic, and social
heterogeneity in India, a regional analysis provides 
a complementary view of the respective effects of dev-
elopment and population policy on fertility. Given
India’s great demographic diversity and heterogeneity,
Leela and Pravin Visaria suggest a multifaceted ap-
proach to strengthen family planning and slow popu-
lation growth (Visaria and Visaria, 1995).

3. Regional Variations in Fertility: 
What Role Did State-Level 
Population Policies Play?

In 2002, demographic growth rates still varied
greatly from one state to another (Table 113–7). Growth
was slowest in the south of the country, particularly in
Kerala and Tamil Nadu, where annual rates were barely
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TABLE 113–5 Average Age at Marriage for Men
and Women

Year Men Women

1901 20.0 13.1
1951 21.3 15.6
1961 22.7 15.5
1981 23.3 18.3
1991 23.9 19.5
1997 — 19.5
1998–1999 (median age) 16.4

Sources: Raghavachari et al., 1974; NFHS-2 of 1998–1999
(IIPS and ORC Macro, 2000); Tenth Five-Year Plan
2002–2003 (GOI/PC, 2002).

TABLE 113–6 Trends in Literacy Rates (%)
between 1951 and 2001

Year Total Men Women

1951 18.33 27.16 8.86
1961 28.30 40.40 15.35
1971 34.45 45.96 21.97
1981 43.57 56.38 29.76
1991 52.21 64.13 39.29
2001 65.38 75.85 54.16

Source: 2001 Census (Registrar General and Census
Commissioner, 2001).
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over 1% (Rajan, 2005). Rapid population increase con-
tinued in the country’s most populous states (“Bimaru
states”), on the other hand, with growth rates exceeding
2% per year. One of them, Bihar, is still increasing by
2.3% annually. These states are going through the
demographic transition, a process that is already com-
plete in the states of southern India: birthrates in Bihar,
Madhya Pradesh, Rajasthan, and Uttar Pradesh were
still over 30 per 1,000 in 2002, and fertility well over 3
children per woman.

Kerala’s demographic evolution is worth mention-
ing, as fertility and birthrates plummeted particularly
quickly in this state: the crude birthrate fell from 44 per
1,000 in the 1950s to 17 per 1,000 in 2002, and the total
fertility rate (TFR), at 5.6 children per woman in the
1950s, is now under 2 (Mari Bhat and Rajan, 1997). In
his analysis of Kerala’s rapid and extreme fertility
decline, K. C. Zachariah (1997) explored the role
played by official population policies. He suggests that
various factors may have contributed to the fall in 
fertility: an increase in age at marriage and in the
prevalence of contraception, sterilization, maternal
and child health programs, rising female education
levels, and the State’s political involvement in social
action. Zachariah estimates that 30% of fertility decline
between 1968 and 1978 was due to the increase in mar-
riage age. He also notes that contraceptive prevalence
rates rose from 37% to more than 72% between 1981
and 1992, and that the universal vaccination program,
launched in 1985 and reaching half of the children,
reduced infant mortality. In his opinion, Kerala’s high
population density sharpened its awareness of the

population problem. Finally, this state implemented
reforms leading to greater equality; according to
Zachariah, this also played a part in triggering the
demographic transition, and in its timing. In this
Indian demographer’s opinion, however, such rapid
fertility decline is explained above all by the strong
interaction between the provision of family planning
services and changes in the socioeconomic context.
Improvements in child health through the Maternal
and Child Health program also made an important
contribution to this reduction in family size.

Fertility decline was also strong in Tamil Nadu
state: today, the average number of children per
woman is around replacement level. As in Kerala, a
higher age at marriage contributed to the drop in fer-
tility up to the 1980s. According to S. Krishnamoorthy
et al. (2005), the importance of poverty, women’s high
status, the existence of a family well-being program,
and a movement in favor of social reform and media
action are among the other possible causes of this
reduction in family size.

It is generally acknowledged that the family well-
being program and the ideas spread by the media
helped popularize the small family size norm. Couples
also cite the reduction in infant mortality as a reason
for their lower fertility. Although the state of Tamil
Nadu has not experienced any real economic devel-
opment, it appears that people feel that the cost of edu-
cating their children has increased. Parents, aspiring to
a better life for their children, wish to send them to
school more systematically: the expense of educating
children has thus increased the cost of raising them. In
the case of female births, the dowry also represents a
burden for family. Finally, as in Kerala’s case, the inter-
action between family planning programs and social
change explains why fertility fell so much and so
quickly. Conversely, in the Bimaru states, where social
change has been slower and less substantial, family
planning programs cannot experience the same degree
of success. These states accumulate vast populations
who are impoverished, uneducated and the like.

In Kerala and Tamil Nadu, as everywhere else in
India, sterilization remains the main means of control-
ling fertility, known by all and preferred to other birth
control methods.

III. FIFTY YEARS OF BIRTH 
CONTROL IN INDIA

1. Fertility Control Based on Sterilization

From the early 1950s, the Indian government has
encouraged couples to use sterilization as a way of 
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TABLE 113–7 Birth, Death, and Natural Growth Rates
for India’s Largest States, 2002

States Birthrate Death rate Natural growth
(per 1000) (per 1000) rate (%)

Andhra Pradesh 20.7 8.1 1.26
Assam 26.6 9.2 1.74
West Bengal 20.5 6.7 1.38
Bihar 30.9 7.9 2.30
Gujerat 24.7 7.7 1.70
Haryana 26.6 7.1 1.95
Karnataka 22.1 7.2 1.49
Kerala 16.9 6.4 1.05
Madhya Pradesh 30.4 9.8 2.06
Maharashtra 20.3 7.3 1.30
Orissa 23.2 9.8 1.34
Punjab 20.8 7.1 1.37
Rajasthan 30.6 7.7 2.29
Tamil Nadu 18.5 7.7 1.08
Uttar Pradesh 31.6 9.7 2.19
India 25.0 8.1 1.69

Source: Sample Registration System (Registrar General, 2004).



limiting births. At that time, the main emphasis was
on male sterilization (vasectomy). Economic incentives
were set aside for men undergoing sterilization, or for
those who encouraged others to do so. Then, in the
1960s and 1970s, the attempt to encourage sterilization
intensified (Véron et al., forthcoming). From 1966
onward, those responsible for family planning esti-
mated the annual number of sterilizations needed to
achieve demographic targets. The degree to which
these objectives were attained varied: 119% in
1967–1968 and less than 42% in 1973–1974. Between
the mid-1960s and mid-1970s, there was an upward,
but irregular, trend in the number of sterilizations
(Figure 113–6).

The 1970s was an important decade for sterilization.
At the start of it, two mass sterilization camps, each
lasting one month, were set up at Ernakulam in Kerala,
and led to almost 20,000 sterilizations being carried
out. The idea that an effective family planning pro-
gram was possible was proved (Krishnakumar, 1972).
Shortly afterward, the decision was taken to launch 
a massive vasectomy campaign at the level of the
whole Gujarat State (Thakor and Patel, 1972). The
initial goal was 150,000 vasectomies but, during the 8-
week campaign, over 220,000 men were finally steril-
ized. On the other hand, although much energy was
invested in encouraging them, the decision to be ster-
ilized was to be a matter of choice, at least in princi-
ple. In 1975, however, Indira Gandhi proclaimed a
state of emergency and, influenced by her son, Sanjay,
who was extremely concerned by India’s population
problem, the Indian Prime Minister lent her support to

authoritarian fertility reduction measures, which in the
end were applied very little (Gwatkin, 1979). Never-
theless, while 4.3 million sterilizations was the target
for the 1976–1977 financial year, the actual number
reached 8.26 million—three-quarters of which were
vasectomies—because of certain particularly zealous
states. The question of making sterilization compul-
sory was even raised; during his presentation of the
1976 Population Policy, Karan Singh asserted that the
population was ready to accept more coercive family
planning measures. In the same year, through the
Maharastra Family Act, the government of Maharash-
tra intended to impose sterilization on parents with at
least three children, under certain conditions, but it did
not receive the Indian government’s authorization 
to implement this document (Chandrasekahar, 1976, 
p. 131–143).

The electoral defeat of Indira Gandhi’s party in 
1977 appears to mark the return to couples’ free choice
over birth control. The need to promote methods for
spacing births was restated regularly. At under a
million in 1977–1978, nevertheless, the number of ster-
ilizations started to rise again, reaching an average of
4 million annually. Today, however, women are almost
the only ones sterilized (Figure 113–7). From 1970 to
the present day, the rate of contraceptive use has
evolved remarkably, more than quadrupling. Al-
though the gap between the curves for all contracep-
tive methods combined and for couples protected by
sterilization has gradually widened, since the mid-
1980s, the latter nonetheless remains the most common
means of fertility control (Figure 113–8).
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2. Sterilization Creating Its 
Own Demand?

According to the NFHS and NFHS-2 surveys, over
80% of sterilized women had used no birth-spacing
method prior to sterilization; in addition, at the NFHS-
2, 65% of women who were not using any form of con-
traceptive at the survey stated their preference for
female sterilization as their future means of birth
control. Can we conclude from this that a real demand
for sterilization emanates from couples themselves? Is
it a real choice? To what extent do women decide on
sterilization?

India’s most developed states are also those where
sterilization is the most widespread. Thus, the highest
proportions of couples protected by sterilization are
found in the southern states (Kerala, Tamil Nadu, 
Karnataka, Andhra Pradesh), in Maharashtra, Punjab,
and, to a lesser extent, in Haryana. The percentage of
sterilized women lessens with their level of education,
but close to 40% of the most educated women in
Andhra Pradesh have been sterilized. Women’s
average age at sterilization is also lowest in the South
Indian states, where the average number of children
per woman is also the lowest. Couples appear to create
the desired number of children and then opt for the
terminal contraception that sterilization constitutes.

The fact that a demand for sterilization arises from
couples themselves should not make one ignore 
the “offer” effect. Improvements in sterilization tech-
niques (minilaparotomy and laparoscopy) have
played a role in the high prevalence of this birth
control method, as has the possibility for a woman to

be sterilized in hospital immediately after her child’s
birth. Fertility control appears to remain women’s
business, even if it does not express freedom of choice.
The Tenth Five-Year Plan intends to promote male ster-
ilization, considered to be more reliable than female
sterilization.

IV. THE OTHER COMPONENTS OF
POPULATION POLICY

1. Population Health

The 1983 National Health Policy stressed the impor-
tance of encouraging the small family size norm (GOI,
2000). When adopting this policy, Parliament empha-
sized the need to separate national population policy,
focused primarily on fertility reduction, from health
policy. The 2000 National Population Policy set health
objectives (with respect to maternal and infant mor-
tality) because higher child survival rates and better
maternal health favor fertility decline.

The 2002 Health Policy (GOI, 2002), taking a “holis-
tic” approach, established its priorities at the same
time. It sought to fight both “historical” diseases, such
as tuberculosis and malaria, and emergent ones, like
AIDS.

In this 2002 Health Policy, the Indian government
also showed concern for equal access to health serv-
ices. Regional and social inequalities, as well as rural-
urban differences, were so marked that placing the
accent on primary health care was the only way to
make this equity goal even slightly realistic. Improv-
ing the quality of health services was another chal-
lenge; doubling the percentage of the GDP allocated to
health was an additional target for 2010.

The evolution of life expectancy at birth gives an
indication of progress in the health sphere since the
adoption of the first population policy in the early
1950s. At that time, the average life span was around
30 years; a half-century later, it had doubled (Table
113–8). Differences in life duration between men and
women are minor. Even though urban-rural disparities
are still substantial, they are less marked than they
were in the early 1970s.

2. Population Policy and 
Development Policy

It is difficult to isolate the respective effects of pop-
ulation policies, development policies, and develop-
ment itself on demographic change; the analysis of
Kerala’s demographic transition is a prime example.
Population policies, in their broader acceptation, are in
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any case close to development policies. Legislation on
age at marriage, or advances in the country’s educa-
tion level, can at least partly explain the drop in both
mortality and the birthrate.

On the other hand, the national population policy
adopted in the year 2000, whose main goal is still to
stabilize India’s population, also includes such socioe-
conomic objectives as compulsory free schooling until
the age of 14 or vaccinations for all children. In addi-
tion, the holistic approach that inspired the elaboration
of this population policy further recognizes the impor-
tance of improving women’s status. It also mentions
the circumstances of several hundred million shanty-
town residents; without ensuring these individuals
access to drinking water, and without the benefit of
primary health care, it is illusory to aim at a sizeable
reduction in infant mortality.

3. Population Density and Urbanization

India’s remarkable century-long population growth
translated into a considerable increase in density, 
particularly in some states (Figure 113–9). At the 
1901 census, the country’s average density stood at 
77 persons per square kilometer; 100 years later it 
reached 324 persons per square kilometer (Registrar
General and Census Commissioner, 2001). The popu-
lation’s spatial distribution was very uneven, with
densities varying from 1 to 9. Excluding the 
special case of Delhi’s almost exclusively urban popu-
lation, the highest densities are found in Kerala (819
persons per km2), Bihar (880/km2) and West Bengal
(904/km2). The presence of a huge city can explain
extremely high density—as is the case for West Bengal,
with Calcutta’s urban agglomeration—but it can also
occur independently of urbanization, as in Kerala.
Managing extreme densities raises serious problems
for development and the environment, and the same
is true for urbanization.
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TABLE 113–8 Life Expectancy at Birth since 
the Early 1970s

Period Men Women

Total Rural Urban Total Rural Urban

1971–1975 50.5 48.9 58.8 49.0 47.1 59.2
1976–1980 52.5 51.0 59.6 52.1 50.3 60.8
1981–1985 55.4 54.0 61.6 55.7 53.6 64.1
1986–1990 57.7 56.1 62.0 58.1 56.2 64.9
1991–1995 59.7 58.5 64.5 60.9 59.3 67.3
1995–1999 60.8 59.7 65.5 62.5 61.0 65.5

Source: L. Visaria, 2004.
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FIGURE 113–9 Population density by State and principal Indian
cities by size, since the beginning of the 20th century.

India is characterized by a relatively low level of
urbanization and a sizeable urban population (Table
113–9). At the 2001 census, there were more urban res-
idents in India than there had been Indians in 1931. 
No policy in India explicitly aimed to limit the rural
exodus, for example, or curb growth in the very large
urban agglomerations. The Eighth Five-Year Plan



(GOI/PC, 1992), while recognizing urbanization as the
inevitable consequence of development, nevertheless
revealed a deterioration of the physical environment
and quality of life in the large cities, and promoted the
creation of small and medium-sized towns. To be effec-
tive, urban development policies had to be linked with
policies for industrial development policy, as labor-
force migrations were involved. The Ninth Plan
(GOI/PC, 1997) mentions the global aim of “develop-
ment of urban areas as economically efficient, socially
equitable and environmentally sustainable entities,”

and more precise ones, such as improving the habitat,
fighting poverty, developing an effective and cheap
public transport system, and the like.

CONCLUSION

This analysis of 50 years of population policy in
India, a country characterized by very strong demo-
graphic, economic, social, and cultural heterogeneity,
shows that family planning programs were only truly
effective when accompanied by development: some
southern states experienced a particularly rapid fertil-
ity decline. In the very populous northern states, the
demographic transition is still in progress: fertility has
declined substantially, but demographic inertia is so
strong that annual growth rates still exceed 2%.

Regularly obliged to revise its population objec-
tives, the Indian government has come to understand
the meaning of demographic inertia; replacement level
fertility in 2010, and population stabilization 35 years
later, were the stated goals when India’s new popula-
tion policy was introduced in 2000.

Nowadays, population growth is no longer the
Indian government’s only concern, as new problems
have arisen. Curbing the spread of AIDS has become
a priority, and the government also needs to fight 
the strong discrimination against little girls; the 2001
census revealed the presence of such discrimination in
some states, the Punjab and Haryana in particular,
leading to frequent abortions of female fetuses (Nanda
and Véron, 2005).

As for the states that have completed the demo-
graphic transition, and practically resolved their
problem of population growth, they need to start 
worrying about demographic aging.

Acknowledgment

This chapter was translated from the French by Heather Juby.

References

Agarwala S. N., 1967. Population. New Delhi, National Book Trust,
India, 141 p.

Bose Asish, 1981. Population policy in India: two comments, Popu-
lation and Development Review, vol. 7(1), p. 170–171.

Chandrasekhar Sripati, 1976. Population and Law in India. Bombay,
Calcutta, Madras and New Delhi, Blackie & Son Ltd, 157 p.

Chaudry Mahinder, 1988. Population policy and fertility in India.
Kingston (Canada), Royal Military College of Canada, 122 p.

Davis Kingsley, 1951. The population of India and Pakistan. Princeton
(New Jersey), Princeton University Press, 263 p.

Gandhi Indira, 1981. Inaugural Address by The Prime Minister,
Smt. Indira Gandhi, Population and Development Review, 7(1), 
p. 168–169.

Chapter 113/India’s Population Policy 333

Inhabitants per sq. km.

Less than 100

100-199

200-299

300-399

400+

INED
55604

1-5 million
Cities by size

5-10 million

10+ million

2001

FIGURE 113–9 (continued) Population density by State and
principal Indian cities by size, since the beginning of the century.

TABLE 113–9 Percent Urban and the Urban Population
in India from 1901 to 2001

Year Percent Urban Urban population (millions)

1901 10.8 25.9
1911 10.3 25.9
1921 11.2 28.1
1931 12.0 33.5
1941 13.9 44.1
1951 17.3 62.4
1961 18.0 78.9
1971 19.9 109.1
1981 23.3 159.5
1991 25.7 217.6
2001 27.8 285.3

Source: Registrar General and Census Commissioner, 2001.



GOI, 2000. National Population Policy. New Delhi, Government of
India, 37 p.

GOI, 2002. National Health Policy. New Delhi, Government of India,
39 p.

GOI/PC, 1951. First Five-Year Plan: a draft outline. Delhi, Government
of India, Planning Commission, Manager of Publication, 295 p.

GOI/PC, 1956. Second Five-Year Plan. Delhi, Government of India,
Planning Commission, Manager of Publication, 653 p.

GOI/PC, 1960. Third Five-Year Plan: a draft outline. Delhi, Govern-
ment of India, Planning Commission, 263 p.

GOI/PC, 1969. Fourth Five-Year Plan: a draft outline. Delhi, Govern-
ment of India, Planning Commission, 430 p.

GOI/PC, 1978. Fifth Five-Year Plan. Delhi, Government of India,
Planning Commission, 276 p.

GOI/PC, 1980. Sixth Five-Year Plan. Delhi, Government of India,
Planning Commission, 463 p.

GOI/PC, 1992. Eighth Five-Year Plan. Volume II: Sectoral programmes
of development. Delhi, Government of India, Planning Commis-
sion, 480 p.

GOI/PC, 1997. Ninth Five-Year Plan 1997–2002. Volume II: Thematic
issues and sectoral programmes. New Delhi, Government of India,
Planning Commission, 256 p.

GOI/PC, 2002. Tenth Five-Year Plan, 2002–2007. Sectoral policies and
programmes. New Delhi, Government of India, Planning Com-
mission, 1116 p.

Gwatkin Davidson R., 1979. Political will and family planning: the
implications of India’s emergency experience, Population and
development review, vol. 5(1), p. 29–59.

IIPS, 1995. National Family Health Survey, India 1992–1993. Bombay,
International Institute for Population Sciences, 402 p.

IIPS and ORC Macro, 2000. National Family Health Survey (NFHS-2),
India 1998–1999: Andhra Pradesh. Mumbai (Inde) and Claverton
(Maryland), International Institute for Population Sciences and
ORC Macro, 310 p.

Krishnakumar S., 1972. Kerala’s pioneering experiment in massive
vasectomy camps, Studies in Family Planning, vol. 3(8), p. 177–
185.

Krishnamoorty S., Kulkarni P. M. and Audinarayana N., 2005.
Causes of fertility transition in Tamil Nadu, in: Christophe Z.
Guilmoto and S. Irudaya Rajan (eds.), Currents of demographic
change in South India, p. 227–247. New York, Sage Publications,
452 p. + maps.

Mari Bhat P. N. and Rajan S. Irudaya, 1997. Demographic transi-
tion since independence, in: Kunniparampil C. Zachariah and S.
Irudaya Rajan (eds.), Kerala’s demographic transition, determinants
and consequences, p. 33–78. New Delhi, Sage Publications, 367 p.

Mitra Asok, 1977. National population policy in relation to national
planning in India, Population and Development Review, vol. 3(3), 
p. 297–306.

Naïr Sadasivan P. and Véron Jacques, 2002. L’Inde : un milliard
d’habitants en 2001, in: Jean-Claude Chasteland and Jean-Claude
Chesnais (eds.), La population du monde. Géants démographiques et
défis internationaux, p. 227–243. Paris, INED-PUF, 768 p. (Les
Cahiers de l’INED, no. 149, 2nd ed. rev.).

Nanda Aswini and Véron Jacques, 2005. Child sex ratio imbal-
ances, fertility behaviour and development in India: recent 
evidence from Haryana and Punjab, in: Isabelle Attané and
Jacques Véron (eds.), Gender discrimination among young children
in Asia, p. 91–131. French Institute, Pondicherry, India (Collection
Sciences sociales no. 9, IFP and CEPED).

Nortman Dorothy L., 1978. India’s new birth rate target: an analy-
sis, Population and Development Review, vol. 4(2), p. 277–312.

Raghavachari S., Natarajan K. S., Biswas A. K. and Bawa
Satinder S., 1974. The population of India. New Delhi, Paris, 

Office of Registrar General and Census Commissioner, CICRED,
152 p.

Rajan S. Irudaya, 2005. Introduction: emerging demographic
change in South India, in: Christophe Z. Guilmoto and S. Irudaya
Rajan (eds.), Fertility change in South India, p. 23–52. New York,
Sage Publications, 452 p. + maps.

Registrar General, 2002. Sample Registration System Bulletin, vol.
36(2). New Delhi (India), Registrar General, India Vital Statistics
Division, 4 p.

Registrar General, 2004. Sample Registration System Bulletin, vol.
38(1). New Delhi (India), Registrar General, India Vital Statistics
Division, 6 p.

Registrar General and Census Commissioner, 2001. Census of India,
2001. New Delhi, Aravali Printers & Publishers, 183 p. (Series 1,
Paper 1).

Retherford Robert D. and Roy Tarun K., 2003. Factors affecting 
sex-selective abortion in India and 17 major states. Mumbai 
(India) and Honolulu (Hawaii), International Institute for 
Population Sciences and East West Center Program on Popula-
tion, 80 p. (National Family Health Survey Subject Reports, 
no. 21).

Singh Karan, 1976. National population policy: a statement of the
Government of India, Population and Development Review, vol.
2(2), p. 309–312.

Sinha V. C., 1979. Dynamics of India’s population growth. New Delhi,
National Publishing House, 506 p.

Srinivasan Krishnamurty, 1982. Population policy and programme,
in: ESCAP (ed.), Population of India, p. 158–188. Bangkok and New
York, ESCAP, United Nations, 414 p. (Country Monograph
Series, no. 10).

Srinivasan Krishnamurty, 1995. Regulating reproduction in India’s
population: efforts, results, and recommendations. New Delhi and
Thousand Oaks (California), Sage Publications, 329 p.

Thakor V. H. and Patel Vinod M., 1972. The Gujarat State Massive
Vasectomy Campaign, Studies in Family Planning, vol. 3(8), 
p. 186–192.

United Nations, 2003. World population prospect. The 2002 revision,
2 vol. New York, United Nations, Department for Economic and
Social Affairs, Population Division, 781 p., 939 p., and CD-Rom
(ST/ESA/Ser.A/225).

Véron Jacques, 1997. La transition démographique en Inde, Espace,
populations, sociétés, no. 2–3, p. 135–144.

Véron Jacques, Rajan S. Irudaya, and Padmavathi Pulavarty, forth-
coming. La régulation des naissances en Inde: d’une offre de
stérilisation par l’Étatà une demande des couples.

Visaria Leela, 2004. Mortality trends and the health transition, 
in: Tim Dyson, Robert Cassen, and Leela Visaria (eds.), Twenty-
first century India. Population, economy, human development, and 
the environment, p. 32–56. New York, Oxford University Press, 
414 p.

Visaria Leela and Visaria Pravin, 1995. India’s population in tran-
sition, Population Bulletin (Population Reference Bureau, Washing-
ton), vol. 50(3), p. 1–51.

Visaria Pravin, 1995. Demographic transition and policy responses
in India, Demography India, vol. 24(1), p. 1–12.

Zachariah Kunniparampil C., 1997. Demographic transition: a
response to official policies and programmes, in: Kunniparampil
C. Zachariah and S. Irudaya Rajan (eds.), Demographic transition,
determinants and consequences, p. 79–111. New Delhi, Sage Publi-
cations, 367 p.

Zachariah Kunniparampil C., Mathew Elangikal Thomas, and
Rajan S. Irudaya, 2003. Dynamics of migration in Kerala: dimen-
sions, differentials and consequences. Hyderabad, Orient Longman
Pvt Limited, 476 p.

334 Rajan and Véron



Two periods can be distinguished in the develop-
ment of population policies in Mexico: 1974 to 1994,
the period of the first steps and the implementation of
a Malthusian policy, and from 1994 to the present day,
the revision period of the methods and objectives. It
must be stressed that these two different population
policy models were largely inspired by the discussions
and the changing objectives within the international
community, Mexico having been particularly active in
the preparation of three world conferences on popula-
tion: Bucharest in 1974 (with Antonio Carrillo Flores,
a Mexican diplomat, as Secretary General), Mexico
City in 1984, and Cairo in 1994. The turning point of
Cairo was particularly distinct and coincided in
Mexico with progression from the Malthusian model,
which, in the Mexican population policy, resulted in
the adoption of quantitative objectives, to the new
inspired model of Cairo where protection of repro-
ductive health and individual care for men, women,
and families was central.

The decline in the total fertility rate (TFR) was con-
siderable, falling from an initial level of 6.5 children
per woman in 1975 to 2.8 in 2000. This rapidly entailed
a decline in the natural growth rate, which in the same
period fell from 3.1% to 1.6% (Table 114–1). On the
other hand, the improvement in the population’s stan-
dard of living, the complementary objective in popu-
lation programs, suffered from two lost decades in
Mexican economic development, with negative gross
domestic product (GDP) growth rates (-0.44%, be-
tween 1980 and 1990 and since 1999), and an increase
in poverty (which was estimated as affecting 54% of
the population in 2000).

I. GENESIS AND IMPLEMENTATION
OF A MALTHUSIAN POPULATION

POLICY IN MEXICO1

After the results of the 1960 census revealed that
Mexico’s population was growing at a rate close to
3.5% per year, the country adopted the United Nations
viewpoint and became one of its best pupils. The first
Mexican Population Law was adopted by Parliament
in December 1973, just prior to the United Nations
International Conference on Population in Bucharest
(1974). Previously, a debate had been started by 
some Mexican economists regarding the relationship
between population growth and economic growth.
Debates developed on this subject, notably from 1960,
when those in favor of interventionism, including the
most authoritative, clashed with the supporters of
laissez-faire (Cosio-Zavala, 1994).

Following the example of Mexico, the issue of 
population policy was then discussed by all Latin
American countries at the government level, during
preparations for the Bucharest conference. As Léon
Tabah, Director of the United Nations Population 
Division, stated, the Conference was doubtless the
clearest demonstration at a global level of the concept
of intervention in population issues. The most com-
prehensive text on this point was the World Population
Plan of Action adopted by 136 governments (Tabah,
1976). In all of these discussions, Mexico appeared 
convinced of the importance of population policies,
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1 This section reiterates the basic points of an earlier article on
population policies in Mexico up to 1988 (Cosio, 1989).



and very advanced in the definition of their imple-
mentation, in a context of integrating population
issues into development projects. The Mexican popu-
lation policy thus served as an example for other coun-
tries in Latin America, Asia, and Africa until 1994.

1. The Population-Resource Debate 

The western neo-Malthusian stream was echoed in
Benjamin Viel’s resounding book on the population
explosion, published in 1966 in Chile. This Chilean
physician sounded the first alarm in Latin America,
sensitized by his daily confrontation with poverty.
Abroad, mainly in the United States, neo-Malthusian
thinking developed in a climate which Pierre 
Pradervand (1974) described as fear caused by the pop-
ulation growth of the Third World in general, and of
Latin America in particular. In his preface to Adelyne
More’s publication (1917), William Robinson, by pro-
posing to “preach the gospel of birth control among the
peoples of Russia, China, Japan, India, and Mexico,”

demonstrates the obvious political agenda behind the
choice of the countries mentioned. For example in
Mexico, population growth was still very low at the
beginning of the 20th century, and an immigration
policy was considered necessary. However, in 1974,
Pradervand wrote,

Fear, which is the main motivation for neo-Malthusian think-
ing—and for many Western reactions vis-à-vis the Third
World [. . .] will only reinforce the illusion that the rich coun-
tries can continue to prosper materially while the Third World
becomes poorer (relatively), and delay the moment when the
truth will break out, all the more violently as we have sought
to repress it. 

In Mexico City, in 1970, the first Latin American
regional population conference provided the opportu-
nity to develop the different points of view that are 
the bases of Latin American population policies. Eco-
nomists such as Raúl Prebisch, who at the time was
Director General of the Latin American Institute for Eco-
nomic and Social Planning (ILPES), lobbied for struc-
tural social reforms, for vigorous economic growth, and
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TABLE 114–1 Population Indicators, Mexico, 1975–2000

Indicator 1975 1985 1995 2000

Population

Total population (thousands) 59,083 75,462 91,138 98,872
Annual rate of natural growth (%) 3.1 2.2 1.8 1.6
Proportion of 0–14 years (%) 46 42 36 33
Proportion of 60 years and over (%) 6 6 6 7

Fertility and contraception

Total fertility rate 6.5 4.2 3.1 2.8
Fertility rate at 15–19 years (per 1000) 116 95 77 70
Proportion (%) of contraceptive users (all types) 30 53 67 71a

Proportion (%) of modern contraceptive users 23 45 58 n/a

Mortality and life expectancy

Female life expectancy at birth 65 71 75 75
Male life expectancy at birth 60 64 69 70
Infant mortality rate (per 1000) 69 47 34 31

Urbanization

Proportion of urban population (%) 63 70 73 74
Urban growth rate (%) 4.3 3.2 2.1 1.9

Percentage of population aged 6–14 years attending primary and secondary schools

Primary/secondary school attendance (%) of women 72 87 88 90
Primary/secondary school attendance (%) of men 83 90 89 90

n/a = not available; aTuirán et al., 2002; Source: United Nations, 2002.



for a more egalitarian distribution of revenue, for which
it is necessary to support family planning,

because the Latin American economic system in general, as it
operates has demonstrated its incapacity to cope with the
phenomenon of the productive absorption of the extraordi-
nary increase in the work force which results . . . from 
the population growth that started 15 or 20 years before. 
(Prebisch, 1970)2

During this conference, senior officials, such as
Carmen Miró, director of the Latin American and
Caribbean Demographic Center (CELADE), Victor
Urquidi, a Mexican economist and chairman of the
Conference’s organizing committee, and representa-
tives of the Mexican government of President Díaz
Ordaz, stressed the need for a coordination of the
various sectoral development policies that would be
able to take into account the interdependence of the
problems in question. The proposal of integrating
population policies into economic development poli-
cies and of not locking them into the narrow frame-
work of family planning was at the core of Latin
American thinking in general, and Mexican thinking
in particular.

Nevertheless, at the beginning of the 1970s, a
section of scientific opinion remained largely hostile to
direct intervention in family planning supported by
the United States and considered as a North American
neo-imperialist instrument, based on the neo-
Malthusian assumption of population growth as a
major obstacle to economic development. However,
the official North American theses, and especially the
foundation of economic theory that supports them,
were refuted in Latin America by economists (Fucarac-
cio, 1970; Herrera et al., 1976) who notably criticized
the analyses of Ansley Coale and Edgar Hoover (1958)
on India and Mexico, according to which population
growth was preventing economic growth. These
authors notably demonstrated that the neo-classical
hypothesis according to which economic growth
depended on investments and growth in household
savings could hardly be applied in Latin America,
where poverty was largely structural, as a direct result
of a very unequal distribution of income.

Indeed, between 1941 and the end of the 1960s, high
economic growth and high population growth went
hand in hand in Mexico, and also in Brazil, Venezuela,
Colombia, Peru, Chile, and other countries. These were

the years of the “Mexican miracle” (Ham Chande,
2003). All the studies on the empirical comparative
analysis of the relationship between population
growth and economic growth reached the same con-
clusion: that there was no significant negative correla-
tion between the two phenomena, which destroyed
one of the basic arguments of the neo-Malthusian the-
ories. In particular, according to the United Nations’
Economic Commission for Latin America and the
Caribbean, unequal development modes were far
more responsible for poverty, unemployment, and the
urban problem, than high population growth and the
rural exodus toward the large metropolitan areas.

However, it was generally acknowledged by econ-
omists and demographers that the accelerated growth
of the Latin American population was an exacerbating
factor in the problems of underdevelopment and that
a reduction in mortality alone should not be counted
on to cause a spontaneous reduction in fertility (Tabah,
1987). Social differences and inequalities in the attri-
bution of development benefits were to blame for 
the extremely high fertility of the end of the 1960s
(Cosio-Zavala, 1994). However, Latin American econ-
omists and demographers were determined to disso-
ciate themselves from the institutions that supported
policies based only on family planning, and which
were justified due to their low cost and high effective-
ness (Fucaraccio, 1970). 

Thus, Carmen Miró demanded a population policy
“because the success [. . .] of government programs to
ensure free and egalitarian access to the benefits of
development for everyone should not be delivered
randomly from a so-called systematic adaptation of
demographic behavior”3 (Miró, 1970). But, for Carmen
Miró, family planning measures were not population
policies, because in Latin America of the 1970s, they
were neither coordinated, coherent, nor integrated into
national development policies. The definition of a pop-
ulation policy for the Latin American nations was so
complicated and had “such a wide meaning that it
included nearly all the objectives of development”4

(Miró, 1970).
Furthermore, foreign intervention in family plan-

ning clashed with highly developed nationalist feel-
ings, both on the right and the left. In Brazil, there was
a scandal in 1968 regarding sterilizations carried out
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2 “El sistema económico latinoamericano en general, tal como
está funcionando, ha demostrado su incapacidad para hacer frente
a este fenómeno de absorción productiva del incremento extraordi-
nario de la fuerza de trabajo, que ha resultado y que viene resul-
tando . . . adel incremento de la población iniciado 15 o 20 años
antes”(Prebisch, 1970). 

3 “Asegurar el acceso libre e igualitario de los beneficios del
desarrollo a todos los habitantes [. . .] no es posible dejar librado al
azar de una supuesta adaptación automática del comportamiento
demográfico, el logro de las metas específicas de la política estatal”
(Miró, 1970).

4 “Una acepción tan amplia que practicamente quedaron
englobados dentro de ella todos los objetivos del desarrollo” (Miró,
1970). 



on Amazonian Indian tribes, which resulted in 
the expulsion of North American missionaries. The
Bolivian film La sangre del Condor (The Blood of the
Condor), by Jorge Sanjines (born in La Paz in 1936) and
co-signed by physicians, was also a protest against the
sterilization programs carried out in Bolivia on indige-
nous women without their knowledge. 

2. Adoption of a Population 
Policy in Mexico

Despite these different points of view, the principles
used by the Mexican government as a basis for imple-
menting a population policy were reinforced by the
emergence of a Latin American position regarding
population policies. In Caracas in 1967, the ministerial
conference organized by the Organization of American
States (OAS) and the Pan-American Health Organiza-
tion on population and development policies in Latin
America tacitly accepted that “there is no population
policy but rather a development strategy, and there 
can be no development without a population policy”
(Concepción, 1970). This was surely a reflection of a
compromise between the pro-birth stance, which was
that of the majority (including Mexico) at the time and
the more Malthusian stance of other countries (e.g.,
Colombia), closer to that of the large multilateral agen-
cies and some of the people in charge of economic and
social policies.

However, the declaration in 1972 of Mexico’s pre-
sident, Luis Echeverría, at the third UN Conference 
on Trade and Development (UNCTAD), in Santiago,
Chile, was quickly followed in 1973 by the promulga-
tion of the Mexican law on population, the aim of
which was to reduce the rate of population growth,
thus making Mexico the first Latin American country
to officially adopt an explicit population policy.

President Luis Echeverría’s decision, although he
displayed populationist opinions at the beginning of
his mandate, was finally made during 1971, under the
influence of arguments by economists who demon-
strated that the Mexican population would experience
high growth with direct damaging effects on a labor
market incapable of absorbing the annual flow of
young people starting their working lives. According
to Raúl Benítez and Gustavo Cabrera’s population
forecasts (1966), Mexico’s population would double in
the 20 years between 1960 and 1980, and this is exactly
what happened.

Luis Echeverría thus declared in Santiago: “We
should not forget that the human race will double in a
single generation. Although reducing the population
growth rate is desirable, the first task for the Third
World is to give its economic development a vigorous

push”5 (United Nations, 1972). In this context, the
means of achieving this objective was through the
reduction of population growth.

Following the adoption of the World Population
Plan of Action in Bucharest in 1974, in spite of the
divergences between different Latin American coun-
tries, a common attitude regarding population policies
began to develop. The second Latin American popula-
tion meeting, held in Mexico City in 1975, recognized
the rights of individuals and families to decide on the
number and spacing of their children and the state’s
duty to provide them with the information and the
means to practice family planning. Put in these terms
of equality and individual freedom, the concept of
guaranteed access to family planning became not only
acceptable, but also desirable for governments. In
1975, the Mexico Declaration (CEPAL, 1975) also pro-
claimed each nation’s sovereignty regarding popula-
tion policies.

The principle of integrating population policies into
development planning was reaffirmed in Mexico City
in 1984, during the second International Population
Conference (CEPAL, 1984). The Latin American posi-
tion therefore benefited from a general consensus
among the developing countries during various
regional and international meetings, a position that
was defined notably during the Regional Latin 
American preparatory meeting for the Mexico City
conference held in Havana in November 1983.

It can be summarized as follows:

To respect the national sovereignty to freely make
decisions regarding population policies.

To integrate the population policy into economic and
social development planning.

To respect the rights of individuals and families to
freely decide the number and spacing of their
children;

To provide the necessary information and means to
give individuals and families freedom in their
decisions regarding reproduction.

In these general terms, it can be said that Mexico’s
political doctrine on population served as a basis for
the common Latin American position developed
during the various international population confer-
ences which, apart from these principles, also included
an explicit reference to solving the food problem, to
reducing mortality, to the right to health care, and to
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5 “Tampoco hay que olvidar que la raza humana va a duplicarse
en una sola generación. Si entonces es deseable una reducción de la
tasa de crecimiento de la población, la primera tarea que incumbe al
Tercer Mundo es la de dar a su desarrollo un impulso viguroso”
(United Nations, 1972).



planned regional development. The Havana Declara-
tion (CEPAL, 1984) was adopted in November 1983
during the Latin American regional preparatory
meeting for the International Population Conference
held in Mexico City in 1984. Since 1984, the state’s prin-
ciple of intervention in population problems was thus
widely accepted in Latin America, particularly with
regard to guaranteed access to modern contraceptive
methods for couples and the necessity of modifying
the spatial distribution of the population, which a large
majority of the country considered as being signifi-
cantly imbalanced.

3. Implementing the Mexican 
Population Policy (1974–1994)

During the 10 years between the United Nations
Population Conference in Bucharest in 1974 and the
one in Mexico City in 1984, awareness of the primary
importance of population problems in economic and
social development strategies, as well as planning, had
increased. Mexico thus equipped itself with the legal
and institutional means to implement a population
policy and integrate it into various national develop-
ment plans. It was based mainly on a national family
planning program and an internal migration policy.
Programs concerning health, mortality, and morbidity
also had demographic consequences, as did both edu-
cational programs relating to population and legal pro-
visions relating to international migration, but they
were not an explicit part of the Mexican population

policy. Their consequences on the population were
indirect, resulting from other priorities pertaining to
health, education, or foreign policy. Furthermore, the
growing concentration of wealth that accompanied
Mexican economic development resulted in an exacer-
bation of the economic and social gaps between rich
and poor regions. The reduction of these differences
has never specifically been taken into account in pop-
ulation policies, either directly or indirectly.

The continuous monitoring of government percep-
tions and policies relating to the demographic situa-
tion and to its evolution in the development context
resulted in a series of UN surveys which made it pos-
sible to trace the governments’ positions on population
policies every two years. Yet, Mexico declared that life
expectancy levels in 1976 and 1986 were “acceptable”
and did not provide a quantitative objective for mor-
tality (Table 114–2). 

It is true that the regular and significant increase in
life expectancy at birth since 1930 (Figure 114–1),
obtained mainly due to the decline in infant mortality
(Figure 114–2), provided proof of the adequacy of
health policies, which relied on the large public health
bodies (particularly the Mexican Institute of Social
Security and the Ministry of Health).

The objectives of the health programs pertained
only to specific actions targeting certain categories of
the population (infants and children aged under 5 and
their mothers), or certain particular causes of mortal-
ity (e.g., infectious diseases). Health program objec-
tives were generally limited to the health sector, with
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TABLE 114–2 Opinions and Policies in Mexico, 1976–2001

Policies 1976 1986 1996 2001

Population growth policies

Opinion Too high Too high Too high Too high
Growth objective Reduce Reduce Reduce Reduce

Fertility and family planning

Opinion Too high Too high Too high Too high
Objective Reduce Reduce Reduce Reduce
Access to contraception Direct aid Direct aid Direct aid Direct aid
Adolescent fertility Very concerned Very concerned
Programs — — IEC IEC

Health and mortality policies

Life expectancy Acceptable Acceptable Acceptable Acceptable
Mortality before age of 5 — — Unacceptable Unacceptable
Opinion on AIDS — — Very concerned
Induced abortion, permitted in Saving the mother’s Saving the mother’s

the case of life; life;
Rape Rape

Spatial distribution policies

Opinion Change as much Change as much Change as much Change as much
as possible as possible as possible as possible

Regional planning policy — Yes Yes —
Urban-rural planning — No intervention No intervention —
Internal migration policies
To metropolitan areas No intervention Reduce Reduce —
From rural zones No intervention Reduce Increase —

International migration policies

Immigration
Opinion Satisfactory Satisfactory Satisfactory Satisfactory
Policy Maintain Maintain Reduce Maintain

Emigration
Opinion Too high Satisfactory Too high Too high
Policy Reduce Maintain Reduce Reduce
Encourage emigrants to return No — Yes Yes

IEC = Information, education, and communication; Source: United Nations, National Population Policies, 2002.

no reference to the general population and develop-
ment policy. Regarding international migration, the
Mexican authorities considered that the flows ob-
served were satisfactory and should be generally
maintained at their levels (Table 114–2).

On the other hand, regarding fertility, recognized as
an essential component of population growth, Mexico
began constitutional and legislative reform. The
changes made in 1973 to Article 4 of the Constitution
concerned the right of individuals to choose the
number and spacing of their children and expressly

encouraged responsible paternity. Development plan-
ning referred explicitly to rapid population growth as
an impediment to economic and social development.

The population policy was coordinated by the
Consejo Nacional de Población (National Population
Council [NPC]), which was created in 1976. The NPC’s
missions are to develop, monitor, and coordinate the
national population program. Up to the early 1980s in
Mexico, both the NPC and the Council for the Coordi-
nation of National Family Planning Program within
the Ministry of Health were responsible for the family



planning programs of all institutions. Of the two 
councils, the only one that still exists today is the 
NPC, which since 1983 relies on the State Population
Councils of the 32 states which make up the Mexican
federation and which regulate the Ministry of Health’s
reproductive health programs.

At the beginning of the 1980s, the international 
community encouraged the government to intervene 
in population policies. Furthermore, physicians and
economists were largely in favor of this. The only 
institutional opposition came from the upper 
hierarchy of the Catholic Church, following the 
objection that was officially made by the Vatican on
July 25, 1968—The Encyclical of Pope Paul VI on Birth
Control. However, surveys have proved that religious
practices have very little influence on the reproductive
behavior of the Mexican population (Brito, 1971;
Leñero, 1979).

4. Laws, Regulations, Institutions

Once the presidential decision to authorize a popu-
lation policy and a birth control policy (in 1972) had
been taken, legislative changes made its application
possible. Article 4 of the United Mexican States’ polit-
ical constitution was amended on December 31, 1973.
This amendment established the equality of men and
women in the eyes of the law, the protection of the
family, and the free and informed choice of each indi-
vidual regarding the number and spacing of his/her
children.

The government’s basic principles were as 
follows:

The population policy does not replace the economic
and social development policy; it is fully
integrated into it and its objective is a long-term
one.

The State has a duty to inform, educate, and
guarantee the freedom of individuals and families
regarding procreation. Responsible paternity is a
right, guaranteed by access, free of charge if
possible, to family planning.

The State has a duty to protect the family; in
particular it should protect women and children in
their health and education, and their physical and
social well-being.

The General Law on Population of December 11,
1973 was published in the Official Journal on January 7,
1974. The decree specifying how the law should be
enforced (Reglamento) dates from November 1976 and
the programs were implemented beginning in 1977,
within the new development planning system of 
President José López Portillo (1976–1982). The first
global development plan covered the 1980–1982
period, and the second covered the 1983–1988 period.
The national family planning program was presented
on October 28, 1977, with the objective of reducing the
rate of population growth to 2.5% in 1982, and then to
1% in 2000. It gave the responsibility of extending
access to contraceptive methods to the entire popula-
tion mainly to the national public health institutes,
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such as the Mexican Institute of Social Security (IMSS)
and the Ministry of Health. Furthermore, the first
global development plan also defined economic and
social measures in the fields of employment, health,
education, housing, food, industry, trade, agriculture,
and stock farming. But no explicit link was established
with the demographic objectives, as these were con-
sidered as useful per se.

The results of this policy became rapidly visible in
the massive improvement of the entire population’s
awareness and of access to family planning services;
the use of contraceptive methods, considered lawful,
became generalized within public health bodies. The
proportion of women of child-bearing age using con-
traception thus increased from 30% in 1976 to 71% in
2000 (Tuirán et al., 2002).

Figure 114–3 shows the trend in TFR and completed
fertility between 1900 and 1995, which confirms that
fertility had already begun to decline from around
1968 onward, that is, 10 years before the promulgation
of the national family planning program. The latter
had therefore been well accepted, with contraceptive
use preceding legislation, notably among the small
urban and educated minority group known as the
“family planning pioneers” in Mexico (Cosio-Zavala,
1994). Indeed, this is why the Population Law received
the sanction of the members of Parliament, as they
themselves belonged to these pioneer groups.

5. Spatial Distribution and Internal
Migration Policies

During the first period of development planning in
Mexico, government bodies were mainly concerned
with planning economic activities, without explicitly
taking into account the demographic consequences of
actions undertaken at regional and local levels. During
the preparation of the Mexico City conference in 1984,
the associations between development policies and
population policies were the subject of numerous
studies, and consideration of this theme led the
Mexican government to take a position. Mexico con-
sidered that the distribution of its population in the
national territory was inadequate at a regional level
and wished to modify it. Among the main social prob-
lems in the country were unemployment and poverty,
associated with the rapid and poorly controlled devel-
opment of urbanization. The urban growth rate was
estimated at 3.2% in 1985 (United Nations, 2002).Poli-
cies for the spatial redistribution of the population
were therefore developed. They were based on four
general recommendations:

1. Policies aimed at maintaining and retaining the
population in the departure zones, encouraging the
maintenance of a significant proportion of the popula-
tion in rural zones with the aid of productive invest-
ments, an increase in the quality of human resources
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in agriculture, and the creation of nonagricultural
employment in rural regions; 

2. Policies for the reorientation of migratory flows
to divert migration from the large metropolitan areas
to other towns, in particular medium-sized towns;
examples of these policies were provided by strategies
for development areas, in particular surrounding
industrial areas, ports, and mining areas; a coastal
development program was prepared, in a country
where the population is largely concentrated at an alti-
tude above 1500 meters, a historical inheritance linked
to climatic and geographical factors.

3. Rural development projects, projects for the agri-
cultural colonization of new zones or the development
of new agricultural techniques or new produce in tra-
ditional rural zones; these projects frequently invited
rural populations from the most underprivileged or
overpopulated areas.

4. Decentralization policies, with the goal of
slowing the growth of the large urban zones, in par-
ticular by limiting the creation of new employment in
the major cities, through restrictive measures for
setting up companies, and for the public sector and
administrative services, by moving civil servants and
administrative services out of the large cities. Mexico
wanted to place some federal administrative services
outside of Mexico City, but this was only approached
timidly by moving the National Institute for Public
Health to Cuernavaca, only 70 kilometers from Mexico
City, and INEGI (Instituto Nacional de Estadística,
Geografía e Informática [National Institute of Statistics,
Geography, and Computer Science]) based since 1987
in Aguascalientes.

The four principles stated above have defined an
explicit policy for internal migration since 1979 called
“the three R policy” (retención, reorientación, reubica-
ción, [retention, reorientation, and decentralization])
(CONAPO, 1978), which is the program for population
distribution in the national territory, and has been the
subject of specific and coordinated measures with the
sectoral programs of the National Development Plan.
(In Mexico, planning is implemented in large sectoral
programs, which correspond partly to social policy
and partly to economic activity sectors.) The various
intervention zones were defined according to regio-
nal demographic characteristics, through the State 
Population Council of each of the 31 states and the
federal district. Relations between the population
policy and economic and social planning were identi-
fied in order to integrate population and development.
However, the NPC did not have the necessary tools
nor the specific resources to implement its policy,
which implied the population policy’s subordination

within the sectoral plans, which were sometimes in
opposition in terms of results. For example, certain
aspects of the regional industrial policy, boosted by the
governors of dynamic states, were likely to be in oppo-
sition to the regional policy of decentralization defined
by the NPC at a federal level. This is why the results
of the policy for the spatial distribution of the Mexican
population are generally regarded as disappointing.
The programs implemented had few positive results.
Control of migratory movement was difficult to ensure
while the components essential to regional and inter-
national economy were beyond the control of national 
planning, notably due to the principle of laissez-
faire applied to productive investments. This is why
population distribution continues to be extremely 
polarized and concentrated in the very large cities
(Figure 114–4). 

Indeed, policies regarding population distribution
in Latin America (as in almost everywhere in the
world, including in developed countries) have never
been very successful. Even with the existence of polit-
ical good will, such as in Mexico, the intervention
methods were frequently missing. The expected
results of these redistribution policies were often
thwarted by the side effects of macro-economic and
sectoral development policies (UNFPA, 1984).

6. Assessment of the First Phase of the
Population Policy in Mexico (1974–1994)

The population policy in Mexico was developed
under extremely varied forms and with a strong
impetus and an explicit will for a population policy in
all fields (population structure and growth, fertility
and birth control, internal migratory flows, and spatial
distribution). However, it is the policy instruments
more than the policy formulation that determine the
results. Regarding fertility, the progress in medical
techniques and the intensity of interventions in the
area of contraception, in the context of health systems,
had a significant effect on family planning programs,
particularly for the most underprivileged sections of
the society, with low incomes and low levels of edu-
cation (Brugeilles, 2002).

The huge intervention of the public health bodies’
family planning programs quickly caught up with the
NPC’s policy of education regarding population, pro-
moting women, and social communication. The activ-
ities carried out throughout the health system were
based on highly effective, and even radical, medical
techniques such as sterilization, not dissimilar to the
route taken by the mortality decline, in a period before
the emergence of the concept of a population policy,
when the Pan-American Health Organization had
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already been implementing coordinated public health
policies for several decades (since the 1930s). 

The experiments on the spatial distribution of the
population were considered rather disappointing, due
to lack of effective tools for controlling internal migra-
tory movement.

Finally, it seems that, until the 1990s, Mexico’s pop-
ulation policy only had a real effect on contraceptive
practices, despite the more ambitious starting princi-
ples of raising the standard of living and reducing
social inequalities. Steps were taken after 1994 to
widen this policy of reducing fertility by generalizing
access to both information and contraceptive methods,
and by integrating the policy into social and educa-
tional policies and policies for increasing women’s
status.

II. THE POPULATION POLICY IN
MEXICO AFTER 1994

The objectives of the 1977 National Family Planning
Program—a natural population growth rate of 2.5% in
1982 and 1% in 2000—were not achieved, as evidence
by a natural growth rate of 1.6 in 2000, 60% higher than
the 1% hoped. The objectives were actually badly
defined, as the annual rate of natural growth depends
on age structure which, in a young country, in itself

contains an immense growth momentum (see Chapter
4, Volume I). The 1995–2000 National Population
Program modified these objectives by aiming to reach
replacement level by 2005 (i.e., a TFR of 2.1 children
per woman by that date). This objective was confirmed
by the 2001–2006 National Population Program. In
order to achieve this, the proportion of women using
contraception must reach 73.5% of all women of child-
bearing age living with a spouse. This forecast seems
realistic, as the progress required is lower than that
observed in the 1997–2001 period. The extrapolation of
recent fertility trends is even leading the NPC to fore-
cast a TFR of 1.68 children per woman in 2030 (Tuirán
et al., 2002).

After the 1994 Cairo Conference

Since the International Conference on Population
and Development held in Cairo in 1994, the World
Population Plan of Action was oriented in new direc-
tions and Mexico, like many other countries, modified
its population programs. As Louise Lassonde (1996)
explained, the reproductive health and family plan-
ning programs became independent from demo-
graphic targets (population stabilization) and acquired
a legitimacy based on the fact that individual well-
being and health are ends in themselves. Could this
change in perspective divert attention from regional or
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global demographic issues as Louise Lassonde fears?
In any case, it has, to its credit, placed the emphasis on
new themes, such as preserving the environment and
improving women’s status.

Reproductive health is one of these new themes. It
includes the fight against sexually transmitted dis-
eases, AIDS, maternal and child mortality, illegal
induced abortion on the one hand, and on the other
hand, promoting reproductive and sexual rights, that
is, the consensual realization within a couple of each
other’s reproductive and sexual aspirations, for both
men and women. Family planning is part of this, but
is not the only aim of the programs, of which quality
and adaptation to the couple’s needs take precedence.
In order to conform to these objectives, the programs
implemented so far have had to be significantly reor-
ganized. In a continued effort to improve the status of
women, the fight against inequality in the social rela-
tions of gender, violence, and the denial of women’s
rights are also part of the new programs.

Education regarding population has also become a
priority, within formal education on the one hand, and
within mass communication on the other hand. It is
addressed first and foremost to young people, by
developing positive values and civil behavior in the
context of the family and the community. It also aims
at overcoming retrograde attitudes, notably with
regard to adolescents’ sexual education and informa-
tion on contraception. Gente jóven, an experimental
program, was developed with young people from
Mexico City’s working-class neighborhoods, based on
their peers as promoters of reproductive health
(Marston, 2001).

Another important theme discussed in Cairo was
the issue of the population’s well-being. In a context of
neo-liberal, economic policies and the regulation of
employment through market laws, we observe the
state’s retreat in the fight against social inequality and
a significant deterioration in the standard of living of
the increasingly numerous poorest sections of society.
Mexico, as well as the other Latin American countries,
is looking for political alternatives to redefine the eco-
nomic and social role of governments in the current
context of globalization (Welti, 1997), as centralized
economic and social development planning has
reached its limits and become largely obsolete.

The concept of sustainable development emerged
with a view to preserving the environment, nonre-
newable resources, quality of life, and conserving the
natural environment for future generations. After 
the 1992 Rio de Janeiro Summit on the environment,
the ecological damage in the Amazon could no longer
be ignored, no more than could the general deforesta-
tion, the great fires caused by illegal clearing (such as

in northern Mexico during the summer of 1998), the
insalubrities of the slums of the large cities (called
tugurios in Mexico), or the serious atmospheric pollu-
tion in Mexico City, as well as that in many other large
industrial cities.

The themes of migration and urbanization are also
part of the priority actions for a readjustment of the
population’s spatial distribution, urban decentraliza-
tion, and also the reception of migrants in arrival
zones, notably those who have been victims of forced
migration or are looking for refuge from political vio-
lence (such as the Guatemalans in southern Mexico
during two decades). International migration has also
become a priority political issue, even though its effect
on population numbers remains low. Thus, the net
Mexican emigration to the United States estimated at
300,000 per year, only corresponds to a net emigration
rate of 0.3%, which is however the highest rate in Latin
America. Since 1996, the Mexican government has
attempted to control migratory flows and to encour-
age the emigrants to return, in clear discontinuity with
the previous policies of nonintervention in the face of
migration levels that were previously considered as
satisfactory (Table 114–2). However, the Mexican gov-
ernment’s willingness to negotiate a veritable interna-
tional migration policy with its powerful North
American neighbor came up against the events of Sep-
tember 11, 2001, and with President Bush’s consequent
refusal to discuss it further.

In the context of the discussion of the state’s role
and the questioning of governmental monopoly of
social policies, there is strong support and mobiliza-
tion in favor of Cairo’s objectives in Mexico, insofar as
they are concerned with the well-being of the popula-
tion and the protection of human rights and women’s
rights. Private institutions and nongovernmental
organizations have in the past demonstrated their
effectiveness and their capacity to intervene alone or
in collaboration with state social programs (e.g., in the
area of the family or child health). This is what Benítez
(1999) calls “a new demographic culture.” It will have
positive effects due to the participation of all citizens
encouraged by the current context of political democ-
ratization in nearly every country (Welti, 1997). 

However, a major theme of discussion in the Cairo
conference was the Catholic Church’s reaffirmed tra-
ditional opposition to contraception and induced abor-
tion and many Latin American countries officially
supported this position, notably Argentina. Indeed,
the governments formally accepted this point of view,
including Mexico, a secular country which has
accepted the separation between the Church and the
State for a long time but had not dared to publicly
oppose the Catholic hierarchy on the issue of legaliz-
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ing induced abortion when it was publicly debated at
the beginning of the 1980s. On the other hand, the
Catholic Church is far less vehement regarding official
birth control programs. The Catholic Church is the
only institution that is opposed to modern contracep-
tive methods, but generally it turns a blind eye to 
the issue, particularly in the poorest sectors. Finally,
zoning by sectors of economic activity or by branches
of social policy has been replaced by zoning according
to the socioeconomic and cultural characteristics of the
population to be protected in their reproductive and
sexual rights. Groups with different socioeconomic
extremes coexist in Mexico: some of them are well inte-
grated into economic and social development (in the
large cities, sectors with high cultural and economic
capital), and some of them are very marginalized (such
as rural, indigenous, uneducated population groups
with high infant mortality). Furthermore, a significant
increase in the differences between the poorest and the
richest groups is observed. In this context, differences
in fertility are considerable during the same period,
with for example in 1995–1997, TFRs ranging from 1.66
children per woman among executives to 4.7 among
uneducated women (Tuirán et al., 2002). Despite these
differences, the growing economic cost of children to
parents in an increasingly developed consumer society
where there exists a generalized medical culture, expo-
sure to mass media, generalized social protection, and
improvement in women’s social conditions in both
education and health has led to the spread of the
reduced family model, including in the more margin-
alized population groups. As for the medical culture
in Mexico, reported that 82% of deliveries were carried
out by physicians in 1994–1997 (Tuirán et al., 2002). As
for Mexicans’ exposure to mass media, in 2000, 86%
and 85% of the population had a television and a radio,
respectively, compared with 31% and 76% in 1970.
With regard to generalized social protection, the
Mexican Institute of Social Security (IMSS) covered 47
million people in 2000, compared with less than 10
million in 1970, which is respectively 47% and 19% of
the national population.

Since 1995 (and up to 2006), the Mexican population
policy includes specific actions for the protection of
vulnerable population groups, notably in the fields of
education and health. It is associated with the poverty
reduction program PROGRESA (Programa nacional de
Educación, Salud y Alimentación), which covered
300,000 families in 1997 (Tuirán et al., 2002) and by 2004
covered 4 million. It aims to promote opportunities for
children to succeed and to improve women’s partici-
pation in society, providing them with more egalitar-
ian living conditions and eliciting more autonomy for
women from men with regard to education, employ-

ment, and health. This occurs in particular through the
provision of study grants for children, particularly
girls, so that they can attend school and prepare for
working life. PROGRESA benefits for the vaccination,
feeding, and education of children are paid directly to
the mothers.

CONCLUSION

Since 1995, the Mexican population policy has
therefore become above all a poverty reduction policy,
partly decentralized, with family benefits based on the
poorest families that it aims to protect in areas of
health, feeding, and education. It is concerned with
bridging the gap that separates the poorest social
groups from the richest, with the objective of attaining
replacement-level fertility (2.1 children per woman) or
even below (1.68 children per woman forecast by the
NPC in 2030), by developing access to contraception.
The NPC therefore continues to coordinate the family
planning policy at a national level, despite the decen-
tralization of health policies at the state level. 

The implemented actions are aimed at improving
the standard of living of the most vulnerable social
groups. Priority to the Malthusian objectives of the
1980s has therefore been abandoned, and the idea that
their achievement would automatically result in the
social progress desired as a consequence of the mod-
eration in the rate of population growth has also been
abandoned. This simplistic idea has been contradicted
by the facts. The reduction in the population’s growth
rate has not reduced the considerable social differ-
ences; on the contrary. The government has reoriented
its population policy in order to achieve this objective,
through new poverty reduction programs (such as
PROGRESA), which, far from aiming only to control
fertility through family planning, also aim at directly
reducing the gaps between the poorest sections and
the rest of the population in terms of education, chil-
dren’s health, and the promotion of women’s eco-
nomic activity and their participation in social life.
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Few African countries adopted an explicit popula-
tion policy before the 1990s; Kenya is one of the rare
exceptions. At different moments of its existence this
country engaged in voluntarist demographic policies,
in relation to the population’s spatial distribution and
to health and fertility. Many studies have focused on
the two latter issues, particularly since the 1980s. No
synopsis on population policy, however, relates health
and fertility policies to those concerned with popula-
tion distribution. In Kenya, nonetheless, the justifica-
tion for both types of intervention draws on the
relationship between population and resources, par-
ticularly land.

One particularity of this country stems from its
physical characteristics, with a vast semi-arid area con-
trasting sharply with very fertile and densely popu-
lated regions in the highlands and along the coastal
strip. This physical polarity has important implica-
tions on the settlement patterns, lifestyle, and health of
the inhabitants of different regions. But, quite inde-
pendently of these contrasts, conflicts over resources
have long existed in most of these ecosystems: conflicts
over fishing in Lake Victoria, over access to water
among pastoral groups in northern Kenya, and over
access to land among agro-pastoralists in more popu-
lated regions. If the existence of these conflicts testifies
to deep-seated defense and attack strategies within
traditional Kenyan societies, their frequency and 
violence reflect the fact that Kenya, unlike most other
African countries, has a weak ratio of resources to 
population.

The population’s spatial distribution derives not
only from the country’s physical characteristics, but

also from its administrative history. Most present-day
conflicts can be seen as a direct consequence of admin-
istrative measures taken by the colonial government,
rather than of population growth as such. In this
chapter, it is therefore essential to assign an important
place to the colonial era.

The history of the state of Kenya has three distinct
stages (Figure 115–1): its birth, with the early days of
British colonization (1895–1945); followed by its 
transition to, and the first decades of, independence
(1945–1984); and, finally, the period of consolidation of
Daniel arap Moi’s rule (1984–2002) up to the arrival in
power of Mwai Kibaki in December 2002. It is certainly
too early as yet to say whether this recent political
turnaround will be reflected in the demographic arena.
While fully aware of the artificial nature of all bound-
aries, we have nonetheless chosen to use political
markers to trace the evolution of population policy, as
the timing of political change appears to coincide with
modifications in health and fertility.

I. COLONIAL UPHEAVALS

Most of Kenya’s current problems originated
during the colonial period. Without wishing to lay the
entire responsibility for Kenya’s contemporary social
and economic problems on British colonization, it is
nonetheless important at this point to recall the 
policies adopted by the colonial authorities and the
place reserved for the African population. After 
presenting the problems encountered by the coloniz-
ers on arrival, we discuss their handling of population
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settlement and their ignorance of African population
demographics.

1. The Colonial Government’s 
Initial Difficulties

On arrival, in 1895, the colonial authorities had to
administer as a single entity a set of relatively distinct
societies, with diverse ways of operating, different
forms of political organization, and with some more
closely linked than others. Thus, highly stratified soci-
eties (such as the kingdom of Wanga) were grouped
with completely acephalous societies into a single
state. Furthermore, the end of the 19th century was a
period of demographic devastation: epidemics, wars,
and famine followed one another, decimating East
Africa’s cattle and human populations.1 One might
expect, therefore, that the government’s first public
policies would be directed toward improving health,
on one hand, and agricultural production, on the other.
But before there could be any question of population
policy, the British colonial authorities had to put all
their energy into controlling and administering the ter-
ritory, while ensuring their own survival, a common
problem in the early years of colonial Africa. Except on

the coast, missionaries only began their work in Kenya
after the first settlers arrived and work on the railway,
which was to cross the country from east to west, had
started in earnest (Maupeu, 1998, p. 144). Under
Maasai control, the country’s heartland remained for
many years an impassable barrier for 19th-century car-
avans, who therefore preferred to use more southern
routes across what is now Tanzania. Only in the 1890s
was a new commercial route established between
Mombasa and Uganda, following closely the con-
struction of the railway linking the coast to Uganda
between 1897 and 1902. Unlike Uganda, where the
kingdom of Buganda provided the colonial adminis-
tration with a ready-made infrastucture, no Kenyan
group stood out in terms of its ability to dominate, or
even influence, the entire country.

The British colonial administration generally
employed a system of indirect rule (which trans-
formed into local government during the 1940s),
seeking its base among precolonial political authori-
ties. In Kenya, such authorities simply did not exist in
most of the country (Bourmaud, 1988, p. 7–31). Colo-
nial chiefs were created within the groups to be 
governed, but their efficiency was questioned because
they lacked legitimacy.

2. Controlling the African Labor 
Force and Creating a Special 

Territorial Framework

After pacifying “rebel populations,” such as the
Nandi, the colonial government’s first priority was to
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1 During this period occurred a smallpox epidemic in 1892 
and cattle plague in 1890–1891 and 1898. Harvests were destroyed
by locusts in 1894 and 1899 and the drought of 1900–1901. In addi-
tion, intense warfare between different Maasai groups and their
neighbors was observed (Lonsdale, 1992, p. 17; Muchoki, 1998, p.
79–82).



revive agricultural production; however, the colonial
administrators were so deeply dissatisfied with the
attitude of the African peasants and the local leaders
they had selected that they excluded the African 
population from export production. With policies
encouraging foreign settlers, the country’s second
administrator, Sir Charles Elliot, succeeded in attract-
ing land-hungry Finns and Boers, as well as those 
from the Punjab (Lonsdale, 1992, p. 34). In this way, an
alternative population base emerged in the colony at
the very moment that African population numbers
were particularly weak; these settlers occupied inter-
stitial areas traditionally separating the African popu-
lations, thus serving as buffer zones by filling the
territorial gaps between the African ethnic groups
(Lonsdale, 1992, p. 34–36). The new colony’s economic
basis rested on the export of agricultural products
from its large plantations, with wheat dominating ini-
tially. But, like the country’s general administration,
these estates operated through the existing African
male labor force, for both agricultural work and road
building.

Thus emerged very rapidly a dual system, based on
a physical and racial separation between micro- and
macro-exploitations, with Africans restricted to sub-
sistence agriculture while the foreign settlers took
charge of cash crop cultivation and exports. Pastoral
groups were the main victims of this system in which
they had no legitimacy. In practice, the administration
was built on a segregationist model: racial segregation
(social and spatial) between Africans, Indians, and
Europeans, as well as separation of the various African
ethnic groups within the reserves. Already, European
settlement in the margins of land between the African
groups led in that direction but, beyond this, the per-
manent goal of all successive administrators was to
govern territories with homogeneous populations.
Internal boundaries were therefore drawn up. This
ethno-territorial definition of populations went 
hand in hand with the identification of individuals
with a single ethnic group and a single location. 
Consequently, place of birth grew to have an unparal-
leled importance for African populations (Peatrik,
1998, p. 66).

The Maasai’s displacement southward from the
northern section of the Maasai Reserve was the first
element of population policy to have a direct impact
on the African population in Kenya. The first waves of
this transfer and relocation were organized between
1905 and 1911, although the relocation process of the
Maasai sections, Uasin Gishu and Moitanik, extended
over a period of more than 40 years. In reality, indi-
viduals from very diverse origins found themselves
within these relocated populations, forced to migrate

by the government or having chosen to do so for a
variety of reasons. The officials responsible for organ-
izing this population movement described the mix of
origins in, for example, the 1929 Annual Report 
produced by the District Commissioner of Narok
(DC/NRK/1/1/2, 1929): “They came from Timboroa
and are in fact the sweepings of many tribes who were
squatting on farms near Eldoret. A large number of
them are cave-dwellers from Mt. Elgon. Some cannot
even speak Maasai.”

The transfers of population continued despite com-
plaints from the Trans Mara administration. Moreover,
the migrants’ mixed origins, coupled with the fact that
most had already worked on European farms, meant
that the so-called Maasai cooperated better with the
local administration than the others. They were willing
to return to work on European farms, and most 
spoke ki-Swahili, which facilitated communication
(DC/NRK/1/1/2, 1926).

At the start, land pressure in the African reserves
was not enough in itself to incite men to look for paid
work, and the colonists were hard put to find farm
laborers. A taxation system was put in place, therefore,
to refill the coffers (emptied by the construction of the
railway line to Uganda) and encourage the departure
of men toward the large white plantations in search of
wages.

After World War I, in 1920, a system of permits, or
identity cards—kipande—was instituted to control the
employment of native workers on European farms.
Only workers were allowed to live on these estates. In
Nairobi, where segregation was strong, Africans were
not allowed to stay more than 24 hours (Médard, in
press). Kipande was also necessary to go from one
African reserve to another, and forced relocations were 
frequent.

The colonial government increasingly used the
kipande system with the express aim of restricting inter-
nal migration in the country which, according to the
archives, appears to have been a major preoccupation.
Necessary for employment outside African reserves
and, in theory, indispensable for crossing any admin-
istrative boundary, kipande was compulsory for all men
over the age of 16. In practice, however, the system
encountered some problems: not all men were regis-
tered, and some were registered several times so as to
conceal their true identity (Kuczynski, 1949, p. 139).
What could theoretically have been a very precise
source for population estimation suffered from addi-
tional problems, arising principally from the fact that
the registered population was significantly higher than
the adult male population possessing a kipande,
because deaths and emigration were not systemati-
cally reported; in addition, the population was not 
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registered at all in certain parts of the country
(Kuczynski, 1949, p. 140–141).

In practice, although the kipande system did not
always provide correct population estimates, it
nonetheless permitted a real control of migration, in
particular toward European farms. This control was
also established at the boundaries of African reserves,
and transfers from one reserve back to another were 
frequent.

To solve the problem of rapidly increasing popula-
tion densities, mainly in the Kikuyu reserve, a system
of squatting that had been practiced for many years
was legalized: in exchange for 180 days of labor in a
year, a man could settle with his family on a large
estate and cultivate a small piece of land for his 
own subsistence (kaffir farming). This preserved the
dual agricultural system (large plantations vs. small
farming), the aim of the Kenya Land Commission
(Ghai and McAuslan, 1970).

3. The Government’s Ignorance of, 
and Indifference toward, the 

African Population

Paradoxically, the African population itself received
very little attention during this period, as illustrated
by the fact that the first censuses apply only to the
country’s non-African minority (four censuses were
taken in Kenya between 1911 and 1931). The possibil-
ity of a complete population census had been envis-
aged as early as 1925 (Kuczynski, 1949, p. 130–132), but
the idea was discarded several times for fear of achiev-
ing even less satisfactory results than those obtained
by the local administration. In 1931, however, one
section of the indigenous population was included:
residents in the municipalities of Nairobi and
Mombasa, plus some living on the European planta-
tions, although they comprised only 2% or 3% of the
total African population. The pessimistic view of the
probable outcome of such an operation in the African
reserves was linked to fears that the census would be
badly received by the population as a whole and that
its harmful effects would outweigh any benefits to the
government. There were certainly many who deplored
the absence of reliable data on births and deaths in the
African reserves; chiefly, however, a census would
have made it possible to improve taxation among the
African population and gain insight into the impact of
illegal migrations, such as the overflow from densely
populated reserves into less populated ones (Kuczyn-
ski, 1949, p. 130; Kuczynski quotes McLellan Wilson on
the Kikuyu settled in a Maasai reserve near Narok).
The tax system, based on a hut count in the reserves,

was hampered by the extensive demolition of homes
that preceded the count. Yet even this prospect, com-
pletely in line with government actions, was not
enough to launch an operation whose successful
outcome appeared difficult to achieve.

Locally, however, population growth was raising
questions for colonial administrators to deal with,
quite outside the national policy sphere. Among the
Meru, for instance, no territorial expansion was possi-
ble (bordered on all sides by enemy groups or by
Mount Kenya’s infertile lands). The very strict tradi-
tional social system acted as a powerful restraint on
fertility, through late initiation and marriage, a prohi-
bition on reproduction outside marriage, and a 
prolonged period of abstinence (2 years) after each
birth. The frequency of abortions, the ensuing mater-
nal mortality, and the low level of Meru fertility
worried successive administrators; their efforts to
extend the reproduction period by reducing the age at
initiation, on the one hand, and to limit maternal
deaths following abortions, on the other, brought
about a marked social evolution (Beck, 1970, p.
143–144; Peatrik, 2002).

In contrast, among the sedentary populations in
most other Kenyan regions (e.g., in Kisii), it was rapid
population growth that alarmed administrators
although they were concerned more with controlling
the population’s territorial expansion than with limit-
ing its growth.

Although interest in population growth was
restricted to the local context, the need for medical 
personnel and educated chiefs became increasingly
obvious, and led to the creation of schools and public
health services. In the early years, health and educa-
tion remained the prerogative of missionaries, while
the colonial government dealt exclusively with the
immigrant population.

The colonial ideology reinforced social differences
between ethnic groups (Eshiwani, 1990, p. 1–2). Public
schools were gradually established, however, if only to
provide an educated workforce for local administra-
tion. The situation within the health sector can be
described in similar terms. At the start of the 20th
century, western medicine was practiced only by Euro-
peans for Europeans. In rural areas, medicine was left
in the hands of the missionaries (Iliffe, 2002, p. 39). Ann
Beck (1970, p. 145–146) showed that the colonial gov-
ernment was ready to join the struggle against the high
level of African mortality, but only up to a certain
point, for fear of the ensuing increase in population. It
was World War I that alerted the colonial authorities
to the poor standards of health in the African reserves.
The government, therefore, decided to subsidize
certain mission hospitals and then established a small
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number of its own health facilities (Iliffe, 2002, p.
39–40).

The example of the colonial authority’s attitude
toward the Maasai is striking. Assuming that venereal
diseases, such as syphilis, were rife, colonial adminis-
trators feared the extinction of the Maasai; yet nothing
was done to improve the situation, attributed to cul-
tural norms strongly condemned by officials (Coast,
2000, p. 192). A single government intervention is
worthy of note: in 1939, treatment was offered at a
price, in the sole hope that the Maasai would sell cattle
in order to obtain it, thereby stocking the Nairobi
market (White, 1990, also quoted by Ernestina Coast,
2000). This can hardly be described as a public health
policy, however.

At that time, the extension of health care to the
African population was hampered by a lack of per-
sonnel. No medical training was available locally until
1929 (Iliffe, 2002, p. 44). In practice, a sick African
seeking treatment had three options: to fall back on tra-
ditional medicine, to visit a mission hospital (which
might not be possible because of the distances
involved), or to find a small private clinic, generally
run by former mission hospital employees (even a
former sweeper, at times) (Peatrik, 1998, p. 72–73; Iliffe,
2002, p. 41–42). At that time, most Europeans preferred
to employ uneducated Africans, fearing confidence
and arrogance among those who were the first to be
educated.

This half-century of colonial rule was characterized
by significant economic development in the country,
through land alienation, taxation, and paid agricul-
tural labor. Largely in the hands of the colonizers, this
economy allowed Kenya to enter the international
market. During this period, however, the colonial gov-
ernment had failed to take account of the demographic
factor, whose power became apparent from the 1950s.

II. TRANSITION AND INDEPENDENCE

On the eve of independence the situation began to
evolve. On one hand, the state’s control of population
movements weakened and, on the other, the 
African population started to gain the upper hand,
politically and socially. The first family planning
clinics emerged, African education developed, and the
infrastructure and policies for a public health system
were set up.

1. The Decline of Colonial State Control

Little by little, the population’s spatial distribution
evaded state control. Arising out of the growing pres-

sure on land in Kikuyu country, the Mau Mau move-
ment (1952–1954) overturned the colonial land order
and paved the way to independence. Until the 1930s,
the settlement of squatters and their families on large
plantations matched the European colonizers’ high
demand for labor. As mechanization progressed,
however, it was no longer possible to justify the pres-
ence of so many dependents, particularly as the squat-
ters’ strong demographic regime tended to reinforce
their numbers on these estates (Buijtenhuijs, 1998). The
colonial government had no hesitation in forcefully
repatriating unwanted squatters into the Kikuyu
reserve, a place completely unknown to some
(Médard, 1999, p. 353). Migration to cities, especially
the capital, increased and the population of shanty-
towns, which had already existed illegally for several
decades (Rodriguez-Torrès, 1995), grew sharply from
the 1940s onwards. A massive urbanization emerged.
As the government no longer had the authority to
tackle these issues directly, indirect attempts were
made to limit them. Fear of a new rebellion redirected
the government’s policy interests toward the African
reserves. The need to make reserve lands support
growing numbers of people led to a policy of agricul-
tural development involving the individualization of
land tenure, sanctioned by the registration of small
farms (called the Swynnerton Plan, 1954) (Médard,
1999, p. 310–311). Cash crops were gradually intro-
duced, 30 years later than on European farms, but
always on a small scale so as to limit competition
between African reserves and European states. Restric-
tions on the number of trees or the size of holdings
depended on the place and the era (see, e.g., Barnes,
1976, p. 124). In the political arena, the period preced-
ing independence was one of debate on the national
representativeness of a president. Above and beyond
the choice of an individual, questions arose about how
the country should be administered. Access to
resources was at stake, particularly to former Euro-
pean holdings that were in the process of being sold
off to Africans. Most of these lands were situated in the
Rift Valley province, and Kalenjin groups were making
claims to them in the name of reinvented historical
rights (Médard, 1999, p. 353). Ancient Kikuyu rights to
these lands were equally well established, however;
Kikuyu settlement in the area had been consolidated
by the kaffir farming system in place during a large
part of the colonial era.

The first Kenyan political parties were formed along
ethnic lines, founded essentially on the cleavage
between minority and majority groups. KANU, the
alliance party between Kikuyu and Luo, the two
largest ethnic groups in Kenya, stood in opposition to
KADU, a coalition of parties representing the smaller
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ethnic groups in the population, principally Kalenjin,
Luhya, Maasai, and Mijikenda populations. 
KADU advocated a federal constitution granting the
administration of land to the regions (the Majimbo
constitution, which means “regions” in Kiswahili)
(Médard, 1999, p. 88–89), and the massive decentral-
ization it wished for received the backing of the Euro-
peans, Indians, and the British government, who
feared that the birth of a centralized independent state
might be contrary to their interests (Bourmaud, 1988,
p. 81–82).

From 1959 onward, the population of European
origin became gradually less involved in the country
(Leys, 1975, p. 55). The policy of redistribution of their
lands was long debated: should large plantations be
preserved at the expense of small ones? Should 
the estates be split up or, on the contrary, should the 
dual agrarian economy put in place at the start of 
the colonial period be preserved? (This agrarian debate
has been much argued by agricultural development
specialists, economists, and political scientists; see,
e.g., Orvis, 1993.) The government attempted to ensure
the continuity of the two-tier agricultural system,
hoping that Africans would take over the large 
European farms. But European departures from the
country were hasty at times, necessitating a speedy
reorganization of their farms. Faced with a lack of
potential African buyers, some states, especially those
close to a reserve, were divided up, constituting the
first land settlement schemes from 1961 onward. This
operation, which later proved to be a financial failure,
allowed a small fraction of squatters to legalize 
their situation and some of the better-off reserve 
inhabitants to flee the pressure on land by settling on
European properties. The underlying idea was to 
meet the demands of landless peasants while at the
same time providing land to curb the process of 
urbanization.

In May 1963, the KANU party won the elections
and, from 1964 onward, the centralization of Jomo
Kenyatta’s regime put an end to the devolution of any
significant powers to the regions. Little by little, KADU
party members associated themselves with the party
in power.

Transfer of former European farms continued up to
the 1970s. Under Kenyatta, “land companies” were
created. These associations acquired land in their own
name and then redistributed it among their members.
The majority were failures, however. In practice, social
networks determined how land was distributed, and
people were not equal in this regard. Thus, some pow-
erful men benefited more than the others, and this
system facilitated Kikuyu migration within a strictly
legal framework (Médard, 1999, p. 355).

Some regions retained special status at independ-
ence, however, with the aim of protecting their popu-
lation’s access to resources: one example is Trans Mara
district, which remained a “closed district” until 1967
(Matampash, 1993), open only to individuals possess-
ing a kipande until 1972, and where strangers to the
region were forbidden to buy land.

Outside these protected districts, the transition
period and first decades of independence are charac-
terized by successive waves of settlement on land
alienated for European settlers at the start of British
colonization, almost all of them situated in Rift Valley
province.

2. Early Public Policies for the 
African Family

From the point of view of African families, west-
ernization was gaining momentum. In 1949–1950, 26%
of Kenyan children of primary school age were edu-
cated (compared with 6% in French-speaking West
Africa) (Iliffe, 1995, p. 222). The urban employment
market was developing, fed by a migration that was
henceforth tolerated.

Population flows toward the city exacerbated urban
economic and social problems. Extremely high popu-
lation densities in the Kikuyu reserve and the pressing
need for land in the rest of the country presaged an
even stronger growth in internal migration. Rather
than focusing exclusively on resources, as it had earlier
on, the government also turned its attention to the
country’s African populations. Knowing these popu-
lations better seemed to be the key to improved 
planning.

At the end of World War II, however, nobody could
provide an estimate of the African reserves population
or even sketch demographic characteristics. Only in
1945 did the government start preparations for the first
general census (Kuczinski, 1949), finally carried out in
Kenya and its two neighboring countries, Tanzania
and Uganda, in 1948. Fears about difficulties with data
collection were justified, and these first national 
censuses are of low quality. The population count, 
especially of young children, is underestimated
(Thomas, 1998). These problems are relative, however,
and, compared with earlier estimates based on hut
counts, the 1948 census results are appreciable. More-
over, this first attempt served as a basis for subsequent
censuses, which could only improve on it. The whole
operation was therefore hailed as a great success
(Martin, 1949).

Probably because the population had been signifi-
cantly underestimated until then, the 1948 census
figures were alarming. In 1952, the first family plan-
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ning associations were created in Nairobi and
Mombasa. These associations provided the public with
the whole gamut of services, from information to the
distribution of contraceptives (Uche, 1974, p. 9). They
amalgamated in 1961 to form the Family Planning
Association of Kenya, the first such association in 
tropical Africa to be affiliated with the International
Planned Parenthood Federation in 1962.

Despite creating a national program much early on,
Kenya reached a natural growth rate of over 4% by the
end of the 1970s, with a total fertility rate of over 8 
children per woman.

In 1966, Kenya became one of the first African coun-
tries to profess an official view on this subject (Uche,
1974; Chesnais, 1979, p. 207; Greeley, 1988, p. 212–213;
Locoh and Makdessi, 1996, p. 12). As early as 1967, a
national program was created, in association with the
already existing program for maternal and infant
health improvement. Its main aim was to establish a
network of clinics and health centers to deal with
maternity and birth control (Uche, 1974). The program
achieved its objective, but had no immediate effect on
fertility; quite the opposite, in fact, as fertility levels
rose between 1969 and 1979. It was not until the 1980s,
15 years later, that government family planning poli-
cies began to have an impact. The government’s
emphasis on family planning services and its lack of
attention to the population’s indifference to these serv-
ices explain the program’s lack of success. Nothing
had been done to promote a reduction in the demand
for children (Frank and McNicoll, 1987, p. 222). At that
time, the program was entirely responsible to the Min-
istry of Health, whose focus was maternal and infant
health (Kelley and Nobbe, 1990, p. 41).

In parallel to government policies, the more tar-
geted efforts of several nongovernmental agencies
(NGOs) (Family Planning Association of Kenya,
Family Planning Private Sector, and the National
Council of Churches of Kenya, in particular) should be
mentioned. Until the 1980s, access to this type of
service depended entirely on these organizations.

This period of political transition was also a period
of transition in population policy. More and more, the
Kenyan population was becoming the object of analy-
sis and measurement, though these studies remained
disconnected from the population’s real needs. Pre-
sented at the macro-demographic level, the family
planning program appeared to serve the interests of
the State more than those of families. Population
growth reduction was still viewed from the macro-
economic perspective. Economically speaking, the
transition to independence was one of continuity, with
the unequal redistribution of alienated lands perpetu-
ating the dual colonial system.

III. A DIFFICULT END TO 
THE CENTURY

The year 1984 marked a turning point in Kenya’s
history. Several events made it an exceptional year. A
failed coup confirmed the authority of Daniel arap
Moi, in power since 1979, and his ideas increasingly
shaped national policy. It was also the year of the great
East African drought, which had direct repercussions
on the Kenyan economy. In addition, the first cases of
AIDS and a new strand of malaria, resistant to quinine,
appeared toward the end of the 1980s and grew more
and more devastating each year. Finally, with the
country’s record population growth sounding the
alarm bells at the international level, a more assertive
approach was taken to policies for fertility control: a
national survey was conducted that year, and the gov-
ernment took a stronger line on this issue and invested
more in it. For instance, the population action program
was partly decentralized, with the creation of the 
District Population Program.

During the 1980s and 1990s, the Kenyan popula-
tion’s economic and demographic situation evolved
rapidly: mortality increased, sending life expectancy at
birth back to 45 years; fertility plunged by around 50%
in the country as a whole; primary education became
quasi-universal; interethnic tensions, already percepti-
ble at independence, came to the forefront of the
national political scene; forced migrations and refugee
waves became recurrent.

1. Public Health Unable to Keep up 
with Demand

At the end of the 1970s, Kenya possessed an
extraordinary public health system for an African
country. The system had not managed to keep pace
with population growth, however. Even though repro-
ductive health care generally continued to improve
through projects developed specifically in this domain
by both the government and NGOs, the rapid emer-
gence of new diseases—AIDS evidently, but also
malaria, resistant to chloroquine by the end of the
1980s—seriously undermined the health system. The
vaccination rate, which had reached 80% of children in
1993, for example, had dropped to 65% by 1999.

From Policy to Practice: The Case of the AIDS
Epidemic in Kenya

AIDS did not receive the attention it deserved in
Kenya for a long period, which explains why the
illness spread so widely during the late 1980s and early
1990s. At this time, AIDS was viewed as an “unclean”
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disease, affecting unclean people who used unclean
needles or indulged in unclean sexual practices. The
conservative nature of Kenyan society, coupled with
the fact that men controlled the sexual sphere, tended
to stifle the question of AIDS. Screening was uncom-
mon; often unavailable, it was in any case too expen-
sive for most of the population and, as a result, HIV
carriers remained unaware of it. Publicity about birth
control methods was nonexistent, and the young,
potentially the most receptive group to safer sex prac-
tices, were totally ignored by policymakers. The rate
of condom use even decreased between 1984 and 1989
(Kelley and Nobbe, 1990, p. 48). During the same
period, Kenya’s economic recession contributed to the
development of the prostitution market. In the 1990s,
AIDS was above all a concern for the health authori-
ties. Yet, according to John Iliffe, a study conducted in
the mid-1990s shows that 30% of AIDS victims died
without ever having benefited from the health system
(Iliffe, 2002, p. 235). Gradually, however, a large part of
the population became actively involved in the strug-
gle against the pandemic. Politicians, religious leaders,
and the media started to condemn various cultural
practices that could contribute to the spread of AIDS
(such as the sexual purification of widows, circumci-
sion using the same knife, etc.) and called for them to
be abandoned to reduce the risk of transmission. At
this time, despite a high level of awareness of the
disease, most policymakers within the government
and other sectors chose not to define policies to help
control the spread of the disease and moderate its
effect on society and the economy. Only at the end of
the 1990s did the government realize that the AIDS
epidemic could be detrimental to development proj-
ects and, from then on, every possible effort was made
to fight the disease.

AIDS continues to be a powerful threat in people’s
lives. It is no longer perceived today uniquely as a
question of public health, but also as a problem for
development; a whole chapter in the current national
development plan is devoted to HIV and the impact of
AIDS on social well-being and economic growth. In a
country where AIDS was scarcely mentioned in public
discourse only a few years ago, it is now commonplace
to hear politicians refer to the disease’s socioeconomic
consequences, citing examples from the regions they
represent. The Kenyan government, aided by NGOs,
missions, and private institutions, continues to extend
its activities in the realm of prevention and to improve
treatment of sexually transmitted diseases and health
care. The AIDS epidemic’s negative effect on Kenya’s
economic and social development has provided an
added incentive for the government and its partners to

become actively involved in promoting awareness of
the problem, and increased the need for strong, well-
coordinated policies. Such measures were essential to
prevent additional disastrous socioeconomic conse-
quences of the epidemic, and to limit those that had
already started. Toward 1997, strategic and collabora-
tive policy development, coupled with concerted
efforts made to reinforce NGO influence over national
policy in the HIV/AIDS battle, started to show tangi-
ble results in Kenya. The government, with aid from a
broad spectrum of disciplines—technical, legal, and
ethical—prepared a national policy for the fight
against AIDS, which led to significant improvements
in Kenya, better mechanisms for reinforcing HIV pre-
vention and care, as well as specific changes in official
policies.

Moreover, in response to its increasingly profound
effect on society, the Kenyan government integrated
priorities and strategies for the fight against the 
epidemic and its catastrophic consequences. Official
strategies were of two types: (1) to prevent to spread
of HIV and (2) to reduce the disease’s impact on
society. Working through the existing network,
improvements in HIV prevention and treatment grad-
ually started to appear. Recently (October, 2002) the
Kenya National HIV/AIDS Strategic Plan, developed by
the National AIDS and STD Control and Prevention
Program (NASCOP), was elaborated, covering differ-
ent aspects of AIDS. Among other things, it provides
national guidelines for home care services and patient
counseling. Private companies and NGOs adopted
policies, or made plans to do so, aiming to curb the
spread of the disease among their workers, and certain
religious groups made a public commitment to
provide support for their adherents with regard to
prevention. Some gaps and ambiguities of the Kenyan
law were also a focus, such as women’s inheritance
rights, HIV screening, confidentiality, rape and sexual
abuse, and so on. Legislation was debated in parlia-
ment to arrive at new policies for HIV/AIDS preven-
tion, disease tracking, treatment, and counseling.

The newly elected government has intensified its
efforts to reduce the spread of the AIDS epidemic. The
latest actions have been the institution of the Cabinet
Committee on HIV/AIDS, with the President of the
Republic as president, and the creation of the AIDS Ini-
tiatives by the President’s wife, an association offering
assistance to AIDS orphans and disadvantaged young
people. Advocacy networks, NGO coalitions, and reli-
gious groups have been created or have also intensi-
fied their efforts: promoting awareness, integrating
HIV prevention, establishing Voluntary Counseling
and Testing Centers (VCTs) throughout the country,
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taking charge of counseling and sexually transmitted
disease management in both the public and private
sector. Private sector employers are also developing
on-site programs that include discussions with their
department directors on the policies and projects to
adopt in the fight against AIDS, and peer-group coun-
seling. In 2001, the statistics indicated that the national
HIV prevalence rate had fallen to 10.2%, and by 2003,
the prevalence had fallen to 7%.

2. Growing Emphasis on 
Population Policy 

Pressure from financial backers prompted the
Kenyan government to modify its population policy.
In so doing, the government, other policy decision
makers and planners proved that they were well aware
of the importance of population policies, designed to
alleviate the weight of demographic growth, for the
country’s economic and social development. The cre-
ation of this new population policy went hand in hand
with a considerable drop in fertility. On the national
scene, nonetheless, population growth remains a sen-
sitive and controversial topic.

a. The Decline in Fertility

Although the government had adopted a national
program of family planning as early as 1967, its Ses-
sional Paper No. 4, a guide spelling out the implemen-
tation of national population policy didn’t appear until
1984, 17 years later. Meetings were then organized
between policy decision makers, local consultants, and
university experts to ensure as comprehensive an
approach as possible during the preparation of policy
projects by sector. Debates taking place in population
conferences (e.g., the First African Population Confer-
ence in Accra, Ghana, in 1971 and the World Popula-
tion Plan of Action in Bucharest in 1974) had a strong
influence on this policy. The strategy document and
the national population policy, henceforth multisecto-
rial, were presented to the public during a national
conference and revised in the light of criticisms before
being definitively adopted as law. It should be noted
that, at that time, Kenya was still relatively advanced
compared with other African countries; it was not until
the 1984 Arusha conference that African political rep-
resentatives as a whole accepted the validity of family
planning for the first time.

In publishing this sessional paper, the government
finally recognized that the country’s population con-
stituted its most precious resource, acknowledging

that the population factor—centered on the assump-
tion that fertility decline was largely dependent on
social and economic development and that family
planning programs could not succeed unless a certain
development threshold was reached—could not be
isolated from its socioeconomic context and that
purely demographic interventions should be avoided;
it also suggested a much improved population
program.

Implementing these policies brought substantial
results, especially with regard to campaigns encour-
aging Kenyans to adopt a small family size as the
norm. Quite remarkably, the population’s annual
growth rate dropped from 3.8% in 1979, to 3.3% in
1989, and to 2.8% in 1999. The decline in fertility was
as late as it was radical, perhaps precisely because fer-
tility levels started from so high. Estimated to have
reached 8 children per woman at the end of the 70s,
the total fertility rate fell below 4.7 children per woman
according to the Kenya Demographic and Health
Survey (KDHS) of 1998, a drop as unforeseen by inter-
national organizations as had been its rise during the
1960s and 1970s.

This decline in fertility can be associated with the
increase in contraceptive use throughout the country.
The Contraceptive Prevalence Survey (1984) and
Demographic and Health Surveys (1989, 1993, and
1998) carried out in Kenya showed an increasing use
of birth control. The proportion of women aware of at
least of one method of birth control increased from
81% to 97% between 1984 and 1998. The rate of con-
traceptive use among women in a couple, all methods
combined, rose from 7% in 1978 to nearly 40% in 1998.
Also among women in a couple, ideal family size has
oscillated around four children since 1989 (Table
115–1).

Numerous studies have examined the factors
responsible for the Kenyan fertility decline (Van de
Walle and Foster, 1990; Kizito et al., 1991; Robinson,
1992; Caldwell et al., 1992; Brass and Jolly, 1993; Egerö
and Mburugu, 1994). The debate continues, however:
what prompted this speedy decline—the politico-
economic-health crisis or public policies? At the macro
level, Patrice Vimard (1996) makes the association
between the Kenyan fertility decline and the transition
from a period of economic growth to one of stagnation.
Progress during the period of growth (in terms of edu-
cation and access to information and birth control)
makes it possible for value systems to evolve during a
period of economic stress. In Kenya, the decline in fer-
tility can be linked in particular to the increasing
scarcity of land—the primary resource in a predomi-
nantly rural population (Caldwell et al., 1992).
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Despite the government’s efforts to set up a suitable
political environment, rapid population growth in the
1970s and 1980s hindered economic growth and led 
to an unprecedented level of population pressure on
agricultural land that reduced the advantage of large
family size. Higher rates of female literacy engendered
new attitudes, especially with regard to family size.
Increasingly, parents sought a better education for
their children, despite rising school fees. These trends
stimulated a demand for family planning. The gov-
ernment became highly involved in this issue and
committed itself to providing accessible and diverse
methods of birth control, a crucial factor in the success
of any population program. As a consequence, use of
these services increased and fertility rates dropped
substantially. More than three-quarters of the popula-
tion have access to health services, and more than three
quarters of men and women aged 15 and over can
read.

Factors that have had a positive influence on the
policies of the last decade include the political involve-
ment of the government, decision–makers, and 
higher-level partners; the increasing availability of
well-trained personnel; and the inclusion of popula-
tion issues in programs relating to development, the
environment, the economy, and society. The whole
structure being developed also encouraged these poli-
cies: legal reforms setting the possibilities and limits of
success of national policy, national seminars on popu-
lation and development, recommendations based on
population and development research conducted by
the international community, and the creation of per-
tinent guides and manuals for efficient policies.

Despite the successes achieved so far, however,
there are areas in which progress is still possible. For
instance, family planning needs in Kenya are not 
completely satisfied and birthrates will certainly go on
decreasing as those needs are met. According to the
Economic Survey (MPND, 2003), lack of resources is a
key constraint on the national action program, with the
government having nowhere near the funds necessary
to implement it. The root of the problem lies in the

withdrawal, by international monetary agencies, of
part of their funding in the 1990s because Kenya failed
to fulfill the necessary conditions—zero tolerance
toward corruption, in particular.

Some questions remain particularly tricky, such as
young people’s access to information and services con-
cerning sexual and reproductive health, still a contro-
versial issue. Religious and secular groups have failed
to reach a consensus on school syllabus content and on
condom use, with some believing in the importance of
talking to sexually active adolescents about condoms
and sexual fidelity, and others insisting that only the
value of abstinence should be taught. The Catholic
Church, opposed to all initiatives that promote condom
use, has a strong influence on Kenyan media and
public opinion in general (see Ajayi and Kekovole,
1998). Thus, Kenyan religious authorities even exag-
gerate positions taken by the Vatican; certain eminent
members of the religious hierarchy, from simple priests
to the archbishop of Nairobi, regularly express their
views in public against condom use, going so far as to
deny their efficiency, and even invert the relationship
between the diffusion of condoms and HIV. Campaigns
organized by the government and NGOs to educate the
general public are followed by campaigns of disinfor-
mation organized by religious leaders. According to
Steve Bradshaw, reporter for the BBC,

In Kenya—where an estimated 20% of people have the HIV
virus—the church condemns condoms for promoting promis-
cuity and repeats the claim about permeability. The arch-
bishop of Nairobi, Raphael Ndingi Nzeki, said: “AIDS [. . .]
has grown so fast because of the availability of condoms.” 
[. . .] In Lwak, near Lake Victoria, the director of an AIDS
testing center says he cannot distribute condoms because of
church opposition. Gordon Wambi told the program: “Some
priests have even been saying that condoms are laced with
HIV/AIDS.”

The criminal polemics initiated by some Catholic
groups have spread to other religious groups since the
mid-1990s. Muslims and Adventists have rallied to 
the fight against condom use, so much so that a vast
number of Kenyans share these views, as numerous
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TABLE 115–1 Fertility Decline in Kenya

KFS KCPS KDHS-I KDHS-II KDHS-III KDHS-IV
1979 1984 1989 1993 1998 2003

Estimated population 15.3m — 21.4m 25m 28m 32m
TFR 7.9 — 6.7 5.4 4.7 5.0
Knowledge of contraceptive method — 81% — — 97% 97%
Prevalence of contraceptive use 7% 17% 27% 33% 39% 39%

TFR = total fertility rate.



references in the national press testify, and this despite
the high incidence of HIV in the country. As a result,
the whole debate on sexual education in schools is far
from being resolved.

Fortunately for the national action program and for
the Kenyan population in general, the Church does not
control the funds used to fight AIDS or teen pregnan-
cies. Most Kenyan population programs are financed
by foreign funding agencies, which made it possible to
maintain existing activities and create new ones in the
area of reproductive health and in the fight against
HIV/AIDS throughout the 1990s, despite pressure
from the religious lobby.

Donors have the right to decide how their money
will be spent, however, and as a result, many programs
are centered on objectives chosen by the funding agen-
cies, regardless of the population’s real needs and cul-
tural norms. For instance, the American government
has offered vast sums of money for family planning
programs, on condition that they promote abstinence
rather than condom use in the fight against HIV/AIDS
and teen pregnancy, joining ranks with the most
extremist religious movements. Rechanneling the
funds in this way meant that the supply of contracep-
tives (condoms included) to many NGOs was halted.
Marie Stopes International, for example, closed its
reproductive health clinic in Nyanza province, the
province with the highest incidence of HIV in Kenya,
and many other health services were reduced in scale.
Such demands and restrictions from funding agencies
can have an influence on national population policy,
and many countries could be forced to set up ineffi-
cient programs that may even put the lives of women,
children, and whole families in jeopardy. According 
to Amy Coen (2003), president of Population Action
International,

The Global Gag Rule is yet another example of how the Bush
Administration is allowing political ideology to trump
science. The policy shows no respect for scientific evidence
and proven public health practices, and no compassion for
the millions of women around the world engaged in a daily
struggle for existence. Under this policy, foreign NGOs are
forced to choose between desperately needed family plan-
ning funds and the ability to provide medically ethical infor-
mation or participate in public debates over their countries’
abortion policies.

b. The Political Face of Demographic Growth

The issue of population policy needs to be viewed
within the context of national construction and budget
distribution. In Africa, numbers are often perceived
both as a means to power and as its justification. In
Nigeria, budgets are allocated according to the size of
the population administered in a given region, and this

led to an escalating problem of population overestima-
tion until the 1981 census (Omoluabi and Lévy, 1992).

The dichotomy between minority and majority
ethnic groups is Kenya’s main source of antagonism.
During the period of consolidation in power of Daniel
arap Moi, independent Kenya’s second president
(1984–2002), this rivalry heightened. Although the
regional majimbo ideology, spearheaded by Moi in 
the early 1960s while a member of KADU, advocates
the rights of minority groups with respect to majority
ones, the predominance of the latter nonetheless
remained an obstacle to his authority. So Moi played 
a double game: on one hand, he defined himself 
as a minority group member while, on the other, he
sought to compete with majority groups on their own
ground, namely numbers. He made use of a variety 
of methods to ensure the numerical strength of the
Kamatusa groups (Kalenjin, Maasai, Turkana, and
Samburu), his main electoral basis.

First, he juggled ethnic categories to strengthen his
position. From 1979 onward, the category “kalenjin”
was created and used officially in population censuses
to merge seven ethnic subgroups with related lan-
guages: the Kipsigis, Nandi, Keiyo, Marakwet, Tugen,
Sabaot, and Pokot groups, of which five were already
the product of a regrouping of distinct communities.
This made it possible to raise the rank, numerically
speaking, of one of the Kamatusa components to fifth
place among Kenyan ethnic groups. Finally, the very
emergence and use of the term Kamatusa made it 
possible to swell numbers even more.

Second, the 1989 census was manipulated in such a
way as to raise the Kalenjin group from fifth to fourth
rank in Kenya’s population composition. Not only was
data quality not up to the mark, but a new step had
also been taken: no longer a simple matter of juggling
categories, it had become a straightforward case of
data manipulation, poorly camouflaged in the pub-
lished document, whose aim was to consolidate the
Kalenjin position in the country as a whole and in the
Rift Valley province in particular. Recalculating census
figures shows that the Kalenjin’s rise in demographic
rank at the national scale is patently due to the addi-
tion of 20,000 Kalenjin in the Rift Valley province
(Golaz, 1997, p. 115, 120).

Third, although the official position fed to funding
agencies was one of fertility reduction throughout the
country, some Kamatusa groups were, on the contrary,
encouraged to maintain a high birthrate. In 1993 the
Minister of Public Works, Jonathan Ng’eno, advised
the Maasai and other minority ethnic groups to give
up family planning “since the last general elections
showed that we cannot command if we don’t have the
numbers” (DN, 01/08/93). The following year, the
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Maasai political leader, Ntimama, asked the Maasai to
reject birth control (DN, 05/12/94). When influential
politicians offer a public invitation to certain ethnic
groups to put no limits on their fertility, such advice
can undoubtedly sway them; it can also trigger off a
chain reaction among other ethnic groups who were
not involved, regardless of current public policies. 
The same speech delivered to the Maasai was later
repeated to the Kuria, a Bantu-speaking ethnic group,
by their deputy, Shadrack Manga (DN, 23/06/97).

Even though practice does not necessarily corre-
spond with official discourse, this type of attitude
betrays a two-tier policy that can only be understood
within a framework much wider than that of the
simple diffusion of contraception.

3. Attempts at Spatial Redistribution 
of the Population 

Even after fertility has started to decline, however,
population structures evolve slowly and demographic
imbalance aggravates economic deterioration, as a
report from the International Labor Office had fore-
seen long ago (ILO, 1972). From the late 1980s, over-
crowding and the unequal distribution of land within
the population were used to justify disputes rooted in
much more complex issues. Thus, although not part 
of the government’s official policy, people close to the
President, eminent members of the government, min-
isters, deputies, and so on, were involved in the 1990s
conflicts that caused, in addition to thousands of
deaths, waves of internal refugees unprecedented in
Kenya.

Moi’s doctrine, “nyayo,” which means “in the foot-
steps” in ki-Swahili, implied political continuity
between Kenyatta’s government and his own; the
reality, however, corresponds to a highly distorted
sense of the expression: any continuity with Kenyatta’s
policy exists only insofar as it serves Moi’s community
and the Kalenjin group in general. Regionalism resur-
faced with his arrival in power, as did Kamatusa
leaders’ land claims to the whole Rift Valley province.
In the wake of the privatization of former European
lands, the Rift Valley has become the most mixed
province in Kenya; to adopt a majimbo system would
mean expelling millions of people from the Rift Valley
(HRW, 1993, p. 12–13). The “majimboism” of the 1990s
can be viewed as a warped version of the regionalism
that marked the beginning of the 1960s.

At the end of 1991, under pressure from the popu-
lation and international bodies, Moi legalized the mul-
tiparty system and thus consolidated his position at

the head of the Kenyan state (Grignon, 1993, p. 20). In
December 1992, thanks to the protectionist power
endowed on him by the State (i.e., purchasing of votes;
in the Mathare Valley shantytowns, many people
describe how the authorities tried to bribe them in the
months preceding the elections) (Rodriguez-Torres,
1995, p. 66), but mainly because of divisions in the
opposition, he was re-elected head of state. From 1991
to 1994, however, as economic growth hit its lowest
level since independence after yet another drought,
politicians close to power fueled conflicts between
communities of different ethnic origins in and around
the Rift Valley. Generally, these were Kalenjin and
Maasai attacks on the Luhya, Luo, Kikuyu, and other
groups settled in the region, in the hope of making
them flee, or retaliation by these groups (National
Assembly, 1992; HRW, 1993; Médard, 1996, 1999). This
attempted ethnic cleansing in the Rift Valley created
more than 300,000 refugees (NCCK, 1994, p. 9), not
including those who were able to return directly to
their family, and left at least 1,500 dead (Médard, 1999,
p. 193–194). In 1997, as the following elections
approached, hostilities flared up again in two stages.
First, on the coast, the town of Likoni was hit by a
wave of violence toward immigrants from the west
and center of the country, forcing hundreds of thou-
sands, mostly Luo and Luhya, to flee (Médard, 1999,
p. 242). This scandal, in one of the most popular tourist
resorts in Kenya, hit the country’s main source of
foreign currency hard. In the interior, on the other
hand, pre-electoral tensions and scheming by local
politicians rekindled old, unforgotten disputes, giving
rise to a wave of violence comparable to that of the first
half of the decade. Division in the opposition, partly
the result of these conflicts, were such that Moi won
the ballot once more.

In addition to Daniel arap Moi’s two successive 
re-elections in 1992 and 1997, the displacement of
Kikuyu, Luhya, Luo, and Gusii populations from
lands that had been settled by some for many decades,
and even many generations, meant that the govern-
ment could use access to this land to buy the support
of some Kamatusa communities from the Rift Valley
province (Médard, 1998).

These refugee migrations within Kenya went unno-
ticed at the international level, however, partly
because of the lack of publicity surrounding them.
When looking globally at refugee flows, Kenya unde-
niably appears as a host country rather than as a source
of refugees. Lacking any formal infrastructure, most
refugees from the 1990s conflicts, registered by the
National Council of Churches of Kenya, disappeared
somewhere between the cities, their region of resi-

360 Golaz and Njue



dence, or the region from which their family origi-
nated. This is not the case, however, for refugees from
the Horn of Africa who, since the early 1990s, have
found political asylum in Kenya where vast refugee
camps were set up under the aegis of the UNHCR
(United Nations High Commission for Refugees).
Since 1992, more than 100,000 international refugees
have been hosted in camps in the Dadaab region
(Garissa district) in northwestern Kenya (Cambrezy,
2001). Another refugee camp, Kakuma, in Turkana dis-
trict, also in northwestern Kenya, mostly shelters
Sudanese refugees. According to the UNHCR’s last
calculations, 128,700 Somalis are currently living in
Dadaab, and 67,300 Sudanese in Kakuma (UNHCR,
2003). Many other camps also operated in the 1990s,
but are now closed. It is impossible to estimate the
number of refugees living outside these organized
camps, but it certainly exceeds the 10,000 or so people
declared by the UNHCR for the city of Nairobi, for
instance.

What are the consequences of these many years of
economic degradation and political conflict on urban
growth? Urbanization in Kenya never reached the
alarmist levels predicted by urban planners in the
1970s. It is not possible to calculate the country’s rate
of urbanization from the most recent census of 1999. 
In addition to the classical problems of population
underestimation in the poorest urban areas, the cre-
ation of new, bizarrely defined municipalities2 in the
1990s prevents from any relevant interpretation of
aggregate urban figures. The fact that the rural-urban
dichotomy is undermined by the extremely high pop-
ulation density of some primarily agricultural parts of
the country (800 inhabitants per sq. km. in Vihiga dis-
trict, 700 in Gucha district) (Figure 115–2), makes it all
the more difficult to reach any conclusion on the issue.

Apart from the asylum given to international
refugees, mostly orchestrated by the UNHCR, Moi’s
regime ended in bloody internal conflicts. Globally, the
whole settlement of Rift Valley province was ques-
tioned and, locally, hundreds of thousands of people
were chased out. But no specific policy ever addressed
the question of the population’s spatial redistribution
in Kenya, and the time may have come to place access
to land among the priorities of Kenyan politics.

The procedure for formulating explicit population
policy is now familiar territory to the Kenyan players.
Still too often, however, creating efficient programs to
meet policy objectives remains problematic. Integrat-

ing population policy and action plans into govern-
ment priorities is not helped by the urgency of the
country’s politico-economic situation. Moreover, each
ministry is responsible for its own sphere of policy
implementation and at times it proves extremely diffi-
cult to maintain any coherence between them; this is
despite both the multi-sectorial approach, whose aim
is to harmonies the different facets of national policy,
often closely linked to one another, and the efforts of
National Council Program for Development (NCPD),
mandated to coordinate them, on the other.

The NCPD’s Unit of Population Planning, for
example, is attached to the Ministry of Planning and
National Development. It is the technical body respon-
sible for national population policy, in terms of both
the global coordination of policy formulation and its
application. The Ministry of Health, on the other hand,
is responsible for coordinating technical issues linked
to reproductive health (i.e., it coordinates projects,
evaluates results, and monitors spending at all levels
of the population program). Another case, more
serious still, the AIDS epidemic falls under the control
of the Office of the President, though many believe the
Health Ministry should be responsible; this creates
confusion and conflict, over funding in particular,
worsened still by the country’s growing interest and
financial investment in the struggle against the 
epidemic.

In the face of such massive challenges, the govern-
ment needs to implement clear and efficient projects if
the current policy guidelines are to prove their worth.
Kenya’s economic development perspectives are
largely dependent on the government’s success in its
attempt to speed up efforts to expand family planning
services and to fight AIDS and maternal and infant
mortality. In a decentralized system like Kenya’s,
achieving this would require integration and coopera-
tion between actors in the different ministries, donors,
NGOs, the electorate, researchers, and politicians, all
of whom influence government priorities.

Further decentralization of the policy formulation
and implementation process could be envisaged at
both national and district levels, giving more power to
population management teams in each district, whose
role it is to develop programs of action on the ground.
This would make policies and the projects themselves
better adapted to local needs. Even so, it should be
mentioned that responsibilities were, at times, trans-
ferred before local authorities were sufficiently com-
petent to take charge, which spelled failure for the
programs. There is also, now and permanently, a need
for relevant, accurate data on which to base new pop-
ulation policies, for qualified personnel, and for 
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thanks to Claire Médard (IRD) for drawing our attention to this.
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additional studies that analyze both the interaction
between population and development and the real
needs of the population.

CONCLUSION

The National Rainbow Coalition (NARC), the new
party elected to power in December 2002, is certainly
attempting to meet these challenges, offering free
primary schooling to all Kenyans, for example, and
taking up the torch in the fight against corruption, a
measure that enabled Kenya to benefit once more from
International Monetary Fund (IMF) funding in 2003.
By reformulating its public health programs of action,
by improving the health system particularly with
respect to reproductive health and by investing in
information campaigns, the new government hopes to
improve awareness of family planning, AIDS and
other reproductive health problems. Dynamic cam-
paigns for HIV prevention and for treatment of sexu-
ally transmitted diseases and AIDS are emerging. By
offering free education, making preventive methods
such as Information, Education and Communication
(IEC) and condoms available at low cost (subsidized),
and by giving attention to the problems of women and
other vulnerable groups, the NARC government is
tackling the most fundamental social problems.

The Kenyan population’s demographic growth
remains high. Even though fertility levels have
dropped considerably, the population’s age structure
means that numbers will continue to rise uninter-
rupted for several decades to come. In some parts of
the country, the very rapid rise in rural and urban pop-
ulation densities (Figure 115–2) will bring a propor-
tional increase in their needs. Development of the
labor market, and that of other facilities (e.g., health
and education), however, has suffered from the
country’s years of politico-economic drift.

Like the health situation, the problem of access to
resources appears extremely difficult to resolve. Kenya
may be one of the few African countries to have started
registering by the end of the 1960s, but some areas
have still not been surveyed yet. The first plots to be
registered have since been subdivided, sometimes
several times, usually without official backing. As a
result, there are various land ownership statuses. The
same plot of land may even have been legally acquired
by several people, if one includes the owners before
and after the 1990 conflicts. In a country with a pri-
marily rural population it is essential to solve the land
question as fairly as possible—a formidable challenge
for the new government.

Whether from the perspective of planners, the gov-
ernment, or researchers from the international com-
munity, the lack of high-quality demographic data
remains a problem even though, compared with the
rest of sub-Saharan Africa, Kenya’s data are relatively
reliable, plentiful and well preserved. Demographic
and health surveys, of which four have been carried
out since 1989, are only moderately well adapted to the
country’s diversity of social contexts and only cover
the areas of health and reproduction. Censuses have
suffered from the country’s political drift since the
1980s. It is time to reinstate this indispensable tool, the
basis for all population projections, as well as policy
and program planning.
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INTRODUCTION

Côte d’Ivoire, in West Africa, lies along the Guinea
Gulf, over a surface of 322,463 square kilometers. The
natural environment has favored the development of
an export-oriented agricultural economy based on
coffee and cocoa production on the one hand, and
forestry on the other hand. The country experienced
exceptional economic development before it was hit by
the economic crisis that affected many African coun-
tries in the 1980s, and has been subjected to structural
adjustment programs since 1981.

Due to a decrease in economic investments since 
the early 1980s, the prevalence of poverty has been
increasing, and social inequality becoming more
serious: poverty rose from 10% in 1985 to 37% in 1995
and 38% in 2002. Poverty affects all regions in the
country, though at various levels. According to the
2002 survey on living standards, poverty prevalence
varies from 15% in the city of Abidjan to 64% in the
western part of the country.

As in many other Francophone African countries,
demographic policies were predominantly pronatalist
in Côte d’Ivoire up until the early 1990s. However, 
the first official population program of action, which
was endorsed in March 2002, was aimed at reducing
demographic growth, thus confirming a complete 
ideological reversal—quite a belated one since, as
Joseph Chamie (1988) recalled, awareness of the 
problems due to fast demographic growth first became
apparent through an official statement made in 
Accra in 1971, during the first African Conference on
Population.

The main purpose of this chapter is to describe the
evolution of the population policy in Côte d’Ivoire. A
summary of the demographic evolution in the country
from the 1950s will be presented in the first section. In
the second section the demographic ideas and the
measures taken in conformity with the pronatalist
principles that prevailed before 1991 will be analyzed.
The third section covers how the authorities’ attitudes
and policies radically changed beginning in the early
1990s. In the last section the new reproductive health
policy will be described in detail.

I. THE MAIN DEMOGRAPHIC 
TRENDS SINCE 1950

According to the most recent census, in 1998, the pop-
ulation of Côte d’Ivoire was 15.4 million. United Nations
sources suggest that the population increased from 2.8
million in 1950 to 15.8 million in 2000 (Table 116–1).

The growth rate, though currently declining, is still
high: 3.3% a year over the period between the last two
censuses (1988–1998). The rapid demographic growth
results from high natural growth and high levels of
immigration (in 1998, 26% of the population were
foreign born). Both factors, however, have been sub-
stantially reduced in recent times.

1. A Recent Halt in the 
Decline of Mortality

The average life expectancy has considerably
improved from the late 1950s to the late 1980s. Accord-
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ing to UN sources, it rose from a bare 35 years in 1950
to over 50 years in the late 1980s, which means a 
15 years improvement within thirty years (Figure
116–1). However, the progress was arrested by the
emergence of the AIDS epidemic and since then, there
has been a significant decline in life expectancy.
According to the United Nations, the life expectancy

at birth was only 43.2 years in 1995–2000 (United
Nations, 2003).

During the phase of progress, improved life
expectancy was due mainly to a decline in child mor-
tality. The evolution of the various indicators concern-
ing the latter clearly mirrored that of the life
expectancy up to the mid-1980s (Table 116–2) (see also
Vimard et al., 2002). Since then, the part played by child
mortality in the fresh decrease of life expectancy has
not been so clear. In particular, judging from the UN
estimates (Figure 116–2), in recent years, infant mor-
tality seems to have remained unchanged since the
early 1990s, which would not have been enough to
account for the decline in life expectancy. Though the
results of the 1998–1999 Demographic and Health
Survey (DHS) are far worse than those of the 1994
DHS, and seem to suggest a sharp rise in infant mor-
tality in very recent times, the decline in life
expectancy, as observed from the late 1980s, was prob-
ably due more to a fresh upsurge of adult mortality
related to the AIDS epidemic.

It is not unlikely, however, that besides the AIDS
epidemic, the reversal in mortality trends observed in
recent years may be related to a deterioration of social
and economic conditions, which among other conse-
quences may have affected child mortality. This,
however, came later than the epidemic. And it has
been proved that, at least in its first phases, the eco-
nomic crisis in the 1980s did not have much impact
over child mortality (Barbieri and Vallin, 1996).
However, as difficulties deepened and health
resources grew ever scarcer, it seemed that the crisis
began to affect children in Côte d’Ivoire. That, com-
bined with the effects of mother-to-child HIV trans-
mission, probably caused infant mortality to rise
sharply again in the late 1990s. Nevertheless, the fresh
upsurge of AIDS-related adult mortality is what ini-
tially halted the progress in life expectancy and later
caused it to decline.

There is no precise estimate of the extent of the pan-
demic because not all sites are equipped to monitor
cases of AIDS. The number of reported cases (the first
case of AIDS having been diagnosed in 1985) is conse-
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TABLE 116–1 The Evolution of 
the Population of Côte d’Ivoire 

since 1950

Years Population (in thousands)

United Nations estimates (United Nations,
2003)
1950 2775
1955 3229
1960 3803
1965 4527
1970 5521
1975 6754
1980 8427
1985 10,460
1990 12,505
1995 14,365
2000 15,827

Population censusesa

1975 6,709,600
1988 10,815,694
1998 15,366,672

a Three population census operations
have been conducted in Côte-d’Ivoire: the
General Population Census in 1975 (15 April
to 15 May), the General Population and
Housing Census in 1988 (known as RGPH,
March 1–31) and the 1998 RGPH (Novem-
ber 21–December 21). Concerning the more
distant past, some population estimates
were provided through the administrative
censuses during the colonial period and the
regional surveys conducted from 1962 to
1965 by the Ministry of Finance, Economic
Affairs, and Planning to serve as a basis for
the regional planning of economic develop-
ment. A summary of such regional surveys
was made by Louis Roussel (1967).

TABLE 116–2 The Evolution of the Three Indicators of Child Mortality (per thousand)

Mortality indicators 1960a MRS* CIFS DHS* DHS*
1978–1979b 1980–1981b 1994c 1998–1999d

Infant mortality rate (1q0) 157 103 97 88.5 112
Child mortality rate (4q1) na 85 59 67 77
Total child mortality rate (5q0) 201 179 176 150 181

* indices for the 5 years before the survey; na = not available. Sources: a Ministry of Planning, 1980; b Multiround Surveys, CIFS:
Côte d’Ivoire Fertility Survey (Ahonzo et al., 1984); c N’cho et al., 1995; d INS and Macro Intern., 2001.



quently below the actual level (Vimard et al., 2002).
According to the data available, Côte d’Ivoire is one of
the countries most severely affected in Western Africa,
and AIDS has been the primary cause of death in 
the country since the early 1990s. According to 
the newsletter published by the Ministry for AIDS
Control, there are currently 1 million HIV-positive
people in Côte d’Ivoire, with the prevalence rate
ranging from 10% to 12% (Ministry for AIDS Control,
2003).

2. A Slight Rise before a Rapid 
Decline in Fertility 

There are various estimates of fertility in Côte
d’Ivoire in the 1950s. According to the surveys from
that time, the total fertility rate (TFR) was 6.5 in 1958
(Roussel, 1967, quoted in Antoine, 1985) and 6.4 in
1962–1964 (Roussel, 1967) (data drawn from the
regional studies). According to a current estimate by
the United Nations, it was 7 in 1950 (United Nations,
2003). UN estimates, as well as comparison between
past surveys and those conducted during the 1980s 7.2
according to the 1980–1981 Côte d’Ivoire Fertility
Survey (Ahonzo et al., 1984) and 6.8 according to the
1988 General Population and Housing Census (N’cho
et al., 1995), clearly suggest that there was a slight rise
in fertility in the 1960s and 1970s (Figure 116–3). In the
past, the level of fertility resulted from a combination
of early first marriages among women, rapid remar-
riage among widows and divorcees—which meant
that virtually all women were married—and traditions
of breast-feeding (which lengthened the period of
postpartum amenorrhea) and sexual abstinence after
delivery (which entailed longer intervals between
births) (Caldwell, 1993).

The pattern began to change in the 1950s and 1960s,
with reduced intervals between births, as a result of
the decline of those traditions. The fertility rates by age
after 25 increased up to the early 1980s (Figure 116–4).
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On the other hand, the effects of the reduced intervals
between births were combined with a decline in steril-
ity and a longer life span among couples, as a result of
improved health conditions. All of these factors con-
tributed to an increase in fertility and a boost in the
natural growth of the population, though the latter
was mainly due to reduced mortality, particularly
among children.

Beginning in the late 1980s, however, fertility began
to decline rapidly, as UN estimates and the results of

recent surveys show. From 7.4 children per woman in
1980–1985, according to the United Nations, the fertil-
ity level dropped down to 5.3 in 1995–2000, and even
to 5.2 in 1998–1999 according to the latest DHS.
Though the decline includes all age groups, it is par-
ticularly sharp among the youngest (Figure 116–4),
which is a sign that the use of contraception has
expanded.

3. Migration Flows Abruptly Reversing

It is not easy to trace the evolution of migratory
flows accurately. To make things as simple as possible
in this brief outline of demographic trends in Côte
d’Ivoire, we refer to the UN estimates for the annual
rate of net immigration (Figure 116–5). From 1950 to
1985, net rates of immigration were 4 to 11 per 1,000.
According to Georges Tapinos (2002), the annual rate
of net immigration was even as high as 1.3% in
1978–1979. This period of high immigration levels was
followed by a period of complete reversal of the situ-
ation, with a net immigration rate that was almost nil
in 1995–2000.

4. The Incipient Evolution in the
Population Pyramid 

Due to the influence of those various factors, the age
distribution of the population has changed since the
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1950s. The population pyramid, the base of which was
very broad in 1950, had evolved by 2000 into quite dif-
ferent a pyramid, with a base clearly narrower and
adult age brackets clearly more substantial (Figure
116–6). However, the evolution went through several
contrasted phases. This is easily made apparent by
tracing the evolution in time of the proportions of
people aged under 15 and of adults aged 15 to 64. (The
proportion of elderly people aged over 65 remained
very small throughout the period.)

From the 1950s to the mid-1960s, the proportion of
young people decreased while that of adults increased
(Figure 116–7) because the effects of declining child
mortality and increasing fertility—which result in
making the population younger—were not as strong
as the expansion of the adult population, which
occurred as a result of immigration. From the mid-
1960s to the late 1980s, however, the two factors were
perfectly balanced. Though immigration was at its
highest, the high birthrate among the native popula-
tion was heightened by that of immigrant families. In
the last phase, from the early 1990s, with the halt in
immigration and despite the fall in fertility and the

fresh upsurge in child mortality, the proportion of
young people has risen again. In fact, by cursorily
comparing the 1950 and the 2000 pyramids, we might
have come to a wrong conclusion: the aging of the pop-
ulation, due to the recent decline in fertility, is certainly
not the main factor of change, and its effects still
largely remain to be felt.

5. The Arrested Urbanization Process

One consequence of the growth of the population
was that the density of the population also increased.
From 13 people per square kilometer in 1965, 
the density rose to 21 in 1975 and 48 in 1998. The 
evolution, however, was very unequal from one region
to another (Figure 116–8). For example, the forest 
areas had their population grow faster, and they 
are currently more densely populated than the savan-
nah areas. This is the result of intense immigration
from the North of the country and from Burkina 
Faso. The migration began during the colonial period,
when it was encouraged by the colonial authorities in
a bid to meet the demand for labor in southern 
Côte d’Ivoire, where plantation economy was being
developed, as well as various economic infrastruc-
tures. The migration continued after independence, 
as the various construction projects launched in 
the South required plenty of labor. Moreover, a 
succession of dry seasons in the North urged large
numbers of people to leave the North and move to the
South.

At first the migrants mostly headed for the South-
east, where the plantation economy and the forest
industry had begun. Later, they changed their 
destination, spreading along the Cocoa Belt and 
more generally following the drift of the plantation
economy and the forest industry, which had moved
from the East to the West in the early 1970s. Thus it
came about that in certain areas in the Southwest,
which were practically empty up to the mid-1970s, 
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the population densities are currently higher than the
national average.

Urbanization1 remained negligible until the mid-
20th century. In 1948 only 9% of the population of Côte
d’Ivoire was living in urban settlements (Table 116–3).
However, urbanization was on the way, and in the
early 1920s, when the lands of the colony were first

developed, the urban population was a bare 2%. Urban
growth subsequently gathered speed. It even soared in
the 1950s, 1960s, and 1970s, as a combined result 
of migration, natural growth, and the inclusion of
some rural areas among urban settlements. However,
the pace of the urban population growth has 
been slowing down since the 1980s, mostly as a result
of migratory flows changing their destination, 
which in turn was the result of a decline in economic
investment.

There are wide disparities from one département to
another. According to the data from the 1998 popula-
tion census, some had been through urban transition
(Abidjan, Bouaké, Katiola, Grand-Bassam, Dimbokro,
Yamoussokro), whereas urbanization was still insig-
nificant in more than half the départements.

The urban structure of Côte d’Ivoire is characterized
by the overwhelming predominance of the huge city
of Abidjan. In 1998 its population was about 2.8
million, whereas that of Bouaké, the second largest
town, was under half a million. The number of towns
with a population of over 100,000 rose from two in
1975 to five in 1988 and eight in 1998 (Figure 116–8 and
Appendix 116–1). Half those larger towns are located
in the southwest and the midwest regions of the
country, and expanded only as recently as the 1980s
and 1990s. Located as they are in the new Cocoa Belt,
their expansion is mostly due to high levels of immi-
gration there.
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TABLE 116–3 The Evolution of the Urban Population since 1921

Years Towns with a population over 5,000 Urban population

Numbers % of the total population Numbers % of the total population Growth rate (%)

1921 13,000 0.8 32,000 2.1 —
1926 33,000 1.9 — — —
1932 — — 50,000 2.9 4.1
1936 55,000 2.8 — —
1945 115,000 5.4 — —
1948 — — 186,000 8.9 8.5
1955 296,000 11.4 330,000 12.9 8.5
1958 — — 493,800 15.4 14.3
1965 893,000 22.3 980,000 24.5 10.3
1975 2,349,815 35.0 2,146,293 32.0 8.2
1988 4,972,450 46.0 4,220,535 39.0 5.5
1998 6,660,945 43.3 6,529,138 42.5 4.1

Sources: Dureau, 1985; Doudou, 2001.

1 The way “urban population” is defined with respect to Côte
d’Ivoire has varied. During the colonial period the definition was
mostly an administrative one. From 1960 the size of the population
too was taken into consideration. In 1975 a more sophisticated def-
inition was chosen as a result of a consultation process: settlements
with a population of over 10,000 were considered urban settlements,
but so too were those with a population ranging from 4,000 to 10,000

but where over 50% of the heads of households were engaged in
nonagricultural activities. In the 1998 census, the urban world was
made up of administrative centers at the level of départements, as well
as sous-préfectures whose population is either over 10,000 or between
4,000 and 10,000 but with over 50% of the heads of households in
nonagricultural activities.



II. A DECLAREDLY PRONATALIST
POLICY UP TO 1991

1. The Views in Favor of Population
Growth and Their Foundations

The UN permanent surveys with governments
suggest that in 1974 Côte d’Ivoire, along with such
countries as Gabon, Libya, Morocco, the Central
African Republic, Cameroon, and Cape Verde

(Makinwa-Adebusoye, 1993), considered that the
growth rate of its population was too low. In 1976,
however, the government of Côte d’Ivoire stated that
the level of fertility and the rate of natural growth were
satisfactory and that it did not intend to take any meas-
ures to influence them in any way. Most of the African
countries who had participated in the UN survey had
the same position, particularly the Francophone ones,
including neighboring countries such as Burkina Faso,
Mali, Guinea, Togo, and Benin. As far as Côte d’Ivoire
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was concerned, this was a turnaround in policy. 
The change in attitude was probably due to improved
knowledge of demographic facts, which in turn
entailed awareness of the fact that, in view of 
declining mortality, the fertility level was still very
high, and thus it was unrealistic to say that the rate
was too low.

Through the results of subsequent UN surveys,
which were published in the 1980s (1983, 1986, 1989),
it appeared that although the government of Côte

d’Ivoire was still content with the fertility level and the
natural growth rate, it was considering new actions 
to keep them from growing any higher. In that res-
pect, Côte d’Ivoire was sharing the same position as
Mali, Togo, and São Tomé and Principe. Among its
Francophone neighbor countries, however, Mali alone
officially maintained an identical position as that of
Côte d’Ivoire, as Guinea (in 1986) and Burkina Faso (in
1989) had begun to find that the fertility and natural
growth were exceedingly high, and stated that they
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intended to intervene so as to reduce them (Sala
Diakanda, 2000).

However, the government’s official statements, as
reported in UN surveys, were somewhat different
from the statements made in such technical documents
as the five-year development plans, in 1976–1980 and
1981–1985. In the 1976–1980 planning document, sig-
nificantly demographic events were taken into account
in development planning for the first time, and one
objective was to “achieve increased awareness and
harmony in population growth, both at family and at
national level.” According to the planners, such an
objective was intended to entail a “quantitative
increase in the number of children alive for the benefit
of all mothers,” on the one hand, and “qualitative
improvement in the health level of mothers as well as
children,” on the other hand (Ministry of Planning,
1980, p. 474–477).

That the government persistently intended the pop-
ulation to keep rapidly growing can be illustrated
through three examples of positions expressed in 
the 1980s. These examples are revealing of how the
ideology prevailing among the political class had
remained unchanged since the 1960s, in a single-party
regime characterized by single political thought and
discourse.

In December 1982, in his closing speech at the
seminar “Population and Development in Côte
d’Ivoire,” held in Abidjan, the Minister of Health
declared:2

As we have said, the population is the primary element in
development. And as you experts have established, the pop-
ulation in our country, which is currently estimated about 8
million, including the native and the immigrant population,
is not large enough if compared to the surface of the country.
Comparing our population with those of countries with
similar surfaces, in 1980 the population of Italy was estimated
57 million for a surface of 310,000 square kilometers. During
the same period, the population of Japan was 117 million for
a surface of 372,000 square kilometers. If we take only that
factor into account, we realize that there is no threat of demo-
graphic explosion in our country. (Fraternité Matin, December
21, 1982)

Along the same line, the director for Statistics at the
Ministry of Planning said, in July 1987, on the occasion
of the celebration of population of the planet reaching
5 billion:

There is no population problem in Côte d’Ivoire. Though
certain areas have been identified [. . .] where the population

density is very high, with all the social problems it entails,
other areas are virtually empty. [. . .] There is no demographic
problem; the problem is rather how to use our population.
(Fraternité Matin, July 13, 1987)

In January 1989, the Minister for Women’s Advance-
ment also stated how the authorities thought it desir-
able that the population grew larger, in her opening
speech at the seminar in Abidjan on approaches to
birth spacing programs:

For a long time to come, there will be no overpopulation
problem in Côte d’Ivoire. [. . .] It is unnecessary to try to limit
childbirths in order to lift concerns that may result from a
growth rate among the African population that may be
deemed over high, so as to create an obsessive fear of “the
Black peril,” for example.

In the view of the national authorities of the time,
there was no such thing as a population problem, nor
was there any need to slow down the population
growth in the country. Far from that, a high rate of
population growth was deemed desirable. Such views
in favor of population growth in Côte d’Ivoire were
similar to those previously expressed by civil society
representatives in “Côte d’Ivoire 2000, the first National
Long-Term Perspective Study, which was conducted
from October 1973 to June 1974.

The authorities’ position was underlain by several
factors. Firstly, the government believed that popula-
tion growth would have positive effects on economic
and social development. The alleged advantages of a
large population were of various kinds—economy of
scale, an urge to work hard and be creative, and so
forth. Population density was perceived as a means
through which population growth determined the
wealth of nations. In that view, low population density
at national level (17 people per sq. km. in 1970, 25 in
1980, and 36 in 1990), combined with wide regional
disparities, contributed to the authorities continuing to
think of population growth as desirable. The above-
mentioned comparison between Côte d’Ivoire and a
few countries such as Japan or Italy, which had a far
different point of view concerning population density,
and still more so from that of economic power, is
revealing of the terms of the argument of the time, in
which population density was believed to be synony-
mous with economic development.

Such an attitude among the authorities was further
confirmed by ideological and socioeconomic motiva-
tions among individuals. In the common people’s
view, the birth of a child is always perceived as a 
positive event. From a cultural point of view, in the
people’s beliefs, a child bears the soul of some member
of the community of ancestors. This is the reason why
birth limitation remained all but taboo. Also, from a
socioeconomic point of view, the parents wanted to
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have a large family because children represent ready-
made labor, a guarantee of security for their old age,
and social prestige (attached to the large number of
their descendants).

One more factor that accounted for continued
pronatalist attitudes in Côte d’Ivoire was the fact that
it belonged to the group of former French colonies. Not
only had France left its colonies with a pronatalist leg-
islation very much like its own, but most importantly,
it tended to hold a qualified position in international
conferences on population and development. For
example in Bucharest in 1974 the French delegate,
Michel Durafour, then Minister of Labor and Popula-
tion, steered a middle course between those countries
that advocated family planning programs (such as the
United States, India, Indonesia, and Bangladesh) and
those that believed that development was the best of
contraceptives (Algeria and Argentina, among others)
(see Fraternité Matin, August 22, 1974).

The pronatalist position of Côte d’Ivoire thus
appears to be underlain by many different reasons, not
only economic and material, but also political, cultural,
and religious ones. Such a variety of factors account
for the fact that, despite improved knowledge of the
relations between rapid population growth and eco-
nomic and social development, on the one hand, and
the economic crisis and the consequences of the struc-
tural adjustment programs that have been enforced
since the early 1980s, on the other, it took a long 
time for the political authorities to change their official
position.

The pattern for development in Côte d’Ivoire, which
was particularly interventionist, largely relied on plan-
ning, which required good knowledge of the socio-
economic and demographic situation. The combined
efforts of the Ministry of Planning and multilateral and
bilateral cooperation made it possible to improve de-
mographic knowledge. For example, regional sur-
veys were conducted all over the country from 1962 to
1964 in preparation for the first five-year plan. Also,
Côte d’Ivoire participated in the African Census
Program (population censuses in 1975, 1988, and 1998),
the World Fertility Survey (with a fertility survey in
1980), and the Demographic and Health Surveys (1984,
1998–1999).

2. The Social Measures 
Intended to Encourage the Natural

Growth of the Population

The first social measures taken immediately after
the independence of Côte d’Ivoire, particularly in the
areas of women’s education and health, for “the pro-

motion of man in Côte d’Ivoire and improved ade-
quacy of the economic, social, and cultural system”
(Ministry of Planning, 1980, p. 455–487) were rein-
forced from the second five-year plan (1976–1980) with
a view to promoting “more awareness and harmony
in demographic growth, both at family and at national
level” (Ministry of Planning, 1980).

As far as education was concerned, an ambitious
policy had been decided on immediately after inde-
pendence, with a school enrollment rate of 100% by
1980 as its main objective. (For more on the develop-
ment of education in Côte d’Ivoire, see, e.g., Anyg-
bayere, 1992). Measures were taken to urge families to
send their children to school. A slogan was launched—
“A man who cannot read is like a blind man in the
forest” (Any-Gbayere, 1992, p. 2)—and the govern-
ment contributed to expenses for children’s schooling.
In addition, infrastructure was expanded, particularly
during the 1970s, salaries were made more attractive
(by giving teachers special rates, different from those
of other civil servants), and teachers were supplied
with lodgings, which ensured that educational and
training services were available. The budget for the
sector was constantly on the rise, from 12.5% in 1960
to 40% in 1980 (Ministry of National Education, quoted
by Zanou, 1994).

Those efforts resulted in significant reduction of
illiteracy among the adult population, particularly
among women. The literacy rate among adult women
rose from 5% in 1970 to 24% in 1990. During the same
period, the rate among men increased from 35% to
44%.

The influence of education on fertility depends on
supply and demand. Education changed people’s
notions about fertility-related matters and provided
better knowledge of biomedical norms of procreation.
Education also mechanically postponed the beginning
of reproductive life and broadened access to health
care, which was favorable to mothers’ and children’s
health. Besides, it broadened access to information on
the existence and proper use of modern contraceptive
methods.

Health-related measures were also taken with a
view toward encouraging people to have many
descendants while improving child survival. From the
1976–1980 plan, the health system was firmly geared
to promote preventive medicine, social hygiene, and
health education, based mostly on the approach to
basic health care advocated by the international 
community in the 1970s. Although the priority was
preventive medicine, curative medicine was not 
neglected. The health infrastructure was thus
expanded, particularly in Abidjan and certain regional
administrative centers such as Bouaké, Abengourou,
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Korhogo, Yamoussoukro, and Daloa. Specific pro-
grams in mothers’ and children’s protection were
implemented. For example, the Expanded Immuniza-
tion Program was developed, with a view to immu-
nizing children from the most serious transmittable
diseases and pregnant women from tetanus.

The pronatalist legislation inherited from France,
particularly the act passed in France just after the war
(July 31, 1920) in an effort to stop the fall in fertility,
banning abortion as well as advertisements of contra-
ceptive products and their importation and sales in
Côte d’Ivoire, was relaxed in the early 1980s, with a
view to ensuring that women and children were in
better health. The 1920 act was repealed through
Article 11 in Act 81-640 (dated July 31, 1981), institut-
ing the new penal code (Journal Officiel de la République
de Côte d’Ivoire, January 4, 1982). Access to reversible
contraceptive methods was made easier, and new laws
were enforced that slightly relaxed the former laws on
abortion. The complete ban on abortion was lifted,
only to be replaced with an extremely restrictive
system, in which abortion was allowed only to save
the life of a pregnant woman. Two doctors, besides the
general practitioner, were required to confirm that the
abortion was necessary to save the mother’s threat-
ened life. In all other conditions, abortion was consid-
ered a crime, and so were advertisements on and sales
of abortive substances (Articles 366 to 369 in the penal
code). Sterilization remained prohibited. Although the
ban on the more common reversible methods, such as
the pill, injections, intrauterine devices, and condoms,
was lifted, they received no direct support from the
government until the late 1980s. Neighboring coun-
tries such as Ghana and Mali, and pioneering ones like
Kenya, had moved far ahead of Côte d’Ivoire in that
respect, as they have been directly supporting the dis-
tribution of contraceptive methods since the 1970s.

Though the repressive pronatalist legislation was
relaxed, because of the prevailing pronatalist ideology,
no family planning program was implemented in Côte
d’Ivoire during that period. In the view of the author-
ities, family planning in Côte d’Ivoire, as the Minister
for the Promotion of Women put it, could only be

synonymous with birth spacing, with the preservation of
mothers’ and children’s health as its main objective, as
defined by WHO, i.e. such general condition of physical,
social and psychological welfare as is likely to preserve family
balance and provide youth with natural means for their 
protection. (Aka-Anghui, 1989)

A few dissenters were sternly brought back into
line, for example, during the Population and Devel-
opment in Côte d’Ivoire seminar in Abidjan in 1982
(Zanou, 1994), and after the speech on family planning
by the Chairman of the Côte d’Ivoire Family Welfare

Association (known as AIBEF) at the pilot center at
Port-Bouët (in the Commune of Abidjan) for the young
people of the commune on August 18, 1988. Following
the report in the August 24, 1988, issue of the daily
newspaper Fraternité Matin, the Minister of Health, as
directed by the President of the Republic, called to
order AIBEF Chairman, Professor Samba Diarra, and
had a conference scheduled for the members of the
Economic and Social Council cancelled (Samba Diarra,
personal communication, March 1999).

Among those interventions implemented to actual-
ize the pronatalist attitude, women’s education, the
new laws on the family, and the health measures were
ambivalent, as they did not necessarily induce such
higher natural growth rate as the national authorities
were bent on achieving.

The new laws on the family provide a good example
of the ambivalent measures taken during the prona-
talist period in Côte d’Ivoire. Beginning in the early
1960s, the authorities undertook to develop laws on
the family, with a view to unifying the existing legal
rules at the national level and also to adjusting cus-
tomary and traditional rules to economic and social
evolution. The new laws, which were inspired by the
French Civil Code and which instituted the national
civil law, were passed in 1964. The laws, which were
passed in the National Assembly on October 7, 1964,
and promulgated on December 8, 1964, were pub-
lished in the Journal Officiel de la République de Côte
d’Ivoire on October 27 and December 17, 1964 (Raulin,
1968).

The provisions concerning marriage, divorce, and
inheritance granted women more autonomy and laid
the basis for the notion of the family to change from
“extended” to “conjugal.” The law on marriage (Law
64–375), in which legal age for first marriage was 18
for women and 20 for men, made the personal consent
of each of the prospective spouses mandatory, prohib-
ited polygamy, and abolished matrimonial compensa-
tion (which consisted of offering material benefits to
the prospective bride’s extended family). Those provi-
sions were intended to allow time for girls to achieve
a degree of maturity before they got married. It was
now impossible to marry girls off without their
consent, which meant a complete break from the tra-
ditions of early, forced marriage, particularly of the
polygamous type. In 1983 the reform was comple-
mented, as men and women were granted the same
rights and duties in the family (Law 83–800, August 2,
1983). Also, in the 1964 law on divorce (Law 64–376),
infertility and impotence were barred as grounds for
divorce. (According to the Ten-Year Perspective Study
1960–1970, there was a significant proportion of infer-
tile women in the early 1960s.) This was a significant
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change, in which procreation was no longer viewed as
the primary objective of marriage; however, in the tra-
ditional system, infertility did not necessarily entail
divorce, as it usually encouraged men to become
polygamous. Last, the conditions for inheritance were
also amended (Law 4–379). The children and the wife
of the deceased were now among his heirs, which was
unthinkable in traditional systems, among patrilineal
groups (the savannah and forest people, West of
Bandama) as well as matrilineal ones (the forest people
East of Bandama). However, concerning the means to
enforce the new laws, the legislators did not provide
for any sanction for trespassers, preferring educational
methods to repressive ones (Raulin, 1968).

3. An Ultraliberal Immigration Policy

Immigration was the other component of the
propopulationist policy in Côte d’Ivoire. That policy
enforced during the first two decades after independ-
ence has often been termed ultraliberal. It was
reflected in the speech by President Felix Houphouët-
Boigny at the Sixth Congress of the Democratic Party
of Côte d’Ivoire in 1985 (quoted by Brou and Charbit,
1994, p. 35):

We have welcomed over two million of our brothers here.
Many of them have settled for good, and will never go back
home again. What we do in Côte d’Ivoire is welcome them.
And we do so in a spirit of an African-style humanity inspired
with a sense of brotherhood.

That liberal policy made Côte d’Ivoire the major
immigration country in West Africa (United Nations,
1997, quoted by Tapinos, 2002). The flows were partic-
ularly high during the first two decades of independ-
ence. The net amount of international migration was
estimated 450,000 people during the five years
between 1976 and 1980. According to the data of the
recurrent visit survey in 1978–1979, the net annual
immigration rate was 1.3% in 1978–1979. However,
due to the crisis and consequently scarcer economic
investment, the immigration flows sharply decreased
during the 1980s, and the net annual immigration rate
was brought down to a bare 0.5% in the 1988–1992
period.

The data available show that although the flows
were decreasing, the migratory stock still continued to
go up. From 700,000 people in 1965—17% of the total
population—the foreign population rose to 1.5 million
(22%) in 1975, to 3.0 million (28%) in 1988 and 4 million
(26%) according to the latest census in 1998.

Such immigration is not exactly the direct conse-
quence of any ad hoc measures taken by the authori-
ties. The two main interventions in that respect (the

March 1960 Agreement between Côte d’Ivoire and
Haute-Volta, and the Agreement of Cooperation
between France and Côte d’Ivoire in 1961) (see Brou
and Charbit, 1994) did not really have much effect in
themselves. Nor did multilateral agreements such as
those made by the Conseil de l’Entente (the Council of
Accord, a West African organization for regional coop-
eration with five Francophone member countries:
Benin, Burkina Faso, Côte d’Ivoire, Niger, and Togo) or
the Economic Community of West African States
(ECOWAS), which advocated free movement of
people and goods. Immigration in Côte d’Ivoire is
rooted in colonial strategies of land development as
well as in the pattern for development decided on by
the national authorities after independence. The
migration was mostly labor based. At first, migrants
came of their own free will. However, to thwart the
tendency of the populations from the North, parti-
cularly from Haute-Volta, to go to the Gold Coast 
(now Ghana), where wages were more attractive, the
colonial administration soon conscripted men from
Haute-Volta for forced labor. The process was later
reinforced during the war effort.

After forced labor was abolished in 1944, the em-
ployers formed an association, the Inter-Professional
Union for Labor Recruitment (known as SIAMO),
which started signing contracts with Mossi chieftains.
The annual number of laborers recruited by SIAMO is
estimated to be 20,000 people between 1953 and 
1959. From 1919 to 1959 a total of 776,418 migrants
from Haute-Volta were thus transplanted to Côte
d’Ivoire.

After SIAMO stopped working in 1960, immigra-
tion continued, as encouraged in the March 1960
Agreement, in which foreign immigrants were recog-
nized as an important component of the economy that
the colonial power had left for the national authorities
to manage. However, much of the migration went on
without the institutional framework provided by the
agreement, as spontaneous movements expanded,
based on powerful social networks in the larger towns
as well as in rural areas. After the immigrants were
expelled from Ghana in 1969 and a crisis affected that
country from the 1970s, Côte d’Ivoire became the first
country for immigration in West Africa, superseding
Ghana, which had been the main one in the subregion
up until the early 1970s.

The ultraliberal, loudly advertised policy not only
made it easy for immigrants to come to Côte d’Ivoire,
but also to have access to employment, both in the
private and the public sector, to enter the professions
or to create agricultural concerns, particularly in the
South where the forests were. Access to land property
was also made easier for foreigners. However, the law
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published on March 20, 1963, according to which
unregistered land should be considered as govern-
ment property, could not be enforced, due to strong
opposition from the traditional landholders, and was
replaced with a mere statement by the President, who
said that “lands belong to those who work on them,
provided they are observant of the current laws and
rules.” In practice lands were distributed in accor-
dance with customary rules, in which land is collec-
tively owned, inalienable property. It cannot be sold
off, but a portion of it can be allotted to a member of
the clan or any other person who then holds the right
to work on it. As a token of his gratitude, a person who
acquires land in this way must offer a few bottles of
liquor, a very small sum of money, and so on. Thus
anyone could have access to land property without
being particularly rich. This is how many foreigners
who settled in Côte d’Ivoire created agricultural con-
cerns, particularly in the new Cocoa Belt, to which
most international and internal migrants rushed in the
1970s.

The political class, however, could never agree over
that liberal option, about which reservations were
made concerning certain aspects of the immigrants’
integration. (The presence of foreigners has never been
a problem in itself in Côte d’Ivoire society, which is
reputedly very hospitable. It is the degree of integra-
tion that may cause reluctance.) This is the reason why
in 1966 the Parliament of Côte d’Ivoire firmly opposed
President Houphouët Boigny’s proposition to allow
nationals of the former French West Africa (AOF) to
apply for double nationality (Dozon, 2000). And the
reservations concerning the immigrants’ integration
were considerably heightened as the economic crisis
affected the country and unemployment rose among
educated youth in the 1980s.

The crisis and the structural adjustment programs
(SAPs) caused a radical change to be effected in the
population policy, reflected in both migration and 
fertility policies.

III. A SHIFT IN POPULATION 
POLICIES FROM 1991

1. From the Policy Statement on 
Human Resource Development to 

That on Population

The change in the government’s attitude toward
demographic issues was shown in the Policy Statement
on Human Resources Development issued in 1991. The
policy was one of the main components of the SAP
during the period 1991–1993. There were three com-

ponents in that phase of the SAP in Côte d’Ivoire: 
the Financial Sector Adjustment Program, the Com-
petitiveness Adjustment Program, and the Human
Resources Development Program. According to the
government’s policy statement, the human resources
development policy consisted in implementing a pop-
ulation policy geared toward sustainable development
(Republic of Côte d’Ivoire, Monitoring Committee on
Human Resources Promotion, 1991).

Although the population density remained com-
paratively low and many factors that favored fertility
were still enforced, the crisis, combined with pressure
from the international institutions, caused the national
authorities to take up new, neo-Malthusian views.
However, besides the SAP, a conjunction of internal
and external factors also urged the authorities to
change tack in population policy.

At the national level, the advocacy by the national
Association for Family Welfare (AIBEF), the seminars
and colloquiums on population, the improvement of
demographic knowledge, and population projections
all influenced the public authorities’ perception of
population issues. For example, a national seminar
was held for the members of Parliament on the theme
of Health, Population, and Development in Abidjan in
November 1987. The same theme was discussed in
several other seminars, including the district confer-
ence for community leaders held in Bouaké on January
18, 1990. At the regional level, the African population
conferences, both scientific and political (Accra 1971;
Arusha 1984; Dakar 1988; Dakar/N’gor 1992), as well
as the setting up of interest groups, such as the Council
of African members of Parliaments on Population and
Development (created in 1986), contributed to promote
and strengthen a new understanding of population
issues. At the global level, the international institutions
had a decisive influence on the government’s posi-
tions, particularly through the world population con-
ferences organized by the United Nations, but also, in
a more concrete way, through the action of the World
Bank or the International Monetary Fund. Côte
d’Ivoire did not attend the Bucharest conference, but
it was present in Mexico in 1984, when it was repre-
sented by its ambassador to Mexico. Whereas its par-
ticipation was still timid at the time, it was more
determined in 1994 in Cairo, after the government 
had changed its position: that delegation, led by the
Minister of Culture, included a dozen government 
and associations executives and five representatives
from the media.

Both the persuasion strategies developed by the
United Nations agencies and the AIBEF and the World
Bank’s human resources development policy clearly
accelerated the change in the national authorities’ per-
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ception; but it was the deterioration of the socioeco-
nomic situation that basically provided favorable
ground for the change in policy.

The human resources development policy resulted
in the adoption, in March 1997, of a statement on the
National Population Policy (Republic of Côte d’Ivoire,
Ministère délégué auprès du Premier ministre chargé
du Plan et du Développement industriel, 1997). Hence-
forth the situation of Côte d’Ivoire was similar to those
of many other Francophone countries, the majority of
which had defined a population policy no sooner than
the 1990s.

The objectives and broad outline of the new
National Population Policy (NPP) of Côte d’Ivoire
were largely inspired by the principles and recom-
mendations in the World Population Action Plan
which, since the 1984 Conference in Mexico City, had
been advocating an approach in which population
programs were to be integrated in economic and social
development strategies. The general objectives of the
NPP were thus organized around three themes: the
population movement; the economic, social, cultural,
and environmental background; and the capacities 
in planning and managing population policies and
programs.

At the institutional level, four bodies were created
that were intended to manage population issues:

1. A decision body made up of the Council of
Government ministers.

2. A consultative body, the National Population
Council (known as CONAPO) the members of
which were those Ministries involved in
population issues and nongovernmental
organizations (NGOs). At the regional level
CONAPO was represented by Regional
Population Councils (the COREPOs), which were
made up of the regional representatives of the
technical government departments who were
members of the CONAPO.

3. An executive body made up of 14 technical
government departments and those NGOs 
active in impacting on the demographic
movement.

4. A technical body, the National Population Bureau
(the BUNAP), which served as Secretariat to the
CONAPO, coordinated the activities of the
various sectors, provided technical support to the
Government departments in resource
mobilization, and prepared and submitted projects
to development partners for funding.

As part of the implementation of the National 
Population Policy, a National Population Program 

of Action (known as the PNA) covering the 
period 2002–2006 was adopted in March 2002
(BUNAP, 2002).

2. The 2002–2006 National Population
Program of Action (PNA)

The National Population Program of Action 
(PNA) for 2002–2006 was adopted too recently for 
any assessment of its implementation to be made 
yet. However, it is possible to assess its objectives, 
priority actions, and investments, as well as the insti-
tutional framework for the implementation of the
program.

The objectives of the PNA were defined based on
the population issues mentioned in the National Pop-
ulation Policy Statement and those identified during
the report and diagnosis made while the PNA was
being developed. A number of major demographic
challenges were thus identified, for the 2002–2006
PNA to meet (BUNAP, 2002, p. 52):

Manage demographic growth
Manage migratory movements and refugees
Alleviate poverty
Alleviate the impact of AIDS
Ensure that the family’s fundamental values are respected,

reinforce women’s autonomy, ensure that youth are the
spearhead of the nation, and provide for the aged

Control urbanization, which is exceedingly rapid
Mobilize resources for the implementation of the program
Ensure efficient management of population programs

The five general objectives selected in the National
Population Policy Statement have induced five 
operational subprograms to be defined, each of 
which is placed under the responsibility of a govern-
ment department. The National Population 
Bureau (BUNAP) is in charge of the cross-sector coor-
dination of activities (Figure 116–9). Each subprogram
includes a number of Priority Actions and Investments
(PAI), which in turn include immediate objectives, 
the term of which is 2006. The PAIs are the basic 
elements for the implementation of the National
Action Program. Implementing the PAIs requires col-
laboration between several government departments,
private associations, and NGOs committed to popula-
tion issues.

We will take two subprograms related to demo-
graphic movements to illustrate how they work: 
controlling natural population growth and developing
capacities in migratory movements management. 
The former is placed under the responsibility of 
the Ministry of Health and Population, and the 
latter of the Ministry of Home Affairs and 
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Decentralization (now renamed Ministry of National
Administration).

Controlling the Natural Population Growth

The point on which the newly adopted population
policy diverged from the former was primarily the
question of fertility control. The subprogram on
Control of the Natural Growth of the Population
includes five PAIs, one of which is concerned with
“improved supply, accessibility and use of reproduc-
tive health services (including the sexual and repro-
ductive health of adolescents and youth).”

Seven immediate objectives are included, implying
a number of activities the implementation of which
requires the implication of the executive directions
(EDs) of various programs, including the National
Reproductive Health Program (NRHP). (There will 
be further discussion on the part played by the ED/
NRHP as we analyze the reproductive health policy.)
Technical government departments (the Ministry of

Youth, of Defense, etc.) are also involved, as well as
NGOs and associations.

By examining the operation plans of the various
subprograms, it turns out that the immediate objec-
tives are usually defined for the whole of the national
territory. Does this mean that those objectives will be
uniformly implemented in all the regions in the
country? It is not mentioned, but considering that
demographic behaviors are not homogeneous, the het-
erogeneousness should be taken into account.

The relations between the National Population
Bureau (BUNAP) and the implementing structures
must also be studied. At first BUNAP was no more
than a minor department within the Prime Minister’s
office, but it has just been upgraded into a central
department in the Ministry of Planning and Develop-
ment. Such institutional position makes it easier for
BUNAP to coordinate the activities of the other central
departments involved in the national population
policy. At the present stage of the process of develop-
ing and implementing the national population policy,
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it has been able to carry out its tasks without any major
difficulties, probably thanks to the participatory
approach being used, but there is no knowing how
long such non-conflict collaboration can be continued
between BUNAP, the technical government depart-
ments, and the NGOs working on population issues.
The question is justified because, due to lack of any
centralized planning, the government departments
tend to develop their own individual sectoral 
development plans and compete in the search for
funding.

A few examples can be mentioned: the 1996–2005
National Health Development Plan (NHDP); the
1996–2010 National Environment Action Plan (NEAP),
the 1997–2010 National Plan for the Development 
of the Education and Training Sector (known as
PNDEF), the 2002 National Action Plan for Women,
and the 2002 Provisional Poverty Alleviation Strategy
Document.

The armed conflict that broke out in Côte d’Ivoire
on September 19, 2002 has slowed down the imple-
mentation of the National Action Plan, in that the
development partners, who very actively participated
in the implementation of the population policy, have
redirected their support in favor of humanitarian aid,
particularly assistance to displaced populations.

However, a number of PAIs are beginning to be
implemented because they were defined based on
actions that were already ongoing within sectoral 
programs conducted by government departments. 
For example, the PAIs for the Control of the 
Natural Growth of the Population subprogram are
being implemented within the National Health 
Development Plan (NHDP), precisely within the
National Program for Reproductive Health and Family
Planning.

3. Immigration Control and 
Foreigners’ Integration

The next major turnaround in Côte d’Ivoire’s pop-
ulation policy concerns immigration. The ongoing
changes include the three main components of migra-
tory policies: the conditions for foreigners to enter and
stay in the country, foreigners’ integration, and inter-
national cooperation.

The law of May 29, 1990, under which the entry and
stay of foreigners in Côte d’Ivoire are presently regu-
lated, is more restrictive. Though, according to the law,
any foreigner is supposed to have free access to the
national territory, provided they produce official iden-
tity and health documents. The identity documents
can be used to enter Côte d’Ivoire only if a visa has

been delivered, and only the nationals of a few coun-
tries, namely those who are members of the Economic
Community of West African States (ECOWAS), do not
have to have a visa (Aggrey, 1999). Thus, incoming for-
eigners are now controlled as a rule. However, the law
is not always wholly enforced because the borders can
be easily crossed, and illegal situations can be perpet-
uated because the notion of residence is quite vague in
Côte d’Ivoire, inasmuch as there is no precise system
of residential address as in developed countries.

The migratory flows were first inverted during the
latter half of the 1980s, due to the growing crisis in
employment, as a result of scarcer investment and its
consequences on the migratory exchange between
Côte d’Ivoire and Burkina Faso (Vimard et al., 2002).
President Felix Houphouet-Boigny had established a
liberal system, in which immigrants had the same
rights as nationals, particularly as far as access to land
ownership and public offices and participation in
various elections were concerned. Would the change
have been so great, if that policy had not been called
into question? Probably not—still, most of the 
arguments in favor of nationalism in Côte d’Ivoire,
which is sometimes considered the impulse behind 
the principle of Ivorianness,3 are built on the demo-
graphic weight of foreigners. However, there are 
not enough data available for us to distinguish with
any accuracy, in the reversal of migratory flows,
between what is related to policy change and what is
due to the crisis in employment that resulted from the
economic crisis.

As a matter of fact, though migration flows have
been inverted, significant flows are continuing to come
into Côte d’Ivoire, as discussed in a recent article in the
daily newspaper Fraternité Matin (Zobo, 2003). Such
flows are supported by networks established by the
immigrants who have previously settled in the
country.

Another important component of the migration
policy is the set of measures taken to ensure better inte-
gration of immigrants in the country of residence. The
issue is crucial because although immigrants keep close
ties with their native countries, the majority of them
have come to settle for good (Tapinos, 2002). According
to the data from the 1998 national population census,
the population pyramid is becoming more regular: the
proportion of foreigners born in Côte d’Ivoire, of immi-
grant parents, was 47%, and the number of foreigners 
is bound to keep increasing because of its natural
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dynamic. Integration, however, is a long-term process,
and involves a number of mechanisms including edu-
cation, employment, and nationality.

As far as education is concerned, the school enroll-
ment rate among children of immigrants, though quite
high, is lower than among the Côte d’Ivoire natives;
this applies to both girls and boys. According to the
1993 Migration and Urbanization Survey (known as
EIMU) (N’Cho et al., 2001), the school enrollment rate
among the daughters of immigrant parents was 35.5%,
compared with 51.7% among those of Côte d’Ivoire
natives; among boys, the rates are 49.7% and 61.2%,
respectively (N’Cho et al., 2001). And yet, all young
people are supposed to have equal access to schooling
and training in Côte d’Ivoire, whatever their national-
ities. The variations observed between the various
nationalities are thus due not so much to public poli-
cies as to the parents’ assessment of the costs and ben-
efits related to schooling. On the other hand, some
immigrants’ children return to their parents’ native
countries for further training because the cost of edu-
cation is lower there than in Côte d’Ivoire (Zanou,
2001).

Virtually all foreigners of working age have an
occupation. They are mostly in two sectors: the
primary sector (agriculture, cattle breeding, fishing
and forestry) and trade, though on a smaller scale.
Such orientation in the foreigners’ activity is deter-
mined by that of three communities: the natives of
Burkina Faso, Mali, and Guinea, who represent
approximately 82% of the foreign population. In the
agricultural sector, the foreigners work as foremen,
unskilled workers, or mothers’ helpers; in trade and
the craft industry, most immigrants are self-employed.
It seems that foreigners have a monopoly over certain
sectors, such as retailing. The foreigners’ level of eco-
nomic integration thus appears to be quite exceptional,
or in fact unique in West Africa. Economic integration
is achieved despite scarce use of the citizenship
process, which is admittedly a means to facilitate or
speed up the integration of immigrants in their
country of residence.

In 1996 a Department for National Integration and
Immigration was created within the Ministry of Home
Affairs, which showed the authorities’ intention to reg-
ulate migratory flows. The intention was reinforced in
the Refoundation (the economic and social develop-
ment program of the Front populaire ivoirien ([FPI], the
People’s Front), which came into office in October
2000), when Law 2002–03 was passed (on January 2,
2002) relating to the identification of persons and for-
eigners’ visits in Côte d’Ivoire, a National Identifica-
tion Office was created, and an operation was
launched in June 2002 for new national identity cards

and residents’ permits to be delivered.4 The operation
was slowed down due to the armed conflict that broke
out during the night of September 18, 2002. There are
not enough data to assess the effect of such policy
change on immigration. However, the effect is proba-
bly small, considering that the measures taken were
only aimed at distinguishing among individuals, as in
the developed countries. The operation is expected to
make it possible for large numbers of people to obtain
identity cards, though they had never had any because
the registry offices system was inadequate.

The annual number of persons who applied for and
were granted citizenship rose from 15,146 in 1988 to
88,714 in 1998, which implies an average annual
increasing rate of 5.3% during the period between the
two censuses. If such a rate were to continue, the
number of people obtaining citizenship would
increase twofold within 13 years. Based on the data
from the latest population census, an estimated 1.3
million people are likely to apply for citizenship, in
conformity with the Côte d’Ivoire Nationality Code
(Law 72–852, dated December 21, 1972).

However, appropriate communication strategies
should be implemented so that large numbers of that
population, which is mostly illiterate, actually apply
for citizenship (Anoh et al., 2002).

Though economic integration of foreigners is a
reality in Cote d’Ivoire, political and cultural integra-
tion sets limits that remain difficult to overcome. The
more obvious illustrations include withdrawal of
voting rights for foreigners, after the death of President
Felix Houphouet Boigny, and strict enforcement of reg-
ulations concerning access to public offices and posts.
In principle, “political rights are exclusively reserved
for nationals. This entails that foreigners cannot exer-
cise any political rights in Côte d’Ivoire, nor participate
in political elections, either as electors or candidates”
(Aggrey, 1999). It should also be mentioned that in tra-
ditional societies in Côte d’Ivoire, foreigners have no
right to leadership. It seems this is also true in the
native countries of most of the immigrants in Côte
d’Ivoire. This shows that in fact the turnaround in the
policy is no more than reverting to standards that were
prevalent in West African traditional societies and are
still enforced today.

The third component of the migration policy
includes the measures in international cooperation
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taken at bilateral or regional level with a view to
improving control of migratory flows and promoting
development in the emigration countries. Efforts have
been made in that respect. Among other things, an
agreement was signed in 1979 concerning free move-
ment of goods and people and, more recently, in May
2000, the Conference of Presidents decided to launch
the ECOWAS passport.

The controversy over Ivorianness broke out in the
mid-1990s, as a consequence of the rivalry between
Prime Minister Allassane Dramane Ouattara and the
constitutional heir apparent, Henri Konan Bédié. The
notion of Ivorianness has been termed xenophobic and
is loaded with high emotional charge, which accounts
for the many various constructions around it. As a
matter of fact, the notion implies national preference,
but also breaking away from President Houphouet
Boigny’s ultraliberal immigration policy; however,
those who invented it did not mean it to become an
element of division. According to ethnologist Niango-
ran Bouah,

[it is] all the social and historical, geographical and linguistic
data through which an individual can be defined as a citizen
of Côte d’Ivoire. Individuals who claim that they are citizens
of Côte d’Ivoire are supposed to have Côte d’Ivoire for their
country, to be born of parents who belong to one of the native
ethnic groups of Côte d’Ivoire. (Jarret and Mahieu, 2002)

In a speech at the PDCI-RDA’s 10th Ordinary Con-
gress, on October 28–31, 1996 in Abidjan, President
Henri Konan Bédié declared:

Whatever our ethnic group, religion, region or race, Ivorian-
ness is meant for all of us, even for foreigners, as long as they
take up the national culture for their own, as many natives of
Côte d’Ivoire do once they have settled for good in their
country of residence abroad, for example in France. In other
words, Ivorianness, as the distinctive culture of the natives of
Côte d’Ivoire, of all of them, without any exclusion whatso-
ever, is the opposite altogether of tribalism, ethnocentrism or
racism. (quoted by Adé Adiaffi, 1998)

To those who promoted it, Ivorianness thus means
assertion of a cultural specificity. The notion later took
on a political connotation, based on the fact that certain
foreigners were blamed for making the most of their
privileges as citizens of Cote d’Ivoire, while keeping
their initial nationality. However things stand, the fact
is that the concept has been used in a way that went
far beyond the process of cultural and political inte-
gration of foreigners in Côte d’Ivoire, which it was
supposed to respect.

4. Internal Migration

Population policies are also concerned with internal
migration. Some of the objectives have begun to be

implemented as part of the population redistribution
policy that has been going on since the 1980s. As a
result of the objective of reducing regional disparities,
vast land development and regional development pro-
grams were implemented as part of development plan-
ning. Three examples can be mentioned: the Bandama
Valley Development project, the Southwest Region
Development project, and sectoral development proj-
ects such as those on palm, rubber, or coconut trees in
the forest-covered South, or those on cotton and sug-
arcane in the savannah regions in the North. The aim
of those programs is to slow down urban drift and
redirect the migration flows from the forest-covered
South to the North and Center of the country. Under-
lying the policy are decentralization and such meas-
ures as may encourage young people to work in
agriculture (Brou and Charbit, 1994). The rotating
national celebrations, which implied substantial
investments, have contributed to the promotion of the
inland towns by opening them up and modernizing
them. This, however, did not hamper rapid expansion
of the city of Abidjan, which benefited from substan-
tial investment, as the main target of the hypermod-
ernistic urban project of the authorities (Le Bris, 1998).
Nevertheless, decentralization has been selected
among the major components of Refoundation, which
is likely to reinforce such population redistribution
policy.

As an illustration, we now take a closer look at the
Reproductive Health and Family Planning Program,
the component that is most advanced in the imple-
mentation of Côte d’Ivoire’s National Population
Policy.

IV. THE CONSTITUTION OF 
THE REPRODUCTIVE HEALTH 
SUPPLY AND THE EVOLUTION 

OF FAMILY PLANNING

1. From the Human Resources
Development Policy Statement to the

Expansion of Family Planning Services

According to the Human Resources Development
Policy Statement issued in June 1991, the public sector
was to get more involved in family planning activities.
A national seminar on family planning was held at
Grand Bassam in April 1991, when the bases for a
coherent framework for family planning activities in
Côte d’Ivoire were first laid, and three major policy
objectives were selected:

Promote maternal and child health through prevention of
risky pregnancy and birth spacing
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Prevent sterility by means of detection and treatment of
sexually transmittable diseases (STDs) and infertility

Contribute to economic and social development through
birth regulation (Bamsié and Kouamé, 1992)

Out of that basis a first pilot family planning
program was initiated in 1992 in the département of
Aboisso, in the Southwest, with support form UNFPA.
The evolution, which had been initiated earlier in the
decade, was accelerated when the program of action
of the International Conference on Population and
Development (Cairo, September 5–16, 1994) was
adopted, and ratified by Côte d’Ivoire. A sign of the
evolution was that a national symposium on repro-
ductive health was held in June 1996, during which all
stakeholders could agree over the components of the
reproductive health concept and define the different
segments of the target population. Four components or
areas were thus established: mothers’ and women’s
health, children’s health, young people’s health, and
men’s health. The method was in conformity with the
widespread belief that the approach to reproductive
health should take an individual’s whole life cycle into
account.

Each area has specific components. However, there
are components that the different areas have in
common: family planning, STDs and HIV/AIDS, and
communication for behavior change program and
project management. Moreover, related components
were taken into account (education, nutrition, envi-
ronment), which shows that social objectives were
combined with purely health-related ones.

Besides the public sector, various private parties
and multilateral and bilateral cooperation organiza-
tions were also mobilized. The predominant agent was
AIBEF, which conducted its own activities at the same
time as it provided technical assistance and supplies to
some of the centers of the Ministry of Public Health
(Bamsié and Kouamé, 1992). In 2002 it was working in
84 public sector service centers and 31 more in the
private and semi-public sectors. Besides its Abidjan
headquarters, it has seven branches inland (Bon-
doukou, Bouaké, Daloa, Man, San-Pedro, Korhogo,
Boundiali), which are managed by regional volunteers.
It also has nine clinics.

2. The 1999–2003 National Reproductive
Health and Family Planning Program

Since 1999 Côte d’Ivoire has had a reproductive
health and family planning policy document, in con-
formity with which the various service-providing
organizations are supposed to work, whether they are
public, semi-public, or private. The document is used
as a reference, because in it are “defined the objectives,

strategies and complementary activities to be devel-
oped in order to reach the objectives in the larger
framework of the National Reproductive Health
Policy” (République de Côte d’Ivoire, 1999, p. 8).

A National Program for the period 1999 to 2003 was
first developed. The implementation of that policy was
slow, due to instability in its institutional framework
(Anoh et al., 2002).

The Reproductive Health Policy includes four pro-
grams: the National Program for the Control of AIDS,
STDs, and Tuberculosis; the National Child Health
Program; the Expanded Immunization Program; 
and the National Reproductive Health and Family
Planning Program.

The latter is focused on reproductive health care;
other important dimensions, such as reproductive
rights or women’s empowerment, are not taken 
into account. Nevertheless, these have not been 
overlooked. A National Committee on Violence
against Women was created in 2000. The committee, 
in which several Ministries are members, is intended
to assist the Minister for the Family, Women and 
Children’s Affairs in defining the programs and
actions to be conducted with a view to reducing 
social inequality. Although there are no specific pro-
grams, improvement has been observed in the areas of 
reproductive rights and women’s empowerment
(Table 116–4).

Thanks to the changes brought to matrimonial
rules, which were adopted in 1964, and the broadened
access to reversible contraceptive methods in 1982, the
autonomy of women has been improved. However,
the laws on abortion and sterilization have remained
extremely restrictive, and conflicting views are now
being expressed about relaxing them.

Besides, for 10 years now, all forms of exclusion
against women have been legally banned, since Côte
d’Ivoire has ratified the United Nations Convention on
the elimination of discrimination. Certain reproduc-
tive rights are even mentioned in the new Constitu-
tion: the government must ensure that all citizens have
equal access to health, education, culture, information,
vocational training, and employment (Article 7); muti-
lations and all forms of degradation of human beings
are prohibited and punished by the law (Article 3); and
gender equality is affirmed (Article 17): “Every person
has a right freely to choose his/her occupation or
employment. Access to public or private positions is
equal for all. Any discrimination in access to or exer-
cise of a position, based on sex, political, religious or
philosophical opinions, is prohibited.”

The increasing popularity of women’s NGOs in the
last decade is likely to boost enforcement of reproduc-
tive rights and observance of women’s new powers.
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Such efforts to actualize legislation are crucial in coun-
tries such as Côte d’Ivoire, where, as in many other
developing countries, there is a wide gap between the
law and actual practices.

The objectives of the National Reproductive Health
and Family Planning Program are liable to some criti-
cism. A major one is that not all of those objectives are
realistic (Table 116–5). For example, a 25% reduction in
the maternal mortality rate meant that the rate should
drop down to 450 for every 100,000 live births in 2003.
This would have been possible only if an extremely

strong program had been enforced. Another example
is that the desired 20% reduction in the rate of infer-
tility prevalence among women seemed exceedingly
ambitious, considering the poor health infrastructure
available and the behavior of the populations.

According to a recent study conducted in the region
of Aboisso (Anoh, 2001), few women go to health
centers for infertility reasons, and the few cases iden-
tified were referred to health centers that have a gyne-
cologist, particularly to the regional hospital of
Aboisso. The fact that few people go to a health center
does not mean that few people are affected with this
problem; the fact is that infertility is negatively per-
ceived by society and that those persons who have this
problem prefer to go to traditional healers for help.
Moreover, the notion of a “sexuality-related mortality
rate” (Executive Direction/ National Reproductive
Health and Family Planning Program, 1999) is not
usually used, and measures of it are not available often
enough for any precise value of the desired reduction
to be given. Those remarks show that the process of
objectives development was not built on any in-depth
knowledge of the facts on which the program was to
focus.

The strategy for the implementation of the program
was based on three lines for action: increased avail-
ability and accessibility of services, stimulated
demand, and improved quality of services.

As far as availability is concerned, in 2002 
the program was managing 250 reproductive health/
family planning centers, which meant a coverage rate
of 33%. Pilot programs were implemented in the health
districts of Bondoukou, Bouaflé, and Tanda. A Repro-
ductive Health in the Armed Forces project is being
developed, and awareness campaigns for youth are
being organized by the Network for the Promotion of
Sexual Health among youth and adolescents (known
as RIPS/AJ).

Accessibility of services is increased by means 
of integration of activities into primary health care; 
the activities are served by the strategy of the
minimum package of activities (MPA). A study of the
situation in the districts of Bondoukou and Bouaflé has
shown that

the MPA as defined by the Ministry of Health is not available
in the health centers, nor it is open on all working days. 
Geographical accessibility is limited and infrastructure is
insufficient. Reproductive health services are not always
available, due to products stock shortages; except for the poor
quality of reception, the patients were satisfied with the
quality of the care they received. (Ministry for Planning and
Development, 2002)

The government’s commitment to reproductive
health and family planning has been proved through
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TABLE 116–4 Some of the Achievements in Terms of
Reproductive Rights

Areas Improvements

Matrimonial system According to Law 64–375 
concerning marriage, the legal 
minimum age at first marriage is 
18 for women and 20 for men; the 
personal consent of each of the 
prospective spouses is mandatory, 
and polygamy and bride price are 
prohibited, 1964.

Access to contraception Article 11 in Law 81–640, dated July 
31, 1981, authorizes free access to 
the more common contraceptive 
methods.

Access to sterilization Article 343 in the 1982 Penal Code 
stipulates that whoever is guilty of 
sterilization shall be sentenced to 
death.a

Access to abortion Abortion is regulated by Articles 
366–369 in the 1982 Penal Code. 
Therapeutic abortion is permitted, 
provided that it is meant to save the 
life of a pregnant woman. In all 
other circumstances, abortion is a 
crime, and so are advertising and 
sales of abortive substances.

Sexual violence Rape is punished under Article 354 
in the 1982 Penal Code. Sexual 
mutilation, as a form of violence 
against women, is punished under 
Law 98–757, dated December 23, 
1998. Sexual harassment, forced 
labor and early or forced union are 
punished under Law 98–756, dated 
November 23, 1998.

Exclusion The United Nations Convention on 
the Elimination of all kinds of 
Discrimination Against Women 
(CEDAW) was ratified in 1995.

a However, in the new Constitution, which was adopted by 
referendum in 2000, the death penalty was abolished.



changed parameters concerning family planning
supply and use of contraceptive methods.

3. The Evolution of Contraceptive Practice
and Choice of Methods

People must know about the methods and how 
to have access to them before they can use them. 
It is therefore necessary to deal with such knowledge
before assessing the progress and evolution of 
choices.

a. Contraceptive Knowledge

Even though the level of contraceptive knowledge
is usually higher among nonmarried people, it is the
knowledge among married individuals that matters
most as far as fertility control is concerned. Three cat-

egories of methods can be distinguished with respect
to how familiar they are to the population.

The first category, that of the best known methods,
includes male condoms, the pill, injections, and peri-
odic abstinence. Already in 1994 male condoms were
well known (to 61% of married women and 82% of
married men), but by 1998–1999 virtually everybody
knew about them (83% and 93% respectively). Such a
result is directly related to the social marketing strat-
egy implemented by Population Services International
(PSI) and Economie et Développement (ECODEV) as
part of the program on AIDS control. PSI is currently
developing such social marketing activities in collabo-
ration with a recently created NGO, the Côte d’Ivoire
Agency for Social Marketing (AIMAS). The pill, injec-
tions, and periodic abstinence were also fairly well
known in 1994, and knowledge of those methods has
expanded since then: the proportion of women who
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TABLE 116–5 Specific Impact and Result Objectives for the 1999–2003 NRHFPP (from January 1999 to late 2003)

Components Impact objectives Result objectives

Mothers’ and women’s health Reduce the maternal mortality rate Ensure that 60% of pregnant women go through at least three
by 25% prenatal medical visits 

Raise the rate of deliveries attended by qualified health 
workers from the present 45% to 55%

Ensure that 30% of women who have just had a child go for 
a postnatal visit 

Raise the present 5.7% contraceptive prevalence among 
women of procreating age up to 14%

Bring the present 50% proportion of men in favor of family 
planning practice up to 80%

Reduce the sexuality-related Contribute to ensuring that 50% of women who go to a
maternal mortality rate by 50% health center for asexually transmitted infection (STI) are

examined and treated appropriately
Contribute to keeping down HIV prevalence among women

at the present rate of 12%
Reduce the prevalence of infertility among women by 20%

Adolescents’ and young Reduce the sexuality-related Bring the rate of early pregnancy among girls aged under 18
people’s health mortality rate among from 37% down to 20%

adolescents and young people Reduce the rate of induced abortion among adolescent girls 
by 15% and young women by 25%

Reduce the sexuality-related Contribute to ensuring that 25% of young people who come
morbidity rate among to a health center for an STI are examined and treated
adolescents and young people appropriately
by 30% Reduce the practice of female genital mutilation among

adolescent girls and young women by 10%

Men’s health Reduce the sexuality-related Bring the proportion of men who know about the different
mortality rate among men by means of preventing STI/AIDS up to 95%
10% Bring the proportion of men who use condoms for sexual

intercourse with occasional partners up to 25%
Reduce the sexuality-related Increase the rate of treatment of infertility cases among men

morbidity rate among men by by 25%
40% Contribute to ensure that 25% of the men who come to a

health center for an STI are examined and treated
appropriately

Source: EDNRHFPP, 1999.



have heard about them rose from 58% to 74% (pill),
from 53% to 67% (injections), and from 40% to 58%
(abstinence) between 1994 and 1998–1999. Among
men, the proportion rose from 56% to 66%, from 52%
to 61%, and from 61% to 62% respectively.

The second category, that of not so well known
methods, includes female sterilization and male with-
drawal. From 1994 to 1998–1999 the proportion of those
who had heard about female sterilization rose from
37% to 44% among women; the proportion of men who
knew about withdrawal rose from 46% to 53%.

The third category includes those methods that are
definitely less familiar: intrauterine devices (IUDs),
traditional methods, and, still less familiar, vaginal
methods, male sterilization, and Norplant. In 1998–
1999 the proportion of people who knew about those
methods ranged from 4% (Norplant) to 34% (vaginal
methods) among married women, and from 6% (Nor-
plant) to 34% (IUDs) among men.

The fact that some of the methods are persistently
unfamiliar is partly due to the policy itself. There are
gaps where such methods as sterilization are restricted
by law, or others, such as IUDs and Norplant, require
qualified staff to prescribe them. Moreover, such
methods as withdrawal or traditional methods are not
included in the range of methods suggested in the
program.

b. The Progress of Contraceptive Practice

The use of contraceptive methods has been pro-
gressing at a variable pace since the early 1980s.

Among married women, the proportion of women
who were using a modern method was under 1% in
1980–1981, but rose to 4.3% in 1994 and 7.3% in
1998–1999 (Table 116–6). Since the early 1980s, contra-
ceptive prevalence among married women has then
risen by 6.8% (in absolute terms), which means an
average annual growth rate of 16%.

Considering all women, regardless of their 
marital status, the growth pace has been only slightly
faster: 16.8% compared with 16.1% per year over 
the period from 1980–1981 to 1994, and 12.8% com-
pared with 12.5% per year during the more recent
period from 1994 to 1998–1999. However, there is one
similarity: in both cases, the progress in modern
methods use has been slower since 1994 than it used
to be. The average annual growth rate dropped 
from 18.1% between 1980–1981 and 1994 to 12.8%
between 1994 and 1998–1999 for all women, and from
17.3% down to 12.5% respectively among married
women.

Observations made at Aboisso, the seat for a pilot
family planning program, show that the level of con-
traceptive methods use there has risen faster than at
the national level. For all women at Aboisso, the pro-
portion of those who use any method rose from 19.1%
in 1993 to 27.5% in 1999—an average annual growth
rate of 6.3%—whereas the proportion of those who
were using a modern method rose from 6.8% to
14.7%—an average growth rate of 13.7%. At the
national level, the average annual growth rate for the
recent period 1994 to 1998–1999 was only 5.2% for all
methods and 12.8% for modern ones. However, the

388 Anoh

TABLE 116–6 The Progress of the Level of Contraceptive Methods Use since the Early 1980s in Côte d’Ivoire (in %)

Contraceptive methods All women Married women

CIFS DHS DHS CIFS DHS DHS
1980–1981 1994 1998–1999 1980–1981 1994 1998–1999

Côte-d’Ivoire
All modern methods 0.6 5.7 9.8 0.5 4.3 7.3
Average annual growth for the preceding period — 18.1 12.8 — 17.3 12.5
All methods 1.5 16.5 20.7 2.9 11.4 15.0
Average annual growth for the preceding period — 19.4 5.2 — 10.6 6.3

Aboisso
Modern method — 6.8 14.7 — 4.1 13.1
Average annual growth 1993–1999 — — 13.7 — — 21.4
Any method — 19.1 27.5 — 14.0 21.5
Average annual growth 1993–1999 — — 6.3 — — 7.4

The annual growth rates were calculated over exactly 13.5 years for the period 1980–1981 to 1994, and 4.5 years for the period from 1994
to 1998–1999, i.e., a total 18 years for the periods under study.

CIFS = Côte d’Ivoire Fertility Survey; DHS = Demographic and Health Survey.
Sources: Direction de la statistique, 1984, p. 285; N’Cho et al., 1995, p. 56; National Statistics Institute (INS) and Macro International, 2001,

p. 9; National Research Council, 1993, p. 31; Koffi et al., 2000; Anoh, 2001.



period under observation was slightly shorter, and the
real difference was consequently rather small.

The situation shows a larger contrast when only
married women are taken into consideration. At
Aboisso, the average annual growth rate was 7.4% for
all methods and 21.4% for modern methods during the
period 1993–1999; at the national level, those rates
were 6.3% and 12.5%, respectively, between the two
Demographic and Health Surveys.

The various strata of the population of Côte d’Ivoire
are at different levels of contraceptive practice. For all
of them, the use of contraceptive methods, particularly
modern ones, has grown more frequent. The progress,
however, much depends on social and demographical
characteristics. For example, the use of methods has
increased faster among women with a primary educa-
tion level than among others—from 20% up to 25%
(+5%), as against 5% up to 8% (+3%) among illiterate
women and from 39% to 40% (2%) among women of
secondary education level and beyond; increased use
of methods is to be observed among all the different

generations (Anoh, 2001). Those differences between
social classes suggest that the progress of contracep-
tive practice does not solely result from the effect of
family planning programs.

c. Changes about Method Choice

Contraceptive practice has progressed, but it is still
limited and mostly relies on natural and traditional
methods. Over 50% of users use natural and tradi-
tional methods (Figure 116–10). However, the propor-
tion of conceptive users of modern methods grew
between 1994 and 1998–1999. The modern methods
most used are the pill and condoms, and to a much
lesser degree, injections. The latter involve high
leaving rates and do not contribute much to increasing
contraceptive prevalence, when compared with other
methods such as IUDs or sterilization, for which a
small number of new cases a year is enough to induce
significant boost in the prevalence. The level of con-
traceptive prevalence results both from the history of
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how the methods were taken up and of their contin-
ued use, which in turn depends on the nature of the
methods being used (Ross et al., 1999).

Suppliers for pills are very diversified in Côte
d’Ivoire. In particular, small shopkeepers are playing
an increasingly significant part (3% and 12% of women
in 1994 and in 1998–1999 respectively), which shows
that not all the pills in use require a medical prescrip-
tion. This raises the question of compatibility between
a woman’s health condition and the method she is
using, and also of the possible side effects that should
be monitored.

Condoms, the second most used method, could be
bought mostly from the nonmedical private sector in
1998–1999, as a direct consequence of the social mar-
keting organized by PSI and ECODEV.

CONCLUSION

Côte d’Ivoire became aware at very early stages of
the relations between population and development.
The trend of its economic policy and certain ideologi-
cal motivations, however, caused the country to seek
to increase its population rather than slow down its
growth. Such a populationist option was kept up until
the late 1980s, implying an ultraliberal immigration
policy and pronatalist measures. The change of posi-
tion and the adoption of a National Population Policy
in the 1990s are part of a regional dynamic that affected
most African countries, particularly the Francophone
ones, which had been reluctant up until then. The
turnaround is the direct consequence of the economic
constraints that resulted from the economic crisis and
recession, on the one hand, and from the political con-
straints related to the structural adjustment programs,
on the other hand.

The armed conflict that broke out in Côte d’Ivoire
on September 19, 2002 has slowed down the imple-
mentation of the first program of action on population.
However, certain priority actions and investments
scheduled in the program have begun to be imple-
mented because they had been defined out of opera-
tions already ongoing as part of programs that
government departments were implementing in dif-
ferent sectors, due to the lack of centralized planning.
In that respect, the reproductive health and family
planning program, which can be considered part of the
Control of Natural Growth subprogram, is somewhat
more advanced than others.

This shows that, although the approach is one in
which population programs are supposed to be inte-
grated into social and economic development strate-
gies, the population policy in Côte d’Ivoire, as is often

the case, may very well focus on the family planning
component at the expense of those components based
on the economic, social, and environmental context,
which in fact require much more effort in terms of
investment.

Lastly, it must be emphasized how important polit-
ical stability and sustained support from development
partners are for population programs to be properly
implemented. In addition, the process of implement-
ing the programs must be based on in-depth analyses
of demographic behaviors, so that the objectives that
are set are not unrealistic.
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APPENDIX 116–1 Population Densities by Department

Department 1965 1975 1988 1998

Abidjan 65 149 285 1474.5
Aboisso 12 23 36 53.9
Adzopé 19 33 45 54
Agboville 19 39 53 61.5
Divo 11 25 49 65.9
Grand Lahou 5 9 22 37.7
Tiassalé 8 23 38 53
Abengourou 11 24 42 56
Agnibilekrou 14 33 52 62.3
Bondoukou 8 13 17 29.2
Bouna 2 4 6 8
Tanda 12 27 32 35.2
Béoumi 32 37 34 43.1
Bongouanou 21 40 41 43.8
Bouaflé 15 25 39 57.2
Bouaké 42 56 94 153.6
Dabakala 5 6 8 10.4
Daoukro 14 26 23 29.2
Dimbokro 25 33 29 52.7
Katiola 7 9 14 17.6
M’bahiakro 11 18 19 21.3
Sakassou 26 31 32 45.8
Toumodi 20 29 31 39.1
Yamoussoukro 22 31 47 79.8
Issia 14 26 53 75.8
Daloa 18 37 67 97.8
Gagnoa 26 38 60 79.3
Lakota 22 27 42 53.9
Mankono 7 7 11 18.9
Oumé 15 37 60 77.9

Sources: For 1965, 1975, and 1988, DCGTX, 1991: for 1998, INS.

Department 1965 1975 1988 1998

Séguéla 6 7 11 15.3
Sinfra 16 42 74 103
Vavoua 4 11 27 46.4
Zuénoula 25 35 41 50.8
Odienné 5 6 8 10.6
Boundiali 11 14 17 20.9
Ferkessédougou 4 5 10 14.4
Korhogo 19 22 31 36.2
Tingrela 17 18 25 28.2
Bangolo 21 28 39 61.8
Biankouma 12 16 20 24.3
Danané 27 38 49 67.9
Duékoué 10 18 33 68.5
Guiglo 6 7 15 25
Man 35 46 59 75.7
Touba 8 9 13 16.1
San Pédro 1 7 24 57.8
Sassandra 6 9 20 40.9
Soubré 4 9 37 73.2
Tabou 3 4 10 26.3
Alépé 31.7
Dabou 87.3
Jacqueville 77.8
Tiébissou 29.8
Bocanda 25.7
Adiaké 56.4
Grand_Bassam 142.7
Toulepleu 61
Côte-d’Ivoire 13 21 33 47.8
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APPENDIX 116–2 The Evolution of Fertility Rates by Age in Côte d’Ivoire since 1958 (per 1,000)

Age groups 1958a 1962–1964a MRS CIFS RGPH DHS DHS
1978–1979a 1980–1981b 1988b 1994b 1998–1999c

15–19 217 192 224 207 193 151 129
20–24 319 289 296 310 289 245 223
25–29 289 264 278 298 289 240 225
30–34 209 226 217 245 252 227 198
35–39 167 158 158 189 193 172 151
40–44 66 102 86 126 98 82 80
45–49 36 44 35 57 38 26 37

TFR 6.52 6.38 6.54 7.16 6.76 5.72 5.21

Sources: a Roussel, 1967, qtd in Antoine, 1985.
b N’cho et al., 1995.
c INS and Macro Int., 2001.





Officially, the United States has no population
policy. There have never been numerical goals or
targets for a particular population size or rate of
growth. Indeed, the country has always considered
itself to be a “country of immigrants,” a distinction
that sometimes ignores that the populations of other
developed countries of the “New World,” such as 
Australia, Canada, and New Zealand are themselves
largely products of immigrants from distant lands.
There has never been any sort of demographic target
or goal regarding birthrates, although concern has
been raised in the past when birthrates declined to low
levels, as happened in the 1930s. In responding to the
United Nations Population Division’s biennial survey
on population policies, the United States stated that
population growth was satisfactory and that no inter-
vention to alter the rate was needed (United Nations,
2002).

As of this writing, U.S. population increases at
about 3 million per year, 1.6 million through natural
increase of births minus deaths and 1.2 million
through net immigration, both legal and illegal (see
Figure 117–1). This is the largest amount of growth in
absolute terms in the country’s history and is nearly
the equivalent of adding the population of Sweden
every 36 months.

The closest the country has come to considering
some sort of national population policy was in the
early 1970s at the urging of Republican President
Richard Nixon with the establishment of the Com-
mission on Population and the American Future, also
known as the Rockefeller Commission. The Com-
mission consisted of a large number of sociologists,

demographers, and environmentalists, giving it by far
the largest assembly of expertise ever focused on the
population issue. At the time, population had begun
an acceleration spurred by the period of high fertility
during the baby boom and by rising immigration.
Over 50 million had been added to U.S. population
since 1950, partly due to the effects of the landmark
immigration act of 1965. The sweeping 1965 immigra-
tion reform opened U.S. borders to immigration from
the nontraditional regions of Africa, Asia, and Latin
America, a part of Democratic President Lyndon
Johnson’s Great Society, itself an outgrowth of the civil
rights movement of the 1960s. Prior to the 1960s,
immigration had been at very low levels throughout 
the depression years of the 1930s through the 1950s 
as immigration from traditional European countries
declined. Ironically, the Commission also began its
work on the eve of the steepest decline in fertility in
U.S. history, that of the 1970s.

The Commission’s findings, presented in 1974, were
a controversial departure from the “growth is good”
mentality, to say the least. “The health of our country
does not depend on population growth, nor does the
vitality of business, nor the welfare of the average
person” (Negative Population Growth website, Foot-
notes, March 1998, accessed May 14, 2003). The Com-
mission, whose report filled six volumes, called for the
decriminalization of abortion, removal of any remain-
ing restrictions on contraceptives (the pill had been
approved by the Food and Drug Administration 
in 1960, but individual states had their own laws), 
the wide availability of sex education, freezing im-
migration at 400,000 per year and stopping illegal
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immigration, as well as support for bans on any type
of sex discrimination. President Nixon ultimately
rejected the report, possibly due to both the contro-
versial nature of the recommendations and the dis-
traction of the Watergate scandal, which led to Nixon’s
resignation in June 1974.

If population growth was one of the Commission’s
fears, then many of their concerns have come to pass.
Population, numbering 203 million at the 1970 census,
has grown to 291 million in 2003 and will reach the
300-million mark in 2006. Still, many of the Com-
mission’s wishes were realized without Presidential
approval. In 1973, the historic Roe v. Wade Supreme
Court decision legalized abortion on demand, families
voluntarily chose the two-child family it sought 
(the total fertility rate [TFR] actually dropped to 1.7 in
1976, oddly the year of the country’s Bicentennial 
celebrations), and there are now no legal restrictions
on contraceptives whatsoever. The sole area where 
the Commission’s goal has not been realized is 
immigration.

Although debate over population growth has
waned since the 1970s, individual groups do keep the
notion alive. Negative Population Growth in Alexan-
dria, Virginia, Californians for Population Stabilization
in Santa Barbara, California, the Center for Immigra-
tion Studies in Washington, DC, Population Environ-
ment Balance in Washington, DC, and Population
Connection (formerly Zero Population Growth) in
Washington, DC are just a few examples of organ-
izations that lobby or otherwise promote slower 
population growth, primarily by advocating reduced
immigration.

But, in some ways, all countries have a population
policy, be it clearly stated or inferred indirectly. Still,
by not having an expressly stated policy, the United
States has implicitly stated that it has no position on
population size. Significantly, while the 2000 census
enumerated nearly 7 million more residents than antic-
ipated, increasing the annual estimated rate of popu-
lation growth, there has been no particular public
concern or media attention generated as a result. The
single area in which the United States does impose
numerical limits to a component of demographic
change is that of immigration law, yet even here there
is no direct connection with any sort of population size
or growth rate target.

For much of its history, immigration was not only
uncontrolled but was openly encouraged. During the
19th century, immigrants were welcomed to help
develop and occupy the largely empty continent,
stretching over 4,000 kilometers from the Atlantic to
the Pacific. Viewing the United States today, it is easy
to ignore just how new the country really is. During
the 1990s, many cities and towns in the central United
States, or the “Midwest,” celebrated just the 100th
anniversary of their founding. New residents arrived
by the millions and all were welcome, although
arrivals from new areas, such as Eastern or Southern
Europe were initially subjected to various forms of dis-
crimination. But virtually all of these immigrants were
from Europe, the traditional sending countries of new
Americans.

Responding to the UN policy survey, the United
States stated that immigration levels were satisfactory
and that current immigration of permanent migrants,
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migrant workers, and dependents should be main-
tained as well as the policy toward integration on non-
nationals. U.S. policies on growth and migration can
be compared to that of France, insofar as that country
also said that current population growth was satisfac-
tory, but indicated that the level of immigration was
too high and that the official policy was to lower it.
Similar sentiments were expressed by Germany and
the United Kingdom, sharp contrasts to U.S. stated
contentment with the level.

Fluctuations in fertility rates (see Figure 117–2)
appear to be far more a product of the economic back-
ground than of any government action to provide
support for families The United States today has the
highest TFR of any industrialized country (The Econo-
mist, 2002). In the 20th century, there were two periods
of significant decline in the total fertility rate, both of
which reflected similar trends in Europe. The TFR
declined to 2.1 during the global Depression years of
the 1930s, recovering as World War II approached and
then reached its modern zenith in 1957 at 3.8, the peak
of the well-known and much-celebrated baby boom. A
second plunge took place in the early 1970s, perhaps
partly attributable to rising feminism, but quickly
fueled by the oil crises of the same decade and result-
ing inflation as well as high unemployment. Fertility
responded to a favorable economic outlook in the late
1980s, rising to the replacement level by 1990, a level
generally maintained until the end of the decade. Fol-
lowing the larger than expected 2000 census count,
there has been a downward revision in the U.S. TFR
for both 2000 and 2001 of approximately 0.1, to 2.056
and 2.034, respectively. Replying to the United
Nations, the U.S. considered that their fertility level

was satisfactory and in no need of intervention, but
labeled the adolescent fertility rate a “major concern”
with policies and programs to influence it. While fer-
tility has certainly fluctuated, it is quite difficult to
identify any specific public policy that has had a meas-
urable effect on the TFR.

In terms of mortality, the current level of expecta-
tion of life was reported as unacceptable to the United
Nations. With respect to mortality, the United States
does have an implicit policy to improve overall health
conditions, although no specific targets for measures
such as life expectancy are mentioned. This overall
goal or policy can be contrasted with that France and
Germany, who stated to the United Nations that
current mortality levels were acceptable. The United
States does have any number of programs to improve
health conditions such as Medicare, Medicaid, and
public health programs and clinics for low-income
populations, which can certainly be seen as intended
to improve medical care and overall health, ostensibly
increasing life expectancy. Government programs as
well as media attention focuses on racial differentials
in rates such as infant mortality and the prevalence 
of specific diseases, but references to overall life
expectancy are infrequent.

I. IMMIGRATION

Half of U.S. population growth now stems from
immigration, despite the fact that the level of natural
increase is quite high by industrialized country stan-
dards. Currently, there is little public debate on the
level of immigration, although illegal immigration was
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widely discussed in the late 1980s and early 1990s.
Since the terrorist attacks of September 11, 2001, public
sentiment has changed insofar as steps to control the
entrance of those who would do the country harm 
are generally accepted, albeit with some misgivings 
that such steps are now necessary. It is interesting to
note that the issue of “urban sprawl,” the rapid spread
of suburbanization around cities into former farmland,
receives much attention, but it is viewed more as an
issue of population distribution policies, rather than as
a result of the country’s growth of 3 million per year.

As welcoming a country as the United States has
been, its past immigration history has been filled with
friction between more established immigrant groups
and those arrivals from newer source countries. From
the country’s earliest days, there were concerns about
immigrants from countries seen as nontraditional.
Even Benjamin Franklin fussed about the arrival of
Germans in Pennsylvania:

Why should the Palatine boors be suffered to swarm into our
settlements and, by herding together, establish their language
and manners to the exclusion of ours? Why should Pennsyl-
vania, founded by the English, become a colony of aliens,
who will shortly be so numerous as to Germanize us, instead
of our Anglifying them?’ (Esmond, 1986; p. 83)

The “Know Nothing” political party worried about
the arrival of Catholics from Ireland in the 1840s and
were elected to Congress on sentiments of anti-
immigration of such groups, but failed to sponsor any
successful legislation.1 Following the Civil War in the
1860s, some laws were passed prohibiting convicts,
prostitutes, paupers, and “mental defectives.” In 1882,
the Chinese Exclusion Act was a landmark law aimed
at barring a specific group. Many Chinese had been
recruited to build the railroads across the West, but
after the work was complete, fears of a flood of cheap
Chinese labor prompted the ban, which continued in
force as late as 1943. Subsequently, other laws tried to
ensure that immigrants could read and write and were
intended to limit immigration to countries of Northern
and Western Europe, due to the perceived undesirable
qualities of migrants from other areas. It was in 1921
that the first numerical limit was set on the number of
immigrants, and, in 1924, a limit of 150,000 was
imposed, with quotas favoring traditional countries.
As a result, the vast majority of immigrants continued
to be from Northern and Western Europe until well
after World War II.

Following World War II, Presidents Truman and
Kennedy favored eliminating national quotas, but it
was not until the landmark amendments to the Immi-
gration and Nationality Act, passed in 1965, that U.S.

immigration was truly opened to all countries. The
amendments of 1965 were, in all likelihood, the single
most defining pieces of legislation in U.S. history,
forever changing and defining the ethnic structure
population of U.S population. After 1965, the countries
of origin of immigrants shifted dramatically. Symboli-
cally, the new legislation was signed by President
Johnson at the base of the Statue of Liberty in 
New York harbor. During the 1950s, 53% of immi-
grants were from Europe; by the 1980s, only 17% were.
The full impact of the 1965 law has been such that, by
about the year 2050, the country will likely have no
majority ethnic group at all. Such a development
would most certainly have horrified Franklin, but
seems to disturb most contemporary modern Ameri-
cans little if at all.

United States’ policy on immigration is not speci-
fied in any official statements but remains implicit in
the laws that govern it. The U.S. population is com-
posed of a large number of ethnic and national groups,
each arriving in different waves over the course of
history. The notion of a “country of immigrants” seems
to be a well-accepted aspect of American social change,
although such change is never without its frictions.
Nonetheless, it is probably fair to say that significant
restrictions, let alone a total ban on new immigrants
would be seen by most as unthinkable. Concern over
illegal immigrants surfaces from time to time,
although even that may be viewed as beneficial in that
many illegal immigrants take jobs that many Ameri-
cans no longer want. During the 1980s, there was 
considerable debate over illegal immigration and the
means that could be used to stop it. Most recently,
concern has been universal over immigrants whose
sole purpose is to do the country harm, with many
feeling that some immigrant rights may be abused in
the name of security. Beyond considerations of a cer-
tain perceived moral obligation toward immigrants,
serious restrictions on immigration would cause a
political firestorm, as individual national groups
would raise a loud protest.

Nonetheless, it is a clear, if tacit, policy that immigra-
tion will continue although the United States reserves the
right to regulate who and how many come to its shores,
as does any sovereign nation. The policy is to favor immi-
grants who can benefit the country via needed occupa-
tional skills and special expertise, allow a generous
program of family reunification, and accept a reasonable
number of refugees and others seeking asylum.

II. CURRENT IMMIGRATION LAW

The laws defining who comes in and who does not
are quite complex. Immigration is currently governed
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by the Immigration Act of 1990 (Public Law 101–
649), although the law is often amended as Con-
gress deems appropriate, typically to include new 
groups, such as special categories of refugees. This law,
passed at the height of the debate over illegal 
immigrants, actually raised the amount of allowable
immigration.

At present, over 30 million people are known to
enter the United States each year. The vast majority of
these are tourists or people on temporary business
who leave in a short period of time. A restriction on
those visitors is that they do not generally have the
right to work, a right restricted to migrants who
receive permanent resident visas or specific work-
related visas under other provisions of law.

Current immigration law specifies two broad cate-
gories of immigration, permanent and temporary, but
only the former are designated with the legal term of
immigrant. Only immigrants receive permanent resi-
dent visas, popularly called “green cards,” although
the card itself is no longer green. When used in the 
discussion below, the word immigrant refers only to
those granted lawful permanent residence and, subse-
quently, the right to apply for citizenship after 5 years
of continuous residence. It is most important to take
note that immigrants are not necessarily new residents
in the demographic sense in that many have been
living in the country for some time, possibly quite 
a long period. An example of the latter might be 
an employee of an international organization who
reaches retirement age and only then applies for per-
manent residence.

III. IMMIGRANTS

The legal use of the term immigrant causes some
confusion in interpretation of immigration data with
some users naturally assuming that 1,064,318 immi-
grants physically arrived on U.S. shores for permanent
residence in Fiscal Year (FY) 2001, as shown in the 2001
Statistical Yearbook of the Immigration and Naturalization
Service.2 In FY 2001, there were 1,064,318 immigrants,
but only 411,059 were new arrivals in that year; the
balance were previous residents whose status was
adjusted from temporary to permanent. A second
caveat is the use of immigration data as a times series.
Annual numbers fluctuate with the ability of the INS

to process visa applications. In 1998, Congress trans-
ferred the processing of undocumented aliens from the
State Department to the INS without increasing staff.
As a result, processing fell behind. The high figure
cited above of just over 1 million can be compared to
the previous two fiscal years. In FY 1999, there were
but 646,568 visas processed and, in FY 2000, 849,807.
The apparent rise in numbers from FY 1999 to 2001 was
a result of “catching up” the processing of forms. There
is also a per-country limit on visa allocations for a par-
ticular year to 7% of the annual total.

An additional category of immigrants are the so-
called diversity immigrants, a special group of 55,000
added under the 1990 law to encourage immigration
adversely affected by the 1965 law. These are poten-
tial immigrants from “old-seed” sending countries 
before the 1965 law, chiefly those of European origins
and especially those from Ireland. This addition was
partly sponsored by Senator Edward Kennedy of
Massachusetts.

IV. IMMIGRATION LIMITS
PRESCRIBED BY LAW

As described in Table 117–1, different categories of
immigrants are assigned numerical limits. There are
two broad categories of immigrants, those granted
permanent residence for employment purposes
(employment-based preferences) and those admitted
for the general purpose of family reunification.
Employment-based preference immigrants are often
those most often thought of as new immigrants to the
United States in that they do not necessarily have any
previous connection to the United States, but are
admitted for needed job skills or may be investors who
are likely to create new jobs. Their number is “capped”
at 144,000 per year. Family-sponsored immigrants are
relatives of legal residents who are admitted for family
reunification. Their number is set at from 226,000 to
480,000, the exact limit being equal to the larger of
226,000 or a calculation of 480,000 minus the previous
year’s total of immediate relatives. There is also a per-
country limit on visa allocations for a particular year
to 7% of the annual total.

V. NONIMMIGRANTS

Temporary migrants, the vast bulk of whom are
tourists and visitors for business purposes totaled 27.8
million in FY 2003, are actually referred to by law as
“nonimmigrants,” since they do not receive green
cards for permanent residence. Significantly, this
number was nearly 6 million less than in FY 2000, a
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result of the September 11 terrorist attacks. Beyond the
87% of this group arriving in FY 2001 who were simply
tourists or businesspeople, 3.5 million were accommo-
dated under a variety of programs, ranging from stu-
dents to foreign ambassadors and their families. There
is no ceiling on the total number of this group who
may be admitted in any one year.

The largest group of nonimmigrants, outside of vis-
itors for business or pleasure, are temporary workers

and trainees who, along with their spouses and chil-
dren totaled 726,613. This group contains two visa clas-
sifications that are numerically limited, H1B and H2B
visas. H1B visas are issued to specialty workers who
must have a university degree or the equivalent and a
license to practice their profession, if one is required.
The typical H1B recipient is, as the INS describes it, a
29-year-old Indian working in the computer field and
earning $55,000 per year. The next largest group,
624,917, was composed of students.

Temporary workers who are employer-sponsored
employees may remain in the country a maximum of
6 years (the H1-B program). They may, of course, apply
for permanent residence at some point. In FY 2001,
there were 331,206 such nonimmigrants, about half of
whom were from India. The provisions of the various
nonimmigrant programs specify persons with college
degrees and specific training and are almost always in
some type of professional occupation or needed occu-
pation. Other categories include people performing
services not available in the United States, athletes and
entertainers, religious workers, and the spouses and
children of such workers.

There are additional groups such as refugees 
and asylees, and special agricultural workers to fill
labor force needs, particularly in the Southwest. An
additional group comprises “diversity” immigrants, a
special provision to reverse what was seen as disad-
vantages to immigrant countries from “traditional”
sending countries, particularly Europe. This group
numbered 42,015 and did receive green cards.

Are limits imposed on the annual number of immi-
grants? While there are numerical limits imposed on
many categories, in actual practice, application of the
law is rather complex.

VI. FERTILITY

It is probably true that no program of family
support has ever been enacted in the United States
with the intent of directly influencing the level of the
TFR. Rather they have been designed to ensure that
Americans can have the number of children they wish
to have, more as a right than as a demographic goal.
Increasingly, the provision of equal rights for women
in employment has emerged as a primary concern.

The TFR in the United States stands at 2.0, a level
that has remained relatively constant since about 1990.
It is often thought that higher fertility among ethnic
groups accounts for this comparatively high rate,
given that Hispanic women, for example, have a TFR
just below three children. But the TFR of “majority”
women, defined as White non-Hispanic, stands at 1.9,
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TABLE 117–1 Immigrant Categories Included in 
Worldwide Annual Limit Specified in Section 201 

of the Immigration and Nationality Act: 
Fiscal Year 2003 Limits

Categories

Total 701,532
Employment-based categories 171,532

First preference Priority workers 49,058
Second preference Professionals with advanced 49,058

degrees or aliens of
exceptional ability

Third preference Skilled workers, 49,058
professionals, needed
unskilled workers

Fourth preference Special immigrants 12,179
(ministers, religious
workers, etc.)

Fifth preference Employment creation 12,179
(“investors”)

Family-sponsored immigrants 480,000
Family-sponsored preference 226,000

First preference Unmarried sons and 23,400
daughters of U.S. citizens
and their children

Second preference Spouses, children, and 114,200
unmarried sons and
daughters of permanent
resident aliens

Third preference Married sons and daughters 23,400
of U.S. citizens

Fourth preference Brothers and sisters of U.S. 65,000
citizens (at least 21 years 
of age)

Fifth preference Immediate relatives of adult Not limited
U.S. citizens (spouses,
children, and parents) 
and children born abroad 
to alien residents

Diversity 50,000
immigrants

Note: The annual limits are adjusted based on visa usage in the
previous year.

Source: UCIS, 2004.



well above most countries of Europe and Australia,
Canada, and Japan. Why is American fertility so high?
While it is not possible to quantify an answer, it is rea-
sonable to speculate that U.S. society is simply more
oriented to the expectation to have children, particu-
larly in certain geographic areas. Church attendance is
still relatively common and the expectation that one
will raise a family is almost certainly more persistent.
Or, perhaps such a perception is misplaced, that U.S.
fertility in the 1990s is more a result of a robust, 
optimistic economy. Perhaps U.S. fertility is not truly
“high,” but only appears to be in comparison to very
low European fertility. It is still true, however, that, in
the 1995 National Survey of Family Growth, 14.8% of
women interviewed said that their last birth was mis-
timed and 6.5% said that it was unwanted (NCHS,
1997).

While programs benefiting parents of children may
have had an unplanned effect on fertility, the intent of
those programs has always been to provide financial
relief to families and to help support the two-earner
family, thus facilitating careers for women. The latter
has been a response to the rapid entry of women into
the full-time career labor force as well as a genuine
need for two earners as the cost of living rose 
substantially from the 1970s. High living costs can be
illustrated by some examples. In the early 1970s, a
single-family house in the Washington, DC area cost
about $25,000 or less, but by even the 1980s, the cost
had risen to $250,000 and continues to increase. Fami-
lies with two full-time earners have also served to
make the expense of the two-car family commonplace,
particularly given the great geographic expansion of
the suburbs and the lack of practical public trans-
portation. Such economic factors could certainly be
seen as having a depressing effect on fertility, as has
arguably happened in Europe, but it is likely that
support for families with children has played some
role in maintain the two-child family, however 
inadvertent.

Along with Australia, the United States is alone
among industrialized countries in that there is no gov-
ernment-funded program for maternity leave, placing
the burden of providing such leave on employers. In
many ways, this is in keeping with the general national
attitude that individuals, and not the government, are
responsible for arranging and financing their own
affairs. It should be kept in mind that Americans do
not look to the government as the ultimate form of
socialized support and even find “government med-
dling” unattractive. At the same time, income taxes are
considerably lower than the social taxes paid by many
Europeans. Americans, much more so than in Europe,
are expected to provide for themselves.

In the 1960s, pregnancy often meant that a working
woman would leave her job to become a full-time
mother, and an employer who granted any sort of
maternity leave was rare indeed (USCB, 2001). Since
that time, however, women have entered the world of
work in increasing numbers. In 1970, 43.8% of women
16 years of age and over were in the labor force (79.7%
of men) but, by 2001 the proportion had risen to 60.1%
(74.4 of men). In 1978, the Pregnancy Discrimination
Act was passed by Congress, forbidding discrimina-
tion in employment for pregnancy and childbirth.
Along with this development, families were able to
take an income tax credit for child care expenses from
1976. Subsequently, the ability to work flexible hours,
child care centers at the workplace, and a general
notion that working women must be accommodated
became frequently debated national issues. These
began to be offered by employers as incentives to
obtain and keep trained workers.

For those parents who must pay out-of-pocket fees
for daytime child care while the parents work, the
income tax credit allowed by federal law amounts to a
significant subsidy. Expenses up to $2,400 for one child
or $4,800 for two or more children up to age 13 may
be claimed, and 20% to 30% of the claimed amount
may be taken as credit against the amount of income
tax, not simply deducted from taxable income. The
percentage that may be taken as a credit varies with
income, with lower income parents eligible for the full
30% credit.

In 1993, the Family and Medical Leave Act man-
dated up to 12 weeks of unpaid leave for employees
of companies of 50 or more employees and who
worked at least 1,250 hours in the past year for their
current employer. There is, however, no provision for
paid leave in the federal law. Paid leave remains an
option for an employer, although in some states, such
as New Jersey, women receive 75% of their weekly
salary up to a maximum of $364 (National Center 
for Policy Analysis, accessed April 4, 2003, from
www.ncpa.org).

While the rise in maternity leave has certainly been
dramatic, paid leave of some type is still enjoyed by
barely half of all women (see Table 117–2). “Paid leave”
also refers to a combination of different options that
may or may not be available to a women, such as the
use of accumulated sick and vacation time in addition
to actual paid maternity leave that may or may not be
available. Thus, maternity leave remains something of
an ingenious assembly of available options to a family,
not a matter of public policy. Overall, about three-
fourths of all women who worked during pregnancy
in 1991–1994 returned to work in the first year, 42%
returning within 3 months.
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While any effects that maternity/paternity leave
may have had on keeping the United States TFR at a
modestly high level cannot be directly quantified,
there has been a clear effort on the part of government
and the private sector to accommodate working
mothers and fathers. Day care centers at the workplace
have become commonplace, the use of sick leave to
care for a sick child is widely accepted, and some
mothers even bring their young infants to work. In
addition to programs and benefits, it is almost cer-
tainly a major factor that attitudes toward work and
motherhood have undergone a sea change in the
United States. Certainly, this has arisen as a result of
the movement for equal rights for women, but it can
also be seen as pragmatic in that employers are less
likely to lose trained, valuable employees.

In 1996, the first significant change in public assis-
tance to poverty populations, popularly referred to as
“welfare reform,” was passed in the form of the Per-
sonal Responsibility and Work Opportunity Reconcil-
iation Act (PRWORA). This act placed new limits on
the length of time public assistance benefits could be
received and encouraged disadvantaged mothers with
children to seek gainful employment. Due to the latter
provision, the act is popularly referred to as “work-
fare.” Prior to the passage of PRWORA, there had been
much public debate on welfare payments discourag-
ing women from remaining on the rolls at public
expense. PRWORA, then, is a landmark experiment
and a major restructuring of public assistance pro-
grams and the philosophy behind them, a shift from
long-term support to a program that helps poor
mothers adjust to the need for self-support. And, it can
certainly be argued that welfare reform was a matter
of public policy, designed to encourage those on
welfare to seek gainful employment as well as 

discouraging out-of-wedlock childbearing supported
by public funds.

Will PRWORA affect fertility levels among poor
women? This question takes on added significance
when we consider that 22% of the 35.5 million mothers
in 1996 received some form of public assistance (USCB,
2002a).3 Overall, mothers who participated in one or
more public assistance programs had given birth to
2.361 children in their lifetime, compared to 2.071 who
did receive benefits. Of the mothers who received ben-
efits, the first birth of 58.5% was outside of marriage,
compared to 24.7% of mothers not receiving benefits.
Clearly, the question is: does welfare encourage 
childbearing among poor women, particularly out of
wedlock births?

During the 1990s, the only significant change in the
TFR by ethnic group was that of Black women, who
recorded nearly a 12% decrease. The decrease in the
birthrate for the 15–19 age group was particularly
sharp, leading to speculation that welfare reform was
the cause. However, it is evident that fertility decline
was under way well before the 1996 act became law.
While it is possible that pre-passage publicity may
have had an effect, the timing of age-specific fertility
decline in the 1990s suggests that there were a multi-
plicity of causes, such as antipregnancy publicity 
campaigns in the schools.

Looking at birthrates for unmarried young women
(see Figure 117–3), a primary target group for welfare
reform, the effect of PRWORA may be somewhat more
evident. The decline in birthrates for unmarried Black
women appears to have accelerated in the years
leading up to passage and then continued in a clear
downward path. For Hispanic women, the increasing
trend reversed itself, leveling off in the second half of
the 1990s. For White women, there is no apparent
trend, although poor mothers receiving public assis-
tance are a small minority of White women overall.

Support for parents is available from a variety of
other sources, notably financial aid for university
attendance. In the United States, even state-sponsored
colleges and universities are not free, with tuition,
room, and board expenses falling to the parents. Many
parents aspire for their children to attend college,
which has become a virtual necessity for a well-paying
position. The cost of even the less expensive state
schools easily runs $10,000 per year and that of the
highly desired private institutions at least two times
that figure. Saving for tuition is something young
parents strive to do early on, and parents may even
wish to space births so as not to have two or more 
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TABLE 117–2 Leave Arrangements Used by Women
Who Worked during Pregnancy: 1961–1965 and

1991–1995 (Percentage)

Type of leave Year of first birth

1961–1965 1991–1995

Total 100.0 100.0
Quit job 62.8 26.9
Paid leavea 16.0 42.7
Unpaid leave 14.1 40.3
Disability leave (—) 11.2
Dismissed from job 4.2 5.0

(—) not applicable.
a includes paid maternity, use of sick and vacation leave, and

other paid leave.
Source: USCB, 2001.

3 The cohort for these data are women ages 15–44 who had had
at least one birth.



children in college at the same time, depending on
how strong their motivation for college educations
might be. In part, parents are assisted in their dilemma
by a variety of state and federal student aid programs
(for which a full financial statement must be com-
pleted) and scholarships that provide some relief, par-
ticularly for low-income families, although the chief
burden is borne by the parents.

VII. DISTRIBUTION

While there may be no national policy on popula-
tion growth, many local governments have taken steps
to limit growth, particularly in the vicinity of cities, a
development now receiving wide media publicity as
urban sprawl. Urban sprawl refers to the rapid expan-
sion of suburban settlement circling cities into areas

Chapter 117/Population Policy in the United States 403

TABLE 117–3 Age-specific Birthrates and Total Fertility Rate, White non-Hispanic, Black non-Hispanic, and Hispanic
Women, 1990, 1996, and 2003

Categories Rate by age group (per 1,000) TFR

15–19 20–24 25–29 30–34 35–39 40–44

White non-Hispanic
1990 42.5 97.5 115.3 79.4 30.0 4.7 1.851
1996 37.6 90.1 104.9 82.8 33.9 6.2 1.781
2003 27.5 83.5 110.9 97.7 43.2 8.1 1.858
Percentage change 1990–2003 -35.3 -14.4 -3.8 23.0 44.0 72.3 0.4

Black non-Hispanic
1990 116.2 165.1 118.4 70.2 28.7 5.6 2.548
1996 91.9 137.0 96.7 63.2 29.1 6.2 2.140
2003 64.8 128.2 102.2 67.5 33.5 7.7 2.030
Percentage change 1990–2003 -44.2 -22.4 -13.7 -3.8 16.7 37.5 -20.3

Hispanic
1990 100.3 181.0 153.0 98.3 45.3 10.9 2.944
1996 94.6 170.2 140.7 91.3 43.9 10.7 2.757
2003 82.2 163.4 144.4 102.0 50.8 12.2 2.785
Percentage change 1990–2003 -18.0 -9.7 -5.6 3.8 12.1 11.9 -5.4

TFR = total fertility rate. Sources: NCHS, 2003, 2004.
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et al., 2002.)



once considered rural. A typical scenario is a county
near a city that has historically been lightly populated
and with an attractive, bucolic setting. At some point,
housing developers begin construction of new units,
which often attract younger families due to the lower
cost compared to expensive houses “in town.” The
nature of the rural setting is itself an attraction, but
newcomers soon find themselves joined by increasing
numbers of even newer arrivals and soon the bucolic
nature of the area disappears. A result is heavier traffic
and a common expression is that one left the city but
“the city followed me here.” A major contributor to
sprawl is the fact that many jobs leave the city and relo-
cate to suburban areas, allowing commuters to live
further and further from the city itself.

Generally, sprawl itself is seen as a result of distri-
bution, not overall national population growth itself.
This tends to ignore the fact that the country grows by
3 million per year and that those new residents must
clearly live and work somewhere. As a result, popula-
tion growth tends to be concentrated in two general
areas: the large suburban areas of larger, established
cities, such as Atlanta and Washington, DC, and
smaller cities and their suburbs which have gained
attractiveness in recent decades, such as Charlotte,
North Carolina and Boise, Idaho.

The geographic spread of settlement has often been
exacerbated by what has been called “the American
dream,” a single-family house on a tract of land
ranging from one-quarter acre to an acre in size. Local
jurisdictions often attempt to limit growth with mora-
toriums on sewer hookups, limits on how many
houses may be built on lots, and the requirement that
developers provide funds for needed roads before
housing permits are issued. There are often, however,
conflicting goals between those who wish to limit
growth and county officials who may wish to attract
more tax dollars.

VIII. MORTALITY

Particularly since the 1960s, there has been a con-
certed effort on the part of local, state, and the federal
governments to become involved in providing greater
access to full health care to those unable to afford it. In
fact, few Americans could afford to pay for health care.
Employed persons nearly always benefit from some
type of group insurance plan, but those without
regular employment and the elderly were typically left
to their own resources, which often meant little or no
health care at all. In a very real sense, public policy has
become interventionist in health care, following a
largely laissez-faire policy for most of the country’s

history. This was in part due to the rising cost of health
care which, in turn, resulted from an explosion of diag-
nostic methods and the expensive equipment they
require. Health care shifted from home visits by a local
doctor to a vast array of costly in-patient and out-
patient services. In short, the nature of health care itself
underwent a sea change after the 1950s.

1. Medicare and Medicaid

Medicare, established in 1965 along with Medicaid
as Title XIX of the Social Security Act, is a government
program that covers Americans age 65 and over as
well as some persons below age 65 with disabilities.
The law was a reaction to the fact that rapidly rising
medical costs were increasing much faster than the
cost of living. About 1960, it became evident that
private insurance companies could no longer provide
coverage to senior citizens and pensioners at premi-
ums they would be able to pay. It was estimated that
only one in four had adequate medical coverage 
(considered to be insurance that would pay 75% of a
hospital bill).

Premiums for Medicare are normally paid through-
out one’s working life through payroll deduction.
Upon reaching age 65, full hospital coverage is pro-
vided under Part A. Medical insurance, covering
doctor’s fees, out-patient services, and the like are
included in Part B, but the beneficiary must pay a
monthly fee of $58.70, an amount that can also rise.
Individual states vary in how procedures are judged
to be medically necessary, what procedures are
covered, and the amount they pay, but there is nearly
always a deductible or percentage that must be paid
by the patient. In 1997, Congress passed the
Medicare+Choice legislation, a move championed by
those who wish to “privatize” government programs,
transferring more cost to the consumer. This program
gives more options in that patients are free to choose
private Health Maintenance Organizations (HMOs),
often at a higher cost. About 15% of Americans have
opted for the new plan.

Medicare does not cover prescription medicines, an
issue of debate at present. The elderly are particularly
hard hit, given their disproportionate use of such med-
ications. Television ads promoting prescription insur-
ance show Americans driving to Canada to buy drugs
at lower prices. A proposal submitted in 2003 by Pres-
ident Bush would extend drug insurance to partici-
pants in new Medicare, and discount cards as well as
an unspecified cap on annual drug expense. For many,
particularly Democratic lawmakers who generally
favor the expansion of government programs, the pro-
posal does not go far enough and it appears to be
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crafted to satisfy both sides of Congress. It is likely
some version of the proposal will become law given
that drug expense today has risen in much the same
way hospital expense did in the 1960s.

Given that Medicare is the largest government
health program in the nation’s history, it is logical to
inquire if there was an improvement in a possible
outcome, such as life expectancy (see Figure 117–4). In
1954, life expectancy at birth was 66.7 and 72.8 for men
and women, respectively. In 1965, the year Medicare
was passed, life expectancy for men was unchanged
and that of women had increased only one year, to
73.8. Twenty years after passage, life expectancy for
men had jumped to 71.1 and, for women, to 78.2. The
gain has, however, been much less since 1985, rising to
74.4 for men and 79.8 for women. A 1997 paper by
Morris Davis at the University of Pennsylvania esti-
mated that the elimination of Medicare and near elim-
ination of Medicaid would reduce the life expectancy
of 70-year-olds by .37 years but not affect that of
wealthier people. It may be that these life expectancy
figures indicate that any improvement that Medicare
might have contributed may have run its course. It will
be interesting to see if a comprehensive prescription
drug plan causes a second burst.

Medicaid generally provides health care benefits 
for low-income persons. Originally, eligibility was
extended only to those who were eligible for Aid to
families with Dependent Children (AFDC) (recently
modified as Temporary Assistance for Needy Families
in line with the current policy to limit the time spent

receiving welfare payments). The program is a federal-
state matching program, with each state setting an
income limit on who can receive benefits, with great
variation among the states. The primary beneficiaries
are poor families headed by a single parent. Since its
inception, Medicaid has been expanded to cover unin-
sured pregnant women, low-income families not
receiving welfare, the elderly and disabled, and other
groups. Medicaid also funds full-time nursing home
care after determining that the individual is unable to
pay, as most are, greatly relieving the expense and time
involvement of caring for the infirm elderly on their
children.

Any effect of these programs, which primarily
benefit the poor, can be evaluated by examining life
expectancy at birth trends among minorities. In 1955,
life expectancy for the non-White population was 61.4
for males and 66.1 for females. Ten years later, that of
males actually declined slightly to 61.1, while that of
females rose to 67.4. By 1996, life expectancy for non-
White males has risen to 68.9 and, for females, to 76.1.

2. Health Insurance

Given the high cost of medical care and prescrip-
tions and the lack of a system of socialized medicine,
Americans depend heavily on health insurance to
defray costs, particularly catastrophic costs. In 2001,
41.2 million Americans, 14.6% of the population, were
without health insurance of any kind, including gov-
ernment health insurance for the elderly and those
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below the poverty line (USCB, 2002b). Minorities are
the hardest hit by the lack of coverage, with 19.0% of
Blacks and 33.2% of Hispanics without coverage.

The largest source of coverage is that provided by
an employer through a group plan in which the cost is
shared by the employer and the employee. In 2001, this
represented 62.6% of the population, although there
was a 1% drop from the previous year. Government
insurance, through Medicare, Medicaid, and military
health care, covered an additional 25.3%.

CONCLUSION

While the United States has no population policy to
directly affect the size of the population or influence
the growth rate, its many laws and programs do affect
its demographic parameters. Legislation controlling
immigration is hardly unique to the United States, and
it can probably be said that the United States is among
the more liberal countries in the area, particularly since
most recent legislation has only served to increase the
amount. Certain changes in visa processing policies
since September 11, 2001 are reducing the number of
visas issued to a degree, but, again, the goal here is not
demographic but security related.

Policies toward the family have given assistance to
families with children, but the motivation has been one
of equality for working and poor women, certainly not
demographic. The many provisions for health care for
the poor and elderly have had an undisputed effect on
life expectancy and perhaps that was an unspoken
goal. But, in terms of numbers, the U.S. attitude has
always been “come what may.”
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During the Soviet era (1917–1991), the State was
much more actively involved in all spheres of society
in Russia than in countries with more liberal regimes.
Demographic processes were no exception and were
strongly influenced by the State. This is no way
implies, however, that the State aimed to meet specif-
ically demographic goals. Quite the reverse—it was
unable to appreciate demographic reality as a phe-
nomenon in itself, relatively independent of the life 
of Soviet society, and any influence it had had on 
the issue was incidental, the consequence of govern-
ment decisions concerning economic and social policy,
the regime’s foundations, or even external affairs, and
the like.

At the start of the 20th century, Russia was still a
high-fertility country. Its population, in expansion
within an immense territory, was growing relatively
rapidly, offering no serious reason to intervene in
demographic processes. The very high level of mor-
tality was the only population problem the authorities
were aware of at that time; consequently, shortly after
the revolution, great efforts were made to reduce mor-
tality through the development of a real public health
policy whose main objectives and results will be 
mentioned here.

The internal migration created by the country’s
commitment to forced industrialization became the
second demographic problem soon facing the regime.
In very little time, tens of millions of peasants left the
country for cities or went to exploit the new regions,
and the State quickly recognized the need to control
the massive migration flows it had itself instigated. As
early as this era, it is possible to talk of setting up a

migration policy, although the expression was never
officially used.

Half a century later, at the start of the 1970s, 
Russians became aware of a third major population
issue, low fertility—a topic that was completely new
at that time. The question aroused animated discus-
sions about the relevance of pronatalist family policy,
and led to the creation of the first measures to this end.

Finally, in the 1990s, after the break-up of the USSR
and with the natural population balance in Russia
showing signs of growing increasingly negative,
Russian society had to face yet another new problem,
that of external migration: strong immigration from
other republics of the ex-USSR at first, followed by a
substantial wave of emigration. Policies to meet this
new challenge needed to be developed.

These four main population policy themes do not
completely exhaust the topic. Soviet and post-Soviet
policies also affected many other aspects of demo-
graphic behavior. Apart from these four broad areas,
however, policies were rarely elaborated according to
strictly demographic objectives. While not responding
to any demographic logic, for example, the iron curtain
ideology and policy, characterizing almost the entire
Soviet era, involved severe restrictions on external
migration. The same is true for many of the often-
contradictory family policy measures. Loosening or
tightening laws on marriage, divorce and the family,
permitting or forbidding abortion and such like, these
waves undoubtedly influenced the course of demo-
graphic processes; however, they were more a reflec-
tion of fluctuations in internal politics, one minute
permitting greater freedom and the next tightening the
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screws, and vice versa, than of the desire to meet
demographic challenges, however real.

I. FAMILY POLICY

Today, Russia is among the countries most affected by
low fertility. During the first half of the 20th century, the
rapid and often brutal modernization of an essentially
peasant society transformed reproductive behavior pat-
terns. Starting much later than in Western nations, and
from a higher level, Russia’s fertility transition was also
much faster. Completed fertility declined regularly from
one cohort to the next, despite the many catastrophes
(World Wars I and II, the 1918–1920 civil war, massive
repressions during the 1930s, famines in 1932–1933 and
1947), which triggered sudden interruptions in fertility
timing and strong swings in total fertility rates around
the general downward trend; these fluctuations were
mainly ironed out during the second half of the 20th
century (Figure 118–1).

The completed fertility of all generations born after
1931 is below replacement level; the total fertility rate
(TFR) crossed this threshold in 1966. In the two fol-
lowing decades, the TFR remained close to the thre-
shold, oscillating between 1.9 and 2.0 children per
woman; then, a brief and gentle rebound in the mid-
1980s was followed by an abrupt drop during the
1990s. At 1.2 to 1.3 children per woman, Russia now
has one of the lowest TFRs in the world. Despite sim-

ilarities with Western countries in the level and ten-
dencies of these summary fertility indicators, rep-
roductive behavior in Russia had retained several
distinctive features, an earlier entry into reproductive
life among them. A change in fertility timing during
the 1990s sent the TFR (period indicator) below com-
pleted fertility (cohort indicator).

1. From the October Revolution of 1917 to
World War II

Within communist doctrine, family policy was
viewed in turn as a means to found the new social
order, a lever for economic projects, an instrument to
reduce social inequalities or, finally, as a tool to reach
demographic objectives, depending on the different
perspectives taken. Despite these various viewpoints,
family policy always occurred within a general context
of massive invasion of privacy with the aim of creat-
ing an original socialist lifestyle conforming to the
superior interests of society as a whole.

According to communist doctrine, society should
help women exercise their right to motherhood.
Among the first measures taken after the 1917 Revo-
lution, the Soviet regime instituted maternity leave,1
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1 Decrees and the Labor Code of 1918–1922 instituted prenatal
and postnatal leave at full pay. During this period, work was for-
bidden and there were legal sanctions that could be applied to
employers who contravened these clauses.



introduced family allowances,2 and started the free
distribution of food to children. Female emancipation
was also a priority on the political agenda. A decree of
December 1917 made divorce easier to obtain—from
then on granted on request of one or other spouse,
which broke completely with the prohibitive laws of
Imperial Russia—and created equality in the rights 
of children, irrespective of whether they were born
within or outside marriage. A 1927 law allowed tri-
bunals to recognize legal rights for cohabiting couples.
Abortion on demand, forbidden until then, was legal-
ized in 1920.

At the same time, the attitude toward the family as
an institution was ambivalent. In the 1920s, the debates
centered on the acceptability of various union types
and on individual reproductive rights. According to
classic Marxism, the bourgeois family and the patriar-
chal rural household were incompatible with social-
ism. However, the Bolsheviks were hesitant about
implementing such principles as abolishing the insti-
tution of marriage or socialization of children. Instead,
the regime ventured into less radical experiments,
introducing pilot housing projects where individual
apartments had no kitchens and in which residents
were supposed to take turns preparing meals for
everybody, and where children were cared for in nurs-
eries or kindergartens.

The public debate on new union types and collec-
tive households quickly lost relevance. During the
1930s, the aim to build a solid socialist fatherland grad-
ually replaced the doctrine of the disappearance of the
nation-state under socialism, and the State embraced
the precommunist principle within which the family is
the basic unit of society. At the same time, mass indus-
trialization provided a practical reason for public
family-assistance programs. Vast numbers of women
entering the labor force flew into industry, construc-
tion, and offices. Work was proclaimed women’s duty
and basic right. This led to conflict between women’s
dual role as mother and homemaker and as worker.
This tension appeared quite independently of fertility
levels, even if it emerged at a time of fairly rapid fer-
tility decline. This decrease was not as yet perceived
as a threat for State objectives.

Simultaneously, the idea that population growth
would benefit the communist cause emerged. Since
population was indeed expanding at that point, the
Communist Party stated that high fertility and rapid
population growth were inherent to socialism—a myth
that prevented discussion about population issues for

several decades. At the end of the 1930s, population
growth slowed. The regime preferred to blame declin-
ing fertility than to accept responsibility for massive
losses during the Great Famine of 1932–1933 and the
results of repressions during the 1930s. In keeping with
its predilection for coercion, its main response took the
form of prohibitions. In 1936, abortion was banned
(except when the mother’s health was directly threat-
ened). In 1944, the liberal law on marriage introduced
in 1927 was repealed, and divorce became more com-
plicated and beyond the reach of most couples.

The State also introduced economic support for
motherhood. In 1936–1937, it doubled the expendi-
tures for maternity wards and preschool child care.
The government introduced monthly allowances for
mothers with seven children or more (1936); however,
this covered only a small fraction (6% on average) of
children’s consumption needs (Kharaeva, 2001). The
allowance for single mothers of children under 16
years (introduced in 1944) was higher, equal to 15% of
the average wage. In addition, allowances for third or
higher order births, and for children aged 1 to 4 years,
were created. Funding for these new financial awards
was met by reducing payments on state bonds. Mater-
nity leave was increased from 9 to 11 weeks. A series
of six medals was created (1944), going from the first
level, the “Medal for Motherhood” to the title of
“Mother-Heroine” (10 children, all living at the last
child’s first birthday). These medals conferred certain
material advantages on their holders, such as prefer-
ential positions on waiting lists for kindergartens,
summer camps, and housing, as well as priority in
queues for shops.

2. The 1950s to the End of the 
Soviet Regime

During the 1950s, official interest given to demo-
graphic aspects of motherhood was low, mainly
because, although falling, fertility remained comfort-
ably above replacement level (Figure 118–1). Abortion
on demand was once again legalized in 1955, and 
the divorce procedure was steadily simplified in
1965–1969. The State’s involvement in support for
family well-being strengthened, notably at the turn of
the decade. Huge housing construction enabled many
families to move from tiny communal apartments and
factory barracks into small individual apartments
equipped with a minimum of modern amenities and
virtually rent-free. Preschool services were improved
and extended.

At the same time, in Russia as in the other USSR
European republics, fertility dropped below replace-
ment and population growth slowed considerably. The
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maintenance allowance equal to a quarter of the average wage for a
period of nine months after the birth.



political climate at that time permitted relatively open
debate on the determinants of the less-than-ideal pop-
ulation growth and on the ways to reverse the trend.
Discussion was limited in two ways, however. First, 
of the three demographic components of population
growth, only fertility was considered. Immigration
from foreign countries, all perceived as too foreign 
or as plainly hostile, was not even mentioned. The
authorities also preferred to maintain their taboo on
the question of high mortality rather than look for
ways of reducing its level. On the other hand, nobody
dared question the assumption that the State had the
ability to reshape any type of individual behavior.

In the late 1960s and during the 1970s, the theore-
tical foundations for fertility policy were formulated
and a group of practical measures, aimed to encourage
childbearing, were developed. They dealt as much
with the obstacles to the satisfaction of fertility prefer-
ences as with the preferences themselves. Despite the
obvious theoretical difference that ultimately separates
the two approaches, in practice this difference mat-
tered little, as most of the concrete recommendations
were compatible with both.

The recommendations were widely debated at aca-
demic conferences, in professional journals, and in the
press, and ended up reaching the ears of policy deci-
sion makers. The 24th Party Congress (1971) indirectly
recognized that the demographic situation was unsa-
tisfactory, and the 25th Congress (1976) called for 
the development of an “effective population policy,”
meaning a fertility policy. The 26th Congress (1981)
identified specific areas for political intervention:
financial and in-kind assistance to young married
couples and families with children, improvements of
housing conditions and preschool establishments,
expansion of part-time and home-based employment
for women, and introduction of partially paid child
care leave. This policy canvas included no quantified
demographic targets, however. This contrast with the
well-established practice of matching a quantified goal
to every political action, however illusory or distant it
might be, reveals doubts about the real demographic
effect of population policy.

These policy decisions were followed by legislation.
Maternity leave on full pay was extended from 77 to
112 days (then to 126 days in 1990). The fringe benefits
for pregnant women and mothers of young children in
the workplace, in terms of shifts, overtime, or types of
tasks, were reinforced and extended to lone fathers
and legal guardians. Three new child care options
were introduced: (1) 18 months of leave on full pay to
take care of a sick child, (2) leave with 20% of the
average wage between the end of maternity leave and
the day the child reached 18 months, and (3) unpaid

leave to raise a child from 18 months to 3 years. In
1989–1990, these options were offered to fathers,
grandparents, and even to more distant relatives.
Moreover, in addition to the relevant allowances, the
caregiver was granted the right to part-time or home-
based employment. Businesses were obliged to offer
part-time or full-time work or, under certain condi-
tions, flexible hours, to women with children under 14
years, if they requested it.

A monthly income-related allowance was intro-
duced in 1974 for children under 12 years. Until 1991,
a flat housing allowance of 12 rubles per month was
paid for each child if the family’s per capita income fell
below the unofficial but implicitly used low-income
threshold of 50 rubles per month. In 1991, both the con-
dition of eligibility and the amount of this poverty
allowance were linked to the minimum wage.

The government also imposed a special tax on men
aged 20–50 years, and women aged 20–45 years who
were either single or married, but with fewer than
three children. The tax rate was 6% of income for child-
less individuals, 1% for families with one child, and
0.5% for families with two children. The money from
this tax went toward financing the monthly allowances
for single mothers or for women with large families.

In the early 1980s, the government once again rein-
forced its population policy. The proportion of all
family allowances in the federal budget rose from 0.2%
in 1980 to 0.3% in 1985, whereas, in the budgets of the
constituent republics, this proportion increased from
0.1% to 0.2% (Kharaeva, 2001). Funding for child care
establishments increased. The number of establish-
ments rose from 75,000 in 1980 to 88,000 in 1990, and
their staff increased from 638,000 to 994,000. The
growth of enrolment ratio was accompanied by an
improvement in the quality of services offered to chil-
dren, as the number of children per employee fell from
13 to less than 9.

Family allowances were diversified and increased.
Birth allowance for mothers who were working or
studying was raised to 50 rubles (the equivalent of a
quarter of the average monthly wage) for the first
child, 100 rubles for the second, and the same for the
third. The allowance for higher-parity births (intro-
duced in 1944) was also increased. Also created was an
allowance of 30 rubles for working fathers with a wife
at home. In 1990, these allowances were merged into a
single allowance independent of parity, and indexed
on the minimum wage.

Although the allowance for single mothers of a
child under 16 years quadrupled relative to its starting
level, this still did not restore its value relative to the
average income. Certain categories of parents became
eligible for similar, or even larger, benefits, such as
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widowed or single mothers who had themselves been
orphans, widows not receiving reversion pensions,
conscripted soldiers, and ex-spouses of persons not
paying child support or paying only at a level below
a given threshold.

The number of children a woman needed to quality
for the special status of “mother of many children”
(mnogodetnaya, which literally means “having many
children”), which gave access to certain additional
benefits, was reduced from seven to five, four or three,
depending on the benefit. For instance, a woman who
reared five or more children to the age of 8 years
became eligible for a pension at 55, as long as she had
worked at least 5 years, or at 50, if she had worked for
15 years. For parents with four or more children, the
fee in preschool establishments was reduced by half in
1990. Mothers with three or more children received
free summer camp vouchers. Probably, these multiple
definitions of mnogodetnayat not only resulted from
budgetary constraints, but they also reflected the con-
fusion reigning around what could have been reason-
able policy goals with respect to fertility.

On the surface, this new set of policy measures
seemed to have some degree of success, as the total fer-
tility rate rose from 1.9 in the late 1970s to 2.1–2.2 in the
mid-1980s. The authorities congratulated themselves
on the “positive sociodemographic impact” of strength-
ening their family support policy (Ryzhkov, 1986).
However, this increase in TFR resulted essentially from
a tempo effect; many women gave birth to their first
child earlier than they would have done without the
population policy effort of the early 1980s, but did not
increase their completed fertility. The impact of these
new measures on period fertility indicators thus disap-
peared rapidly (Zakharov and Ivanova, 1996), and the
new trend reversed from 1988 onward.

Fundamentally, the government was extremely sus-
picious of family planning, which it saw as a direct
cause of low fertility. In 20th-century Russia, abortion
was by far the most common birth control method.
Although the incidence of abortions fell during the
1960s, it was still among the highest in the world in
1970, with a rate of 135 abortions per 1,000 women
aged 15–49 years; two-thirds of pregnancies ended in
an abortion (Vichnevski, 1994). Although officially
abortion was condemned, no theoretical or practical
alternative was offered. Very few contraceptives were
available, not even the condom. Abortion, on the other
hand, was virtually free of charge and on demand, and
the number of clinics and doctors specializing exclu-
sively in abortion increased constantly throughout the
period.

As the 1970s drew to a close, a new policy approach
was adopted, aiming to replace abortion with 

modern contraceptives. A few years later, the 
Ministry of Health purchased huge quantities of
intrauterine devices (IUDs) and birth control pills, 
and launched a vast information campaign. However,
although it constituted an important ideological shift,
practically speaking, this turnaround only inspired an
increase in traditional contraceptive methods, in the
early days, and a modest decline in abortion (Avdeev,
1994).

Only in the late 1980s and early 1990s did the
authorities begin to encourage the development of
networks of family planning centers and authorize the
creation of the National Association for Family Plan-
ning. The new policy’s positive effect on abortion thus
expanded. In 1995, the abortion rate fell to 73 per 1,000
women aged 15–49 years, and then to 50 in 2002.
However, plummeting fertility levels mean that, 
today, almost four out of five pregnancies end in abor-
tion, and age-specific abortion rates put the total 
abortion rate at two per woman (Visnevsky, 2004). The
abortion rate is estimated in the same way as the TFR,
that is, by adding period age-specific rates. This means
that at the current abortion rate, a woman will have an
average of two abortions in the course of her repro-
ductive life.

3. The Transition Years

The TFR fell to 1.75 children per woman in 1991
and, since 1996, has plunged to 1.3. The demographic
situation thus became the subject of bitter debate. Since
1993, the government’s official line on fertility is that
it is “too low” and, since 1998, it has been proclaiming
its desire to raise the level (United Nations, forthcom-
ing). Given that this fall coincided with the country’s
political and economic disruptions, a popular expla-
nation holds the abruptness of the transition respon-
sible for the demographic crisis (Caldwell and
Schindlmayr, 2003). Although the new deprivations
may well have amplified the reduction in fertility
intentions, the evidence is inconclusive. Another
explanation focuses on the similarity between most
developed countries, in terms of the recent evolution
of fertility, and on the behavioral changes underlying
this evolution (Ivanov, 2000; United Nations, 2004;
Vishnevski, forthcoming). These two approaches,
however, are not mutually exclusive.

Contrary to widespread assertions, family support
policies have often survived the disruption in the
country’s economic system and political regime. The
government approved a National Plan of Action for
Children (1995) and a Family Policy Framework
(1996), which focus on both family autonomy (as
opposed to the Soviet era’s subordination to the 
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State) and the principle of partnership with social 
institutions.

The swift and radical drop in the number of 
preschool establishments, personnel, and enrollment
(Figure 118–2) is often interpreted as the destruction of
an essential social service. The majority of nurseries
and kindergartens did indeed undergo severe local
budget cuts. At the same time, however, the number
of preschool-aged children fell even more quickly than
the number of children registered in these establish-
ments (Figure 118–2); thus, the staff-to-child ratio
increased, and the deficit in number of places available
became a surplus. This evolution should be interpreted
as the rational adaptation of the means to the real
needs of the population rather than as a breakdown of
the system.

This does not mean that the transition went without
a hitch. The enrollment ratio fell by 17 percentage
points during the first half of the 1990s, due to the 
combined effect of two factors. First, the evolution 
of property rights and budgetary constraints disrup-
ted normal functioning of many nurseries and 
kindergartens and obliged their managers to collect 
registration fees. Although these fees were often
optional, paid only by those who wished, in 1992 the
State limited the proportion of costs for which parents
were responsible to 20%, or 10% in the case of parents
with at least three children. Second, the huge reduc-
tion in employment transformed many working
mothers into housewives who no longer needed daily
child care services. At the end of the 1990s, the recov-
ery of the job market reversed the trend in enrollment
ratio. The development of private nurseries for the

middle and privileged classes also contributed to this
growth.

The State rightly attempted to maintain the system
of monetary allowances for children, notably in the
mid-1990s, when the national economy and govern-
ment finances were at their lowest. No benefit was
abolished, and some were, on the contrary, even
expanded. Thus, paid maternity leave, at 100% of the
lost wage, was increased to 140 days (in 1992), and
applied to the period during pregnancy after stopping
work (1993). The monthly allowance for children aged
1.5 to 5 years was extended to younger children (in
1994), and a monthly allowance for children aged 6–16
years was also created. In 1996, these two types of child
allowance were merged into a single allocation for
children under 16 years. In the same way, parents on
parental leave became eligible both for child care
allowances and for child allowances. In the attempt 
to alleviate the massive rise in poverty, the income 
criterion for child allowance was abolished in 1992.
The proportion of combined expenses from different
sources (consolidated State Budget and social insur-
ance funds) allocated to family allowances rose from
1.6% in 1993 to 3.1% in 1996, before falling to 1.3% in
2000, gaining 0.1% in 2001, and increasing again in
2002.

The family allowance system had only a mitigated
effect, however. It was effective neither in redistribut-
ing income to those in need, nor in easing the financial
burden of motherhood for all income groups. Short-
term and one-time benefits largely predominated to
the detriment of long-term allowances. Benefits were
not adequately indexed to inflation. The budgets allo-
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cated were lower than the entitlements they were sup-
posed to fund.

The indexing mechanism did not stop depreciation
in the real value of allowances. The minimum salary
instituted in 1990 as a base for indexation was not itself
indexed to the cost of living. Consequently, the ratio of
the minimum wage to the subsistence level fell to 7%
in 2000. The multiplier for allowances was increased
several times to counterbalance the gap between the
cost of living and the minimum wage. For example, 
the birth allowance was raised from three times the
minimum wage in 1990–1992 to 15 times the minimum
wage in 1996–2000; in 1995, child care allowance
increased from an amount equal to the minimum 
wage to twice the minimum wage. Nonetheless, the
ratio of family allowances to the level of subsistence,
or to the average wage, fluctuated enormously (Figure
118–3).

In fact, the birth allowance was the only substantial
amount given. The child care allowance was at only
13% of the subsistence level. Child allowance (less 
than 5% of the average wage) represented a negligible
amount, whatever the income level, and many parents
did not even go to the trouble of applying for it.
Despite continuing economic hardships, the propor-
tion of actual applicants for child allowance among
those eligible for it fell from 82% to 70% in 2000.

Other changes made to the system during the 1990s
contradicted one another. Discarding the link between

birth order and birth allowance reflected pronatalist
leanings. At the same time, repealing the income cri-
terion of eligibility weakened the redistribution role
played by family support. The child allowance (the
most costly element for the State budget) was not large
enough to make any significant difference to its be-
neficiaries. The federal government transferred the
responsibility for funding family allowances to the
local level, without providing them with the necessary
resources.

Funding for family allowances comes from two
sources. Maternity, birth, and child care (for children
aged under 1.5 years) allowances are financed by the
Social Insurance Fund and employer contributions.
The consolidated State budget (federal, regional, and
municipal funds, to be more precise) finances 
child allowances (for children under 16 years). The
Social Insurance Fund has generally met its obliga-
tions. In contrast, child benefits weighed heavily 
on the State budget, and the different funds were 
often insufficient to meet the obligations. Furthermore,
the federal budget withdrew from funding monthly
child allowances in 1994. The difficult economic con-
ditions in many regions strongly affected the avail-
ability of the funds (Elizarov et al., 1997), and regional
budgets built up considerable delays in child
allowance payments.

The prolonged fertility decline over the last 15 years
has provoked heated debate. The most vociferous pro-
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tagonists are not simply demanding a return to
replacement-level fertility. On the contrary, they
readily endorse such policy goals as an average family
size of “three or four children” (Russia, 2004). The gov-
ernment’s white paper on the country’s demogra-
phic situation (2001) repeats this visionary objective.
Several participants in the debate suggested introduc-
ing generous birth allowances such as, for instance, an
interest-free 20-year mortgage to reward a first birth
(written off if the parents raise their child), a free car
for a second birth, and a plot of land for a third (Popov,
2004). Others recommended that only biological
parents should obtain public housing, but added, par-
adoxically but in keeping with the old Marxist doc-
trine, that the government and not parents were
responsible for providing for children (Russia, 2004).
Equally audible were calls for the return to the tradi-
tional family based on the father as breadwinner and
mother as homemaker (Antonov and Arkhangelskii,
2002).

Few wealthy regions had the means and desire to
establish their own family support programs with the
stated intention of improving the region’s demo-
graphic situation. Family allowances created by
Moscow’s municipal government in 2004 are several
times higher than the payments offered at the national
level. The city’s residents aged under 25 years (27 for
students and 30 if they are married) qualify for an
allowance of 15,000 rubles (around 500 dollars) for a
first birth, 21,000 for a second, and 30,000 for each
higher-order birth. These payments are equivalent to
5, 7, and 10 times respectively the official subsistence
level; this compares with 1.5 times for the federal
allowance, which is independent of birth order. If no
child was born within the first three years of marriage,
the couple no longer qualified for these benefits. The
official line on these measures is that their goal is to
“improve significantly the city’s demographic situa-
tion.” The city of St. Petersburg created a similar
program, although on a more modest scale.

Thus, raising fertility has become a high priority for
a substantial part of Russian society. At the same time,
little attention is given either to other options con-
cerning demographic evolution, or to socioeconomic
adaptations to the demographic situation. The prona-
talist focus could undermine rather than reinforce the
existing family support system. One danger is that
even where ambitious programs have been adopted,
they will not be sustainable; in other cases, the sug-
gestion to introduce exotic benefits could jeopardize
existing programs in the eyes of policy decision
makers. Another weakness of this debate is that par-
ticipants tend to move directly from the assumption
that fertility is too low, to formulating solutions. Gen-

erally speaking, findings related to the effectiveness of
government policy on reproductive behavior in low-
fertility countries are weak and unconvincing. In any
case, public debate on the issue in Russia scarcely
refers to whatever knowledge has been gained from
international experience. As a result, the solutions
offered combine hyperambitious goals and instru-
ments whose effectiveness has proved very weak, or
remedies which might perhaps cure the illness but
would certainly kill the patient.

This does not mean that it would be better to 
leave current family support policies in their pre-
sent state. These policies, which form a major part 
of the social safety net and whose justification is 
therefore not limited to purely fertility objectives
(Vishnevski, 1994), need to progress in order to better
fulfill their role.

II. HEALTH POLICY

Russia entered the 20th century with very high mor-
tality levels, characteristic of a backward rural country
where traditional norms govern the natural movement
of the huge majority of the population. Traditional
mortality factors, especially the most dangerous infec-
tious and parasitic diseases, were still far from era-
dicated; for instance, cholera epidemics were still
frequent, notably those of the 1890s and of 1905–1911.
Mortality rates from scarlet fever, typhoid, and small-
pox were still double the maximum levels observed in
other European countries (Brochaus and Efron 1898,
1898). At the local and even national levels, famine
remained a threat and, over and above widespread
chronic malnutrition, bad harvests, exacerbated by
outbreaks of infectious diseases, lead from time to time
to major crises with exceptional peaks in mortality (as
in 1892, e.g.). Thus, life expectancy at birth in Russia
was 10 to 12 years lower than in developed countries
(Table 118–1). The infant mortality rate, over 300 per
1,000, was the main component of this high mortality.
Deaths among children under 5 years accounted for
60% of all deaths; 52% of boys and 40% of girls died
before the age of 15 years.

The life expectancies given in Table 118–1 come
from recent reestimations based on data adjusted for
underregistration of deaths among infants and among
the very old from the 1950s onward (Meslé et al., 2003),
as well as on a more general correction for earlier
periods (Andreev, 1998). Figure 118–4 illustrates the
difference with Goskomstat’s official estimates. It also
shows in detail annual fluctuations in life expectancy
for the periods where reconstitutions had been carried
out (1927–1938 and since 1946).
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Mortality had undoubtedly started to decline by 
the end of the 19th century as a result of social, eco-
nomic and political reforms undertaken since the early
1860s.

From then on, the history of Russian mortality 
was composed of extreme contrasts, with periods of
progress interrupted by major crises. In reality, Russia
experienced only three relatively short periods of
genuine progress during the 20th century (before 1914,
from 1923 to 1928, and from 1947 to 1964), separated
by two disastrous episodes (World War I and the civil
war, on the one hand, and the Great Famine and
repressions of the 1930s, followed by World War II, on
the other) and ending in a long period of slow deteri-
oration of the situation, after 1965, notwithstanding
the fluctuations of the 1980s and 1990s. Setting aside
past crises and recent fluctuations, one could say that
in the course of a century Russia, trying to make up
lost ground first experienced a period of convergence
with western countries; on the contrary, in the mid-
1960s the country entered a phase of radical diver-
gence due to a decline in life expectancy unconnected
to any crisis and as such unprecedented in the history
of developed countries. At the start of the 21st century,
the gap between Russia and industrialized countries
was 15 years for men and 8 years for women—as great,
on average, as it had been 100 years earlier, at 13 and
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TABLE 118–1 Life Expectancy at Birth in Russia 
Compared with the Average for a Group of Developed

Countries, 1900–2000

Year Russia Average for 27 Difference
developed 

Men Women countriesa Men Women

Men Women

1900 29.4 31.4 42.4 43.4 13.0 12.0
1930 34.6 38.7 53.4 56.6 18.8 17.9
1938 35.7 41.9 58.1 61.8 22.4 19.9
1950 53.4 60.9 64.0 68.2 10.6 7.3
1960 62.9 70.6 67.4 72.5 4.5 1.9
1970 62.6 73.1 68.4 74.7 5.8 1.6
1980 60.9 72.5 69.9 76.8 9.0 4.3
1990 63.4 74.0 71.9 78.6 8.5 4.6
1995 57.9 71.4 73.1 79.5 15.2 8.1
2000 58.8 72.1 74.0 80.1 15.2 8.0

a Australia, Austria, Belgium, Bulgaria, Canada, Czech Republic,
Denmark, Finland, France, Germany (FRG, 1946–1988), Greece,
Hungary, Iceland, Ireland, Italy, Japan, the Netherlands, New
Zealand, Norway, Poland, Portugal, Slovakia, Spain, Sweden,
Switzerland, United Kingdom, United States.

Sources: Andreev et al., 1998; Meslé et al., 2003.
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12 years respectively (Table 118–1). This development
is obviously not unrelated to health policy and, more
generally, to the country’s political, economic and
social evolution. We will demonstrate this by focusing
on four different issues, namely (1) the successes and
contradictions of the state monopoly on health care
(1918–1965), (2) the public health care crisis and the
State’s abortive attempts to check it (1965–1990), (3) the
ups and downs of the campaign against alcohol, and
(4) the return to negative trends.

1. State-Controlled Health Care:
Achievements and Contradictions

(1918–1965)

World War I, the 1917 Revolution, and the 1918–
1920 civil war halted the process of modernization and
the first reduction in mortality. However, the latter
resumed in a while under new conditions and despite
the catastrophes of the 1930s and 1940s, by the 1960s
life expectancy attained its highest level ever. The main
determinant of this chaotic evolution was State policy
in all areas of social life, without significant modern-
ization of health-related behaviors.

As early as 1919, health protection had been
declared a priority for the new government. From the
moment they took power, the Bolsheviks proclaimed
their wish to provide the whole population with free
access to high quality medical care, to create a more
secure health environment, to establish scientific
means to prevent the development and spread of infec-
tious diseases, and especially to fight social diseases
such as tuberculosis, sexually transmitted diseases,
and alcoholism.

This statement of intent later became one basis for
the myth of the unprecedented success of the Soviet
socialist system in terms of health protection. Only a
few decades later, however, it became apparent that
this success was only relative. There may well have
been significant positive changes, but they were not
extraordinary ones. Mortality was falling in many
countries, and the fall was often faster and more pro-
found than in the USSR. Moreover, many of the
medical achievements were built on pre-revolutionary
developments, as a result, for instance, of the culture
and actions of professors and physicians of the zemstvo
(local assembly that functioned as a body of provincial
self-government in Russia from 1864 to 1917). The
Soviet regime’s only real innovation was the principle
of a State monopoly on health care (Mirsky, 1996).

The lack of resources was the first problem facing
the founders of the Soviet health system (known in the
West as the Semashko system). Having abolished the

zemstvo, the State had to recreate a whole network to
manage the prevention and treatment of diseases, 
and provide the necessary resources for its function-
ing, in terms of materials, technical instruments, 
medicine and personnel. To obtain the funds needed
to fulfill its aspirations, the State had diverted into its
own budget the profits generated in the commercial
sector, and had artificially devalued wages. The sub-
stantial funds collected in this way were first invested
in heavy industry and transportation, with particular
attention given to the military-industrial complex. The
social sector as a whole, including public health,
received only the meager remnants. The acute lack of
resources and the notorious depreciation of medical
personnel’s wages became the Soviet public health
system’s chronic ailment in all subsequent stages of its
development.

During the early decades following the Revolution,
mortality decline in Russia appears to have been fairly
rapid (due to a general change in lifestyle, fast rising
education levels and the spread of information, as well
as to relatively cheap mass measures within health and
hygiene, such as improvements in the urban sanita-
tion, vaccination campaigns, quarantine measures,
etc.). The many studies that found an association
between these latter factors and morbidity or mortal-
ity reinforced the optimism.

Indeed, a substantial movement toward modern-
ization was developing in the country. Education at all
levels was spreading rapidly; science, including med-
icine, and mass culture were progressing. Significant
investments were made in health education as part of
the fight against illiteracy. At the same time, medical
institutions were expanding, an accelerated training
for medical personnel had been organized, and the
pharmaceutical industry was developing (albeit too
slowly), and so on.

On the other hand, during the entire period that fol-
lowed, the Soviet government became obsessed with
maintaining the growth of quantitative, formal health
progress indicators (number of beds, doctors, medical
check-ups, etc.) that had appeared in the 1920s and
1930s. Public health’s centralized development
entailed target-based budgeting. The priority given to
such investment parameters as numbers of beds,
doctors or hospital nurses, or the proportion of the
population receiving medical check-ups, was certainly
justified at the start. Later, however, by preventing the
use of other parameters to track progress during the
health transition, this approach ossified the system and
blocked any new directions for investment (and thus
advances in health).

In particular, too little attention was paid to quali-
tative parameters—the provision of modern equip-
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ment and decentralized services to hospitals, the intro-
duction of new treatment methods, the development
of new drugs and progress within the pharmaceutical
and medical industries. Decades later, in the mid-
1980s, 15% of hospitals were still without running
water, 49% had no hot water on tap, 24% had no sewer
systems, and 45% no baths or showers (Goskomstat of
the USSR, 1990). Already problematic early on, health
investment efficiency has become completely inade-
quate since the 1970s. In addition, the health authori-
ties rarely took regional, economic and demographic
particularities into account. The central administration
gradually lost control over the functioning of the vast
network of medical institutions, and management effi-
ciency deteriorated; meanwhile, the inflexible rules
and rigid hierarchies left regional authorities little
room for maneuver in responding to evolving struc-
tures of population, its epidemiological profile, and
medical and health needs.

Undoubtedly, partly because of these deficiencies of
the health system put under the complete control of
the Ministry of Health, alternative health institutions
developed in parallel within other ministries or organ-
izations, with their own standards, structures and per-
sonnel. Those in the highest echelons were not the only
ones to have their own medical services; it was also the
case for the Ministries of Defense, the Interior, the
Defense Industry, Nuclear Industry, as well as the dif-
ferent Ministries responsible for transport. After the
Ministry of Health, the Ministry of Railways had the
largest network of medical services. In addition, esta-
blishments such as the Ministry of Culture or the
Academy of Sciences also had their own dispensaries
or clinics. All these alternative medical institutions
were better equipped and had more highly qualified
personnel than those controlled by the Ministry of
Health. Evidently, the multiplication of these parallel,
and often overlapping, institutions enabled many 
individuals to register themselves and their families
with several medical establishments at the same 
time: at their place of residence, through employment
in a particular sector of industry, owing to their 
privileged status. The Soviet system, supposed to
provide all citizens with equal access to high-quality
medical services, thus made this access closely
dependent on profession or social status, to the 
detriment of the health of the great majority of the 
population.

Health statistics became more difficult to compile;
the sector-related medical services did not divulge
indicators of their activities and were not therefore
taken into account by the Ministry of Health, 
making any objective evaluation of the situation 
difficult.

Despite high ratios of medical personnel and hos-
pital beds per capita (Table 118–2), long waiting lists
for consultations became one of the thorns in the side
of the medical system, particularly in the network of
territorial institutions managed by the Ministry of
Health. The overload in the health services was not
only due to high morbidity levels. The doctor provid-
ing the first line of care to patients also issued docu-
ments authorizing sick leave; in the post-Stalin period,
such documents could be supplied on false pretences,
often just at the patient’s request, without any medical
check-up. Real diagnoses and the appropriate care
were virtually unobtainable outside hospitals, while
prevention and primary health care became increas-
ingly formal and ineffective.

Until the 1960s, infectious diseases were the main
focus for public health policies. There is no denying the
success of the battle against these diseases, that the
hypercentralized health service fought, even though it
was not total (Table 118–3). Starting in the period
between the two world wars, the frequency of diseases
such as diphtheria, typhoid, and especially smallpox
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TABLE 118–2 Growth in Numbers of Hospital Beds
and Doctors (per 100,000 persons), Russia, 1928–1990

Year Number of beds Number of doctors

1928 186 43
1932 289 48
1937 411 64
1940 500 81
1950 592 145
1960 821 193
1970 1125 266
1980 1298 383
1990 1375 450

Sources: Goskomstat, 2000, p. 211, 214; Vishnevsky, in press

TABLE 118–3 Incidence of Selected Epidemic Diseases
(per 1,000 persons per year)

Disease 1913 1926 1928 1933 1936

Typhoid 24.2 9.1 6.7 12.0 9.2
Rickets 6.6 4.2 2.2 50.4 6.5
Smallpox 5.2 1.3 0.9 2.0 0.0
Measles 31.0 29.5 44.8 28.5 48.4
Scarlet fever 29.8 21.3 20.8 6.0 30.2
Whooping cough 34.2 32.2 32.8 20.7 7.3
Diphtheria 31.0 4.6 5.0 10.7 6.2
Dysentery 30.7 17.2 10.0 12.6 39.8
Malaria 253.0 319.7 206.5 372.4 235.7

Source: Vishnevsky, in press.



declined significantly. However, in the late 1930s it was
still too early to talk of a radical decrease of the inci-
dence of malaria, dysentery, measles, scarlet fever, and
rickets.

The contradictory nature of the Soviet type of mod-
ernization must be taken into consideration. Rapid
industrialization had been accompanied by a formida-
ble increase in population density around the main
construction sites and new industrial centers, which
were very often built out of nothing. In the old cities,
the infrastructure was inadequate to accommodate the
huge waves of immigrants. The forced collectivization
of agriculture and its consequences, such as the great
famine of 1932–1933, pushed millions to migrate, and
provoked a resurgence of infectious diseases both in
famine zones and where refugees and deportees 
congregated, and in what have been called “special
settlements” (different categories of forced migrants
within the context of the repressions: dispossessed
peasants, ethnic groups, transgressors of the regime of
interior passports, the unemployed, etc.) World War II
and the massive evacuation of tens of millions of
people led to the reemergence of infectious diseases
exacerbated by malnutrition and famine.

Although the advantages of a centralized 
health care system were used to the full for anti-epi-
demics operations, it was not up to dealing with the
challenge created by a continuous chain of social dis-
ruptions.

With the end of mass repressions, and with the
country’s economic and political climate relaxing a
little, the mid-1960s marked a turning point with
respect to morbidity and the structure of mortality by
causes of death. Lifestyles improved somewhat. Mass
urban housing construction enabled millions of fami-
lies to leave the factory barracks, shantytowns, or over-
crowded municipal dwellings. The quality of drinking
water, the development of central heating, and, finally,
medical progress made it possible to drive back many
infectious diseases more quickly.

The planned large-scale introduction of essential
medical supplies, such as sulpha drugs and antibiotics,
played a key role in the general fall of mortality rates
and in transforming their age structure. In the early
1950s, the USSR organized wide-scale production and
dissemination of antibiotics, and for a decade and a
half mortality plummeted. As in other countries, infant
mortality and deaths from infectious and respiratory
diseases declined most, enabling Russia to complete
the first phase of its health transition (see Chapter 57).
However, this was the Soviet regime’s final victory in
the health domain.

The state monopoly on health services lasted
several decades longer (until the early 1990s), but with

no significant positive outcomes and no fresh mortal-
ity reduction. Then the calcified Soviet health system
had only a limited success in the area for which it had
been created initially, that of controlling the main
infectious and parasitic diseases, where the essential
task had already been accomplished; in addition, it
proved totally incapable of meeting the challenge of
modern ailments, such as cardiovascular diseases,
chronic old age-related diseases, accidents and injuries
of all sorts. In contrast with Western countries, it failed
to enter the second phase of the health transition (see
Chapters 57, Volume II, and 69, Volume III, as well as
Chapter 108, Volume IV).

2. Crisis in Health and Ineffective
Remedies (1965–1990)

During the second half of the 1960s and the 1970s
life expectancy declined throughout the USSR, but the
deterioration was most serious in Russia. Infant mor-
tality slightly fell and old-age mortality stood still;
their respective levels had not yet fully caught up with
those of developed countries. At the same time,
working-age mortality rose substantially. Moreover,
Russia’s exceptionally large gap in life expectancy
between men and women grew even wider (Meslé and
Vallin, 1998; see also Chapter 54, Volume II). In addi-
tion, the differentials between rural and urban popu-
lations deepened. In 1977–1978, the life expectancy of
rural men was only 57.7 years, whereas that of urban
women reached 73.3 years. In this period, the “north-
eastern” mortality gradient became prominent: the
further north and east one moved through the country,
the more the population’s health status degenerated
(Vasin and Costello, 1997).

One of the most glaring aspects of the mortality
crisis is the spectacular rise in violent deaths: acci-
dents, accidental poisonings, injuries, homicides, 
and suicides. The crisis, nonetheless, resulted just as
much from premature deaths through cardiovascular
disease. According to the life tables by causes of death,
in 1965, the average age at death by cardiovascular
disease was 74.3 years in Russia; by 1980 it declined to
70.7 years, and by 1995, to 67.5 years (compared with
77 years in Western countries at the start of the 1990s).

On the other hand, the crisis did not affect infec-
tious, respiratory or digestive tract diseases, nor
cancer. Deaths from tuberculosis, gastro-intestinal
disease, and viral infections declined. Pneumonia,
chronic bronchitis and influenza also evolved in the
right direction, although more modestly. Apart from
some Russian particularities, tumor-related deaths fol-
lowed approximately the same evolution as that wit-
nessed in Western countries (Meslé et al., 1996).
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The government and Communist Party leadership
were informed of the unfavorable trends in health 
and mortality early on. Many major documents of the
1970s (minutes of the Communist Party meetings,
Council of Ministers’ decrees, etc.) reflect the authori-
ties’ concerns and generally identify correctly prob-
lems such as excess working-age mortality or excess
male mortality. Civil society, however, had no com-
plete information on what was happening in the USSR
in this area.

In the first half of the 1970s, as in Stalin’s time, the
USSR once again banned the public use, publication
and transfer to international organizations (such as the
United Nations or the World Health Organization) of
basic information on the evolution of health and 
mortality (life tables, morbidity indicators, data on
causes of death). In particular, causes-of-death statis-
tics were classified, and for certain causes access
restrictions were even stricter. The publication of
demographic and epidemiological research findings
was strictly controlled. These severe limits on the dis-
semination of information lasted until the mid-1980s,
when Mikhail Gorbachev’s arrival in power opened
the way for glasnost.

This embargo on information also prevented any
serious reform that might improve the health system’s
efficiency. This does not mean that no effort at reform
was made, however. During the 1970s, in particular,
rural health services were reorganized as part and
parcel of the restructuring of local rural communities.
The aim was to increase the population’s concentration
in settlements “with a future,” and gradually empty
settlements “with no future”—those in which emigra-
tion had already significantly reduced the number of
residents. As a result, most small hospitals, outpatient
offices, primary health care centers, and obstetric
clinics were closed. Instead, larger multifunction hos-
pitals with outpatient services were created in district
centers. The organization and management system for
rural health was simplified, and the quality of diagno-
sis and treatment improved. However, this recentral-
ization of medical services often made access more
difficult because of low density in the means of trans-
port and communication. The selective effects of
migration that skimmed off the rural population’s
most active and healthy members, as well as the
destruction of traditional rural social structures made
major contributions to the deterioration of the demo-
graphic and health situation in the rural areas in the
1970s.

During this decade, the USSR Ministry of Health
continued its policy of establishing a system of 
specialized polyclinics, hospitals, research centers,
coupled with outpatient departments. Centers for car-

diology, oncology, pediatrics, surgery, and other spe-
cialties also appeared, draining the best specialists, the
best diagnostic equipment, and the best pharmaceuti-
cal and medical supplies. In the context of weak
growth in public spending in the health and social
spheres, however, this policy created a situation when
the regional health services (the lowest level in the
public health care structure) increasingly lagged
behind. Thus, the basic level of medical intervention
(where mass prevention programs are implemented)
started to deteriorate not only in rural areas but also
in the large cities.

This structural imbalance in the health system
should have been corrected by a population-wide
program of “general mandatory medical check-ups”
aiming to improve early diagnosis. The vast territorial
network of polyclinics and the number of doctors per
person (higher than anywhere else in the world)
should have made it possible to achieve this goal.
However, the program’s implementation was blocked
by financial constraints, lack of medical, technical and
computer equipment, and the medical personnel’s
insufficient training in screening methods and in the
use of diagnostic equipment. People themselves did
not see the point in attending competent services
without a serious health problem. The attempt to intro-
duce a “medical passport,” required when entering
employment, also failed. Generally speaking, this was
the weakest and most ineffective health policy and
attempt at health system reform in the country’s entire
history. No positive results were gained during this
period; on the contrary, mortality trends were unfa-
vorable, particularly in the area of cardiovascular and
chronic diseases, the policy’s principal targets.

3. Ups and Downs of the 
Anti-Alcohol Campaign

In May 1985, the USSR launched a campaign against
alcohol. From the start, it was presented as a means to
reduce violent deaths. At the same time, Soviet spe-
cialists had gathered sufficient proof that excessive and
expanding alcohol consumption was largely the cause
of increasing working-age mortality, excess male mor-
tality, large rural-urban mortality differentials, and
regional disparities in mortality. It was just as evident
that alcoholism was not only responsible for heavy
demographic losses but also was at the root of many
social and economic problems, whether at the macro-
social or family level.

The campaign was implemented with the aim of
limiting the production, sale and consumption of
alcohol. It was incisive and involved all possible polit-
ical, administrative and economic levers. As a result,
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in the space of a few years, per capita alcohol con-
sumption dropped. The effect on mortality curves was
immediate: according to official statistics, in only 2
years, life expectancy at birth rose by 2.6 years for men
and 1.2 years for women. The fall in mortality rates
was even greater in republics of the ex-USSR and
regions of the Russian Federation that had experienced
the steepest rises in mortality during the previous
period. Working-age groups benefited from maxi-
mum changes. This unique social experiment fully
confirmed the importance of alcohol consumption’s
impact on Russian mortality (Shkolnikov and
Nemtsov, 1997). The anti-alcohol campaign not only
reduced deaths from external causes, but it also helped
reduce cardiovascular mortality (Meslé et al., 1996).

This campaign did not produce durable results,
however; rather than providing the means to eradicate
the cause of alcoholism, the authorities only intro-
duced prohibitions and restrictions on the production
and sale of spirits. Once the surprise effect had worn
off, these measures rapidly elicited a return to a soon-
thriving domestic production of traditional alcohols,
the consumption of nonalimentary alcohol products
(medicinal tinctures, eaux de Cologne, etc.) and other
substitutes (solvents, industrial alcohol, etc.), not to
mention the growth in drug consumption and the
dependency phenomena that accompanied it. From
1988 onward, mortality stopped falling and soon after-
ward started to climb again to pre-1985 levels. The
losses are thus in complete symmetry with the gains
produced by the campaign (Meslé et al., 1998). Mor-
tality regained ground essentially in working-age pop-
ulation groups; violent deaths (homicides, accidents,
suicides) and deaths form accidental poisoning
(which, in the Russian classification of causes of death,
includes alcoholism) played the dominant role, with
cardiovascular diseases in distant second place. The
most affected regions were those that had benefited the
most from the anti-alcohol campaign’s positive effects.
The evolution of cancer-related mortality, in contrast,
was scarcely affected either by the drop in mortality at
the start of the campaign, or by its subsequent rise.
Similarly, mortality among children, the elderly and
the highly educated adults proved less sensitive to the
fluctuations. Like certain cohort analyses, these facts
suggest that those spared during the campaign against
alcohol did in fact die a few years later. In all cohorts
affected by this fluctuation, the excess deaths observed
in the late 1980s and early 1990s correspond almost
exactly to deaths avoided during the preceding years
thanks to the campaign against alcohol; in the end, the
campaign had virtually no effect on the number of
years lived by these cohorts (Avdeev et al., 1997;
Zakharov, 1999; Andreev, 2000 ).

Nevertheless, mortality increased even more
rapidly between 1992 and 1994, this time as a result of
the economic and social crisis following the brutal
transition to the market economy. In 3 years, men’s life
expectancy fell by 6 years, and women’s by 3 years.
Life expectancy was thus lower than before the cam-
paign against alcohol in both rural and urban areas—
even lower than the level that might have been
predicted from a simple return to past long-term neg-
ative trends (Meslé et al., 1998; Vallin and Meslé, 2001).
Violent deaths and cardiovascular diseases certainly
continued to play a particularly important role in exac-
erbating this decline, but all the other causes also 
contributed to it; even though working-age groups
remained central to the problem, mortality among chil-
dren and the elderly was also affected. When the initial
shock was over, mortality fell again and in 1996–1998
reached the level it would have been at had it followed
the long-term negative trend uninterrupted by those
specific events.

Thus, responsibility for the first fluctuation
(1985–1991) can be assigned to the disruptions of the
alcohol market which affected behavior, first by reduc-
ing consumption, then by directing consumers toward
alternative sources of supplies (Leon et al., 1997). The
general economic crisis brought on by political
reforms, with its huge decline in living standards for
the majority, and, in particular, the deterioration of
health services, is responsible for the second, inverse
fluctuation, in 1992–1998. Very probably, the sociocul-
tural shock was accompanied by a collective psycho-
logical stress, related to the transition to the new model
of society, which also helped aggravate mortality’s
resurgence in 1992–1994 that brought life expectancy
to an unimaginably low level in 1993–1994 (Shapiro,
1995; Cornia and Paniccià, 2000).

4. Return to Long-Term Negative Trends
and Problems with Reform

With the fall of the communist regime, the very
principles on which the Soviet system of funding and
management in the social sphere rested were obvi-
ously questioned, including in matters of health. The
fundamental principle of free access to medical care
was among the first issues to be dealt with in the
context of transition to a market economy.

At the same time, it was impossible to ignore the
fact that the principle of free access to medical services
had already been significantly eroded during the
period of “advanced socialism” (official label intro-
duced by Brejnevian ideologues), that is in the 1970s
and 1980s. For the great majority of people, the sup-
posed ease of access to medical services was already
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largely vitiated by the mediocre quality of the services
actually provided. For rapid, high quality medical
assistance, it was normally necessary to call on paral-
lel informal services paid in kind or in cash, unless one
had access to special services reserved for certain social
categories. For instance, highly qualified gynecologists
were very wealthy but they owed it to the bonuses,
monetary or in kind, received illegally from their
patients. Corruption developed very quickly in the
health sector.

In the final years of the Soviet regime, the principles
of fee-free and easily accessible medical services, as
well as the preventive orientation of health policies,
were thus undermined by the deterioration of the
quality and efficiency of the services provided, and
became the mere echo of an ideological rhetoric unre-
lated to reality (Krichagin, 1989). These problems,
more or less concealed under the socialist guise of the
Soviet regime, came explosively to light when the
regime fell.

Fifteen years after the reforms began, however,
health policy goals are still undefined, and priorities
remain vague. In the post-Soviet period, health poli-
cies have often changed course, reflecting the instabil-
ity in the balances of power in the public health sector.
Russian society is clearly far from ready to face the
struggle needed to reverse the unfavorable trends
plaguing the population’s health.

At the present moment, the main problem affecting
public health in Russia is the rift separating the State’s
guarantee of broad access to free medical care from the
inadequate funds allocated to it (for a detailed analy-
sis of the situation, see Bogatova et al., 2002). The
health sector was already chronically underfinanced
during the Soviet era, but budgetary constraints
reached a new dramatic threshold in the early years of
the transition to the market economy. Employees in the
social sectors, medical practitioners included, were no
longer paid their salary. For months, the maintenance
of medical buildings and equipment which escaped
looting was neglected.

It appeared that the target-oriented approach for
public financing of priority goals was partly justified
by the fact that no investment mechanism had been set
up that could combine the principles of territorial-
industrial funding with those of target-oriented
funding. Consequently, the federal target programs
adopted over the years (Prevention through Vaccina-
tion, Insulin-Dependent Diabetes, Children of Russia,
Family Planning, Motherhood without Risks, Urgent
Measures against Tuberculosis, Anti-AIDS) were con-
stantly underfinanced.

The attempts made to transform the state health
system to one based on insurance (Law on the Medical

Insurance of the Citizens of the Russian Federation
adopted in 1991) were largely formal, and have failed
on the whole. The financing of medical institutions
hardly differs from the budgetary system set up
during the Soviet regime. In reality, the funds gener-
ated by the new compulsory insurance merely redis-
tribute tax revenue and fulfill none of the functions of
insurance institutions that should evaluate the
amount, type, quality, and validity of services offered
to people. The compulsory medical insurance premi-
ums paid by the employed persons, defined as a per-
centage of the salary received (3.6% in 1993), bear no
relationship to the real financial needs of medical care.
Those insured are excluded from the negotiation
process and cannot influence either the timing or the
quality of the medical services made available.

Since 1998, the Government has examined many
proposals for a free health care program guaranteed 
by the State based on providing a minimum of well-
defined benefits limited by allocated resources.
However, none of these numerous proposals was ever
adopted. The management of public health institutions
operates on the basis of temporary, and constantly
changing, standards. Their financing depends directly
on the region’s economic conditions (efficiency of its
businesses, governor’s political influence, and so on).
As a consequence, basic medical services offered to the
population differ enormously throughout the country
in terms of both quantity and quality.

Alongside free medical services, the state medical
institutions also provide paying services. Regional
authorities and autonomous local institutions establish
the list, the order and, in some cases, the price list of
paid medical services provided in public medical 
institutions (belonging to State or to municipalities).
Furthermore, since the mid-1980s a private market of
medical services grew rapidly. Next to institutions pro-
viding medical services as such, a large number of
businesses have surfaced in the last two decades, offer-
ing traditional or alternative medical treatments and
paying services for diagnosis, prevention, and treat-
ment for the whole range of known diseases. Simulta-
neously, optional medical insurance has emerged. As
a consequence, the population’s global medical bill has
soared.

From 1994 to 1999, health expenses (including pay-
ments for medical care and drugs) from non-state
sources as a proportion of total health expenditure thus
climbed from 13% to 36.5% (Belyaeva, 2001). During
the decade starting in 1993, private expenses for paid
medical services and optional insurance premiums
increased several times, by a factor of 100 in constant
prices. Experts have concluded that in the late 1990s the
ratio of the State’s global expenses on health to those of
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the population was 55 to 45 (Bogatova et al., 2002, p.
15–16). According to Russia’s Longitudinal Monitoring
Survey (RLMS), the proportion of the average Russian
family’s total expenditure allocated for health care and
drugs rose from 0.9 to 4.6% between 1992 and 2001. In
2001, 10% of patients paid for outpatient treatment, and
15% of patients paid for hospital inpatient treatment.
Among those who paid for health services, approxi-
mately half did so officially, at the medical establish-
ment’s cashier office, whereas the others paid under the
table (Bogatova et al., 2002), p. 17).

The extent of “informal” payments varies consider-
ably from one region to the next; it also differs accord-
ing to the type of medical institution and the nature of
the services provided (Shishkin et al., 2004). Even in the
same regional hospital, the proportion of patients
paying on the side varies from 10% to 70% depending
on service and treatment. It is practically impossible to
be operated free of charge in such fields as neuro-
surgery or vascular and thoracic surgery (Shishkin,
2003). Among families of modest means, official and
non-official medical expenses for theoretically fee-free
services represent a higher proportion of income than
among wealthier families. In poor regions, this social
discrimination is stronger than in the richer ones
(Shishkin et al., 2004). Informal payments are higher
and more frequent in the poorest regions, implying
that, in fact, people alleviate through these payments
the regional disparities in state financing.

Thus, the black market is thriving alongside the offi-
cial market for paid services. In 1990–2001, this infor-
mal health care market pocketed 600 million dollars
per year (Satarov, 2002), whereas the State’s total
expenses on health barely reached 7 billion dollars.

Thus, the Russian health care system appears as a
patchwork of state activities (managed by the Ministry
of Health), sector activities (independent of the 
Ministry of Health) and private activities providing
services legally, semi-legally or illegally; services are
provided either completely or partially free of charge
(funded at the federal or local level, or through com-
pulsory health insurance funds), or fully payable (with
the possibility of subscribing to voluntary insurance
programs). Having lost its monopoly on health care
planning, the Russian Federation’s Ministry of Health
no longer has the power to make substantial improve-
ments. The main group of reformers for the health
services (and for the social sector in general) is made
up of health professionals representing the govern-
ment’s macro-economic bloc (the members of which
are constantly replaced) and of experts from various
research centers with government instructions to work
on particular programs. Federal and regional legisla-
tive authorities then slightly edit government propos-

als and programs, often in an unprofessional manner,
with the clear aim of satisfying the political and ideo-
logical preferences of the majority of deputies.

During the 1990s, the international agencies that
financed the research projects on how best to reform
the health system were very active. Thus, the project
Zdravreform (Public Health Reform) was set up with
the help of the World Bank. Within the TASIS program,
the European Union sponsored the following projects:
Program of Health System Development, System of
Prophylactic Measures and Population’s Health,
Reform of Health Care Financing, and Insurance-
based Health Care. It is difficult to assess the effec-
tiveness of these and other lesser known projects. At
the same time, they unquestionably played an educa-
tional role with respect to health system organizers
and in terms of international experience in solving
similar problems and setting up modern health
systems.

The current Governmental Health Development
Plan up to the year 2010 (see http://www.med-
pravo.ru/common/conception/concepmed-1.htm)
proposes a new transformation in the supply structure
of medical care by reducing the range of treatments
requiring hospitalization, transferring them to the out-
patient sector. At present, financial resources are dis-
tributed in the following manner: hospitalization 60%,
outpatient consultations 30%, emergency services 10%.
The plan intends to invert these proportions, thereby
reducing the number of hospital beds needed (by 17%
between 1991 and 2002). The newly created service of
family doctors (currently comprising less than 3,000 of
the 2 million doctors working in the health system)
would occupy the central position in the primary
health care system. Improving the efficiency of emer-
gency services has also been given priority.

The main objectives toward which the Ministry 
of Health is channeling most of its energies include 
the following (in the order in which they appear, 
and as formulated, in The Concept of Public 
Health Development) (see http://www.med-pravo.
ru/common/conception/concmz2001-1.htm): (1) to
reduce the level of premature mortality (from cardio-
vascular diseases, accidents, poisoning, traumas, and
cancers); (2) to fight diseases that are particularly rele-
vant for the country’s demographic situation (diseases
threatening reproductive health, mother’s and child’s
health, and middle-age and old-age diseases); (3) to
wage war on diseases posing a particular threat for the
whole nation’s health (tuberculosis, AIDS, alcoholism,
sexually transmitted diseases); (4) to set up specific
mechanisms giving people access to the resources nec-
essary to achieve these targets; (5) to develop preven-
tive measures, and set up ways of maintaining and
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rehabilitating people in good health; (6) to become
involved in activities designed to give people a better
understanding of the value of good health and encour-
age them to adopt behaviors to help safeguard it; (7)
to develop medical sciences and advanced medical
technologies, in every way possible, including infor-
mation technologies; (8) to meet the population’s need
for medications and other medical products; (9) to set
up a system of sociomedical insurance; (10) to fix a
price policy in the market for medical services; (11) to
introduce professional liability insurance, and
improve the social protection for health sector person-
nel; (12) to create a system of medical rehabilitation,
and develop preventoriums and sanatoriums; (13) to
extend the organizational and legal framework of
public health institutions, and optimize the nomencla-
ture of medical specialties.

On the whole, this document reads more like an 
ideological text, in the manner of numerous writings
of the Soviet period, than a practical guide for action.
It reflects the ideas and interests of the Ministry of
Health’s main leaders before its reorganization in 2004;
with little danger of being proved wrong, it can be said
that this document will go through major adjustments
in the coming years.

It is not surprising that the transition period’s
blurred policy did not lead to any major success. Apart
from a reduction in the number of abortions, declines
in maternal and child mortality, and gaining control
over a certain number of infectious diseases, such as
diphtheria, whooping cough, hepatitis A, typhoid,
brucellosis, rabies, or malaria, the population’s health
status has shown no positive change, nor any promis-
ing tendency. Incredible as this may sound, Russians
have a lower life expectancy at birth at the start of the
21st century than they had 40 years ago.

It was easy to identify the key heath challenges, and
certain policies could have met these challenges.
Looking first at the rapid worsening of various 
infectious diseases (tuberculosis, STDs, AIDS); for all
these diseases, morbidity rates increased at an
unprecedented rate in the last decade. Although the
rising incidence has slowed down in the last two or
three years, the future evolution of the situation
remains uncertain and worrying. Second, exogenous
mortality (accidents, accidental poisoning, homicides)
shows no sign of letting up. On the contrary, it has
begun to rise again, probably as a result of increasing
alcohol consumption. Third, the risks of premature
death, essentially through cardiovascular and chronic
diseases, have grown substantially. In the current state
of affairs, it is impossible to foresee how society and
the State could curb a trend that started more than 40
years ago.

III. MIGRATION POLICY

1. Internal Migrations

During the Soviet period, the size and nature of
internal migratory flows were essentially determined
by two State-driven processes: forced industrializa-
tion, which accelerated the process of urbanization,
and the development of peripheral regions, which trig-
gered off massive flows toward the east and north of
the country. The aim was to transform an agrarian
country into an industrial power as quickly as possi-
ble by transferring resources, human and others, from
the countryside to the cities, or toward regions to be
developed. The immense population movements
engendered by urbanization and regional develop-
ment were completely consistent with the policy of the
State. In so doing, however, the authorities rightly
feared losing control over massive migrations that
risked ruining the system, a danger they sought to
avoid.

Deep regional inequalities in living conditions were
present throughout the entire Soviet era. An immense
urban-industrial periphery living in poverty existed
alongside small enclaves where living standards were
relatively high and artificially maintained (capital
cities, several regional centers, or privileged industrial
centers). Residents of the periphery were constantly on
the lookout for the slightest opportunity to move
toward more prosperous areas, thereby undermining
the very idea of privileged enclaves. The authorities
also feared too swift an exodus from the countryside,
which played the role of an internal colony whose
exploitation had for a long time made it possible for
them to achieve their ambitious plans. In a word,
massive migrations were necessary for development,
but their strict control was just as necessary to anchor
and maintain the totalitarian political regime then
asserting itself. These contradictory aims spawned a
hypocritical and paradoxical migratory policy. On the
one hand, the State did its utmost to bolster the factors
forcing people to leave the countryside and small
towns, and to ensure an uninterrupted flow of unde-
manding human resources toward industry and other
urban sectors, the army, and remote regions. On the
other hand, however, the State implemented a system
of restrictions and barriers to ensure its total power
over migration by submitting every individual move
to bureaucratic controls.

The key instrument of this policy was the internal
passport system. Making it possible to control all citi-
zens’ movements, this system had been widely used
in Western Europe in the 19th century but had more or
less disappeared everywhere by the beginning of the
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20th century. It had been kept in place in Russia (at
least for those who left their permanent place of resi-
dence), however, providing Lenin with the opportu-
nity of declaring, in 1903:

Social-democrats demand complete freedom of movement
and enterprise for the people. But what does “freedom of
movement” mean? [. . .] It means that passports must also be
eliminated in Russia (in other states, passports have long
since disappeared) [. . .] that no policemen, no zemstvo civil
servant will have the power to stop people from living and
working wherever they see fit. [. . .] Isn’t this a case of feudal
serfdom? Isn’t it insulting people? (Lenin, [1966]).

Once in power the Bolsheviks eliminated the inter-
nal passport and, despite the fact that serious obstacles
to the movement of citizens resurfaced in the years fol-
lowing the revolution, the general policy of abolishing
“feudal serfdom” remained in force for some time. In
1922–1923, a whole series of legislative documents
were adopted to abolish the system of internal pass-
ports and all institutions related to it, as well as all
other constraints on the right of Russian Federation cit-
izens to move or reside anywhere on the Russian ter-
ritory, by demanding that they have a residence permit
or other such document. Thus, The Small Soviet Ency-
clopedia could write that “Soviet law does not recog-
nize the system of internal passports [which] had been
an important tool of police intervention and fiscal
policy in a so-called police State” (Encyclopedia, 1930).

Less than 10 years later, however, a new article in
The Great Soviet Encyclopedia tells of the Bolshevik
State’s sudden policy turnaround:

Passport system: rules of administrative registration, of
control and regulations over population movement through
the introduction of passports for the said population. The
Soviet legislation [. . .] never concealed that its passport
system was class-based, using it according to the conditions
of class struggle and the aims of the working class’s dicta-
torship at different stages in the construction of socialism.
(Encyclopedia, 1939)

These words referred to the new system of internal
passports already established by a decree of the
Central Executive Committee and the Council of
People’s Commissars on December 27, 1932. Accord-
ing to this decree, all people living in cities, industrial
towns, sovkhozes, and new cities had to have an inter-
nal passport stamped by the authorities testifying to
their place of domicile (the propiska). Ipso facto, this
inhibited the right to move since the choice of resi-
dence depended on the possibility of obtaining the
propiska. Very quickly, in cities such as Moscow,
Leningrad, the federal republic capitals, and other
important cities, the propiska was restricted, and even
citizens with a passport could obtain the propiska only
with special authorization. As for the peasants—the

majority of the country’s population—without pass-
ports, they were unable to move to the city and were
effectively prevented from leaving their village or
kolkhoze.

Admittedly, the State did not intend to ban all
migrations by introducing such restrictions. On the
contrary, its economic policy demanded a radical
upheaval in the population’s geographical distribution
and, as a consequence, vast migration. The aim was to
define and control these flows from the center, regard-
less of its citizens’ individual aspirations. As Stalin
declared in 1939, “at present it is only a matter of pro-
posing to the kholkozes to accept our request and
allow at least one and a half million young members
of kholkozes to depart each year to satisfy industry’s
increasing needs” (Stalin, 1952). Although rather hyp-
ocritical, Stalin’s formulation clearly reveals the
cynical order thus created: the individual could only
move if “he was allowed to leave” by being granted a
passport authorizing him to go and live elsewhere.
From this point on, migration flows were thus strictly
regulated.

By the late 1930s, the already severe controls placed
on population movement proved insufficient. As a
result, in 1940, a new law added penal sanctions
against any individual leaving his work or changing
his place of work without authorization. Conversely,
engineers, technicians and qualified workers who
refused to accept a change of residence dictated by the
State could be penalized. Although this law was at first
followed to the letter, it was undoubtedly applied less
rigidly over the years; nonetheless, the 1940 law was
abrogated only in 1956.

These regulations aimed at controlling spontaneous
migrations, or those considered as such, even though
the desire to migrate often resulted from very pressing
economic or political constraints. In counterpoint,
forced migration also existed, involving mass dis-
placements and even repressive population transfers.

The Soviet regime frequently resorted to political
repression to solve the most diverse problems, with
economic issues first, or almost first, among them. As
early as 1929, on the basis of a proposal put forth by a
special commission of the Politburo, the Sovnarkom
adopted a secret decree on “the use of prisoners’
labor,” which specified that people condemned to 3
years or more of “deprivation of freedom” by common
law tribunals had to serve their sentence in labor
camps by working for OGPU. And, to welcome those
deprived of their freedom, the OGPU had in turn to
enlarge or build new labor camps in remote areas “in
order to colonize them and exploit their natural
resources by using the labor of those deprived of
freedom” (Materik, 2000, p. 64).
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Very quickly, deprivation of freedom for criminal or
political offences became an important instrument for
the “colonization of outlying regions.” These regions
soon became the sites of a vast network of camps,
colonies, and special settlements (spetsposelenie) where
millions of people newly deprived of their freedom
were sent: dekoulakised peasants, Gulag prisoners,
ethnic deportees, and so on. In 1953, the total number
of prisoners and specposelency rose to 5.4 million
people, while Siberia, the Far-East and Kazakhstan
combined, where most of these prisoners were con-
centrated, barely numbered 30 million inhabitants in
total.

Stalin’s death ended these massive deportations,
but the system of migration regulation initiated under
Stalin did not die with him.

The discrimination imposed by the system of inter-
nal passports went on for a long time. It took more
than 20 years before new passport regulations in the
USSR were introduced by a USSR’s Council of Minis-
ters Decree on August 28, 1974; according to this new
decree, passports had to be issued to all USSR citizens
aged 16 years and over. For the first time, this decree
created the same system for rural and urban dwellers.
“The passport campaign began on the first of January
1976 and was completed on 31st December 1981. In 
6 years, 50 million passports were delivered in rural
localities.” (Lioubarski Kronid, Régime de passeport et
régime de propiska en Russie, http://www.hrights.ru/
text/b2/Chapter5.htm).

The propiska lasted even longer, until the USSR col-
lapsed, and has still not completely disappeared. In
principle, any citizen holding a passport could move
freely throughout the entire country; in reality,
however, he could not settle in any place where the
propiska was restricted as, without it, he had access to
neither work nor housing. As the demand for labor
was in general very high in these regions, the State’s
need for labor in key economic sectors (industry,
science, etc.) was in constant contradiction with a
migration policy that paralyzed the labor market. In
practice, the creation of non-viable artificial social sta-
tuses made it possible to bypass these contradictions.
Thus appeared millions of limitchik—people whom
businesses and state organizations were entitled to
employ by issuing them with a temporary propiska for
the duration of their contract of employment. This
authorization to live in large cities was precarious and
did not extend to other members of the family (even
marriage to a limitchik did not entitle them to a provi-
sional propiska).

Only on October 26, 1990, did the USSR’s Supreme
Soviet Committee for Constitutional Supervision
acknowledge that the propiska’s authorization proce-

dure in force for so many years “prevents citizens from
enjoying their fundamental right to freedom of move-
ment, work, and education”; legally, this paved the
way for abolishing the propiska. Furthermore, on 
June 25, 1993, President Boris Yeltsin approved the 
law on “the right of citizens of the Russian Federation
to freedom of movement and to the choice of their
place of residence within the limits of the Russian 
Federation,” which should have put a term to the
propiska. In reality, this did not happen. In many 
places, the attempt to eradicate the propiska’s authori-
zation procedure met with resistance from local
authorities, and it still survives today. Moreover, many
bureaucrats at all levels still openly favor a return to
the propiska.

Although prohibitive and repressive measures were
the main tool of Soviet migration policy, this was
seldom referred to. Instead, the focus was constantly
placed on the incentives that had also always existed.
A whole system of privileges had been created at the
time the State needed to increase flows of migrants
toward certain cities or regions. A most typical
example is the priority accorded to regions of the
extreme North, rich in natural resources but suffering
from harsh climatic conditions. The list and particular
status of these territories were defined in 1967 by a
decree of the Soviet government. In 1990, the list was
extended to 70% of Russia’s territory (11.9 million sq.
km.), without any real reason according to some
authors. Those volunteering to come and work in 
these regions enjoyed a higher salary, more days off,
subsidies for temporary work stoppage, higher pen-
sions, and so on. These measures met with relative
success. The benefits attracted many people to the
northern regions; in 20 years, from 1970 to 1989, the
population in the far eastern regions increased notice-
ably, from 7.2% to 8.6% of Russia’s total population
(12.6 million people). In subsequent years, these
regions lost some of their economic attraction and their
population size, in absolute terms and as the percent-
age of the country’s total population, has started
decreasing.

Another type of incentive was used to encourage
migrations toward developing regions. It consisted of
combining economic interests with young people’s
enthusiasm referred to as the “komsomol appeals.” In
the decades following World War II and until the mid-
1980s, it was common practice to call on volunteers to
work on the large sites of natural resource develop-
ment, construction of railways, power stations, and so
on. In this way was ensured, for instance, a flow of
young people to Kazakhstan in the 1950s, to exploit
virgin lands or build the Baikal-Amour railroad during
the 1970s.
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During World War II, people and industries 
were evacuated from the occupied territories, which
played a considerable role in increasing the population
and developing the economy of the Asian part of
Russia.

The population census of 1989 makes it possible to
assess the results of internal migration during the post-
war period and, as a consequence, the effect of Soviet
migration policy.

According to the first Soviet census of 1926, 82% of
the population within the borders of the USSR as well
as those of Russia were rural (Goskomstat, 1988, p. 8).
At the end of the 1920s, right from the start of forced
industrialization, a rural exodus took place on an
unprecedented scale. Between the 1926 and 1939 cen-
suses, the urban population of the USSR (within the
pre-1939 frontiers) increased by 30 million people
(from 26.3 to 56.1 million) and its share of the total pop-
ulation rose from 18 to 33% (Goskomstat, 1988). Over
the next 50 years, the USSR’s total population (within
its new borders) increased by 94.5 million but, during
the same period, the urban population grew by 127.5
million whereas the rural population fell by 33 million
despite its fertility being higher than that of the urban
population. Between 1950 and 1990, the USSR’s urban
population increased, on average, by around 30
million people every 10 years (Goskomstat, 1997, p. 7).
At the end of the 1980s, the urban population repre-
sented two-thirds of the USSR’s total population and
close to three-quarters of Russia’s population. Of the
29.8 million–strong increase in the urban population of
the USSR between 1926 and 1939, 18.7 million, or 63%,
were migrants from rural areas. Between 1939 and
1969, within the USSR’s post-1939 borders, the urban
population rose by 75.6 million people, 61 million of
whom were migrants (Urlanis, Borisov, 1984, p. 414).

The migrations taking place during the Soviet
period also modified the regional distribution of
Russia’s population. These changes, however, were
less important than those brought about by urbaniza-
tion. The USSR had inherited from the Russian empire
an immense territory far from uniformly populated
and developed. During several decades after the end
of the 1920s, occurred a substantial shift of population
eastwards, as a result of migrations from the European
to the Asian parts of Russia. The total population east
of the Ural increased from 13 to 22 million people
between 1926 and 1939 and reached 32.1 million in
1989 (thus multiplied by a factor of 2.5, whereas
Russia’s total population increased only 1.7 times).
However, population movements toward the East
hardly changed the overall picture (Figure 118–5). As
in the past, Siberia and the Far East have remained
very sparsely populated and the concentration of 

population in the Central region that includes
Moscow, has only slightly decreased (Figure 118–6).

During the period following the USSR’s collapse,
former restrictions on freedom of movement were
either abolished or considerably weakened, and the
State’s once active policy in the realm of internal
migrations disappeared. Migrations then took place
against a backdrop of depopulation, economic crisis,
and political conflicts (especially in the Caucasus), and
have often flowed in directions contrary to those
imposed for decades by previous policies. Noticeable
since the late 1980s, this migratory ebb has gathered
momentum, mostly from the eastern and northern
regions that the State once sought to populate.

This is not really because the State, with its more
liberal political regime, no longer allows itself to resort
to methods used during the Soviet regime. More funda-
mentally, this occurs because the potential of internal
migration became severely limited by the level of urban-
ization already reached and by the trend toward depop-
ulation. In Russia, internal migration can no longer play
the role it enjoyed from 1930 to 1980. Today, the migra-
tion issues are related much more to external migration,
and more precisely to immigration, which completely
alters the objectives that policies may be aiming at.

2. External Migration

a. Emigration

The Russian empire contributed much less than
other European countries to the trans-Atlantic migra-
tions of the late 19th and early 20th centuries. This can
be explained by Siberia’s vast and vacant lands, and by
the enormous potential for internal agrarian coloniza-
tion, encouraged by the government. Nevertheless, the
country produced emigration flows, mostly consisting
of non-Russians. Estimates put the number of people
who emigrated from Russia in the period 1861–1915 at
4.3 million, of whom 2.6 million left during the first
fifteen years of the 20th century. Two-thirds went to the
United States (close to 80% during this period)
(Obolensky-Ossinsky, 1928). Among those who left,
predominated the Jews (approximately 2 million
between 1881 and 1914), and other non-Russians. From
1860 until the beginning of World War I, the majority of
migrants to North and South America were non-Rus-
sians: Jews (44%), Poles (25%), Lithuanians (8%), Finns
(7%), and Germans (6%) (Obolenski, 1928, p. 24).

Although World War I abruptly halted these emi-
gration flows, the Revolution and the civil war gener-
ated new, and very different, streams. In fact, these
political upheavals incited a massive and definitive
emigration. Although estimates vary greatly from one
author to the next, it is now estimated that the USSR,
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within its 1922 borders, established at the time of 
its foundation, lost then approximately 2 million
inhabitants (Jiromskaia, 2000, p. 134–139; Adamets,
2003, p. 284–285).

When the civil war ended and the Soviet regime
imposed its power over the entire country free emi-
gration outside the USSR stopped. It became excep-
tionally rare for individuals to receive authorization to
leave the country (an exit visa), except for official
duties abroad. A few waves of uncontrolled emigra-

tion took place nonetheless. In 1931–1933, according to
some estimates, some 200,000 Kazakhs definitely left
for China, Mongolia, Afghanistan, Iran, or Turkey, to
escape from a raging famine (Kozybaev et al., 1991, 
p. 226).

World War II spurred new, and very substantial,
waves of emigration, some more or less uncontrolled
and others, on the contrary, forced and severely con-
trolled by the authorities. On the one hand, a vast
number of refugees and displaced persons refused to
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return to the USSR, despite the fact that the Soviet
authorities did their utmost to get them back. Various
estimates have been made of their numbers. Accord-
ing to official sources, on January 1, 1951, 452,000
Soviet citizens remained abroad (Polian, 2002, p. 573).
However, some of those who refused repatriation after
1945 had died by 1951, so that the total number of per-
manent departures was greater. Other estimates
provide much higher figures: 1.2 to 1.5 millions, or
even 2 million (Heitman, 1987, p. 10), a figure con-
sidered exaggerated, however (Polian, 2002, p. 576).
On the other hand, the State decided to expel nearly
900,000 Germans (approximately 400,000 in accor-
dance with the 1939 Soviet-German Pact, and 500,000
after Russia annexed Eastern Prussia) from the USSR
territory within the borders established after the war.
In addition, close to 1.5 million Poles from Western
Ukraine, Western Bielorussia, Lithuania, and other
regions of the USSR were moved to Poland, and nearly
400,000 Finns were moved from Karelia to Finland,
and so on (Heitman, 1987; Piesowicz, 1988).

Once the waves of migration prompted by World
War II were over, the iron curtain fell again, putting a
sudden end to all emigration from of the USSR.

During the 1960s, departures out of the USSR were
minimal, and were more than counterbalanced by
arrivals, themselves very few (Armenians returning to
their historical homeland, refugees from China or stu-
dents from Asian or African countries); as a result,
before 1970, net migration was slightly positive.

In the two following decades, the number of entries
fell and, despite the rarity of departures, net migration
was negative. In the 1970s, net emigration fluctuated
between 10,000 and 15,000 people, only exceptionally
reaching 30,000 to 40,000. During the 1980s, emigration
had slowed even further.

A major change took place in 1988, as Jews,
Germans and Greeks were allowed to emigrate with
relative ease, and trips abroad on personal invitation
were authorized. The reaction to this breath of freedom
was immediate. Departures from the USSR almost
trebled from 1987 to 1988 (108,000, as opposed to
39,000), and doubled again in 1989 (235,000), and once
again in 1990 (452,000). As immigration remained a
rare event, net emigration skyrocketed.

In May 1991, the USSR adopted a new law on the
entry and exit modalities, guaranteeing that interna-
tional law in matters of freedom of movement would
be respected; this law was supposed to be imple-
mented throughout the whole USSR territory from
January 1st, 1993. The USSR ceased to exist at the end
of 1991, but the law was nonetheless implemented in
the Russian Federation and remained in force until a
federal law was adopted, on August 15, 1996, on “the

modalities of entry to and exit from the Federation of
Russia.” This law stated: “Every citizen of the Russian
Federation can freely circulate outside the borders of
the Russian Federation and freely return to the Russian
Federation.” Thus the final restrictions on leaving the
country, in place for decades, disappeared; as a result,
emigration increased substantially.

According to published government statistics,
Russia’s net emigration from the ex-USSR’s borders
rose to 1,071,000 people during the years 1990–2000
(Goskomstat, 1997, 2001).

b. Immigration

Whether taking its present frontiers, those of the
Russian empire or those of the USSR, Russia never
experienced large-scale immigration waves in the past,
despite the fact that the government occasionally
accepted relatively numerous groups of migrants
belonging to specific categories. Thus, for instance,
German settlers were made welcome in the 18th
century, and Armenians in the 19th and 20th centuries.
On the whole, however, within its present borders,
Russia has been a sending rather than a receiving
country. This is even more the case in the European
part of Russia, which for a long time was an important
source of migration toward the Asian part of Russia as
such or toward other republics of the USSR 
which became independent states after the USSR’s 
collapse.

In the days of the Empire and under the Soviet
regime, these migrations were always considered
internal and, fitting neatly in its strategy to develop
peripheral regions, were encouraged by the central
government. However, for demographic or sociopolit-
ical reasons, migration gradually lost its role and
Russia became host country to in-migrants as early as
the second half of the 1970s (Figure 118–7). In addition,
the USSR and RSFSR (Russian Soviet Federal Socialist
Republic) leaders became aware of the need to open
their doors to immigrants. Experts and policymakers
hotly debated the question of how to supplement a
scanty demographic tank of Russia with the help of
migration from regions with excess manpower, such as
the central Asian republics; their attempt at measures
of this nature met with no great success.

As the USSR was dismantled and the Russian Fed-
eration became an independent state, the migration
context and interpretations have radically changed.
On the one hand migrations between republics, hith-
erto considered internal, became international migra-
tions overnight. On the other hand, the population’s
natural increase became negative since 1992 and immi-
gration suddenly became an important counterbalanc-
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ing factor: even if it is not sufficient to offset the pop-
ulation’s natural decrease, it nonetheless considerably
curbs the population decline.

In the early 1990s, Russia, which, at its level, had no
experience managing migration flows, created institu-
tions and legislation essential for this management. In
1992 the Federal Migration Service was established as
an independent federal agency that subsequently was
reshuffled many times. In 2002, this service lost its
independence and its functions were passed on to the
Ministry for Matters of the Federation, Nationalities
and Migration Policy. This Ministry was in turn dis-
mantled and migrations became the responsibility of
the Ministry of the Interior where, the Federal Migra-
tion Service was reconstituted in 2002 as a ministerial
department.

Present laws concerning the treatment of refugees
and displaced persons were adopted in 1993, together
with a presidential decree aiming to introduce migra-
tion controls. However, more general federal laws on
Russian Federation citizenship and on the status of for-
eigners, replacing regulations dating back to the Soviet
regime, were only passed in 2002. Without going into
detail on the content of these documents, it is nonethe-
less worth noting that they aroused strong criticisms
within society. Recognizing its weaknesses, even the
President of the Russian Federation criticized the law on
citizenship and, in 2003, some amendments were made.

The unfairly restrictive nature of these two laws
does indeed open them up to criticism. They create 
too rigid a boundary between Russian Federation 
citizens and those of former constituent republics 
of the USSR who shared, until recently, the same 

citizenship as the inhabitants of Russia. By putting 
the inhabitants of Ukraine, Armenia, or Kazakhstan 
on the same legal footing as those from China,
Vietnam, or an African country, they groundlessly
sever kinship ties, prevent the return to Russia of
persons of Russian culture, who either have Russian as
their mother tongue or are fluent in Russian, and
thereby deprives Russia of an extremely valuable
source of immigrants.

Despite these unfair restrictions, it is not true that
Russian migration laws completely close the door to
immigrants. They acknowledge that foreigners can
legitimately remain on Russian soil provided they
have a residence permit, temporary residence permit,
visa, or any other type of document accepted by
federal law or international agreements confirming the
right of foreign citizens to stay or reside on Russian
Federation territory.

A 5-year residence permit can be issued to any for-
eigner residing in Russia and in possession of a tem-
porary visa; it can also be extended many times.
Anyone holding such a residence permit is considered
a permanent resident of Russia, whereas all other legal
immigrants are defined as temporary residents (the
temporary residence permit is issued either according
to quotas defined yearly by the government of the
Russian Federation or, in certain legally defined cases,
outside quota), or as persons staying temporarily in
the Federation of Russia (with visa, or without visa
when they come from countries for which the visa is
not required). Every foreigner who has resided in
Russia for more than 5 years can apply for Russian 
citizenship.
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Therefore, the current legislation provides a legal
framework that is relatively favorable for immigration
and for gradual integration of immigrants into Russian
society. Nonetheless, the presence of a large number of
illegal immigrants, often mentioned by the authorities
and the media, shows that the system provided by 
this legislation functions poorly, that it was created
without taking into consideration actual operative
policies, and that it fails to regulate spontaneous,
weakly controlled migration flows about which no
reliable information exists.

The official statistics only provide data on registered
migrants. According to these statistics, the exchange 
of migrants between the ex-republics of USSR 
changed radically with the Union’s collapse. Entries
into Russia suddenly outnumbered departures, result-
ing in an abrupt increase in Russia’s net migration.
This increase was short-lived and by the end of the
1990s, net migration had greatly diminished.
However, it is quite possible that the real evolution of
immigration flows was different, as a result of increas-
ing illegal immigration.

This may to some extent stem from a change in the
nature of migration movements. In the early years fol-
lowing the USSR’s demise, repatriated Russians,
returning to live permanently in Russia, made up the
bulk of immigrants; with time, however, immigration
has increasingly included migrants in search of 
temporary work. Mounting difficulties in obtaining
permits for work, residence, or temporary stay, were
soon felt.

After the 2002 population census, Russia’s Goskom-
stat (which became the Federal Service of State Statis-
tics in 2004) adjusted the data provided by current

migration registration after 1995, raising immigration
estimates (Figure 118–8). This correction is supposed
to include illegal immigration as well, but this is ques-
tionable because census data on illegal immigrants are
probably incomplete.

In the absence of reliable information, public
opinion tends to overestimate the number of 
illegal immigrants, and increasingly resents it, which
explains the government’s ambivalent attitude and
migration policy. On the one hand, the authorities 
are starting to appreciate immigration’s new role as 
the main means to counterbalance natural depopula-
tion and shortage of manpower. On the other 
hand, central authorities are more preoccupied by
public opinion than by the active development of
migration policy. They prefer to leave the responsibil-
ity of organizing and implementing this policy to the
lower (departmental) echelons and regional authori-
ties; the latter, however, tend to manage migratory
processes according to their own interests, which are
sometimes at odds with those of the country as a
whole.

As a result, the President of the Russian Federation
declares, “What we need [. . .] are not prohibitions and
obstacles, but an efficient migration policy that can
benefit the country while being acceptable to people”
(message from Russia’s President to the Federal
Assembly, dated May 16, 2003). At the same time, the
President acknowledges that “we [. . .] have not yet
succeeded in developing a civilized mechanism to
recruit manpower from other countries” (comment
made by Russia’s President on the radio, on December
18, 2003). A migration policy tailored to Russia’s
present needs remains to be invented.
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INTRODUCTION: AN UNUSUAL
DEMOGRAPHIC DESTINY

France, a country of smallholders, has for a long
time been highly populated, and was even readily
compared in the 18th century to the Chinese world
(Braudel, 1986). It was here, from 1760 onward, that
revolutionary ideals, such as emancipation from
divine authority, abolition of royalty, and a quest for
liberty and equality, were born.

The secular decline in fertility was in keeping with
this context and reinforced by the reform of the civil
code, which abolished primogeniture in relation 
to succession and introduced equality of treatment
among the siblings of the same family by partition 
of inheritance in equal shares. It was from this that
arose the risk of fragmenting plots of land, which 
was later highly disliked for its direct contribution to
impoverishment.

It was in this way, with a good century in advance
of its neighbors in Western Europe, that France started
on its secular decline in fertility. In certain regions,
such as the Southwest, Normandy, and the mountain-
ous areas, the movement arose even earlier and was
more marked. It was therefore a rural society that was
the first to initiate this movement. As early as 1850,
before the change in fertility had arisen in the other
countries of Western Europe, the fertility rate in France
was no more than an average of 3.5 children per
woman, and had indeed already covered half the dis-
tance separating tradition (5 or more children) and
modern times (2 children or less). Associated with the
rural exodus, this weakness in fertility (well below the

replacement threshold on account of the high early
death rate of the period) did not take long to create
pockets of depopulation and even global depopulation
by the end of the 19th century.

An overview of the long-term tendencies supports
this diagnosis. Finally, the reconstitution of the 
completed fertilities of the cohorts shows that, since
the Napoleonic era and with the exception of the
1919–1946 cohorts that participated in the post-
war baby boom, all of the female cohorts have had
(taking into account the mortality of their epoch), a fer-
tility below the replacement level. Consequently, 
ever since the mid-19th century, the economy has been
undermanned, in both agriculture and industry, 
and has had to call on foreign immigration. Here
again, the situation was contrary to that prevailing in
the neighboring countries, which were still in a phase
of high fertility and decreasing mortality, and sending
an ever-greater demographic surplus toward the New
Worlds. Napoleon wanted soldiers, irrespective of
their nationality. A half-century later it was workers
who were to arrive. Immigration to France was to
become a structural feature. In spite of the intensity of
the naturalization policy adopted in 1851 and rein-
forced at the end of the 19th century, foreigners num-
bered 7% of the total population by 1931. Because of
the low fertility situation, France only participated
marginally in the great wave of population that
peopled the Americas.

There was another lesser-known but important
feature specific to France: its relative excess mortality
(reflection of a poorer state of health), which was to
endure until the 1950s. Disturbed by the losses in
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World War I, frightened at the prospect of a German
revenge, demoralized by its economic backwardness,
subject to immobility (lack of construction, rigidity of
institutions and regulations), crushed by the sugar beet
growers and drink salespeople, France remained a
victim of the serious social scourges of tuberculosis
and alcoholism. Most of the dwelling places were 
old, dilapidated, devoid of comfort, and particularly
lacking in sanitary installations. The smallest village
could count several taverns. The numerous and pow-
erful home distillers were not only protected, but priv-
ileged. This health situation contributed to obstructing
the population momentum of the country, and to
increasing absenteeism from work and lowering the
productivity of the labor force. It recovered in a spec-
tacular way after the 1950s, when France became one
of the countries where average life expectancy was the
highest.

Until the 1940s, subfertility, immigration, and excess
mortality made France a special case. The turnaround
linked to the reconstruction and family policy of the
war period lent its baby boom a more powerful and
durable character. As for the phase of subfertility intro-
duced into the industrial world of the 1960s, it has, up
to the present, affected France less than its chief part-
ners (except for the United States), and this preserva-
tion appears to be linked both to a collective mentality
(see the Euro barometer reviews on the ideal family),
and to a population policy that, although admittedly
inadequate, is better adapted than that within the
neighboring countries. This historic reversal is clearly
insufficient to curb the decline in the French share of
the world population: 3.4% in 1750; 2.5% in 1900; 1.7%
in 1950; 1.0% in 2000. Recent decades have certainly
been marked by an acceleration in population growth
in the less developed countries (see Chapter 69), but it
is on the European scale that the results are most sig-
nificant. Estimated at 28 million inhabitants in 1800,
the French population on the present territory occu-
pied second place in Europe after Russia (40 million),
and represented just over 15% of that of the continent
(180 million). In 1939, with its 42 million inhabitants
on the eve of the war, the weight of France halved
(7.9%). Due to the early decline in fertility (a good
century before other Western countries) and the fall in
mortality, the population increased by only 50%,
whereas it doubled or tripled in the neighboring coun-
tries of the North. It must also be stressed that from
1870 to 1940, in the absence of foreign immigration, 
the French population would have diminished. It is
appropriate therefore to analyze here the three large
components of the policy that provoked this distinc-
tive drive toward lesser growth (until 1945), and then
the stronger growth than other European countries

since 1945, with its policies relating to childhood, fer-
tility, public health, and internal and international
migration.

I. THE POLICY OF 
ENCOURAGING FERTILITY

1. Demographic Movement Compared

The singularity of the French fertility policy can
only be understood by reference to the historical
context of a relative decline in France and an increase
in the power of France’s larger neighbors, at a time of
tension when the number of men still played a strate-
gic role in military confrontations.

Between 1850 and 1950, with a stable territory, the
population of France increased by only 16%. This was
despite the fall in the death rate, the relative initial
youthfulness of the population pyramid, and the
migratory contribution that Alfred Sauvy (1945) esti-
mated at 5 million people around 1940. The relative
growth in a century had been two times lower than
during the following period of scarcely 40 years
(1950–1988). All the other great countries in the indus-
trial world had evolved in the opposite direction.
Between 1850 and 1950, the other European countries
(except Russia), taken as a whole, saw their overall
population growth exceed 100%, whereas, between
1891 and 1946, France experienced a long stagnation
in its total numbers, because, within the framework of
its present borders, although it had turned 40 million
since 1891, the population in the 1946 census was still
40 million! France had therefore experienced a cessa-
tion of population growth just at the time when it was
at its peak in most of the other European countries. As
a result, the changes in ranking have been profound
and irremediable. It should be recalled that in 1850,
France was more highly populated than Japan or 
the United States.

In 1945, France was in the forefront of demographic
stagnation and aging, and in its secular decline in fer-
tility a good century in advance (Figure 119–1). The
death rate was higher than that of England. This was
abnormal for adults, especially for males , and was due
to two main causes: tuberculosis and alcoholism. Com-
pared with other countries at the same level of socioe-
conomic development, food in France was satisfactory,
but living accommodations were frankly insufficient
and drinking was excessive. The number of insane
people in asylums had risen due to alcohol depend-
ence, and yet 2 years of restrictions on alcohol during
the war sufficed to halve the number of confinements.
The reduction in the numbers of internees in psychi-
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atric hospitals was not solely due, however, to the war
restrictions. The policy of the Vichy government with
regard to the insane also largely contributed to it
(Meslé and Vallin, 1981). Although, as shown by the
recent study by Isabelle Bueltzingsloewen, the charge
of genocide is doubtlessly exaggerated (Guyotat,
2003), there was certainly, as written by Max Lafont
(1987), a policy of “soft extermination.” In Paris, where
the alcohol restrictions were better observed than else-
where, the decrease in the number of people confined
to asylums was 90% (Sauvy, 1945).

a. The German Eruption

The contrast between France and Germany, and the
known military consequences, are clearly visible in the
birthrates of the two countries during the period
1841–1900 (Table 119–1).

Already weak during the 1840s, the French birthrate
continued to fall until the end of the century (-20%),
moving toward a previously never observed value of 
20. It was quite the reverse in Germany where the
birthrate was maintained at a clearly higher level to the
order of 35 to 40 per thousand. This difference was for
a long time to be an influence in the power struggle.
The German age structure still remained young for
many decades, and only fell after 1900. This fall was
drastic, however, and the total fertility rate decreased
by two-thirds in 33 years, passing from an average of
5 children per woman in 1900 to 1.6 in 1933. But in
1913, disequilibria in the mobilizable forces (to the

order of 2 to 1) was such that the National Assembly
had to lengthen the period of military service.

b. The English Takeoff

In pre-revolutionary France, fertility was hesitant
and relatively high, with on average more than five
children per woman. The revolutionary period and the
first half of the 19th century (1790–1850) marked a pro-
found change, in that the total fertility rate fell from 5
to 3.5, and the change in fertility was therefore halfway
between the pretransitional and the cohort replace-
ment levels. The epoch of the Second Empire (indus-
trialization and the birth of modern capitalism) was
characterized by a halt in the fall, and even a slight rise.
The decline resumed at the end of the 19th century to
the point where the total fertility rate became less than
an average of 3 children per woman—a level without
parallel (and at a time it should be recalled when fer-
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FIGURE 119–1 Total fertility rates in France, Germany, and the Netherlands, 1855–2002.

TABLE 119–1 Birthrates in France and
Germany (per 1,000 Inhabitants)

Period France Germany

1841–1850 27.4 36.1
1851–1860 26.3 35.3
1861–1870 26.3 37.2
1871–1880 25.4 39.1
1881–1890 23.9 36.8
1891–1900 22.2 36.1



tility in Germany was still more than 5 children per
woman).

English development was quite different. The ear-
lier industrial revolution created thousands of jobs and
people found employment at early ages. They were
then able to get married more easily and earlier, and
have larger families (Kindleberger, 1964; Deane 
and Cole, 1967). An extraordinary growth in fertility
resulted, which attained its historical maximum
toward 1820 with an average of 6 children per woman,
whereas the long-term tendency before the industrial
revolution had only been between 4 and 4.5 (see also
Chapter 68).

Table 119–2 compares the course of total fertility
rates (the average number of children per woman) in
France and England, in 10-year periods between 1760
and 1900.

The effect of this long swell in English fertility was
impressive, accounting for a fivefold increase in the
English population between 1750 and 1900, and for the
massive emigration and supremacy of the English lan-
guage, especially in the new worlds growing in po-
pulation. At the end of the 19th century, 440 million
people altogether, that is, almost one-third of the
world’s population, had English as their official lan-
guage. For 80 years (1800–1880), as is shown in Table
119–2, the difference in fertility to the advantage of
England relative to France was of the average order of
1.5 to 1.8 children per woman. It was the combination
of an exceptionally high English fertility rate (5 to 6
children per woman) and an abnormally low French
fertility rate that produced the contrast in their des-
tinies—rise of the Anglo-Saxon world and rapid rela-
tive decline of France and its language (see also
Chapter 4, Volume I for a comparative analysis of the
evolution of the French and English population pyra-
mids). Because England, having turned exclusively
toward the high seas, no longer had any continental
ambition in Europe, its demographic domination had
only indirect and negligible implications for the conti-
nent. But the repercussions of this excess fertility soon

became universal, above all thanks to the supremacy
of the United States.

2. Birth of a Consensus

The situation was quite different in Germany, the
military rival with continental ambitions, where
nationalism had become virulent and where, accord-
ing to the geopoliticians such as Friedrich Ratzel and
especially Karl Haushofer1, there had to be a conquest
of the living space (Lebensraum) that the German
people required. This was to be at the expense of
Denmark, and later of France, with the loss of Alsace-
Lorraine at the close of the Franco-Prussian war of
1870. In his desire to build a “thousand-year Reich,”
Adolf Hitler was to carry the application of this doc-
trine to its final conclusion, when in 1942–1943, his
troops occupied almost all of Europe. In only 70 years,
the French territory was invaded on three occasions:
1870–1871, 1914–1918, and 1940–1945. Long accus-
tomed to dominating the European continent, France
was living with the nostalgia of its super power. From
then on, France was weakened (in the 1930s, France
was at the forefront of demographic stagnation and
aging), and had lost confidence. Meanwhile, in 1940
France did not rearm and refused to fight—it was the
“phony war.” During the years of occupation France
was to favor collaboration with Germany rather than
with the Resistance.

But the Anglo-Saxon allies and the “resistants” were
able to galvanize the awareness of national unity and
to create the feeling of a victory and of entry into a new
era. It was essentially during the period at the end of
the war that a whole series of institutions such as
Social Security and the Commissariat Général au Plan
(National Planning Body) came into being. A contem-
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TABLE 119–2 Total Fertility Rates (Average Number of Children per Woman) in France and England, 1760–1900 

Period France England Difference Period France England Difference

1760–1769 5.21 4.88 +0.33 1830–1839 3.76 5.25 -1.49
1770–1779 5.06 5.21 -0.15 1840–1849 3.57 5.00 -1.43
1780–1789 5.13 5.24 -0.11 1851–1860 3.43 4.97 -1.54
1790–1799 4.91 5.67 -0.76 1861–1870 3.50 5.22 -1.72
1800–1809 4.43 5.76 -1.33 1871–1880 3.43 4.91 -1.48
1810–1819 4.37 6.07 -1.70 1881–1890 3.25 4.35 -1.10
1820–1829 4.18 5.98 -1.80 1891–1900 2.93 3.76 -0.83

1 Heir to this tradition, general and professor of geopolitics 
in Munich, Karl Haushofer initiated the journal Zeitschrift für
Geopolitik in 1924. One of his leading ideas was to move borders (by
war). He was to be an adviser to Adolf Hitler.



porary or retrospective consensus existed among 
the ruling elite, between such different individuals as
Philippe Pétain, Charles de Gaulle, and François 
Mitterrand, which held that the defeat and occupation
were linked to demographic weakness, and that
national reconstruction had to come about through 
a revival of fertility. In the polls subsequent to the 
war, public opinion was unanimous in attributing 
the recovery of fertility to the payment of family
allowances, and it is true that at that time they consti-
tuted a novelty and their relative amount was high.

The shock of the defeat in 1940 was present in 
all minds. Henceforth, the linkage to demographic
anemia, stressed by the military general staff, was rec-
ognized by all classes of the population.

The first indicator of the actual demographic state of
the country came with the unexpected defeat 
by Prussia in 1870. This reverse (that followed the
Prussian victory against the Austro-Hungarian Empire
at Sadowa in 1866) was seen as a humiliation. One of the
reasons put forward by contemporaries—apart from
the deficiencies in training of the French troops—was
mainly the greater numerical superiority of the enemy.

This type of analysis was then shared abroad, both
by English specialists and their German counterparts;
demographic differences were everywhere perceived
as the main factor in changing the military equa-
tion. Population development was primarily viewed
according to its external implications, in terms of shift-
ing strategic equilibria. From this point of view, France
was described as the seriously sick man (or woman) of
Europe.

Nevertheless, right up to the German occupation,
save for certain restricted circles, there were relatively
few among the civil population who were aware of the
real factors in the relative decline of the country. An
association, however, was to play a leading role in the
evolution of minds: the Alliance nationale pour l’ac-
croissement de la population française (National Alliance
for the Growth of the French Population). Founded in
1896 on the initiative of Jacques Bertillon, doctor and
statistician, its aim was to alert the population and the
public authorities to the risks that “depopulation”
involved for French society. Its most celebrated recruit
was the writer Émile Zola (1899) who, at the time when
the Dreyfus affair was in full swing, wrote the famous
novel Fécondité (Fertility), in which he vaunted the
delights of family life. (During the Dreyfus affair,
Émile Zola introduced a manifesto in the L’Aurore
newspaper titled “J’accuse”[(I accuse], undertaking
the defense of Captain Dreyfus the condemned person,
a Jewish army officer accused in 1894 of having deliv-
ered some military documents to foreigners. Dreyfus
was stripped of his rank and sentenced to transporta-

tion, but was in fact a victim of intrigue. His belated
rehabilitation, after some 15 years of violent contro-
versy concerning the Jewish question, generated a
state of deep division.) Supporters of a pronatalist
policy included influential Ministers, such as Adolphe
Landry, author of La Révolution démographique (1934)
and Paul Reynaud, inspirer of the CDF (Code de la
famille [statutory family law] of July 29, 1939). The
CDF, which is seen as the originator of the new fertil-
ity policy, laid the foundations for a coherent and
pronatalist family legislation.

But in 1940, it was too late. Aware of their weakness
and traumatized by the blood bath of 1914–1918
(almost every family had lost a relative), the French
people and its leaders were in fear of a well-trained
and fanatic Germany. This was the “phony war.”
Invaded and occupied, France was subjugated,
stripped, and robbed of its freedom. Yet 20 years or so
earlier, Georges Clémenceau had already issued a
warning by declaring that the first of the clauses that
should have figured in the Treaty of Versailles, was the
“need to have more children.” Otherwise, whatever
the clauses in the Treaty, “France will have lost, since
there will no longer be any French people” (Ceccaldi,
1957).

The best expression of national consensus occur-
red in late 1945, when the dependants’ allowance, the 
taxation principle based on ability to pay and faithful to
Article 13 of the Declaration of the Rights of Man and of the
Citizen,2 was adopted unanimously by Parliament.
Despite some misunderstandings, this taxation device
marrying concern for vertical equity (progressive tax
rates according to income level) with concern for hori-
zontal equity (taking into consideration the number of
children in the household) has been maintained up to
present times. This taxation principle is called “quotient
familial” (family splitting); it has a moderating influence
on the rate of contribution for families with dependent
children; it arose from the demands of the Revolution.

3. Reason of State, Social Motivations,
and Individualistic Ideals

The population policy adopted in the developed
countries of Europe from the 1930s onward has for
long been confused with that of the dictators of the
extreme right: Nazi (Hitler) and fascist (Mussolini and
Franco). Often tainted with racism (especially in
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Germany), this policy carried out a veritable policing
of bodies and considered the individual as being an
instrument to serve the requirements of the State 
(the “thousand-year Aryan Reich” of Adolf Hitler, the
reconstruction of the Roman Empire by Benito 
Mussolini, the conscience control by allying Church
and State under Franco). After the war, it was the dic-
tatorships of the extreme left that were to follow, with
the deplorable precedent set by Stalin in 1936 (brutal
prohibition of abortion, legalized in 1920). The most
tragic case was that of Romania under the iron rule of
Ceaucescu (1966), where abortion—the main regulator
of births—was suddenly prohibited, provoking a wave
of births of unwanted, and frequently abandoned, chil-
dren. There, yet again, the aim was that of power and
completely unrealistic. The dictator wanted a popula-
tion of 30 million people by the year 2000; the figure
actually achieved was 22 million.

There is a tendency, nevertheless, to forget that
present-day family policies were initiated by the plu-
ralist democracies from the 1930s onward, as a
response to fertility deficiency. Thus, the Beveridge
Report (Beveridge, 1943) in England, although prima-
rily concerned with the struggle against poverty 
and unemployment, eventually reached conclusions
similar to those of Adolphe Landry (1934) in 
France: that since family size, alongside unemploy-
ment, is the greatest generator of inequalities, it is 
necessary, in order to overcome the dangers of depop-
ulation, to introduce a system that compensates for
dependants.

It was, however, the work by Alva Myrdal, Nation
and Family (1945), that formed the focal point in the
reasoning of advanced urban societies. Alva Myrdal
and Gunnar Myrdal (1934) raised the question of
freedom of choice: to have children (monetary
allowances, equipment) or not to have children
(freedom of contraception and abortion); and pon-
dered about the need to reconcile family and profes-
sional life. Alva Myrdal was to become Minister of
Social Affairs and a Nobel Prize winner. Already, in
1934, she and her husband had considered the chal-
lenge to freedom within a democracy facing a 
demographic crisis (Myrdal and Myrdal, 1934), and
more particularly within a social democracy.

Many ideas are common to England, France, and
Sweden. The French policy, often considered exem-
plary for the degree of protection it ensures for mother
and child, is not solely the outcome of demographic
preoccupations (number, continuity of institutions,
and reason of State). It is based primarily on social
motivations, in particular the concern for equality that
consists in guaranteeing a satisfactory level of well-

being for all households, irrespective of size. It must
be conceded, however, that the full exercise of freedom
to choose the number of children is not independent
of the conditions of daily life of the families (the cost
of a child has become very high, and the contribution
to this by public financing is only partial, thus caus-
ing budgetary problems for large families). Under
these conditions, the two possibilities of choice are
unequal—it is easier to defer the setting up of a family
than to extend it.

Nevertheless, for some 50 years (discovery of the
contraceptive pill, which only became legal in France
with the Neuwirth Law of December 28, 1967, and abor-
tion, which was only authorized in 1975 by the Weil
Law), the family policy in France has complied with a
new ethical principle that requires the exercise of a
new freedom, quickly to become fundamental: that of
having only the children you want and having them
when you want them. It is probably because it associ-
ates some complex individualistic and sometimes con-
tradictory ideals (such as the emancipation of women)
with collective requirements for historical continuity
and social solidarity that this policy has successfully
resisted the hazards of political life and found itself
consolidated under the Vichy regime, as well as under
the presidencies of Charles de Gaulle and François
Mitterrand.

Thus, since the 1960s, a new dimension of individ-
ual freedom has gradually asserted itself: the freedom
to control the number of one’s children and their
moment of arrival. This happening concerns the
couple, and even more the woman, especially where
she has the possibility of contraception, abortion, or
sterilization. The right of a woman to prevent preg-
nancy has materialized with the perfection of safe 
antinatal techniques that operate durably, if not per-
manently. Thanks to this medical progress, women
have seen a thousand-year dream become reality—
that of having access to sex that is free from the fear of
an unwanted pregnancy. Sexual pleasure has become
an explicit component of individual happiness; it has
opened the way to hedonism. The contraceptive revo-
lution has ultimately been the matrix of the sexual 
revolution.

4. The Important Dates

The first conspicuous measure aimed at encourag-
ing fertility was one that favored the families of pub-
lic servants, SFT (Supplément Familial de Traitement
[Family Supplementary Income]), adopted during
World War I. Up until that time, there had only been
selective and local measures linked to the private ini-
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tiative of company directors, but these varied consid-
erably from one branch or province to another.

a. 1920: Repressive Law against Contraception 
and Abortion

At the close of the war and in spite of the reduction
in population, State intervention only expressed itself
by adopting repressive legislation.

The intention was to remedy the hemorrhage of the
war years, when almost 1.5 million were killed, all
about 20 years old (Huber, 1931; Vallin, 1973), and the
number of men mobilized rose to 8 million, thus
causing a serious shortage of births and having the
cumulative effect of provoking an increased aging of
the population. But the law of July 31, 1920, which sup-
pressed incitement to abortion and forbade antinatal-
ist propaganda and the distribution of contraceptives,
was without appreciable effect on the birth curve. This,
following a short recovery in 1920 and 1921 linked to
the regrouping of families, resumed its downward
slope, and from 1926–1928 the total fertility rate was
appreciably lower than its pre-war level (an average of
2.3 per woman, instead of 2.5 as in 1910–1913). Abor-
tion had already been assimilated to a crime since 1791
and forbidden by the penal code since 1808. The 1920
law did no more than reiterate and confirm these penal
provisions. It was to be reinforced in 1923 by the so-
called Barthou Law of March 23, which sent cases of
abortion before a court of summary jurisdiction, in
order to avoid the habitual indulgence of assize court
juries. What had previously been a crime became an
offense, but the number of adjudged cases doubled.

The failure of the 1920 law (whose objective had
been to check the decline in fertility) could be under-
stood in the following way: (1) the confidence of the
population had not been restored, and remained in a
state of shock; (2) French people have a secular know-
how concerning the limitation of births, such as coitus
interruptus, clandestine abortion, adoption of separate
beds by couples, and condoms. (Bergues et al., 1960;
Himes, 1963).

b. 1932: Extension of Family Allowances to Wage
Earners in the Private Sector

In 1932, there was an important breakthrough in the
initiative for social compensation for dependants. It
was in that year that the State took over from the
private initiative by making membership of family
allowance funds for wage earners in industry and
commerce compulsory for businesses. Family allo-
wances came about mainly through an initiative by
Christian employers. Observing the living conditions

of their workers, they noted that those who were single
lived comfortably, those who were married without
children were uncomfortable, those with one child had
some difficulty in living, and those with two children
had to appeal for help (often in kind) from their
parents who had remained in the countryside. As for
families with three or more children, these sank into
poverty, since the same wages had to provide for a
growing number of mouths. From this arose the idea
of paying a supplementary wage to compensate for the
cumulative decline in living standards (Ceccaldi,
1957).

But such a measure incurred the risk of distorting
competition. Employers paying family allowances
then found themselves penalized by higher labor costs.
Thus, the 1932 law made the compulsive power of the
State available to progressive employers by enabling
the contribution to dependants’ compensation to be
extended to all employers. It should be noted,
however, that universal coverage was only attained
after the war, with the extension of the system to
farmers and independent workers. On the other hand,
from then on family allowances could no longer be
viewed as employer generosity, but as an absolute
right for the wage earner and a legal addition to the
salary. Frequently perceived, until then, as a paternal-
ist measure, and also denounced as a method of pre-
venting wage rises, they saw their image transformed
and soon to figure (retrospectively) under the headings
of social progress and legitimate claims of the working
class. In 1936, family allowance benefits were extended
to agricultural wage earners. At the end of 1938, more
than 90% of the families from the business, industrial,
and liberal professions envisaged by the law were
effectively receiving family allowances. As for those in
the public sector, they continued to benefit from a
special indemnity regime for dependants that was
more favorable than the general regime of family
allowances.

Large families, who most frequently lived in
poverty or even destitution, were those, however, who
ensured the major responsibility for the reproduction
of the society (Vincent, 1946).

The above-mentioned proposals, intended to
improve the lot of families with children, were insuf-
ficient to prevent the fall in fertility during the Great
Depression; at most they were able to limit its extent.
The scales of family allowances at that time still varied
considerably from one fund to another, but the amount
paid out remained small and without a common
measure of the needs arising from the dependants. At
the end of the 1930s, deaths again exceeded births, and
in 1938 the deficit reached 35,000.
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c. 1938–1945: The Turning Point (Statutory Order 
of November 12, 1938, Adoption of the Code 
de la Famille [Family Law], Improvement in 
the Family Allowance Scales, Inception of 
the Social Security Plan)

It was in 1938 precisely, on the eve of the new inva-
sion, that everybody felt that positive (incitement)
measures of considerable extent should be taken to
counter depopulation. The statutory order of Novem-
ber 12, 1938 included, within a succession of statutory
orders, some provisions relative to the compensation
for dependent children. Prepared by Alfred Sauvy,
then a member of Paul Reynaud’s (Minister of
Finance) cabinet, it was this order that gave the 
benefits paid up to then the true nature of family
allowances and conferred on them a daring demo-
graphic character. The benefits could no longer be
identified as a supplementary wage allied to the trade
carried on and the uncertainties of wage negotiations.
They became independent of the salary and of the
company. Their amount, on the other hand, varied
according to the ranking among the siblings (it was
progressive in order to take account of the additive
nature of the upkeep costs of children). Paid monthly,
their rate was fixed according to the average salary of
the legislative department. It was established at 5% of
this salary for the first child, 10% for the second, and
15% for each of the following dependent children, with
a guarantee of annual revision (updating), according
to the change in wages noted in the interval.

At the same time as it achieved an important uni-
formity of the rates, the 1938 reform immediately
caused a substantial increase, in the order of 50%, in
the amount of benefits paid out. It envisaged, more-
over, an increase to compensate for the loss of salary
suffered by the mother in giving up a professional
activity in order to devote herself to her family (this
was the future Single Salary Allowance, adopted in
1941). This increase corresponded to 2% of the total
payroll and increased the overall cost of this reform by
3% or 4% of it. In 2 years, between the beginning of
1937 and the beginning of 1939, family allowances
increased two or three times more than they had done
over the preceding 20 years.

By the end of 1938, the broad outlines of the CDF,
which marked another major innovation, had already
been drawn. This statutory law was the work of the
HCP (Haut comité de la population [High Committee of
the Population], where Adolphe Landry was based),
created some months earlier. It was adopted by a
Chamber stemming from the Popular Front. The text
of the law sought to discourage voluntary infertility—
frequent in France in the period 1890–1939—and to

encourage more particularly those families whose
composition would contribute to an increase in popu-
lation, that is, families with at least three children
(Sauvy, 1954). In practice, however, the rate of family
allowances was scarcely restructured except for very
large families (for families with three children, the rate
remained unchanged at 30% of the reference salary).
For the family with two dependant children, the rate
was revised downward (10% instead of 15%), and the
allowance for one child was abolished. It was replaced
by a high birth premium designed to encourage new-
lyweds to have their first child quickly. In 1941, under
the Vichy government, the allowance for the mother in
the home was increased by the single salary allowance,
which quickly occupied a dominant position in the
system for mitigating the cost of dependants—since
1943, indeed, the payment of this allowance has
accounted for more than one-half of the total all-
owances paid out. It is appropriate to resituate the
context of the period, at a time when most of the
mothers did not have salaried employment and
devoted themselves to raising their children. The
payment of the single salary allowance came about
after marriage.

5. Priority of the Child and 
Peak of Family Policy

The war crystallized demographic awareness at the
same time as it gave rise to a new, less individualistic
and calculating state of mind. After the poverty, 
trials, privations, and food rationing, the merits of sol-
idarity were recognized by all as being evident. 
The family was in fashion, and it increasingly person-
ified the symbol of happiness—the privileged place 
for personal development. Against a background of
destruction and ruins, history was being refashioned.
It was the atmosphere of reconstruction, the pioneer
spirit.

With the 1945–1946 decrees, family allowances
became part of the general system of Social Security
managed by Pierre Laroque, himself a former member
of the Adolphe Landry cabinet. The principle of com-
pensation for dependants was established:”Family
allowance is justified for the same reason as retirement;
it represents in short a salary advance that society
grants to the apprentice, who will in turn repay it”
(Sauvy, 1954).

Sickness and maternity insurance was also set up,
and development of family policy continued with an
improvement in the contributions and alignment of
rates in the provinces with those of the capital.

But the contribution rates deducted from the salary
(subject to a ceiling) for the benefit of the family branch
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increased from 5% in 1938 to 12%–13% in 1947–1948,
and was soon to culminate in the 1950s at around
16%–17%. The 1947 Charte des prestations familiales
(Law on Family Benefits), which envisaged an index-
ation of productivity increases, was not applied. The
amount of the family allowances was to follow the
simple progress of the consumer price index, but 
the frequent delays in so doing were to account for the
enormous gap that arose in the course of the decades
between the volume of benefits contributed to young
parents by the family branch and the amount of retire-
ment and sickness insurance expenditures.

6. Implications

The real recovery in fertility did not begin (as is fre-
quently written) in 1942—it was then only the matter
of a minor change (+10%), linked partly to the move-
ment of returning prisoners—but rather took place at
the end of the conflict (+30%), after the return of the
soldiers and the sudden increase in the rate of family
benefits.3 This baby boom was not limited to France,
but affected all of the countries of the Western allies. It
was not experienced, however, in Germany, Italy, or
Spain, or in the countries of Central and Eastern
Europe that had fallen under the Soviet yoke. This
baby boom, however, had certain features that were
peculiar to France.

1. The recovery there of the post-war years was
more sudden and powerful than in the
homologous countries. The relative position of
France in the international natality hierarchy
between the pre- and post-war periods was
inverted. From 1945 to 2002, the average rate of
growth of the French population was higher than
that of Germany, Italy, and the United Kingdom.

2. The demographic characteristics of the baby boom
corresponded to the raising of the family
allowance rate. Actually, it was with the emphasis
on the second child that the expenditure effort
was by far the most marked (sixfold). With two
dependent children, a family received almost the
equivalent of a second wage (in the aftermath of
the war, three-quarters of the mothers with two
children remained in the home and received a

single salary allowance). This change in the rate
created a very strong incentive to abandon the
family model so widespread in the pre-war
France, that is, that of the single child. It was in
agreement, moreover, with the wishes of the
legislator. There was thus a concordance between
the variations in the legislation scale (differential
incitements) and the increase in fertility following
the pre- and post-war birthrates—couples without
children or with a single child became rarer, to the
advantage of limited or average families (those
with two children especially, and a few with
three), who were the main beneficiaries of the
single salary allowance).

It is also appropriate to bear in mind that, at
that time, the payment of monetary benefits was a
complete innovation in a country that was coming
out of a barter economy.

3. The revival assumed greater importance than
elsewhere because it generated 28 cohorts
(1946–1973) with numbers that were one-third
higher than those of the previous cohorts. It was
the weighting factor of these cohorts, moreover,
that was to cushion the fall in the number of
births from the 1980s onward, and it was this
momentum that made it evident that the country
would be immunized against a further fall in
fertility.

Under the influence of Georges Pompidou,
family policy became of secondary importance. At
the time when productivity took off (this was the
heart of the “Trente Glorieuses” [“Glorious
Thirty,” i.e., the 30-year period from 1945 to 1975],
according to the Jean Fourastié formula, 1979),
financial transfers for the benefit of young parents
scarcely followed prices (disindexing had in fact
started before 1950, in violation of the CDF).
Above all, there came about a distortion in family
policy. Its essential purpose had been to correct
horizontal inequalities of income, that is, between
families whose only difference was the number of
children, whereas there was a gradual increase in
benefits conditional on resources that henceforth
transformed horizontal transfers into vertical
transfers, thus adopting the form of redistribution
from rich to poor. The application of the same
reasoning to sickness insurance or state pension
schemes was to arouse fierce opposition, but
properly speaking there was no existing family
lobby, and even less for children. Owing to the
increasing numbers of exclusion thresholds, family
policy declined in importance (it is easy to lower
inflation-adjusted ceilings) and especially in
universality. It became opaque, incomprehensible,
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and remote from the initial concern about
demographic equilibrium. Family policy therefore
became an aid policy for specific groups—the
attribution rates vary from one case to 
another, and the number of benefit categories 
in 2002 reached 26 or 28, instead of only 6 in 
1946.

This decline in family policy is illustrated by the
evolution of contribution rates (deducted from 
earnings) intended for family allowances. First of all
there was an increase, especially during the wartime,
expressed by a rise of more than double (5% in 1938,
12% in 1947), followed by a new increase (16.75% in
1951–1958). The following period has been one of
decline, as the rate has now returned to 8%, its level
during the war.

7. Financial Drift of Social 
Regimes in the European Union

What happened in France has often taken place in
an even more marked fashion among other European
Union (EU) countries. Controlling social services
(retirement, health) is an old sea serpent. The fall in fer-
tility and disappearance of large families enabled sub-
stantial economies to be made with reference to the
family sector, and was therefore redeployed in dis-
guised intergenerational transfers from the rising gen-
erations (children) to the retiring generations of aged
people. This applies to all EU member States, whose
budgetary preferences clearly favor the old rather than
the young.

Although France has achieved highly effective
results in the retirement area by combining the con-
tradictory qualities of early retirement and generosity
and universality of pensions (occupying 6th position
among the 15 EU members in terms of average pension
measured according to purchasing power), in 1999 the
country devoted 13.4% of its gross national product
(GNP) to the payment of retirement pensions. This is
one of the highest values in the world, and actually
exceeds that of Germany, and even of Sweden. Only
Italy attains a higher level of expenditure, due to the
exceptional frequency of very early retirement and the
rates of salary replacement by the pensions.

If the benefits paid in the form of pensions and
health care are added together, we now come to coun-
tries such as Sweden, Germany, Italy, or France, where
it is nearly 25% of the GNP. Taking into consideration
the inversion of the population pyramid, which is
often only at a halfway point, the viability of such
devices in the long term can be questioned, and the tax
burden and increase in public debt are regularly

invoked by international financial institutions for their
effects in terms of the loss of competitiveness in highly
aging populations.

There is a striking contrast in the expenses allocated
to young parents and their children, for the observed
maximum reaches only 3.8% and 3.5% of the GNP
(Denmark and Sweden respectively). France, where
child policy is reputedly pronatalist, no longer merits
this qualifier (at least on the financial level), as it occu-
pies a similar position to that of Germany (3%). But it
is especially the position of countries most sparing in
public expenses in favor of their children that merit 
the most attention. There are, in fact, two EU countries
where the financial distribution in favor of children 
is less than 1% of the GNP: these are Spain and 
Italy, countries where the fascist dictatorships (Franco
and Mussolini) had set up family allowances, but
where these have suffered a continual monetary ero-
sion to the point of becoming derisory and no longer
of benefit to even the most humble households. It
should be noted in passing that these countries are pre-
cisely those where fertility is lowest (Eurostat, 2002,
2003).

Even in France, it is a long time since family
allowances occupied the forefront of social expenses.
The negative correlation between the erosion of
allowances and the decline in fertility is shown by the
spectacular case of the Saar (French, then German) in
the immediate post-war period.

8. Balance of Family Policy: Strong and
Weak Points

a. Strong Points

France’s fertility policy has the unique advantage
(that it shares only with Belgium) of pre-elementary
schooling that is both public and early: from the age of
2 years, almost 50% of French children are already
attending nursery school. At the following ages (3, 4,
and 5 years), all children are enrolled. The generaliza-
tion and nonpayment for nursery schooling are the
envy of neighboring countries, where parents have to
undertake the care of their children up to the age of 5,
6, or even 7 years. From the age of 2–3 years, the
network of nursery schools is well thought out and
available to the greatest number of children. It fulfils
the needs of both parents and children and is a 
powerful socializing instrument.

It only remains to close the gap between the end of
maternity leave and entry into the nursery school,
which involves the need for the development of solu-
tions, such as recourse to maternal assistants, parental
leave, or day-care centers.
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Another original French feature is the system of
direct taxation, which is, in fact, a moderator of pro-
gression adjusted according to the number of depend-
ent children. The system was set up at the time of the
Liberation, following centuries of debate. It is based on
an idea of fiscal justice. Instead of applying the taxa-
tion rate to the income itself, but by income share, tax-
ation is applied to the living standard of the
household. This idea of family support, which is
nowadays sometimes incorrectly interpreted and con-
sidered to originate from the right, dates back in fact
to the period of Enlightenment in the 18th century. It
fulfills a republican and revolutionary ideal inscribed
in the Declaration of the Rights of Man and of the Citizen.
Whenever taxation is evoked in this fundamental text,
there is mention of the need to take into account the
contributive ability of the person paying (i.e., the
number of dependants).

b. Weak Points

Since the accumulation of benefits conditional on
resources (late 1960s), an increasing number of benefi-
ciaries have been excluded from benefits under family
policy, thus marginalizing it. The family policy was
clearly of high priority in 1946 (concern was for
national reconstruction based on the revival of fertil-
ity) with more than 40% of the national social budget
(instead of hardly 10% at present). Even more symp-
tomatic is its wretched aspect, which has appeared and
grown over recent decades. It is the Family Allowance
Funds that manage the allowances for adult handi-
capped persons, and above all carry out the payment
of the RMI (Revenu minimum d’insertion [income
support: unemployment pay]). Children are thus rele-
gated to the same ranking as the poor, infirm, and
unemployed. Here, there is clearly a diversion of aim.
Just as the policy of sickness insurance aims to ensure
a financial transfer between the healthy and the sick,
and the retirement policy to pay replacement incomes
from the present active population to the former active
members, the function of the family policy is to ensure
compensation between small families and those
without children and those of greater size. But this
principle has often been ignored to the benefit of a
more visible and political consideration, such as the
struggle against poverty, which itself entails employ-
ing fiscal means.

The underindexing of family allowances also goes
a long way to explaining the fall in the share of bene-
fits within the GNP. It has enabled the appearance of
the famous CNAF (Caisse nationale des allocations famil-
iales [National Agency for Family Benefits]) surpluses,
which, regardless of the principle of separating various

branches of social protection from the budget, have
regularly been employed to make good (without
repayment) the deficits from other sectors. Families
with dependent children have found themselves
impoverished through this, and all the more seriously
as the number of their children is greater.

Although other countries also have child support
mechanisms in mind, it does nevertheless appear that
in France the strong points appreciably outweigh the
weak. The family policy, however, still presents many
shortcomings. The most serious concern early child-
hood and post-adolescence (children around 18–20
years-of-age enter a period of maximum cost, whereas
the family allowances cease all payment).

II. PUBLIC HEALTH POLICY

Defining the role of health policy in lowering mor-
tality requires much greater subtlety, for the determi-
nants of the main causes of death are multiple and
intertwined.

1. Initial Delay

Toward 1930, life expectancy in France was 10 years
lower than in the Netherlands (54 and 64 years, respec-
tively), and France occupied the place in Western
Europe, with a net disadvantage for men.

But after having long occupied a mediocre ranking
in terms of the struggle against death, France now
finds itself well placed among the advanced countries.
Although the leading position has been occupied by
Japan since the 1970s (a model of individual and col-
lective providence), the second place is held, almost
equally, by the large countries of Western Europe
(France, Germany, Italy, Spain, and the United
Kingdom) (Figure 119–2). The convergence of the
health performances contrasts with the differences in
fertility. Thus, toward the year 2000, Spain and Italy
presented total stabilized fertility rates to the order of
1.1 to 1.2 children per woman; Germany around 1.3;
the United Kingdom, in slight regression, around
1.6–1.7: and lastly France around 1.8–1.9. These rela-
tive divergences in fertility are important and may be
due to differences in collective psychology, early child-
hood institutions, territorial and national policies
(explicit or not), and fertility support. Progress con-
cerning the struggle against death form a consensus
and may be related to the general socioeconomic level
of development and to technical means (vaccines,
medicaments, equipment, etc.), which are more easily
transferable from one country to another. This devel-
opment is the result of voluntarist actions carried out
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by public authorities. In the first place, there was the
effort to eliminate tuberculosis, which was strength-
ened by the extraordinary revival (construction and
renovation) of the housing policy in the 1950s.

Although alcoholism, the traditional scourge of
France, has reduced under the IVth Republic phase of
society modernization and urbanization, the success
has been relative. Admittedly, the number of deaths
from this cause has fallen since the 1940s due to pre-
vention, but excess mortality allied to alcoholic poi-
soning among men sets France apart from other 
EU countries and even the OECD (Organization for
Economic Cooperation and Development). Alcohol
consumption has certainly diminished among the

young generations, but the struggle against alcoholism
remains insufficient in relation to that prevailing in the
northern countries.

2. A Prevention Model: Road Accidents

Road deaths increased up until the first oil crisis,
placing France in the worst international rank cate-
gory. Annual deaths rose from 3,354 in 1950 to 16,617
in 1972, not because roads were becoming more dan-
gerous (the number killed per kilometer traveled was,
on the contrary, already greatly decreasing4) but
because the expansion of motor vehicle traffic had
been very rapid. Arising from ecological awareness, it
was at this time in the seventies that thought was given
to the cost and advantages of choosing the motorcar.
The oil crisis had had a major psychological effect on
the way the automobile was viewed in relation to col-
lective transport or the bicycle. A discussion arose
about the damage caused to the urban atmosphere, to
congestion, environment, and road insecurity. In suc-
cessive stages, the government adopted stern meas-
ures, such as mandating the wearing of a seat belt,
limiting speeds, reducing and monitoring drinking
and driving, technical checking of vehicles, and so
forth. Above all, the public became aware of the annual
toll of the roads, carrying off thousands of human lives
in the prime of life, and even more slyly leaving tens
of thousands of young people handicapped for life.

France formed a group apart, with an atypical road
death rate double of that of England, for example (or
of Japan). Over recent years, the scourge has been des-
ignated by the name “road rage,” and has become the
object of priority action by the government. The results
are impressive: death on the road is declining regu-
larly. By 2002, road deaths were half as many as in 1973
in absolute figures, and the rate reduction was even
more marked, for the population had in the meantime
increased. Sanctions are becoming ever more severe
against reckless or drunk drivers, and these people are
now brought before the courts and frequently awarded
severe terms of compulsory imprisonment.

The same cannot be said for death from cancer,
which continues to worsen (about 150,000 deaths per
year, or 28% of the total mortality). It is highly resist-
ant, doubtlessly linked in part to the aging of the pop-
ulation and also to the delay in prevention. It is in
France that the frequency of deaths from cancer is
highest, due especially to the importance of lung
cancer among both women and men (more women
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4 In fact, the number killed per 100 million passengers/km 
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smoke than men, especially at young ages). Neverthe-
less, the decline in deaths from lung cancer among
men has started.

3. Resistance to Alcohol and 
Nicotine Addiction

The Évin Law of January 10, 1991 marked a first in
the struggle against nicotine addiction. Although the
law aims to combat alcohol and nicotine addiction,
public opinion has only remembered the basically
more innovative effort to fight against nicotine. It
involves the prohibition of smoking in public places
(except those specially reserved for it), in order to
protect both smokers and non-smokers from inhaling
toxic substances. France is thus in line with the Anglo-
Saxon countries (United States and England), which
were the first to undertake a firm and effective strug-
gle against the ravages of tobacco. The results are still
inadequate.

4. Records of Infant Mortality

Through the total number of institutional and
socioeconomic factors that it depends on, infant mor-
tality is one of the most robust indicators of develop-
ment. It is no surprise that Japan heads the world
classification, followed quite closely by the advanced
Western countries such as Germany, Italy, France and
the United Kingdom, which present fairly similar
values. The setting up of maternal and infant protec-

tion (post-war), followed by the program for prevent-
ing prenatal mortality (1970s), comprising regular
monitoring of the pregnancy and of the infant’s devel-
opment, and lastly the systematic application of vacci-
nations have had the effect of provoking a spectacular
fall in infant mortality and eliminating the French lag.
Between 1930 and 1932, the French infant mortality
rate reached 77 deaths per 1,000 live births, thus
largely exceeding that of Norway (46), the Netherlands
(48), Switzerland (50), Sweden (54), and England (64),
among others. Between 2000 and 2002, with a rate
close to 4 deaths per 1,000 births, France had, for some
20 years, descended beneath the 10 per thousand floor,
long considered to be impassable. It has become one
of the front-runners among the countries with the best
health record (Figure 119–3).

Premature death has fallen, but not only just before
the age of 1 year; death before 5 years has in fact almost
disappeared, and reference is now increasingly made
to death before 60 years. For the newborn, this is
increasingly due to technical progress (especially in
the area of neonatology) and to prevention (medica-
lization of childbirth, generalization of prenatal
medical visits, struggle against prematurity, echogra-
phy, electronic monitoring of childbirths, etc.).

Although clearly declining in the long term,
however, the regional disparities are far from disap-
pearing. This indicates that differences in mortality are
rooted in lifestyles, eating habits, differences in indus-
trial pollution, and in the consumption of alcohol and
tobacco.
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5. Disappearance of Infectious and
Parasitic Diseases

The most striking feature of 20th-century mortality
is the collapse of infectious and parasitic diseases
(Vallin, 1988; Vallin and Meslé, 1988), and that hence-
forth it is the progress in chronic diseases (principally
cardiovascular diseases, but also cancer) that domi-
nates pathology (Meslé and Vallin, 1988). Following
the law of October 30, 1935, the reporting of contagious
diseases by families became obligatory in France
(obligatory for doctors and midwives since the end of
the 19th century). In a few years, between 1938 and
1950, the requirement for vaccination was extended
against diphtheria, tetanus, typhoid and paratyphoid,
and tuberculosis (1950), and also in 1964 for
poliomyelitis. This generalization of vaccinations was
to cause a fall in infectious diseases. It should be borne
in mind that in 1950, tuberculosis accounted for the
deaths of 24,364 persons (i.e., 4.6% of total deaths).

6. A Constellation of Progress Factors

But among the factors in the victory over death
(fully described in Section I of Volume II), it is impor-
tant to recall here the progress in hygiene, disinfection,
and asepsis; advances in surgery made during World
War I; the birth of laboratories; the availability of
drinking water and elimination of waste; the modern-
ization of hospitals; perfection of effective medication;
globalization of medical research; discovery of the first
sulphamides in 1935 (providing treatment for those
with bacterial, pulmonary, and digestive infections);
and finally, the decline in a certain millennial fatalism
with regard to disease and death (Biraben, 1988), and
the post-war discovery of antibiotics that accelerated
the eradication of infectious diseases.

A turning point appeared to have been reached, but
it was only a stage. The advances against death by
infectious diseases appeared to be partly nullified by
the increase in the so-called diseases of civilization
(transport accidents, pollution, drug abuse, alco-
holism, tobacco addiction, etc.). Sometimes, this resi-
stance was also imputed to the powerlessness of
struggling against diseases due to the biological aging
processes. Increase in the average length of life has
therefore proceeded in stages that were sometimes
rapid and sometimes slow, according to the advances
in medicine.

7. Institution of Social Security (1945)

But the most fundamental factor in the French
recovery took place without doubt in 1945 with the

introduction of social security, which very soon facili-
tated access to medical coverage. Although the French
post-war population growth exceeded that of neigh-
boring countries, it was not solely due to an advantage
in fertility but also to a more rapid mortality reduction
than most of the European countries, especially among
females. France made up its delay, and then even
moved ahead. This fact is related to the extension of
social security coverage (health and retirement),
restricted until the 1930s to the limited category of
salaried workers. Since 1970, the faster progress in the
means and personnel of the health sector (induced by
the soaring health insurance expenses) is probably the
reason for the renewed fall in mortality. Similarly, the
important decline in deaths among elderly people (60
years and over) during the same period is probably
attributable to the intense effort in redeploying 
social finances in their favor (massive increase of the
minimum old age pension, high adjustment of pur-
chasing power relative to retirement pensions), added
to strong income growth and improvement in living
conditions. At the beginning of the 21st century, the
female life expectancy at birth was 83 years, only 2
years from the world record of 85 years held by Japan.
The male excess mortality, continually increasing since
the 18th century, had begun to diminish—the average
life expectancy of men exceeded 75 years.

It is indeed possible that due to a number of new
factors (emergence of new diseases, increase in obesity,
environmental neglect), we are moving toward a
slowing down of the recent progress, obtained more-
over at an ever higher cost (growing deficit of sickness
insurance), but up to the present, the pessimistic 
forecasts have been denied by the facts.

Added to the economic anxieties concerning health
are those relating to territory and to difficulties, in
times of high unemployment, of integrating foreign
populations. The latter largely condition migration
policies both through national and regional develop-
ment and through immigration policy.

III. NATIONAL AND REGIONAL
DEVELOPMENT

1. National and Regional 
Development Policy

a. Paris, a “Primaspatial”5 City

The Parisian agglomeration occupies a dispropor-
tionate place in relation to the other large French towns
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in that its population has always remained six or seven
times higher than the second city, Lyons or Marseilles
according to the epoch.

France is a macrocephalic country, with a hyper-
trophic center, congested and with many aged 
provinces that are often suffering depopulation. Con-
siderable disparities (demographic among others)
characterize the national area and hence the necessity
for national and regional development.

Already invoked after the post-war period by Jean-
François Gravier in the founding work Paris et le désert
français (Paris and the French Desert, 1947), the wish for
decentralization in the service of national and regional
development has been ignored since the 1970s (decline
in planning and the DATAR6), but has now become a
major preoccupation with a central ecological dimen-
sion—rural people are no longer considered simply as
farmers, but henceforth as guardians of the environ-
ment. In addition, the principle of equality of access to
the public services (post offices, schools, hospitals, and
infrastructure), which was for a time called into ques-
tion, has been preserved. Guidelines for action are
regional balance, the creation of employment, and
correct utilization of European structural funds.

The integration of Europe and its expansion toward
central Europe have redrawn a vision that is directed
eastward.

Despite a lower polarization of internal migrations,
however, serious disequilibria remain to be reduced
between the overpopulation of the Ile-de-France and
the desertification of the disadvantaged rural zones:
the differences in density and potential are extreme.
Tourism and mobility (secondary residences) can only
change these marginally, for in the end it is only the
presence of employment that dictates the setting up 
of new households. Different formulae have been
attempted, such as the creation of regional centers and
establishment of new towns, a law on decentralization,
and even the setting up of high-speed trains (TGV), but
the Parisian region, situated at the heart of the country,
continues to drain manpower and wealth. Lastly, as in
the United States, in a context of deficit State expendi-
ture, the question arises as to whether decentralization
does not also pursue the aim of transferring expendi-
tures to the regions and municipalities.

b. Space and Demographic Transition

The secular fall in fertility began in the countryside,
thus accounting for the relatively low migration
toward the cities and delay in urbanization. The long
period of demographic atony contributed to the dis-

equilibria between Paris and the provinces. This
migratory movement took place to the detriment of the
rest, and rural preponderance was also allied to the
low agricultural productivity and the predominance of
small concerns. On the eve of World War I, more than
half the French population was still living in the
country, in rural districts of less than 2000 inhabitants
clustered around the chief town. It was not until 1982
that France became three-quarters urban, and it was
only after World War II, with the end of the demo-
graphic freeze, that urbanization became explosive.
The population abandoned its lethargic state of secular
quasi-stagnation in order to grow until the 1970s at a
rate of about 1% per annum, accompanied by a rapid
industrialization of the economy and attraction of its
labor force from the country districts.

The expansion of the urban system frequently took
on two forms: the birth of new towns and the exten-
sion of the existing fabric (see Chapter 61). There was
then periurbanization rather than disurbanization
(Pumain and Courgeau, 1988). Many rural districts
belonged to the ZPIU (Zones de peuplement industriel
et urbain [Industrial and Urban Population Zones]).
The secular reversal of the migration between country
and towns succeeded in giving rise to talk about “the
end of towns” (Chombart de Lauwe, 1982); the falter-
ing of the industrialization and urbanization process
at the end of the 1960s gave way to tertiarization
during the 1970s. The industrial crisis then reached the
North and East, creating gigantic zones of temporarily
inactive industry and unemployment, and inducing
the developers to act without delay by reconversion
aid and the setting up of new businesses. A large
number of départements (akin to counties) were con-
tinuing to lose population through net emigration, but
the essentially industrial and urban areas (Paris basin,
Mediterranean South, Lyons, and Marseilles) 
continued to grow.

Departures from or nonentry into the agricultural
world, however, led to considerable migration to the
towns, where the possibilities of industrial or tertiary
employment were concentrated. Nevertheless, mobil-
ity away from the rural communities was largely
intraregional: two-thirds of the migrants remained
within the same region.

In the early 1980s, there was a reversal in the migra-
tory current. Up until then, industrial and urban cen-
tralization functioned as a suction pump that emptied
most of the peripheral regions of the country to the
advantage of a small number of regions. In the 
21st century, a movement in the opposite direction is
taking place, where old industrial and urban regions
are being emptied to the advantage of other regions,
previously considered to be disadvantaged but 
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better equipped for the implantation of services 
and for attracting the working population of the terti-
ary sector. England is still a more striking case, in 
that the industrial sector has almost disappeared, 
following privatizations that quickly led to 
delocalizations.

c. Centralizing Tradition

Its central position in the heart of the country gives
Paris a natural geographical advantage. But this asset
has been reinforced by some political choices accord-
ing to a very ancient centralizing tradition. Since 1842,
the choice of railway plan put Paris in the center of the
network, thus favoring the administrative conception
of a network radiating from a center in Paris. The serv-
icing of the industrial regions was not considered to be
a priority, and the command functions were therefore
concentrated in Paris, which monopolized the centers
of political, economic, and financial decisions, and
even that of research (Figure 119–4). The power of
Paris has, however, been gradually relativized by the
reversal of the above-mentioned migratory flows,
especially those between Paris and the provincial
areas.

d. Some Success in National and 
Regional Development

The DATAR was created in 1963 by the interminis-
terial structure allied to the planning entrusted to the
Commissariat général du plan (General Planning Com-
mission). It was provided with ample means and
played, at least until the 1970s industrial crisis, an
important voluntary role. It constituted an essential
piloting instrument, which weakened with the mythi-
cal rallying call for the correction of regional inequali-
ties. It succeeded, however, in opening up certain poor
regions, with the 1968 breton plan, the Massif Central
development program in 1975, and the restructuring
of the urban web. Less successfully, it set up métropo-
les d’équilibre (regional centers) and important devel-
opment schemes. Lastly, it created nine new towns:
five in the Paris region and four in the provinces.

IV. IMMIGRATION POLICY

1. 1945: The Desire to Integrate
Immigration into the Population Policy

In the aftermath of the war, the planners aimed 
to include immigration among the objectives for
relaunching the population of the country. It was the
time when Alfred Sauvy (1946) evaluated the immi-

gration needs of France, but the avowed aims were
never to be followed, for employers adopted various
channels, legal or otherwise, and sometimes even went
to recruit workers from abroad. In addition, the robust-
ness of the baby boom lessened the preoccupation with
population, creating, however, deficiencies of labor
force in certain sectors.

With the first oil crisis in 1973, the government
altered its position and aligned itself with most of the
European OECD members in closing the borders to the
inflow of new workers, encouraging return, and inte-
grating the numbers of the foreign population legally
installed within the territory. It was the so-called policy
of zero immigration. We now know that this policy
failed everywhere (in Germany, Switzerland, France,
etc.). By its very nature, foreign immigration is a life
project that does not concern just a single individual,
and the granting of a bonus is therefore without effect
as an incentive to return. (Zero illegal immigration is
mentioned later in the chapter.) There again, this is 
to disregard a powerful reality that imposes itself on
all rulers: international disequilibria, political crises,
massive poverty in the countries of the South, the role
of families already in place on arrival, activities of
smuggling rings, corruption around the borders (illicit
payments, falsification of documents etc.), everything
that combines to sustain migratory pressures.

In addition, from the internal point of view and
despite the persistence of a high rate of unemploy-
ment, there were indeed important sectoral needs
among the workforce (domestic services, construction,
hospitals, and personal assistance, etc.). In France, as
elsewhere, unemployment was no longer experienced
as an indignity or social shame, and an increasing
number of jobs were considered to be degrading by
reason of what had to be endured (excessive working
hours, low salary, dirty work).

This distortion, in fact, between rhetoric (cessation
of immigration) and reality (sustaining entry flows) is
at the origin of misunderstandings, and to a large
extent doubtlessly of pressure from the extreme right.

2. Freedom of Movement (19th Century)

France is traditionally an immigration country.
According to the 1851 census, there were already
379,000 foreigners (more than 1% of its total popu-
lation). This is the threshold statistic of 1% that for
European countries corresponds to the end of secular
emigration and beginning of the contemporary era of
immigration. Thus France had a good century of
advance over its European partners with regard to
immigration: Among its neighbors in Western Europe,
this threshold was only crossed between the 1960s and
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1980s. This fact is just a reflection of the century of
advance in the secular decline of fertility, and the lack
of fertility was not long in finding its expression in the
sectoral shortages of the labor force.

Immigration into France was completely free until
the end of the 19th century. The settlement of immi-
grants has subsequently been progressively controlled,
and their employment was limited in 1932, following
the economic crisis (discussed later).

From the mid-19th century, foreign immigration
increased in importance. In the 1886 census there were
more than 1 million foreigners (i.e., 3% of the popula-
tion). The gross contribution of this immigration to
population movement, even if limited solely to the
migratory balance in the total population increase, was
decisive. Thus, during the whole 1851–1896 period, the
arrival of foreigners contributed to 35% of the total
growth in the French population, and the direct con-
tribution was even greater in a period of demographic
stagnation (such as between 1881 and 1911) when
foreign immigration then accounted for half the 
population growth.

The number of foreign nationals acquiring French
citizenship served to mask the slowing down or even
decline in the national population. The law of June 26,
1889 eased the acquisition of French nationality to the
extent that, in spite of the inflow of immigrants, the
number of foreigners remained stationary almost until
1911, thus largely compensating for the decline in
French population.

3. Interwar Period: From the Peak of
Immigration to Rejection

After the blood bath of World War I, France lacked
a young labor force, and immigration increased to the
extent of placing France in the front rank of immigra-
tion countries. It is also true that the United States had,
by their restrictive laws in 1921 and 1924, dried up the
flow to their country. In 10 years, despite the many 
naturalizations following the 1927 law on nationality,
the number of foreign nationals in France increased 
by more than 1.2 million (in addition to Poles and 
Belgians, this wave included colonial workers), 
thus reaching the figure of 2.7 million in the 1931
census (i.e., 6.6% of the French population). If the pop-
ulation born outside France is considered (which
excludes naturalized neo-French), the situation is even
clearer. The number thus increased from 866,000 in
1891 to 2,942,000 in 1931—an increase of more than 2
million.

It is well-known that the Great Depression and
unemployment led to xenophobic tensions, and 
the government decided to limit the employment of
foreigners and encourage their return to their 
countries of origin; this affected arrivals. The law of
August 10, 1931 aimed at protecting the national work
force by a decree that fixed the proportion of foreign
nationals having the right to employment. The war
also stopped immigration and motivated return to
such an extent that in 1946 the number of foreigners
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did not exceed 1.7 million, and was therefore below its
1931 peak.

All in all, the interwar epoch was most marked as 
a time of high immigration (1918–1931), allied to 
the replacement of those killed in combat. Between
1920 and 1939 the influx of foreigners accounted
greatly for the growth in French population—a most
important migratory contribution was added to
natural growth.

4. Post-war: From Opening to Restriction

In the aftermath of World War II, the national
leaders felt the necessity for massive foreign immigra-
tion in response to both demographic needs and 
reconstruction requirements. The legally regulated
ordinance of November 2, 1945 laid down the 
conditions for entry and residence of foreigners in
France. The award of a residence permit was subject to
obtaining a work permit, and bilateral agreements
were signed with the countries of origin. Family
regrouping was seen as a demographic aim, and was
encouraged. The new Code de la nationalité (National-
ity Law), promulgated by the Ordinance of October 19,
1945, was relaxed for the youngest generations. The
child became French if either of the parents were
French or if it was born in France of foreign parents,
and lastly the foreign bride of a Frenchman also
became French (the reverse case was to be adopted in
1973).

Labor immigration became more frequent after 1955
and quickly found itself swollen by the return of repa-
triates from the former colonies (1.3 million as a whole,
710,000 in 1962 alone).

Three waves of permanent workers followed
during 1955–1973 period: Italians, Spanish, and 
Portuguese. Their entry took place under the 
control of the ONI (Office national d’immigration
[National Immigration Office]), since renamed OMI
(Office des migrations internationales [International
Immigration Office]). As for Algerian immigration 
(the oldest), this came about according to an evalua-
tion by the Ministry of the Interior (Direction des 
renseignements généraux [Central Department for
General Information]).

Similarly to the Great Depression of the 1930s, the
oil crisis was to close down the entry of workers and
encourage their return to their countries of origin. But
the anticipated effects did not come about. There was
a rise in family regroupings (from North Africa for the
most part) and a development of requests for asylum
and clandestine entries (and the precariousness with
which they were associated).

5. A Statistical Balance: France within the
Main Currents of World Immigration,

1950–2000

In the absence of adequate statistics, especially on
the population born abroad, one can assume as a first
approximation that the difference between the total
increase in population and the natural balance will
measure the flow in migration that is applied to a sole
national population. In accordance with this rule, the
migratory balance of the main Western countries over
the whole period of 1950–2000 can be evaluated. As
total population is very different from one case to
another (285 million in the United States, 7 million in
Switzerland, e.g.), we have divided the volume of net
immigration obtained by the corresponding popula-
tion of each country in the middle of the period (1975).

The result provides an absorption indicator of the
foreign population. Table 119–3 shows the indices
obtained for the seven main Western immigration
countries, per 1,000 inhabitants:

The gross data are thus relativized. Despite having
a migratory balance of 30 million people, the United
States is situated far behind Australia and Canada. As
for France, it is in last position.

CONCLUSION

Comparisons within the EU (CEC, 1990; Testa, 2003)
regarding the ideal family bring out the unique quality
of the French situation. As everywhere else (except in
the German-speaking countries in 2001), the family
size preferred by young couples is two children, but
the second choice is for three children, and this
accounts for almost one-quarter of the answers, and is
clearly more than in other countries. Doubtlessly, it is
also appropriate to attribute the lesser fertility deficit
in France to this attitude. For some 30 years, fertility

Chapter 119/Population Policy in France, 1896–2003 453

TABLE 119–3 Absorption
Indicator of Foreign 

Population

Country Indicator

Australia 319
Canada 249
Switzerland 170
United States 138
Germany 119
Sweden 94
France 89



has, according to the situation, been from 10% to 20%
below the cohort replacement threshold. A re-
centering of family policy in favor of the third child
could therefore be envisaged, and all the more so since
the demographic effectiveness of public transfers to
families has proved its effectiveness on the European
scale (Chesnais, 1982).

The room for maneuver of the public authorities
with regard to population has been largely underesti-
mated. This also applies to fertility, mortality, and
international migration. Although very probable, the
European population implosion is not entirely
inevitable.

Every population wishes to ensure its own replace-
ment (United Nations, 1999). There is nothing to be
ashamed of in this objective, and it is even praisewor-
thy in the name of social equilibrium and biodiversity.
In France, it has been regularly repeated by the Super-
visory Ministers in prefaces of the reports from the
Institut national d’études démographiques (INED)
(National Institute of Demographic Studies) to 
Parliament. It is, moreover, by no means beyond the
reach of countries that devote adequate means for pre-
serving the relative position of young couples and
their children in society.

As for immigration, it is not only inescapable but
also necessary (IFRI, 2003). Where, however, fertility
has not collapsed, the gaps to be filled will be minimal
and more easily managed. France has a century and a
half of, often tentative, immigration policy behind it
and two-thirds of a century of political support for fer-
tility (admittedly declining). Public opinion is recep-
tive to population concerns, and a return to cohort
replacement is not impossible if unemployment
among young people falls and if the government slack-
ens the pressure on pension expenditures and rede-
ploys it to the young people. This time, France could
avoid the pitfall of depopulation, which henceforth
threatens, often in the short term, most European
countries.

In France, indeed, as elsewhere, the philosophy
implicit in the redistribution system has been split in
two: a universal and comfortable sector for the sick
and retired and a partial and weak sector for the poor
and the children. Everything takes place as if it is a
matter of insurance for the former and assistance for
the latter, thus recalling the fate reserved in other 
times to the destitute. We are far indeed from social
investment.
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INTRODUCTION

Without a benign “invisible hand” to guide indi-
vidual demographic behavior toward the interests of
the group, there was little option but to adopt a vol-
untarist approach that few accepted, or even envis-
aged, at the end of World War II, as much because of
the religious interdictions still controlling the private
life of many societies as because of the era’s cold war
ideological and political context. Today, this volun-
tarism has become quasi-consensual, as is all the more
apparent given the extraordinary convergence of
behavioral norms observed in the last few years, con-
cerning population, perhaps, more than any other
field. Five decades, however, is a short time for global
attitudes toward an issue as sensitive as population to
evolve. In 1959, the Belgian delegate, a conservative
Catholic, could still declare that the United Nations
Population Commission “should not attempt to
propose a solution to what was a serious problem, and
least of all suggest that it advocated curbing or stop-
ping demographic expansion” (Symonds and Carder,
1973; p. 87). As for the USSR delegate at the same Pop-
ulation Commission session, he was opposed to “any 
suggestion that the Commission should recommend
action which would lower birth rates” (Symonds and
Carder, 1973; p. 88).

To reach this point, during the 1940s influential
American researchers like Frank Notestein had first to

undergo a type of intellectual aggiornamento which led
them to conclude that the demographic transition’s
natural mechanisms were not sufficient in themselves
to trigger fertility decline in time and that it would 
be necessary to intervene in the process (Szreter, 1993).
The original small group of researchers and decision
makers who had joined them had subsequently 
to show great persistence and persuasiveness in order
to mobilize around this project their country’s
resources, and later those of the international commu-
nity within which the United Nations played a central
role.1 Americans for the most part, but also Scandina-
vians, these were the pioneers of the Population Move-
ment. This group of scientific and political figures was
to have a decisive influence on the international stage.
Throughout the period, they were to be found in dif-
ferent halls of power: the foundations, American uni-
versities and government, the United Nations,
international NGOs, and the like. Among those creat-
ing this Population Movement, or holding influential
positions within it, however, the same small set of soci-
ologists, demographers, physicians, and other scien-
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tists are particularly noticeable. A shared conviction
brought them together: to place their expertise at 
the service of a political endeavor. They constituted
what is referred to by Anglo-Saxon political scientists
as “epistemic communities,” meaning, “a network 
of professionals with recognized expertise and com-
petence in a particular domain and an authoritative
claim to policy-relevant knowledge within that
domain or issue area” (Haas, 1992, p. 3). These 
networks tended to develop rapidly into transnational
networks, as was certainly the case in the field of 
population.

Attitudes toward this issue have not followed a
linear evolution; as discussions in Mexico in 1984, and
even in Cairo in 1994, have shown, an about-turn is
always possible. These difficulties come as no surprise
when the population and resources (or development,
to use today’s term) debate is placed within a histori-
cal perspective that extends back far beyond the last
decades of the 20th century. The first World Population
Plan of Action adopted at Bucharest echoes concerns
rooted in the 18th century, when the appearance of
what Michel Foucault (1976) termed “bio-politics”
made possible the better administration of the human
resources necessary for the development of Europe’s
future industrial states.

Today, the population and development debate con-
tinues its arduous course, still associated nowadays 
as it was during the 18th and 19th centuries with 
three frequently irreconcilable elements: ethics, ideol-
ogy, and science. This uneasy combination has not 
succeeded in holding back voluntarism, as the adop-
tion of three successive world population action 
plans has shown; it contains within it, nonetheless,
sources of tension that can either stimulate volun-
tarism or, on the contrary, paralyze it, according to the
circumstances.

This chapter is organized around five foundational
events that marked the period between the end 
of World War II and today. The creation of the Popu-
lation Movement in the United States after World 
War II is the first; the second, the adoption by 
the United Nations in 1966 of a resolution authorizing
the United Nations to support family planning 
programs in countries requesting them. Next is the
organization of a series of three large intergovern-
mental meetings that were crucial, as we will see, to
legitimize and generalize antinatalist policies in the
Third World. The Bucharest Conference opened a
decennial cycle of world population conferences; the
Mexico conference followed in 1984; Cairo, in 1994,
was the last in the series. A final prospective section
explores the future of population policy at the inter-
national level.

I. 1946–1965: CREATION OF THE
POPULATION MOVEMENT IN THE
UNITED STATES AND THE EARLY

MOBILIZATION OF THE
INTERNATIONAL COMMUNITY

From the late 1940s to late 1960s, the Population
Movement in the United States developed primarily
around researchers and representatives of the large
foundations and NGOs. These individuals later
created links with the American administration, which
did not itself become involved until the mid-1960s
(Donaldson, 1990).

Two concerns awakened people to the problems
raised by present and future Third World population
growth: one was geopolitical in nature, and stemmed
from the discovery, as early as the 1940s, of very rapid
population increase in Latin America and Asia, two
regions constituting a crucial part of the United States’
strategic horizon. This growth was seen as a threat to
political stability in regions that were considered
essential for United States’ security and for world
peace, whose main guarantor this country perceived
itself to be. William Vogt’s book, Road to Survival
(1948), in which the author describes the apocalyptic
situation in which humanity would find itself if it did
not take rapid steps to limit population growth, per-
fectly illustrates the fear this issue instilled in public
opinion as soon as it was recognized. The book created
quite a stir in the United States and in the rest of the
world. The other concern was a humanitarian one. It
focused on the well-being of the populations involved,
and on their access to family planning, considered to
be a universal right. With policy as a principle thus jus-
tified at the strategic and humanitarian levels, only an
economic rationalization needed to be found in order
to gain the support of Congress and the administra-
tion. It was here that American researchers, whose
studies had the advantage of being highly oriented
toward world problems, played a significant role. In
the late 1940s they were already alerting funding agen-
cies and government officials to the speed of popula-
tion growth; all that remained was to demonstrate that
such an increase was a major obstacle to development,
and that development would, in fact, be impossible
unless they got it under control.

At that time, economic theories of growth were
dominated almost exclusively by considerations
regarding the formation of physical capital, believed to
be the unique key to development. Ansley Coale and
Edgar Hoover’s (1958) work, largely inspired by
India’s experience but with a more general application,
established a rigid and negative association between
population growth and the creation of savings and
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investment. Falling easily within the framework of this
issue, it provided the economic argument to justify the
adoption of birth control policies. The same line of rea-
soning reappeared later from the lips of the Democra-
tic President, Lyndon Johnson, when he declared
before the United Nations in 1965, “Five dollars invested
in population control is worth 100 dollars invested in eco-
nomic growth” (Green, 1993).

Demographers supplied additional arguments in
favor of family planning (thanks particularly to find-
ings from the KAP [Knowledge, Attitude, and Prac-
tice] surveys). By demonstrating that demands in this
sphere were not met and that one could therefore legit-
imately respond to them, on the one hand, and by clar-
ifying the determinants of fertility, on the other, they
had cleared the way for possible intervention on these
determinants (Davis and Blake, 1956).

Nothing could have been achieved, however,
without key developments within biomedical
research. Certainly, militants within the Population
Movement believed that the diffusion of birth control
practices depended essentially on making effective
and cheap contraceptives available. In 1954, therefore,
the discovery of the contraceptive pill by physicians
Gregory Picus, John Rock, and Min Cheuh Chang was
viewed as a major breakthrough; their work, on the 
initiative of Margaret Sanger, had been funded up to
$150,000 by Mrs. MacCormick, the wealthy heiress of
the company International Harvester. Several years
later, the development of a much-improved version of
the Population Council’s intrauterine device (IUD),
followed by that of Norplant, was another important
step in extending access to contraceptive methods in
terms of their efficacy and ease of use in poor coun-
tries (McLaren, 1990). Later still, even more effective
contraceptives appeared, not to mention improved
sterilization and abortion techniques.

The American administration was not particularly
enthusiastic at first. In 1959, with reference to family
planning, the republican president Dwight Eisen-
hower stated, “Birth control is not our business. [. . .] I
cannot imagine anything more emphatically a subject
that is not a proper political or governmental activity
or function or responsibility” (Green, 1993). He later
came to regret the statement and had to admit that he
had been mistaken at the time. In the meantime, the
foundations and American NGOs were left to spread
the word and finance the first programs, and especially
research developing efficient contraceptives. Personal-
ities like John D. Rockefeller III, one of the Population
Movement’s outstanding figures, General William 
H. Draper Jr., a frequent participant in negotiations
with the United Nations, Dr. Clarence Gamble, very
wealthy heir of the pharmaceutical firm Procter &

Gamble, Frederick Osborne, former vice president of
the American Eugenic Society, President of the PAA
(1949–1950) and of the Population Council (1957–1959)
as well as the Ford, Mellon, MacArthur, and other
foundations, all had prominent roles in creating or
financing such organizations as the Milbank Memorial
Fund (1944), the Population Council (1952), the
Pathfinder Fund (1957), and the like. A special mention
should be made of John D. Rockefeller III, who
devoted to population issues an important part of his
considerable political influence within the American
administration and United Nations, of his financial
power, and of his prestige among scientists (among
other things, the Population Council in 1952 was his
creation) (Harr and Johnson, 1991).

The US Agency for International Development
(USAID), whose expertise also included population
programs, only really got going later on. In 1965, it pro-
vided no more than 2 million dollars of aid compared
with the Ford Foundation’s 11-million-dollar contri-
bution. It was only after the first private initiatives,
encouraged mainly by Democrat presidents like
Lyndon Johnson (Richard Nixon, through his support,
was an exception among the Republicans) that the
USAID Population Bureau (responsible to the State
Department) became one of the main funding sources
for population programs in many Third World coun-
tries and at the United Nations. From its creation in
1966, the Bureau was directed by a family planning
militant, Dr. Reinert T. Ravenholt, whose extreme
activism ended up alienating not only the academic
world but also the administration, who demanded his
resignation in 1979. During the 1960s, private and
public American funds accounted for almost all inter-
national funding destined for Third World family
planning projects; during the 1970s, it still represented
three-quarters of it. Only after 1981, under Reagan’s
administration, did the relative weight of this funding
drop significantly, due to the arrival of other donor
countries (Germany, Norway, the Netherlands, Japan,
etc.); its contribution remained substantial nonethe-
less, representing 40% to 50% of all international
financing in the 1990s (Donaldson, 1990). Also since
1981, the administration’s policy position on family
planning program funding has been challenged on
several occasions, due to growing disagreement
between Democrats and Republicans about contracep-
tion and abortion, with the Republican Party’s right
wing dominated by Christian fundamentalists for
close to 15 years.

Outside the United States, countries like Sweden
had made a commitment to support for Third World
family planning programs early on. This was the case
for Sri Lanka from 1958 and Pakistan in 1961, and 
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personalities like Alva Myrdal, ambassador to India at
the time, played key roles (Wahren, 1986). A pioneer in
many fields, Sweden was quickly joined by other
Nordic countries, such as Denmark, Norway, and,
more hesitantly, Finland. Owing to their moral author-
ity and dynamism, these countries formed a highly
influential pressure group on all questions relating to
population at the United Nations, as well as in other
organizations or international NGOs, like the Organi-
zation for Economic Cooperation and Development
(OECD) or the International Planned Parenthood 
Federation (IPPF). What was lacking, perhaps, was a
certain autonomy in relation to the American scientific
domination. Furthermore, their bilateral aid strategy,
structured around public aid organizations in the
Third World (DANIDA for Denmark, NORAD for
Norway, and SIDA for Sweden) and well endowed
financially through their government’s strong com-
mitment to public assistance for development, proved
to be of high quality.

Some developing countries also did not remain idle,
however. In 1952, at the close of a conference organ-
ized in Bombay on the Family Planning Association of
India’s (founded in 1949) initiative, the participants
decided to create the IPPF. Twelve years later, in 1964,
this association finally obtained consultative status at
the United Nations Economic and Social Council
(ECOSOC). At that time, the IPPF already brought
together several dozen national associations. Today 
it unites 141 associations in 180 countries and its 
donations reached 59 million dollars in 2001
(www.ippf.com). The scope of its activities has also
diversified considerably; in addition to its traditional
family planning interests, the IPPF has adopted most
of the Cairo conference’s vast array of reproductive
health objectives, to be examined further on.

It is not by chance that the IPPF was created in post-
war India. This developing country was, in fact, the
first to officially declare its resolve to take control of
population growth. The roots of this commitment go
even further back, however: as early as 1937, the
Indian Congress Party had examined the prerequisites
for establishing a family planning policy. In 1952, India
launched a family planning program as part of its first
five-year plan (see Chapter 113, this volume, by S.
Irudaya Rajan and Jacques Véron). From its English
administrators, the country had inherited a solid sta-
tistical tradition and, from its researchers, a strongly
Malthusian view of the role of population. Its experi-
ence would therefore have a great influence on the
whole Indian subcontinent (Caldwell, 1998). In 1965, it
became the first country to ask the United Nations for
technical assistance to develop such a program. As
early as 1956, on China’s behalf, Chou En Lai had also

expressed the need to develop a family planning
program, but without asking for outside help. We
know that this political direction would be challenged
several times, particularly on President Mao’s initia-
tive, until the one-child objective was adopted at the
end of the 1970s, an objective maintained up to the
present day (see Chapter 112, this volume, by Isabelle
Attané).

The growing number of countries adhering to the
general aim of population growth control, however,
should not make us forget the formidable opposition
aroused by this endeavor. This opposition grouped a
coalition of highly disparate countries. First, the 
communist bloc (including China, until the Bucharest
Conference) perceived family planning policy as a
manifestation of a false conception of the relationship
between demographic increase and economic develop-
ment (in their view, population growth stimulated eco-
nomic growth); it was also seen as a convenient way for
the West to protect the advantageous geopolitical
status quo, by preventing expansion among popula-
tions who were the most deprived and potentially,
therefore, the greatest threat to world order. Numerous
so-called nonaligned countries of that era (who formed
the Group of 77 soon afterward at the United Nations)
shared this last point of view. Their hostility was rein-
forced through reading not only the American media or
polemical works like that of William Vogt, but also by
the writings of eminent scientific Population Move-
ment members, such as Frank Notestein (who was later
called successively to the direction of three organiza-
tions that played a crucial role on the international
scene: the Office of Population Research at Princeton
University, the United Nations Population Division,
and the Population Council). By 1944, inspired by the
purest geopolitical realism, he unhesitatingly stated,
“By launching a program of modernization, the now
dominant powers would in effect be creating a future
world in which their own peoples would become pro-
gressively smaller minorities, and possess a progres-
sively smaller proportion of the world’s wealth and
power” (Notestein, 1944; p. 156). In 1968, at the Vatican,
Pope Paul VI had just published the encyclical
Humanae Vitae, a virulent condemnation of any form of
“artificial” contraception, and several Latin American
and European countries joined the opposition as much
for religious as geopolitical reasons (as in the case of
Brazil, e.g.). France, along with other French-speaking
countries, perceived these American endeavors as
reflecting their desire for hegemony, though couched at
times in humanitarian terms, as illustrated by this quo-
tation from another influential demographer of the
period, Dudley Kirk: “We will probably be serving 
our own political ultimate interests by speeding 
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the social evolution that will bring about slower popu-
lation growth. Most important of all, we shall have 
led all humanity to new possibilities of life” (Kirk, 1944;
p. 35).

The double talk of the American position, notably
at the Population Commission, was an easy target for
criticism from the French representatives who
defended an opposite agenda. During the 1960s, the
French position corresponded to what could be termed
a sort of “demographic Gaullism,” whose objective
was to maintain or if possible to increase the weight of
the French speaking countries in the world. France had
only adopted the Neuwirth law on contraception in
1967, and the Weil law on abortion in 1975. This delay
in the much-needed evolution of its national legisla-
tion handicapped France in international debates. It
also blocked progress in the legislature of its ex-
colonies, who modeled themselves closely on it. In
taking a critical stance toward the Population Move-
ment, France often played a useful role, but by remain-
ing in this position, was also marginalized. A kind of
natural division arose between the intellectual impor-
tance of French demographic research and France’s
weak political influence on the international scene.

In 1946, the Population Division was created at the
United Nations, a step that facilitated the process of
reflection on world population problems; this body,
mandated to carry out studies for the Population Com-
mission (a subsidiary body of ECOSOC), was com-
posed of government representatives chosen from
different regions of the world (27 at the present time).
The creation of an organization exclusively concerned
with world population questions was far from evident
as, at the time, population issues were viewed as
falling naturally within the sphere of national govern-
ments. The Population Commission was to provide
governments and the United Nations Secretariat with
opinions and recommendations on population ques-
tions bearing on the international community. The
United Nations, it should be noted, took over and con-
siderably extended activities initiated on a modest
scale at the time of the Society of Nations in Geneva.

The Population Division applied itself to the task
without delay, under the authority of its director,
Frank Notestein, who had also worked for the Society
of Nations, notably in the sphere of population pro-
jections. From 1951 onward, its publications started to
appear, with the first population projections (United
Nations, 1951) and, among others, an important report
titled: The Determinants and Consequences of Population
Trends (United Nations, 1953). The discussions sur-
rounding the planning of this report in 1951 provided
the opportunity for a thorough review of the different
positions held by the Population Commission’s

member states on the population and development
question. Rereading the report today, it is impossible
not to notice how painstakingly and carefully it was
argued. It concludes by suggesting very cautiously
that rapid demographic growth could create difficul-
ties. The report was nonetheless violently attacked by
the USSR representative and, to a lesser extent, by the
French one, Alfred Sauvy, director of Institut national
études démographiques (INED) at the time. A new
version had to be drawn up, and this was the one
finally published in 1953 (United Nations, 1953). As for
the population projections, regularly revised from 1951
onward, they had a significant influence in raising
awareness within the international community. Their
remarkable reliability over time made their impact all
the greater (see Chapter 77).

As this is not the place for a detailed description of
the Population Division’s achievements, we will
mention only that in the early years they had a huge
influence on demographic research in developing
countries, particularly with the publication of model
life tables, manuals for indirect analysis of incomplete
data, and stable population studies. In addition, five
training centers were created: in the Middle East
(Cairo), Africa (Accra and Yaounde), Latin America
(Santiago, Chile), and Asia (Bombay); their impact was
critical for the education of several generations of
Third World demographers. Later, it became more ori-
ented toward the comparative analysis of the growing
quantities of available data, from censuses or World
Fertility Surveys (WFSs) during the 1980s, and later
from Demographic and Health Surveys (DHSs), one of
the most massive undertakings for the scientific explo-
ration of human behavior worldwide. The Population
Division also pioneered population policy surveys
among its member states, and is the holder of the
largest comparative data bank on these policies and on
international migration. In its many publications, it
has always taken care to be open to as broad a demo-
graphic field as possible, especially avoiding any
extreme polarization on questions of fertility, while
endeavoring simultaneously to remain neutral at the
politico-ideological level.

During this period, in collaboration with the Inter-
national Union for the Scientific Study of Population
(IUSSP), the Population Division directed preparations
for the first world population conference in Rome in
1954, which brought together 455 participants from 74
countries. A conference of specialists with no govern-
ment mandate to adopt any recommendations,
however, its aims were purely scientific. Nonetheless,
the organizers hoped that the work it achieved would
enlighten government actions. As Milos Macura
observed, it helped spread the idea that “all popula-
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tions of the world should be properly studied and their
problems understood in the context of their particular
economic, social and cultural conditions” (Macura,
1986). This was a way of responding in advance to 
criticisms concerning the global population concept.

In Asia, which found itself up against substantial
population problems early on, and where American
influence on the political, economic, and intellectual
elites was strong, the reaction was rapid. Japan,
defeated and facing the return of its settlers from coun-
tries within the defunct Grand Asia project, passed the
so-called Eugenics law in 1948, which made it possible
for an ambitious population control program to be set
up. India, Sri Lanka, and Pakistan followed suit. When
the United Nations Economic and Social Commission
for Asia and the Pacific (ESCAP) organized a regional
conference at the governmental level in New Delhi in
1963, therefore, no one in the region was surprised 
that the final document supported recommendations
regarding the creation of family planning programs.
This initiative had been seriously criticized by certain
Population Commission members, however, who had
no wish to have their hand forced (Symonds and
Carder, 1973).

The climate was still not ripe, therefore, to set up a
governmental level world conference. When the
second world population conference was organized,
yet again by the IUSSP, in Belgrade in 1965, its objec-
tives were once more restricted to a scientific analysis,
by close to 1,400 experts from 118 countries, of the 
population problems confronting the international
community. Nevertheless, in his opening speech, the
Frenchman, Philippe de Seynes, Deputy General Sec-
retary at the United Nations and head of the Depart-
ment responsible for the Population Division, had the
courage and lucidity to declare that “at the opening of
this Congress whose declared objectives are technical,
why do we have the feeling to be participating in an
exceptional event which is taking on a political dimen-
sion?” (United Nations, 1965; p. 29). At Belgrade, fer-
tility issues were abundantly debated (more than 100
of the 487 presentations focused on fertility and family
planning). For the first time at a conference organized
by the United Nations, family planning and the prob-
lems of program implementation were discussed,
giving them a type of implicit recognition. The evolu-
tion since the Rome conference was thus very clear,
and reflected the evolution of the countries most
involved. Whereas only three countries had family
planning programs in 1954, the number had already
risen to 23 by 1965.

The collaboration between the Population Division
and the IUSSP needs to be briefly touched on as it was
a key ingredient of developments in the study of prob-

lems raised by global population trends during the
two decades following the end of World War II. The
experience acquired in jointly organizing the Rome
and Belgrade Conferences, in preparing the Multilin-
gual Demographic Dictionary, in sharing the preparation
of several reference manuals particularly on the subject
of fertility, and their participation in the various IUSSP
scientific committees in their official capacity as Divi-
sion members, produced a close collaboration right up
to the early 1980s. After that, two developments
altered the nature of this collaboration. First, Division
members gradually became less involved in these
committees, as the need for multidisciplinary expert-
ise had somewhat reduced the importance of demog-
raphy, and that of the Division with it. Second, the
Division’s role in the union’s general conference
preparation and organization dwindled, while, simul-
taneously, the role of the United Nations Fund for 
Population Activities (UNFPA) within these same con-
ferences, and in financing its activities, expanded
(IUSSP, 1988). Like the IPPF, the IUSSP has developed
significantly in the last 50 years and today includes
more than 1,900 members from 127 nations.

In 1966, a year after Belgrade and following arduous
discussions, the United Nations General Assembly
took a decisive step in adopting its famous GA Reso-
lution 2211 authorizing the United Nations to support
family planning initiatives in any country expressly
requesting it. Sponsored by 15 countries, this resolu-
tion was proposed by Sweden, Norway, and Denmark,
with the backing of 11 Third World countries and of
Yugoslavia, a nonaligned country. The central, though
relatively unknown, part played by Philippe de Seynes
during preliminary discussions about the adoption of
this resolution at the General Assembly’s second com-
mission is once again worthy of note. After integrating
numerous amendments, it was adopted by consensus
on December 17, 1966. The ground had already been
prepared by the World Health Organization’s (WHO)
adoption, on May 20, 1966, of WHA Resolution 19–43,
authorizing the organization to “lend its technical
support to the development of family planning activ-
ities in countries requesting it”.

Having gained international legitimacy, from then
on the Population Movement grew progressively
stronger.

II. 1966–1973: THE UNITED 
NATIONS’ GROWING INFLUENCE 

Although the United States enjoyed almost total
control of the Population Movement at all levels—ideo-
logical, political, intellectual, and financial—during
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the period from 1950 to 1966, this position gradually
evolved as the Movement grew more international fol-
lowing the United Nations’ strong entry into its field
of action. Well aware of their problem with direct inter-
vention in numerous Third World countries with rela-
tively hostile governments, the U.S. administration
had actually encouraged this internationalism. It
entered into a new collaborative relationship with the
United Nations, not unlike the one it had experienced
and continued to experience with NGOs and Ameri-
can foundations. During this period, the role of the
foundations and NGOs remained important, but they
encountered an increasingly powerful United Nations’
presence in territory they had occupied alone for many
years. Some institutions, very active ones, were still
being set up at the end of the 1960s, such as the Alan
Guttmacher Institute (1968) or the Population Crisis
Committee (1968).

The United States’ intellectual supremacy scarcely
changed during this period. Stimulated by an abun-
dance of funding, numerous studies even helped con-
solidate their intellectual hegemony. Among those
attracting the attention of the era’s decision makers,
the National Academy of Science’s (NAS) 1971 report
should be cited, with its pessimistic conclusion on the
consequences of population increase for Third World
countries (NAS, 1971). Paul Erlich’s (1968) work and
Garrett Hardin’s (1968) article also made waves, and
achieved lasting influence by introducing the ecologi-
cal dimension into the population and development
debate. This new line of argument, which in fact resus-
citated the old idea of physical limits, had the success
it is known to have had and arrived at exactly the right
moment, namely when theories of economic growth
were beginning to free themselves from considerations
related exclusively to the creation of physical capital.
Furthermore, empirical observations were becoming
available that show the impact of demographic growth
on the formation of savings and investment to be less
negative than previously expected.

Although American population policy in the Third
World was based on an abundant neo-Malthusian 
literature, there was also a highly dynamic body of 
literature contesting their arguments, but which the
Administration ignored (Hirschman, 1958; Kuznets,
1967); within the American academic community, 
individuals such as Colin Clark (1967) and Dame
Esther Boserup (1965) were also very influential. The
strongest critiques of American political involvement
did indeed hail from the academic world. The con-
servative and religious political wings had not yet
managed to organize a counter-offensive comparable
to the one they succeeded in setting up in the early
1980s.

Outside the United States, the opposition was made
up of the same heterogeneous coalition as in the early
1960s. Rubbing shoulders with the Vatican were com-
munist countries (soon to lose one of their influential
allies, China), nonaligned countries like Algeria, then
at the forefront of the Third World struggle (these
countries formed the Group of 77 at the United
Nations in 1964), as well as the Catholic countries of
Africa, Latin America, and Europe. Still taking the
same critical stance held from the start, a French rep-
resentative at the United Nations Economic and Social
Council suggested making a distinction between
family planning, on the one hand, and birth control,
on the other.

That process whereby the population unbalance resulting
from the fall in the death rate was to be corrected by deliber-
ately reducing the birth rate was called “family planning”
although, in fact, it implied birth control measures resulting
not from the free decisions of individuals or families, but from
the application of a veritable national policy (Symonds and
Carder, 1973; p. 179).

He warned the international community of the
danger of attempting to encourage birth control on the
pretext of supporting family planning. This warning
was something of a premonition; the campaigns for
sterilization and forced abortions in China, India, and
elsewhere, and the not-always equitable methods of
dissuasion and encouragement used, proved it to be
well founded.

At the United Nations, a number of factors con-
tributed to the rapid creation of technical assistance
programs in the area of family planning, forbidden
until then: the General Assembly’s adoption of Reso-
lution 2211 in 1966; the publication by U Thant, the
United Nations Secretary General, of a Declaration in
favor of family planning, signed by 12 Heads of State
in September of the same year, at John D. Rockefeller
III’s suggestion; and, in 1968 at Tehran, another publi-
cation on human rights containing a paragraph on the
right of couples to decide freely the number and
spacing of children. These programs developed not
only at the United Nations itself, in the New York Sec-
retariat, and in UN regional commissions at Bangkok,
Addis Ababa, Beirut and Geneva, but also in the
United Nations’ large specialized agencies: first at the
United Nations Education, Sciences, and Culture
Organization (UNESCO), no doubt due to the involve-
ment and personality of it director at the time, Julian
Huxley; then at the International Labor Office, execu-
tive body of the International Labor Organization
(ILO), and the Food and Agriculture Organization
(FAO).

On account of its mandate, the WHO had started
discussing the possibility of giving support to family
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planning initiatives very early on, but there was also
an effective opposition until 1965, the year preceding
the adoption of the WHA Resolution 19–43 which, as
mentioned, had opened the way to United Nations
involvement.

The International Bank for Reconstruction and
Development (IBRD), known today as the World Bank,
enjoyed a special status within the United Nations
system, as one of the so-called Bretton-Woods institu-
tions, where communist bloc countries were not rep-
resented. At first, it was satisfied simply with showing
certain countries, like Thailand in 1958, that rapid pop-
ulation increase was leading them into an economic
impasse and with helping fund Ansley Coale and
Edgar Hoover’s celebrated work on India in 1966,
within the context of studies on population growth in
developing countries (Kasun, 1981). Up to this time,
however, the Bank had no wish to be directly involved
in financing family planning programs. GA Resolution
2211 and Robert MacNamara’s nomination as Presi-
dent in 1968 accelerated considerably its involvement
in this issue, all the more so that Robert MacNamara
rapidly became simultaneously one of the Population
Movement’s leaders and the inspiration for the World
Bank’s antipoverty programs. In Robert MacNamara’s
mind, however, geopolitical considerations needed to
remain at the forefront. Thus, in 1969, in a famous
speech at Notre-Dame University, he declared, “popu-
lation growth creates stress in the body politic which
in the end can bring on conflicts among nations”
(Crane and Finkle, 1981). Since then, the World Bank
has continued to play a decisive role in the population
arena, no longer only at a financial level where the
volume of its low-interest loans exceeds the volume of
grants from UNFPA (more than 500 million dollars in
2003) but also at an ideological and political one, using
its political weight widely to influence vacillating gov-
ernments. At the same time, it broadened its field of
action to encompass such varied activities as provid-
ing financial support for health, education, and the
improvement of women’s status programs, and even
the promotion of “methods of good governance” for
local authorities.

Still at the United Nations, the General Secretary
had decided to set up a trust fund in 1967 to collect
voluntary contributions from donor countries. This
was in response to the many countries opposed to the
United Nations using its regular budget to finance
family planning programs. Administered for 2 years
by the Population Division, and with the United States
as the first contributor (a sum of 1 million dollars), in
1969 this fund became the UNFPA, mentioned earlier.
Its administrative and especially political management
was entrusted to the United Nations Development

Program (UNDP), a decision fraught with conse-
quences. It had been instigated by the United States
and its representative at the Population Commission,
General William H. Draper Jr., who opposed the 
management of this new program going to the 
Population Division on the pretext that it would give
too academic a twist to future programs. This decision
was contrary to the advice of Philippe de Seynes, who
complained to the United States’ representative at the
United Nations, none other that George Bush, future
United States president, that the Secretariat had been
pressured by General Draper and his assistants
(Symonds and Carder, 1973). In fact, the motive was
essentially political: the United States has always had
great influence at the UNDP, whose director, right up
to the present day, has consistently been an American.
Their influence is more modest, on the other hand, 
at the United Nations Secretariat, to whom the 
Population Division is responsible. Alfred Sauvy,
together with the USSR representative, had no diffi-
culty, therefore, calling attention to the fact that this
new fund’s political management had in fact fallen to
an advisory board operating within the UNDP, 
with neither political representativity nor legitimacy,
whereas, legally, this function was among the 
Population Commission’s responsibilities, whose
mandate clearly included monitoring population
policy and programs. This decision particularly
reflected the weakening of ECOSOC, the Population
Commission’s regulating body, mistrusted by the
United States since the Group of 77 and the Soviet Bloc
had come to dominate it. This decision would have a
durable influence on the fund’s operation as, unlike
the Population Division, it never attempted to appear
politically neutral and took a decidedly Malthusian
line throughout.

The first Fund director was nominated by the 
Secretary General in 1969. He was a high-ranking
Philippine official, Rafael Salas, former Secretary
General of the President of the Republic during Presi-
dent Ferdinand Marcos’ time. Rafael Salas and his 
successors developed the fund in a remarkable way;
starting out as a handful of collaborators, some of
whom came from the Population Division, the fund
has since opened offices in 112 countries and finances
projects in 141 countries. In 2003, it received 
398 million dollars entirely from voluntary contribu-
tions; the cumulative total since the fund’s creation in
1969 has risen to almost 6 billion dollars. It has played
an important and often unrecognized advisory role
among Third World countries, which were mostly
complete novices with respect to the organization and
management of family planning programs. The often-
archaic national administrations could certainly not
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serve as models. In fact, the newly created family plan-
ning services have often been the only modern sector
of their government.

While family planning program funding continues
to be central, UNFPA’s activities have broadened con-
siderably; in addition to promoting reproductive
health, they include financial support for programs
against violence to women, the AIDS epidemic, or the
promotion of sustained development, for example
(www.UNFPA.org).

Since the Belgrade Conference in 1965, an increas-
ing number of nations—more than 30 in 1973—had
adopted population policies aiming to reduce their
level of fertility. Within the international community,
the idea of a conference devoted uniquely to popula-
tion policy problems had taken root. A small group of
five experts, Jean Bourgeois-Pichat among them, was
set up in 1969 under the aegis of the Population Divi-
sion to explore the possible options concerning the
organization of the next world population conference.
This group recommended that this conference focus
uniquely on policy questions, particularly those con-
cerning population programs. The year chosen for the
conference, 1974, was also designated World Popula-
tion Year.

III. 1974–1983 BUCHAREST: THE VOICE
OF THE THIRD WORLD

1. The Political and Institutional Context

The decision to organize a governmental level con-
ference on population was neither an unexpected nor
an isolated event in United Nations’ history. It was not
unexpected because it fell in line with the goals the
Population Movement, very influential at the United
Nations Secretariat, had been struggling to achieve.
Neither was it an isolated event in the United Nations
system. On the contrary, organizing this and other
similar conferences during the 1970s fell directly
within the context, from the late 1960s onward, of a
deliberate UN strategy to regain, at the economic and
social level, territory lost at the political one. Cold war
clashes meant, effectively, that none of the era’s great
conflicts (Vietnam, Palestine etc.) could be resolved
within the system. The idea of constructing a univer-
sal society with shared political values had to be aban-
doned in favor of identifying common interests in
areas such as the environment, energy, oceans, and 
the like, or in promoting individual rights such as
women’s status, childhood, health, living conditions,
nutrition, and, of course, population. The United
Nations was still the only forum in which conflicts

arising from positions taken by national governments,
in areas where States were interdependent, could be
arbitrated globally (Smouts, 1983).

Another interesting question is why the United
Nations resorted increasingly to large specialized con-
ferences for the preparation and adoption of policy
documents on subjects as varied as nutrition, employ-
ment, the environment, women or population, and
not, for example, to ad hoc sessions of its permanent
deliberative bodies like the General Assembly,
ECOSOC, or, in this case, the Population Commission.
First, this choice demonstrates the declining status of
these political bodies, where even debates on purely
technical issues were, in the eyes of the developed
world, at risk of being disturbed by the intrusion of
political problems (e.g., the Palestine question in a dis-
cussion on women’s status or population, etc.); it also
shows a growing preference among industrialized
nations for purely technical, temporary conferences
which they can control all the more easily since they
have often paid for their organization. Until recently,
the 1989 UN Convention on the Rights of the 
Child (adopted nonetheless in 1990 at a one-day 
World Summit of Heads of States), and that of 1990 
on the Rights of Migrants and their families, were
among the rare instruments prepared and adopted
outside a large conference. The adoption of the 
latter, incidentally, passed completely unnoticed by
international opinion. Yet, it is precisely this awareness
and mobilization of international opinion that are
sought increasingly nowadays in areas such as the
environment, women’s status, population, and so
forth. Large conferences, and the accompanying 
media coverage, are considered the best way to
achieve these objectives. The United Nations deserve
credit for recognizing early on that these conferences,
on relatively well-demarcated issues, offer some 
kind of catharsis for international problems; by
unblocking situations from which there appeared to be
no way, it helps contributes to their speedier resolu-
tion. More recently, they have also provided public
opinion, the media, civil society, and NGOs with
opportunities to gather information, voice their opin-
ions, and put pressure on governments (Chasteland,
1994). Finally, they are a stake in the power game for
members of the epistemic communities, mentioned
above, and of the UN bureaucracy. A successful 
conference improves the position of its instigators 
and organizers in terms of obtaining a broader
mandate for their institution and the greater resources
that go with it. This is a compelling and rarely men-
tioned motive, which nonetheless has a considerable
influence on the decision to organize a conference, and
in its preparation.
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2. The Players

The UN Secretary General appointed Antonio
Carillo-Flores, a former Mexican Foreign Affairs Min-
ister, as the conference’s general secretary. Two deputy
secretaries assisted him, one of whom was Leon Tabah,
director of the Population Division. No UNFPA repre-
sentative was among this group of three whose role
would be a decisive one. The UNFPA’s only responsi-
bility was organizing the Population Year.

The conference objectives were ambitious: to
explore world population trends, the relationship
between development and these trends, and the meas-
ures necessary to improve population welfare. In fact,
the main aim was to discuss and adopt a World Plan
of Action whose application would help reduce fertil-
ity and improve well-being particularly among devel-
oping nations. Aided by a group of five experts, the
Population Division prepared a project for the Plan of
Action and submitted it to the Population Commis-
sion. The resolution authorizing the conference 
stipulated, furthermore, that prior to the conference
itself, five regional conferences (in Africa, Asia, Latin
America, Europe, and the Arab countries) and four
expert groups (in population and family; population
and development; population, resources and environ-
ment; and population and human rights) should be 
set up, thereby separating scientific discussions and
policy deliberations. The conclusions reached by the
expert groups were intended to clarify the policy deci-
sions taken during the conference. Rather a vain hope.
The next two conferences, at Mexico in 1984 and Cairo
in 1994, were organized in a similar way, the main dif-
ference concerning the preparation process for the final
document: the Plan or Program of Action. By 1984, the
Division, whose principal partner at Rome in 1954 and
Belgrade in 1965 was the IUSSP, would also have a new
partner, the UNFPA. At the Mexico conference, the
latter even took over the political and administrative
direction of world population conferences.

With the help of its expert group, the Population
Division prepared a project for the Plan of Action con-
taining approximately 100 paragraphs and submitted
it to Population Commission members, who accepted
it without major modifications. It was also presented
for comment at the five preparatory regional confer-
ences, and no particular opposition was visible on this
occasion. As already mentioned, however, conference
participants gave it a highly critical reception, and
revisions were made to almost three-quarters of the
original document.

One explanation put forward for these numerous
alterations was the conference Secretariat’s lack of
attention to the current international political context,

and the ensuing poor communication with the princi-
pal players on the international political stage in the
early 1970s (Finkle and Crane, 1975). In retrospect, 
the late 1960s and early 1970s do indeed appear as the
apogee of the Third World school of thought that per-
ceived the unequal distribution of global resources as
the principal obstacle to development which was,
according to this line of thinking, the indispensable
condition for subsequent fertility reduction. This was
the position skillfully defended by Algerian leaders at
the time and supported by Latin American countries
such as Argentina, Brazil, Peru, and Cuba. China,
which had not yet experienced its ideological aggior-
namento on population, put its whole weight behind
this group of countries. During this era, these nations,
members of the Group of 77, had a quasi-hegemonic
influence over the international organization. Some
were ideologically close to countries from the socialist
bloc, and many were crowned with the glory of their
anticolonial struggles. At the United Nations they
obtained what appears in retrospect to be a short-lived
victory: a special session was organized at the General
Assembly that adopted a Declaration on the Estab-
lishment of a New International Economic Order in
May 1974. Accepted just before the Bucharest Con-
ference, this declaration contained no reference to 
population issues.

In many Western nations, however, the tone was
resolutely Malthusian. Public opinion was disturbed
by the strongly pessimistic conclusions reached in the
Club of Rome’s report, published in 1972 (Meadows et
al., 1972). The report reintroduced the old obsession
with physical limits to economic and population
growth. Western, and especially American, demogra-
phers continued to be extremely uneasy about the
world population’s rate of growth. Since 1950, this
rhythm had never stopped accelerating and, in the
early 1970s, the fact that it was finally starting to slow
down was as yet unknown. Based on data that could
not take this changing trend into account, the United
Nations population projections published on the eve
of the conference overestimated population increase
(United Nations, 1973).

The small group of experts who helped the Division
prepare the Plan of Action project were relatively
unaware of the deep ideological currents stirring the
United Nations. The same was true for the Population
Commission, which was largely composed of special-
ists of population questions. At that point, also, NGOs
still had only a minor role in conference preparations,
and in discussions taking place within the Population
Commission. The power of American NGOs was
undisputable, but at that time it was exercised more
over the U.S. Administration than over United Nations
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organs. From the 1980s onward and with the Republi-
cans’ arrival in power, as we will see, they would
increasingly exert their influence within the United
Nations, which had become unavoidable in matters of
population. Once completed, the project would reflect
the main preoccupation of most Anglo-Saxon demog-
raphers: how, rapidly, to bring about a demographic
transition which, left to its own devices, would
develop too slowly. While not excluding the role
played by economic factors in the process, the project
only assigned them a function that might be described
as contextual. Finally, the project makes two references
to quantitative objectives concerning population
growth. These references so much reflect the accept-
ance of constraint in this ultrasensitive area at that time
that they have gained a symbolic value. India, with its
sudden conversion to a coercive population policy in
the late 1970s, is a typical example. It would be almost
20 years, after the downfall of Indira Gandhi’s regime
and the end of coercive measures, before India
solemnly proclaimed that it was discarding quantita-
tive objectives in the area of population. A more coher-
ent vision of family planning was thus restored,
legitimated above all by its voluntary nature.

The conference was to be held in Rumania, at
Bucharest. Then a socialist nation, independent in its
foreign policy but highly orthodox in its internal poli-
tics, Rumania was politically a fascinating country in
which to organize the first world conference whose
sole aim was to analyze policy issues. Its choice shows
that a socialist country could give its backing in a way
to the conference’s main aim—legitimizing population
policy within the international community—but with
the inverse objective: to increase the birthrate.

3. The Outcomes

Conference participation was a success. One
hundred and thirty-six of the member states were rep-
resented, out of the Organization’s total membership
at that time of 138. Of the NGOs invited to take part
in the conference, 109 were present at Bucharest. A
gallery had been reserved for them where John D.
Rockefeller, president and founder of the Population
Council, gave a much talked-about speech in which he
admitted holding for too long the belief that family
planning programs alone could solve the problems
raised by demographic increase. “I now strongly
believe,” he said, “that the only viable course is to
place population policy solidly within the context of
general economic and social development” (Rocke-
feller, 1974). It was virtually a paraphrase of the
famous Plan of Action formula on the need to integrate
demographic policy into development (United

Nations, 1975b, para. 1). Made by one of the era’s
eminent figures, this statement marked a withdrawal
from the most orthodox American positions within the
Population Movement. It corresponded relatively well,
however, to what American researchers like Bernard
Berelson were calling for, in the light of the ineffec-
tiveness of early family planning programs essentially
organized around the free supply of contraceptive
methods. They were demanding an approach to family
planning more oriented toward stimulating the
demand for these techniques; an approach that, in
addition to access to contraception, included direct
measures of persuasion and dissuasion as well as indi-
rect measures, such as improving education, health,
women’s status, and the like, which could encourage
a change in ideal family size (Berelson, 1969).

As with all the large United Nations conferences,
the media (more than 100 journalists had been invited)
helped turn the conference into a real “happening” by
rallying a budding international public opinion on the
issue for several days. Although important at the time,
this number of journalists would soon appear very
modest compared with what would happen at future
conferences.

Before examining the key results of the conference,
a few words need to be said about a procedure com-
monly employed within the United Nations, but little
understood outside it, regarding policy paper adop-
tion: that of consensus. Remember that, after consider-
able modifications and ten days of heated discussions,
the Plan of Action was adopted by consensus—by the
136 participating States with the exception of the
Vatican. So why is the rule of consensus so important
at the United Nations, compared with straightforward
majority rule, for instance? Quite simply because most
policy papers accepted by the United Nations are only
recommendations and cannot therefore be enforced. In
order for these recommendations to have an influence,
they need to be universal in nature, hence the rule of
consensus. Only under these circumstances will they
be able to define new behavioral norms, applicable
among others to the governments accepting them.
Ignoring them can place these governments in a diffi-
cult position in relation to the international community
as a whole, especially that these norms, as in the case
of population, are promoted and defended by power-
ful transnational networks; besides scientists from the
epistemic communities, these networks include
leaders of powerful nations and international NGOs,
and influential individuals on the international stage—
the so-called transnational moral entrepreneurs, of
whom John D. Rockefeller III was one of the most 
conspicuous representatives (Nadelman, 1990). Much
more uncommon at the United Nations are docu-
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ments, known as conventions, which are compulsory
for the countries signing them. The United Nations
wields substantial resources for activities in the popu-
lation sector; allocated only to countries respecting the
spirit, if not the letter, of the recommendations, this
raises the chances of them being followed through.

To reach consensus, governments negotiate com-
promises. This was the case at Bucharest, where certain
compromises were crucial to the conference’s success.
First among them was the famous compromise allow-
ing those who believed that development alone could
reduce population growth to reach agreement with
their opponents, who viewed family planning as the
sole route to controlling this increase. The idea of
incorporating population programs into development
planning was born of the conciliation between these
two positions. It proved extremely useful, despite
being difficult to put into practice. This first compro-
mise allowed a type of ideological reconciliation
between two long-conflicting parties. The second
important compromise falls within the political
sphere. The Plan of Action recognized national sover-
eignty in population policy decisions, while simulta-
neously defining the general orientation of what the
international community needed to do in this area. The
third compromise was an ethical one. The Plan stated
that couples and individuals had the right to choose
freely, but in a responsible fashion, the number of their
children. It accepted individual liberty as long as it was
part of a perspective of moral responsibility toward the
community and, thus, did not contradict the sovereign
right of nations to determine demographic policy.

Besides these compromises that brought reconcilia-
tion between opposing positions, the Plan had the
immense merit of legitimizing the vocabulary and
action of population policy at a national and interna-
tional level. It also contained an impressive number of
useful recommendations, although they failed to rank
in terms of priority. Admittedly, defining priorities is
extremely tricky in a world conference where too
many different interests are at stake.

The Plan’s value lies not only in these compromises,
however fertile; at the ideological and political levels,
it was also undeniably innovative in character. A
number of recommendations concerning women’s
status and fertility (six paragraphs) are clearly ahead
of their time. They even anticipate certain recommen-
dations adopted at the first United Nations Conference
on Women that did not take place until 1975. Also
ahead of its time is the wording of the principle of right
to free choice over family size of couples and of indi-
viduals, as became clear in Cairo when the same topic
came under discussion. Likewise, the insertion of para-
graphs regarding both legal abortion and maternal

mortality in an international document is, in itself, a
first. The Swedish delegation certainly had reserva-
tions about the abortion paragraph being placed in the
plan of action’s mortality section; they would have
wished the issue to be debated during discussions on
the question of reproduction and the family.

Moreover, the Plan displayed a solid economic
realism, particularly in the attention given to the eco-
nomic and social consequences of population inertia.
Whatever the effect of population policy, it pointed
out, world population would continue to increase, and
this expansion would require the international com-
munity’s economic mobilization (United Nations,
1975b, para. 13). The Bucharest conference benefited
from publications from the United Nations’ First Con-
ference on the Environment, held at Stockholm in 1972,
and from the population and environment expert
group. Taking into account the fact that the topic was
new, the policy content of recommendations on the
environment was relatively weak, but they nonethe-
less had the merit of raising the issue 20 years before
the Rio de Janeiro conference.

Finally, as would be the case with subsequent plans
(or programs), except possibly Mexico, which was
adopted during a period of radical ideological and 
economic mutation, the Bucharest Plan is a faithful
enough reflection of the balance of power existing at
the United Nations at the time of its adoption. Reread-
ing it nowadays, it is hardly astonishing that it seems
a little outdated in its excessive celebration of the
virtues of planned development and the pre-eminent
role of the State. The document remains, nonetheless,
the first universal population policy document that the
human race has ever agreed to discuss, accept, and
implement.

IV. 1984–1993 MEXICO: 
THE UNITED STATES AND THE 

THIRD WORLD AT ODDS

1. The Political and Institutional Context

In the early 1980s, the United Nations envisaged
organizing another world population conference. Dis-
cussions were tight. In 1981, the United States, who
had led and inspired the Population Movement until
then, elected a Republican president on a highly 
conservative platform that diverged from that of the
Population Movement on many points. Associations
demonstrating against abortion, sometimes violently,
had a great deal of influence over the new Republican
Administration. They expressed a wish to return to a
moral order that excluded, or barely tolerated, abor-
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tion and even contraception. The prevailing spirit was
also one of cuts in public expenditure, nationally and
internationally. Ideologically, those who believed in
state intervention in the social and economic sphere
were on the defensive. Previously ignored by the
administration, the works of the so-called revisionist
economists or demographers, who rejected the neo-
Malthusian vulgate, at last found a favorable echo in
influential political circles. Their research findings
fuelled the case of a Republican Administration reluc-
tant to fund family planning programs for diverse 
ideological reasons (Simon, 1981; NRC, 1986; Kelley,
1991). The welfare state had become the scapegoat for
all the developed world’s problems, in the same way
as planning had in the Third World, given the scope of
its spread. The success of East Asian countries, where
capitalism alone ruled, contrasted with the repeated
failure of countries with a planned economy, of which
Africa offered a sad example. The stagnation in Social-
ist bloc countries could no longer be concealed, at the
same time as the Third World abandoned claims for a
reformulation of international North–South economic
relations. The Declaration on the Establishment of a
New International Economic Order was well and truly
buried.

The situation in Third World countries diverged
increasingly. Whereas some East Asian countries had
entered the world economy with outstanding success,
others, especially in Africa and Latin America, were
living an unprecedented crisis which, among other
things, manifested itself in levels of indebtedness that
appeared out of control at this point. These were also
the final years of the East–West conflict, which did
nothing to ease international cooperation, particularly
since the United States suspected the United Nations
of a systematic bias in favor of socialist and Third
World countries.

In terms of demographics, the old polarization
between developed and developing countries was
now giving way to a new one, this time between devel-
oping nations. Of the 4.4 billion people on the planet
in the early 1980s, only 900 million still remained
outside the general movement toward fertility decline,
which accelerated and spread between the early 1970s
and the early 1980s. As mentioned earlier, although at
the time of preparations for the Bucharest conference
in the early 1970s everyone was still unaware that pop-
ulation growth rate had finally peaked, by the early
1980s the downward trend was no longer in doubt.

At the same time as the slowdown in population
growth rates was becoming clear, the perception Third
World governments had of their demographic situa-
tion was also evolving. In their 1973 government
survey, the United Nations observed that 28% of gov-

ernments, representing 57% of the world population,
deemed their country’s fertility level too high. In 1983,
these proportions stood at 37% and 61% respectively.
Furthermore, in 1983, 29% of governments stated that
they were implementing fertility reduction policies,
compared with 26% in 1973. Sub-Saharan African
countries were bringing up the rear in this evolution
(United Nations, 1975; United Nations, 1995c).

During the same period, empirical observations and
theoretical research led to advances in thinking on the
question of economic growth and its determinants.
Thus, economic growth theories had cleared new
ground, like that relating to the role of human capital
in economic growth processes. Just before the Mexico
conference in 1984, the World Bank, never slow to
adhere to the dominant intellectual models, published
its annual report on world development, and devoted
it to the relationship between population and devel-
opment. The report’s content has been described as
harboring a kind of “retreating” Malthusianism; if so,
it is because the classic theme that highlights the 
negative relationship between population growth and
physical capital formation has been replaced by one
underlining population growth’s same negative role
but, this time, on the formation of human capital
(World Bank, 1984).

2. The Players

These changes in the international context occurred
at a time when one of its principal actors, the new U.S.
government, was radically altering many of its prede-
cessor’s political choices. The new Republican Admin-
istration was quick to demonstrate that its position on
abortion at the international level would be no differ-
ent from the one taken internally. It suppressed all
grants to UNFPA, on the pretext that the organization
was financing pro-abortion measures as part of family
planning programs, notably in China.

Public funding for family planning programs grew
rapidly more international as the United States
stopped funding a United Nations program to whose
creation and promotion it had made such an important
contribution (as it had also to the IPPF). This evolution
also reflected the rising power within the United
Nations, as in other areas, of Asian countries like
Japan, and of European ones, like Germany, the
Netherlands, Norway, and the United Kingdom, as
well as that of the European Union itself, whose finan-
cial contributions partly compensated for those of the
United States.

Finally, an intense lobbying organized mainly by
countries receiving UN assistance (India, Pakistan,
Mexico, Egypt, etc.), a few donor countries (the
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Netherlands, Scandinavian countries, Japan, etc.), and
UNFPA’s executive director, won the day. China, who
had experienced a remarkable about-turn in the field
of birth control since 1974, also offered its support, but
more discretely in order not to upset certain Group of
77 countries. In 1981, ECOSOC authorized the organi-
zation of a conference, this time named the Interna-
tional Population Conference. Its objectives were as
follows: to evaluate the implementation of the Plan of
Action adopted 10 years earlier at Bucharest, on the
one hand, and, on the other, to make recommendations
to improve the conditions of its implementation. Evi-
dently, there were also power objectives surrounding
the conference within the United Nations itself. In
response to criticisms about waste made to the organ-
ization by donor countries, the General Secretary
decided that they should economize in its preparation
by using the existing personnel resources as far as pos-
sible. Thus, he nominated Rafael Salas, Executive
Director of UNFPA, as the conference’s General Secre-
tary, and Sankar Menon, Director of the Population
Division, as deputy. The UNFPA was to take responsi-
bility for the political and financial aspects of confer-
ence preparations, the Population Division, for its
scientific aspects, for the project to revise the plan and
for the organization of four expert groups to meet prior
to the conference (fertility and family; mortality and
health policy; population distribution, migration 
and development; population, resources, environment
and development). The United Nations’ regional com-
missions were responsible for organizing five regional
conferences.

In reality, the Director of UNFPA exercised absolute
power throughout the conference preparations. The
UNFPA took advantage of its strategic position, as it
would do with even greater success at Cairo, to try and
press its case for transforming UNFPA into a special-
ized United Nation agency, totally independent from
the UNDP and its governing board (like the FAO, the
WHO etc.), with certain member states. The fund was
not supported by the majority of member states, some
of whom, like France, could not accept a change in the
organization’s status quo, which would have implied
the UNFPA absorbing the Population Division, and
probably leading to dismantling the Department of
International Economic and Social Affairs on which
the Division was dependent and which was itself an
integral part of the United Nations Secretariat. Unlike
the UNDP, the Secretariat was accountable to all
member states and not principally to donor countries,
as was the case for the UNPD’s board of directors.

Although the conference preparation was similar to
Bucharest’s, there were some important innovations in
addition to the decisive role given to UNFPA. The

preparation process for revising the Plan was one of
the major changes. Bucharest’s experience had shown
that the process needed to be opened to the various
political influences then dominating the United
Nations if the conference Secretariat wished to avoid
Bucharest’s unpleasant political bombshells and the
significant alterations that had to be made to the Plan
project. The decision was made, therefore, to submit
the Plan revision project to a Population Commission
extended from the usual 27 members to include all
members of the organization. Although it did not avert
all the surprises, this decision made it possible to take
better account of the views of all member states and
helped reduce considerably the number of amend-
ments made during the conference, whose duration
had been reduced to 6 days (from 10 at Bucharest).

3. The Outcomes

Once again there was an excellent level of partici-
pation, with 147 countries out of 157 member states
represented at the conference, held in a developing
country, Mexico. In 1973, on the eve of the conference,
this country had adopted a demographic policy that
subsequently proved to be relatively effective. Besides
the official delegates, 154 NGOs were also present.
Finally, over 300 journalists helped enormously to
arouse international public opinion. As at Bucharest,
scientific activities were separated from policy ones,
with the former concentrated in the period before the
conference around the four expert groups already
mentioned. The conference focused exclusively on 
discussing and adopting the revised Plan of Action
project.

Despite all the precautions taken by the organizers,
elements external to the conference disrupted it as they
had in Bucharest. First, there were interminable dis-
cussions about peace and security, which, in retrospect,
appear as the final manifestations of the East–West
conflict. Two other external issues also complicated the
deliberations, one with regard to the formulation of
recommendations concerning Third World debt (a
North–South confrontation), and the other, the ques-
tion of Israeli settlers on the West Bank (involving Arab
countries, the United States and Israel).

The debates were disrupted most of all, however, by
the United States’ change of position before the con-
ference and the attitude of an American Administra-
tion that was more interested in gaining support from
the Republican electorate (just one year before presi-
dential elections) than from Third World countries
(Finkle and Crane, 1985). Thus, the American delega-
tion in Mexico declared that population growth was
unrelated to economic development. It sufficed to free
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market forces, end state intervention, and, stimulated
in this way, economic growth would make it possible
to meet the needs raised by population growth. The
Administration paid lip service to the idea of support-
ing family planning to the extent that it contributed to
family well-being and was voluntary. Evidently, this
line of reasoning removed any economic justification
for family planning programs. Paul Demeny (1994)
described the U.S. Administration’s about-turn as a
temporary setback. As the U.S. government has still
not returned to its pre-1980s position since this “tem-
porary setback,” the expression was perhaps a little
over-optimistic. As our analysis of the Cairo confer-
ence results will show, there definitely appears to exist
in this country an enduring opposition toward gov-
ernment intervention in issues of population policy.
This was certainly the message passed on by the U.S.
Congress, Republican in majority, contradicting that of
President Clinton’s Democratic Administration, and
recently taken up again by the current president,
George W. Bush.

To return to the Mexico conference, the 88 recom-
mendations in the Plan of Action’s revised project were
adopted, as was a declaration, thanks to the skill of its
organizers and the unqualified support of Third World
countries. Any modifications, it should be noted, left
intact the principles and objectives accepted at
Bucharest (United Nations, 1984). Given the restric-
tions put on the organizers, no radical initiatives could
be expected from the revised Plan. Many of the rec-
ommendations replicated, with clarifications, those
adopted at Bucharest. The conference did innovate,
however, by extending the number and importance of
recommendations related to the environment and, in
particular, to women’s status, which were treated in a
section of their own. This progress was due partly to
pressure exerted on the spot by American feminist
NGOs, who were well represented in Mexico because
of its proximity; it signified their strong entry into the
population debate. At the international level, the same
remark could be made about environmental questions.
The debate on abortion made a public confrontation 
on the issue possible. As at Bucharest, the problem 
of abortion was raised in the section on mortality.
Sweden once again expressed reservations, as it would
have preferred a more liberal presentation of abortion
issues. All its attempts were blocked, among others 
by the American delegation, concerned not to upset 
an electorate opposed, in majority, to abortion. As a
whole, the Mexico program stayed carefully within the
lines drawn in Bucharest’s Plan of Action, even
though, as we have seen, the politico-ideological
context within which it was adopted had undergone
rapid changes.

Finally in Mexico, as mentioned, through its oppo-
sition to the Population Movement’s traditional theses,
to whose formulation it had nonetheless so powerfully
contributed, the American administration freed the
Movement, and UNFPA, from its control and acceler-
ated their internationalization (Finkle and Crane,
1985). Experience would show, however, that 
American NGOs filled the gap this created to some
extent, until the return to power of a new Democratic
Administration.

V. FROM 1994 TO THE PRESENT DAY:
CAIRO, AN ANGLO-SAXON VICTORY

1. The Political and Institutional Context

In the early 1990s, neo-liberalism became the dom-
inant ideology and only a few isolated countries, such
as North Korea, Cuba, and Vietnam still proclaimed
themselves socialists, China standing alone as a par-
ticular case. With the collapse of the Socialist bloc, the
Group of 77, whose Third World ideology, as men-
tioned earlier, often drew its inspiration from the same
Marxist sources as the Eastern bloc countries, was
reduced to a group without clear political direction.
Asian countries in full expansion, Latin American
nations emerging from an economic quagmire, and
African countries on the verge of economic disaster
coexisted within it with ever-increasing difficulty.

The one-time objectives of transforming the
economy and giving priority to the struggle against
social inequality gave way to new objectives of State
disengagement. Leaving market forces to stimulate
economic growth, the state withdrew to the role of
umpire for the protagonists involved, while at the
same time reinforcing its stately functions. In this
context, the traditional struggle for collective rights to
be recognized in the economic and social spheres, in
which the State and unions had a decisive role to play,
has shifted toward new demands bearing on rights
related more to individuals or group identity, where
other players from the civil society (e.g., NGOs) play
a key role. The struggle against social inequality was
thus somewhat demoted to second place, in favor of
the struggle against status inequalities. This was the
context within which the Cairo Program of Action was
conceived and which, symbolically, ceased to be a plan
as at Bucharest.

In practice, it quickly became obvious that creating
an open market could marginalize whole groups of the
population in many Third World countries; this was
soon echoed in international documents, in which
were multiplied the number of recommendations
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aimed at protecting the most vulnerable groups, such
as children, the elderly, women, rural populations, or
those termed outcasts, and in which, more generally,
the theme of the struggle against poverty received sys-
tematic treatment. In this struggle, however, when the
State was called in to help, any interventions were
viewed as humanitarian measures rather than as a
return to a global policy of social justice.

At this point in time, most developing countries 
certainly had no wish to resolve their economic, 
social, and, evidently, demographic problems on such
terms. It was only later that they came round to 
the neo-liberal policies omnipresent today.

The debt crisis, which surfaced in the late 1970s and
continued into the years preceding the conference,
provides a striking illustration of the gulf still existing
at this time between the Group of 77’s point of view
and that of the rich countries. For the 77, this crisis
blocked any chance of development and thus the
ability to solve their population problems. The wealthy
nations, headed by the United States, perceived the use
of this argument in international debate, particularly
when discussing population issues, as a way of avoid-
ing the real demographic problems and, more partic-
ularly, of challenging the new global economic order
that was emerging. A theme that united the poor coun-
tries, these debates can be seen as the weakened Group
of 77’s final attempt to recover their influence, lost after
their short-lived victory with the adoption of the Dec-
laration on a New International Economic Order. The
way in which this crisis was resolved, notably by very
strict economic restructuration measures imposed by
the International Monetary Fund (IMF), confirmed
their waning influence on the international stage. The
77’s failure also marked the United Nations’ ideologi-
cal alignment with the neo-liberal ideas of the IMF or
the World Bank, dominated as they were by wealthy
Western nations; until the 1980s, strengthened by its
representation of the Third World, the United Nations
had asserted its ideological difference.

Worries about the environment added to those
raised by the persistence of the 1980s economic crisis.
The Bruntland report (United Nations, 1987) crystal-
lized these concerns and succeeded in mobilizing both
public opinion and governments, resulting in the
adoption, at the 1992 Rio de Janeiro conference, of a
program of action, Agenda 21, whose aim was to make
it possible to bequeath a preserved environment to
future generations. Concepts such as “durable 
development” and “sustained growth” today appear
inescapable for political and economic decision
makers, and mark the strong return of a concept at the
very roots of Malthusianism—that of physical limits to
growth. Cited in abundance in the Program of Action

adopted in Cairo, they are also the expression of a 
new alliance between ecologists and family planning
enthusiasts. We will return to this later. This alliance
was all the more necessary that, in the United States
especially, economists and demographers, charged
with revisionism, undermined the very foundations of
the economic justification for fertility reduction. This
questioning did not pass unnoticed by a Republican
Administration, little inclined to support these pro-
grams for diverse ideological reasons, as we saw at
Mexico. The United States were in any case against
funding public assistance programs, believing that this
approach was ineffective and that only the free play of
market forces would make economic take-off possible
in developing countries.

The demographic situation at the start of the 1990s
accentuated still further the trend toward greater
polarization among Third World countries, already in
evidence in the early 1980s. Government leaders and
public opinion would take all the longer to become
aware of this radical change because, although wide-
spread, fertility decline was still not universal, and
especially because the timing of entry into the demo-
graphic transition between 1970 and 1990 varied
greatly (see Chapter 69, Volume III). This polarization
made for an ambivalent interpretation of the observed
evolution. For the optimists, the evolution between the
early 1980s and early 1990s was extremely encourag-
ing. The proportion of the world population with a
total fertility rate (TFR) at replacement level (2.1 chil-
dren per woman) rose from 1.2 billion to 2.7 billion
during the period. The percentage whose fertility was
declining significantly (between 2.5 and 4.5 children
per woman) reached 2.3 billion in 1990, compared with
2.8 billion in the early 1980s. Finally, although numbers
had fallen from 900 million to 750 million in 10 years,
at this time there nonetheless remained a sizeable pro-
portion of the world population still delaying their
entry into the second phase of the demographic tran-
sition, the phase in which fertility starts to fall. A
growing proportion of the population in developing
areas, therefore, were showing a certain convergence
toward an evolution close to that experienced by
developed countries. For their part, the pessimists
emphasized the fact that countries where fertility had
not yet started to fall were among the poorest on the
planet, located for the most part in sub-Saharan Africa,
a region which had faced enormous problems during
the previous two or three decades, or in South Asia, an
equally underprivileged region. They added that the
United Nations projections medium scenario indicated
that fertility in most African countries would not
reached cohort replacement level until after 2025, by
which time their population would have doubled,
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reaching 1.1 billion, compared with 500 million in
1990. This growth constituted a considerable chal-
lenge, given their present and future economic 
potential, not to mention their political situation. Fur-
thermore, countries in transition, which included the
most populous in the world, still had considerable
potential for population growth; this potential was all
the greater given that fertility decline was slow in
some countries, or had scarcely begun (as in Nigeria,
e.g.). Finally, basing themselves on the medium sce-
nario of the United Nations long-term projections, the
pessimists added that the level at which the world
population would stabilize moved from 10.2 billion to
11.6 billion in 2100, depending on whether the projec-
tions referred to were estimated in 1981 or in 1991
(United Nations, 1991). With the United Nations long-
term projection cycle before last (1998) putting the
probable level of stabilization once again at 10 billion,
it seems today that the pessimists were mistaken
(United Nations, 2000b). Ecologists added further to
the demo-economists’ pessimism by stressing that
those yet to be born in developing countries, whether
or not they had completed the transition, would be
additional producers and consumers whose improved
living standards would help destabilize further the
broad ecological balance. Paradoxically, the march
toward progress of ever-growing populations thus
became a new source of concern.

Evolving attitudes toward population growth
issues among Third World governments further rein-
forced this pessimistic trend. In 1993, before the Cairo
conference, the last survey that the United Nations
carried out on government attitudes toward their
country’s demographic trends, and on measures taken
to respond to problems raised by these trends,
revealed a significant evolution during the previous
decade. Compared with 37% in 1983, 45% of govern-
ments then thought that fertility levels in their country
were too high. Moreover, in 1993, 41% of governments
interviewed stated that they had adopted a fertility
reduction policy, up from 32% in 1983 (United Nations,
1995c).

With growing governmental support for population
policy, one might question the need to organize a third
conference, extremely expensive in both money and
manpower. The Bucharest conference was a response
to fears raised by two decades of rapid population
growth. Any decision to intervene in this required
global legitimacy, and the ethical and political rules of
this unprecedented intervention needed to be speci-
fied. In Mexico, the situation had already changed: the
legitimacy of these programs was no longer in ques-
tion, especially in the Third World. On the other hand,
it was once again necessary to overcome reservations

surfacing in donor countries about funding programs
whose macro-economic justification was beginning to
be replaced by a humanitarian one. On this justifica-
tion also depended the funding of many other pro-
grams that thus entered into competition with family
planning programs.

The early 1990s brought an end to the cycle opened
by the Bucharest conference. Some believed that it was
virtually impossible to update further the Plan of
Action that already contained, in its two versions, close
to 200 recommendations whose innumerable direc-
tives were no longer very convincing. Problems with
funding surfaced once more, as the United States
republican administration continued to refuse funding
to the UNFPA; at the same time, it also started to
reduce its bilateral aid. Other countries had taken over
(notably Norway, Germany, the Netherlands, and
Japan), it is true, but some sponsors, such as Canada,
Finland, Italy, and Australia, had also reduced their
contribution or stopped it altogether. Third World aid
was no longer a winner, and population programs had
lost their former priority. As in 1984, it was necessary
to try and find ideas that could rouse international
opinion and stir it into action. One such idea had
already been used with some success by the Popula-
tion Movement: to link population problems to envi-
ronmental ones. The second idea was to associate
population problems with those of improving
women’s status (McIntosh and Finkle, 1995).

2. The Players

The same bureaucratic forces at work within the
United Nations during preparations for the Mexico
conference once again intervened in a decisive way to
convince member states of the need to organize this
conference. For the UNFPA—directed since Rafael
Salas’ death by Nafis Sadiq, a woman physician of
Pakistani nationality—the conference also opened up
the possibility of finally changing the institutional
status quo in its favor, enabling it to gain independ-
ence from the UNDP and be promoted to the rank of
specialized United Nations agency. This was not an
unrealistic perspective, given on the one hand the
weakening of the United Nations Secretariat, funded
by compulsory contributions that were paid ever more
unwillingly by some member states, such as the
United States and, on the other hand, given the oppo-
site trend, namely the rising power of United Nations
programs like UNFPA, which were funded by volun-
tary contributions. For the first time in the history of
plans of action concerning population issues, a para-
graph was included concerning the reorganization of
this sector of activity (United Nations, 1995b, para.
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16–26). The growing strength of UNFPA’s position
emanates from the expansion of its activities and finan-
cial power (its resources grew from several tens of mil-
lions of dollars in 1973 to more than 370 million in
2001). Consequently, it is also linked to the fact that
donor countries, members of the Population Commis-
sion, increasingly turned their interest toward the
UNDP’s governing body, which managed programs
financed by voluntary contributions like those of
UNFPA, and where their political control could be
freely exercised. This was where the true power games
were played out in the early 1990s. More symbolically,
the World Population Situation Report, submitted regu-
larly by the Population Division to the Population
Commission, went completely unnoticed, while the
State of the World Population Report, submitted by
UNFPA to the UNPD governing body, drew the atten-
tion of the media, and thus of international opinion,
thanks to a huge public relations drive.

In 1989, ECOSOC authorized the organization of a
population conference for 1994. Other resolutions later
defined the modalities of the organization, its objec-
tives, and the conference location, namely Cairo. Its
objectives were the following: to evaluate progress
made since the preceding conferences; to heighten
awareness in the international community of popula-
tion problems arising in relation to development; to
provide guidelines for the way in which population
issues should be broached at the national and interna-
tional levels; and to adopt the new recommendations.
The General Secretary nominated Nafis Sadiq, Direc-
tor of UNFPA, as conference general secretary, and the
director of the Population Division as her deputy
general secretary.

Responsibilities were divided, and the preparation
organized, much as they had been in Mexico. UNFPA
kept its political and financial duties, while responsi-
bility for the scientific content fell to the Population
Division. The latter consisted essentially of organizing
six meetings of experts before the conference on: pop-
ulation, environment and development; population
policy and programs; population and women; family
planning, health, and family well-being; population
growth and demographic structures; and, finally, pop-
ulation distribution and migration (no expert group
was to deal with mortality). It also included preparing
the project for the Program of Action (the word plan,
used for the final conference documents in 1974 and
1984, was dropped). Moreover, five regional confer-
ences were to be held before the Cairo conference. The
conference itself, titled the International Conference on
Population and Development (ICPD), was to discuss and
adopt the project for the Program of Action. As before,
the most important modification in the preparation

process concerned the drawing up phase for the
project of the final document. In addition to extending
the Population Commission to all UN member states,
as it had in 1984, the decision was made to open it
equally to NGOs, and to organize numerous meetings
with individuals and representatives of the most
diverse groups, in order to gather as many reactions to
the project as possible before the conference (more
than 30 meetings in all).

Opening the Population Commission to NGOs
other than those generally associated with it, and invit-
ing these same NGOs into the national delegations,
was a decisive element in the orientation the confer-
ence would take. It effectively meant saying goodbye
to the closed circle of government delegations and wel-
coming civil society and its preoccupations. Increas-
ingly solicited by government leaders who delegated
all or part of their responsibilities to them, these NGOs
became inescapable players at the national level (Haas,
1992). It remained to establish whether these NGOs
truly represented civil society, itself far from a homo-
geneous entity, and to ascertain from which countries
they originated. The influence of some NGOs in inter-
national organizations was comparable, relatively
speaking, to that enjoyed by large multinationals
(Keck and Sikkink, 1998). With regard to American
NGOs, who played a decisive role in this conference,
two points can be made. In the United States, NGOs
within the population sector were, and still are,
financed primarily by public funding (United Nations,
1994, 2002). This was not the case for NGOs working
to promote women’s status or the protection of the
environment, and they thus had more room for
maneuver.

A substantial discrepancy has always existed in the
United States between the progressive position on
population issues held by the majority of NGOs and
that of the essentially conservative so-called moral
majority (representing the broad mass of mid-
America). The progressive discourse of the former
nonetheless differs markedly from the Third World or
Marxist ideological perspective: little concerned with
questions of social injustice, Third World debt, or
unequal development, it essentially focuses on
inequalities whose origins stem from biological differ-
ences (e.g., sex), ethnic identity, or sexual preferences.
Within international bodies, this is the most strongly
represented group and, until now, it has exerted most
of its influence outside the United States, although this
situation may well change given the country’s current
political context. Like NGOs dedicated to population
questions, feminist NGOs, primarily North American
(especially the New Organization for Women [NOW],
which played a critical role during the preparation of
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the Program of Action and during the Cairo confer-
ence), seized the long-awaited occasion to present their
viewpoint on population policy. Their influence can be
analyzed as follows: on the one hand, they criticize the
macro-demographic approach of traditional family
planning programs that do not adequately take into
account the right of women to control their own sexual
health, including, if necessary, their right to abortion
in suitable conditions; on the other hand, they are also
critical of development strategies that do not take 
environmental constraints into account, particularly
for women in the Third World (Dixon-Mueller, 1993;
Germain, 1987; Sen and Grown, 1987; Sen and Chen,
1994). This was the crossroads where the two ideolog-
ical trends dominating the conference—the feminist
and ecological ones—could meet (McIntosh and
Finkle, 1995). This coalition could have been created at
the expense of the traditional family planning trend,
represented by the IPPF, had not the latter already
associated itself with it at the end of the 1980s. It was
not by chance, therefore, that the IPPF adopted objec-
tives similar to those of the Cairo conference.

These feminist and ecological trends emerged from
the Anglo-Saxon world, in power for the last half-
century, and bear a strong Protestant imprint which, in
the face of society’s great problems, places individual
responsibility above all other, and has absolute faith in
instrumental rationality to resolve them (Finnemore,
1996). Islam and the Latin world remain outside this
ideological canvas, and of its conception, for instance,
of what the relationship between man and nature
ought to be, and of women’s place in society (Las-
sonde, 1996). This Protestant imprint is just as strong
in the economic domain, especially in the perception
of relations, on the one hand, between the individual
and the economic laws of the market, and, on the
other, between the individual and the State. To find
this essentially American hegemony reflected in many
spheres is an important aspect of globalization.

The Program of Action project, drawn up by the
Population Division under UNFPA’s rigorous supervi-
sion, was presented to the Population Commission 
for adoption. Difficult discussions ensued. The docu-
ment’s very conception, the emphasis placed on
“reproductive health” and what this implied in terms
of individual freedom in sexual matters, especially that
of adolescents and women, as well as the importance
given to the abortion problem and to new family
forms, provoked a severe reaction from the Vatican
and from both Catholic and Muslim countries who
viewed it as challenging the values at the heart of their
vision of society. Recent studies have shown that the
adhesion to, or rejection of, these values constitute one
of the most important cultural splits existing between

Islam and Western nations today (Inglehart and
Norris, 2003). For the first time, a religious divide
emerged during preparations for an international pop-
ulation conference. This new split replaced the earlier
secular ideological divisions (Marx vs. Malthus),
which pitted the East and the West, or the North and
the South, against each other at the United Nations.
The project document, more than 100 pages long (a
record compared with the Bucharest and Mexico texts
of around 30 pages each), of which more than 80% had
been approved within the Commission, went to Cairo
with the most contested paragraphs still without
approval.

3. The Outcomes

Conference participation reached record numbers:
of the 190 United Nations member states, 182 national
delegations were present, bringing together 3,500 del-
egates. Particularly unprecedented, however, was the
importance given to NGOs and the media: 1,257 NGOs
attended (of which 23% were American and 15% Euro-
pean), as well as 3,800 media representatives—over 40
times more than at Bucharest. This civilian presence
played a significant role, constantly exposing the del-
egations’ deliberations to the gaze of an international
public opinion largely won over to the Population
Group’s perspective, reinforced on this occasion by the
ecologist and feminist movements. As at the con-
ference on the environment at Rio de Janeiro in 1992,
the conference on women in Beijing in 1995, and at
Seattle’s trade conference in 2000, the forceful arrival
on the international stage of those representing 
global public opinion resulted in a sort of marginal-
ization of governments in the discussions, and it led to
a questioning of, if not the principle, at least the current
architecture of these large international conferences.
The 1996 Social Summit at Copenhagen, a modest
attempt by the United Nations to restore their lost pri-
ority to social questions, was a semi-failure, despite
adopting such innovative programs as the Program
20/20 (20% of donor countries’ aid, and 20% of receiv-
ing countries’ budget to go toward social programs).
A semi-failure with regard to the unwillingness of
some industrialized nations to put social questions
back at the center of economic debates, the conference
was also a semi-failure for the United Nations, who
had seen it as an opportunity to recover the ideologi-
cal initiative, in relation to the IMF and the World
Bank.

In one sense, the conference discussion held few
surprises compared with what had already surfaced
during the preparations. The Vatican, certain Latin
American and African Catholic countries, and the
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Islamic States were still among the nations most
opposed to certain of the Program’s paragraphs, par-
ticularly those concerned with reproductive health, 
the family, and women’s status. The industrialized
nations, Asian countries, and a good number of Latin
American and African countries were in favor. The
views of the former Eastern bloc as such were obvi-
ously no longer voiced, and the Group of 77, presided
over by Algeria, kept a low profile.

The project was finally accepted after very lengthy
discussions around the controversial paragraphs. This
was the case in particular for paragraph 8.25 on abor-
tion and paragraph 5.9 on family forms; a compromise
in the document made it possible to unlock the situa-
tion in both cases (United Nations, 1995b). The
wording of paragraph 8.25 provides an excellent
example of the application of what Louise Lassonde
termed the “principle of juxtaposition,” which consists
of juxtaposing rather than synthesizing the most anti-
thetical positions. It is hardly astonishing that the
phrasing of recommendations drawn up following this
principle is rather obscure!

To general surprise, the Program was adopted by
consensus, including the Vatican’s. This consensus was
accompanied by so many qualifications on the part of
the Vatican and other member states, however, that
one might wonder whether it was not an entirely new
form of consensus. The final document, 100 pages
long, contained 11 pages of provisos, a record com-
pared with Bucharest and Mexico. More worrisome,
however, was the introduction of a new principle
making the application of the Program of Action con-
ditional on the civil and religious laws existing in each
country; this principle existed only in its secular form
in the Bucharest and Mexico documents, and con-
siderably weakened the Program of Action’s field of
application.

Comparing the Bucharest Plan and the Cairo
Program highlights the degree of innovation in the
areas of action envisaged, and especially in the con-
ception of the document as a whole. First, as already
mentioned, the Cairo document is extremely volumi-
nous: 100 pages compared with 30 at Bucharest. The
conference secretariat registered 243 recommended
actions (without taking subdivisions into account) as
opposed to 108 in Bucharest. Consequently, the first
impression given by the Cairo document is one of great
depth and detail in its recommendations, whereas the
Bucharest text remained at a more general level. Given
the above-mentioned references to the context in
which the Program of Action was prepared and
adopted, it would have been astonishing if it had been
no more than a simple update of the preceding plan.
At the purely formal level, a report from the con-

ference secretariat identified approximately only 60
recommendations arising directly from the Bucharest
plan, the others dealing either with new problems or
broaching old ones in a new way (United Nations,
1995a). Just as when Agenda 21 was drawn up during
the Rio de Janeiro conference, the desire to produce a
self-sufficient document, with all the recommenda-
tions justified by a contextual analysis and a detailed
presentation of the objectives, also accounts for the
document’s large size.

At a more fundamental level, the perspective
selected to surmount the population problem was very
different from that of Bucharest. This time, it involved
encouraging the realization of individual aspirations
for improved well-being; promoting reproductive
health constituted an essential but not unique element
of this well-being, as improvements in reproductive
health should also lead to a control of fertility 
that would benefit the whole group. In implementing
this policy, women were the strategic group; the 
main efforts would, therefore, be directed toward
them, not only in the reproductive health sphere but
also in terms of education and, more generally, with
regard to everything involved in improving their situ-
ation. Incidentally, although the French representa-
tives remained rather marginal in these discussions, it
should be noted that they could have claimed the intel-
lectual paternity of this female-oriented strategy, as the
Marquis de Condorcet advocated it as early as 1792 in
his Sketch of the Progress of the Human Spirit. On the
international scene, the concept of reproductive health
somehow sanctioned the fact that women were now
taking control of the reproductive sphere, as a result of
efforts made by feminist movements for a radical rede-
finition of the traditional family planning perspective.
At Bucharest, fertility reduction was expected to ensue
both from the diffusion of family planning in its tradi-
tional sense and from the beneficial effects of planned
economic growth; at Cairo, however, fertility control
appeared essentially as a consequence of specific
measures promoting individual rights, in particular
those of women. No longer central, as in Bucharest, the
role of economics had moved to the periphery of the
Program of Action.

In the Program of Action adopted in Cairo,
however, elements brought to the forefront in
Bucharest were reaffirmed, such as the fact that family
planning programs will only be effective if integrated
into other broader programs, and if, within this
context, individual freedom and responsibility are
respected. Most noticeably, new elements entered the
picture, such as reproductive health, evidently, a
concept that encompasses family planning in its tradi-
tional sense, as well as other aspects of sexual life; the
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essential role given to the promotion and education of
women as decisive factors in the evolution of fertility;
recognizing free access to contraception for all indi-
viduals, even adolescents; problems linked to abor-
tion; the existence of diverse family types; men’s
responsibilities; on quite another level, environmental
problems; and, finally, the need to establish quantita-
tive objectives in the realm of aid for population 
programs. In the panoply of measures adopted, no ref-
erence at all was made to measures of persuasion or
dissuasion, so popular in the 1970s.

Although these are certainly positive and innova-
tive elements, the perspective taken led necessarily to
important omissions. It is impossible not to be struck
by the absolute precedence given to individual con-
siderations at the expense of macro-demographic ones,
or to purely demographic issues at the expense of
those in which population and economy are closely
linked, as was the case at Bucharest. Thus, the eco-
nomic and social consequences of population growth
associated with population inertia are scarcely men-
tioned. Even though deliberations for a detailed
program of economic or social measures could not be
expected in a conference devoted to population policy,
one might have hoped that the conference would at
least provide an opportunity to raise awareness of the
considerable problems created by consequences of
spontaneous or controlled demographic evolutions
(Vallin, 1994). In a conference on population and
development, never has the necessity of economic
mobilization received so little attention, nor poverty so
much, with so little discussion about social inequali-
ties, one of poverty’s principal causes. Is this the con-
sequence, already mentioned, of giving priority to the
fight against group inequalities at the expense of the
struggle against social inequalities? Finally, among the
other subjects scarcely touched upon, or even evaded,
were questions of bioethics (abusive use of prenatal
diagnosis of sex, human cloning, etc.), adult mortality
(except AIDS), internal migration (primacy of urban
lifestyle, growth of megacities), or international 
migration (multiplication of the number of countries
involved), as well as those linked to population aging
(including in the so-called developing countries). More
generally, it could be said that the conference missed a
perfect opportunity to examine the demographic prob-
lems of developing and developed countries jointly;
this synthesis could have brought their positions closer
and underscored future convergences, persisting 
differences, and the interdependencies and their 
consequences, especially in matters of international
migration. Once again, the global population problem
was addressed almost uniquely through that of devel-
oping countries, as though developed countries were

in no way involved. In any case, it becomes increas-
ingly difficult to justify this approach given the
growing homogeneity of demographic situations, 
and the increasing irrelevance, in this respect, of the
“developed countries” and “developing countries”
categories.

Finally, as Alison McIntosh and Jason Finkle (1995)
noticed, the participants at this conference, as at other
conferences of this type, tended to follow the current
political trend, to be “politically correct,” and therefore
focus on themes popular with public opinion. This
convergence is not surprising, and, as already men-
tioned, it reflects the diverse conference players’ ever-
growing participation in a global/worldwide society
that establishes universal behavioral norms in areas
such as population, as well as in the environment,
women’s status, childhood, and so forth (Meyer et al.,
1997). Alongside the United Nations and other inter-
national organizations where, traditionally, consensual
norms have been drawn up, particularly during the
last 20 years, NGOs have had a growing and some-
times competing role in the creation and 
diffusion of these same norms at the national and
international levels. As might be expected, the norms
promoted by NGOs are not neutral in relation to 
their countries of origin. They often reflect their
country’s ideologico-political choices, and the NGOs
influence depends directly on the power (at times
termed soft power in opposition to military or political
power, known as hard power) and influence enjoyed by
these same countries in the international arena (Boli
and Thomas, 1997). The media and experts, often
selected because they adhere to these norms, then dis-
seminate or elaborate these very norms, each in their
own way.

4. After the Cairo Conference: A
Preliminary Assessment

It is, of course, impossible to appraise in a definitive
way a still unfinished Program of Action; such an eval-
uation would, in any case, be delicate for a number of
reasons. One stems from the qualitative nature of
many recommended objectives. It is difficult to assess
whether these objectives have been reached entirely,
partially or, even, not at all. As for the quantitative
objectives, in the absence of evaluation methods like
those used for family planning programs, for example,
it is impossible to distinguish the effect specific to
Cairo programs from that of other measures which
would have been taken in any case, even without this
program, not to mention the intersecting influence of
different recommendations. Moreover, all countries do
not define the content of their population programs in
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the same way. By adopting the concept of reproductive
health, which broadens considerably traditional area
of application for population programs, it has become
even more difficult to obtain a precise and comparable
definition of population program content from the dif-
ferent players involved. Generally speaking, the exam-
ination and evaluation process was devised more to
verify the extent to which the accepted recommenda-
tions had or had not been implemented than to assess
their intrinsic effectiveness (United Nations, 1999).
During the Examination and Evaluation of Bucharest’s
Plan of Action in Cairo, it was clear that government
delegations, little used to the problems of evaluation,
were only superficially interested in the exercise
(United Nations, 1995c). Finally, the extent to which
these international programs were implemented
depended on how implicated the political leaders of
the countries involved were, and thus on how 
committed they were to the norms defined in the 
Cairo program. On this topic, in-depth surveys were
carried out in some countries (Bangladesh, Ghana,
Jordan, and Senegal); none could clearly indicate
whether the commitment displayed by these coun-
tries’ political leaders stemmed from their own volun-
tary adhesion to the program, or whether it reflected a
pragmatic attitude toward a program whose imple-
mentation would imply substantial financing (Luke
and Watkins, 2002).

As we have seen, one objective of large international
conferences is to convince governments and the other
players involved to make additional resources avail-
able; evaluating the financial resources unlocked by
these conferences, therefore, is one criteria of their
success or failure. It is possible to track the financial
resources allocated to population programs in the
years preceding and following the Cairo conference.
From 1993 to 2003, the amount of aid provided by
donor countries rose from 1.3 to 3.7 billion dollars
(loans not included). As with previous conferences,
however, it seems that the mobilization it stimulated
may not last. Some authors write of “cycles of atten-
tion” toward specific problems that determine the
degree to which public opinion and governments’
involvement are awakened, and thus the level of finan-
cial contributions (Schindlmayr, 2001). Also, the rising
anxiety among a growing number of donor countries
about a potential decline in their own population
seems to weaken their commitment by obliging them
to take an almost schizophrenic position at home and
abroad, and helps explain their decreasing interest.
Whatever the case, the figure of 5.7 billion dollars in
2000 is far from the one the Cairo conference was
looking for. It is nonetheless possible that more
funding has, in fact, been allocated to population pro-

grams as defined at Cairo, given variations in the def-
inition of such programs among the donor countries.
In this connection, it can be said that the allocation of
funds by type of activity has significantly evolved.
Family planning activities received only 461 million
dollars in 2003 against 723 in 1995. In contrast, activ-
ities related to reproductive health have increased
during the same period by 275% and those related to
the fight against AIDS by 1300% (United Nations,
2005). Until the Monterrey International Conference on
Financing for Development in 2002, a stagnation or a
downward trend of Official Development Assistance
(ODA) was observed. It seems that this conference and
the adoption in 2000 by the Members States of the
United Nations of the Objectives of Development for
the Millenium have reversed this trend. Thanks to the
commitment of a handful of donor countries, assis-
tance in the field of population has passed the thresh-
old of 2% of ODA to reach 4% in 2003. As a final point,
it is worth noting that contributions made by private
foundations and NGOs rose from 240 million dollars
in 1999 to 324 million dollars in 2003, and, in contrast
with ODA before Monterrey, was steadily growing
(United Nations, 2002). These contributions come 
principally from well-established American founda-
tions, as well as from more recent ones, such as the
MacArthur, William and Flora Hewlett, David and
Lucile Packard, Warren Buffett, William Gates (76
million dollars in 2001), and Ted Turner (one billion
dollars between 1997 and 2007) foundations. In addi-
tion to these contributions, donations made to a new
United Nations Fund for International Partners
(UNFIP) are partly committed to population programs
(United Nations, 2000a).

An assessment of population program funding
needs to underline the fact that more than two-thirds
of these programs receive funding from the national
budgets of developing countries. A recent United
Nations study estimated at 11 billion dollars the inter-
nal resources allocated by governments of developing
countries to population programs in 2003 (United
Nations, 2005). To this figure should be added 1.1
billion dollars contributed by private individuals,
bringing the total to 8.9 billion (United Nations, 2000a).
The majority of these funds are nonetheless concen-
trated in a few large countries, like India and China,
whereas other countries are not involved at all (e.g.,
countries of sub-Saharan Africa). Finally, public
funding predominates at the international and
national levels.

Beating all records in terms of its size and cost, the
Cairo conference appears to be the last in the decen-
nial cycle of large world population conferences
started at Bucharest in 1974. Faithfully reflecting the
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power struggles and contradictions of their times,
these conferences also acted as midwives, at times
unexpectedly, for programs that would influence 
population policy throughout the world. In 2004, a
modest cycle of conferences organized by United
Nations regional commissions, whose results will be
analyzed by the Population Commission (renamed the
Population and Development Commission since 1994),
ECOSOC, and, lastly, the United Nations General
Assembly, was all that was on offer. These activities are
only commemorative, rather than seeking to create a
new order, as was the case in Cairo in 1994.

Reflecting current priorities, a Global Commission
for International Migration was recently created,
jointly presided by a Swedish public figure and a
South African. This Commission will be modeled on
the World Commission on Environment and Develop-
ment whose efforts were published in 1987 as the
Bruntland Report. The majority of governments asked
about the direction this commission’s work should
take, and who responded to a United Nations Secre-
tary General questionnaire on the question, do not
appear to wish it to work on policy problems as 
such, and to have resolutions accepted that could put
constraints on member states (United Nations, 2003a).
This dual movement toward regionalization and 
sectorization undoubtedly signals the waning influ-
ence on the international stage of the Population
Movement, whose global political project had 
somewhat served the interests of environmental 
and feminist groups; it is also an adaptation, however,
to a new demographic reality characterized by an
extreme disparity in circumstances between countries
with fertility levels that are still very high, and the
growing number of countries in which fertility has
plummeted.

VI. THE FUTURE OF GLOBAL
POPULATION POLICY 

One thing is almost certain about the place of pop-
ulation questions on the national and international
political stage in the future: they are not about to dis-
appear. The growth, composition, and movement of
populations will always raise policy questions, but
two fundamental changes will make it compulsory,
among others things, to create new solutions. The first
concerns the political, economic, and cultural context,
transformed by a globalization whose effects we are
only just beginning to see. Extending far beyond its
most visible economic, technical, and cultural conse-
quences, the latter “from then on inserts social facts
[and thus demographic ones] in a causal chain whose

point of departure is global, not local”2 (Laidi, 1998; p.
95). It would be astonishing if globalization did not
elicit, nationally or regionally, the same contradictory
reaction in the realm of population as has been
observed in other areas. The second change involves
the complete transformation of demographic perspec-
tive offered at the dawn of the 21st century. After
decades spent mobilizing national and international
forces in the attempt to curb a population growth
feared out of control and thus prepare for a population
explosion, the international community now finds
itself facing a radically different demographic evolu-
tion, dominated by the extraordinary prospect, in the
not too distant future, of a stable, or even declining,
world population and, in particular, by the uncertain-
ties of what the post-transition period may bring (see
Chapter 69).

We will distinguish between two time horizons: the
near future of a single generation and the more distant
one of two generations (2025–2050).

1. A Single Generation’s Time Horizon
(2000–2025)

Although fertility levels as a whole continue to con-
verge toward ever lower levels more quickly than
expected, the period is nonetheless one of enormous
variability, where populations whose fertility has not
yet fallen or has just begun to, such as some West
African countries, will survive for some time alongside
a rising number of populations with a TFR close to 2.1
children per woman, and even populations where it
barely reaches 1.2 children per woman (like Italy and
Russia). Over the last few years a new element of vari-
ability has emerged, one which remains a constant
source of astonishment: the evolution of mortality. In
a growing percentage of world population, mortality
has stopped decreasing, or is actually rising (see
Chapter 69). This turnabout in a tendency that we
believed achieved is all the more paradoxical in that it
is occurring during a period of peace, and in countries
as diverse as Russia and Botswana.

It is also the ultimate period of enormous growth in
absolute numbers, however: according to the United
Nations projections’ medium scenario, the population
will still grow by 2.8 billion between 2000 and 2050
(United Nations 2003b). Increasingly concentrated in
part of the Third World, nonetheless, this growth
diminishes rapidly, with an increase of 1.7 billion pre-
dicted for the first quarter of the century compared
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with 1.1 billion in the second quarter. Future popula-
tion growth in the former Third World is characterized
not only by its changing rhythm, but especially by
changes in the growth components which have policy
implications.

First, given the future distribution of populations 
in the process of transition, the relative weight of 
different growth components (fertility and mortality
evolution, inertial effects from age structure) will 
not be identical to that of the previous century. 
With the exception of sub-Saharan Africa, where fer-
tility is still very high, the age structure of the popu-
lation of reproductive age will be the principal
component of future Third World growth. Mortality
and fertility decline will be in second and third place,
respectively.

Among countries where the transition has barely
begun, where the TFR still hovers around 5 or 6 chil-
dren per woman (24% of the global population), the
task will inevitably be to jumpstart it, or speed it up.
In the 49 least developed countries, most of which are
found in sub-Saharan Africa, the medium scenario of
the most recent United Nations projections indicates
that the TFR of 5.5 children per women in 1995–2000
will still be at 3.7 in 2020–2025, and 2.5 in 2045–2050
(United Nations, 2003b). Together with a few South
Asian countries, sub-Saharan Africa is thus family
planning’s final frontier (Caldwell, 2002). For this sub-
continent, the question is to know whether the Cairo
strategy, with its call for a coherent and dynamic civil
society and a State capable of providing a panoply of
social services, is well adapted to the region’s circum-
stances, where family planning programs have still not
been systematically implemented or, where they have
been, have not met with great success. Geoffrey Mc-
Nicoll (1995) stresses that part of Asia’s success with
demographic policy can be put down to the presence
of strong governments in the region; this is not the case
in Africa. Furthermore, even supposing that interna-
tional aid is available, it cannot totally replace national
involvement, as the experience of other countries has
shown. It should also not be forgotten that the AIDS
epidemic is particularly violent in the region and that
it is unlikely it will be curbed within the given time
horizon.

In countries where the TFR is midway (23% of
world population), the task remains to bring fertility
decline to completion. International aid and continu-
ing attention given to their problems may play a deci-
sive role in making it possible for them to reach the
reproduction replacement level of 2.1 children per
woman toward 2030–2035, as the United Nations pro-
jections’ medium scenario suggests. As we have seen,
however, this aid is more uncertain than in the past.

Third World countries in which the TFR is already
close to 2.1 children per woman will continue to grow,
given the growth potential accumulated within the age
structures in the course of the decades following the
end of World War II. In countries viewing this growth
as excessive, it will no doubt be interesting to experi-
ment, at the practical level, with measures aiming to
restrict growth linked to the structure of their popula-
tion of reproductive age, such as incentives to increase
the average age at motherhood (Bongaarts, 1994). Fur-
thermore, as the example of countries like South Korea
shows, we will undoubtedly witness the gradual with-
drawal of the State from support for family planning
programs, with contraception increasingly entering
into the private sphere.

The final growth wave of almost 3 billion will be a
population qualitatively very different from that of the
previous century. Restructuring certain population
characteristics, such as education levels, labor force
involvement, type of employment, and place of resi-
dence will trigger radical changes, in addition to the
evolution of population numbers between 2000 and
2050. The new generations will be composed of 
individuals who are mostly literate or even more
(especially women), living primarily in the city, some
in gigantic urban sprawls. Most are likely to have
swapped their ancestral rural values for new urban
ones. This new population wave will therefore display
very different characteristics from those of the earlier
waves that swelled world population during the
second half of the 20th century, and which included a
high percentage of uneducated rural dwellers. In all
probability, the demographic behavior of this new
wave will reflect that of a population exposed to
modern information systems, more open to the world
and more likely to accept new norms concerning
family and women’s status.

A tendency to worry about population decline is
gradually resurfacing among wealthy nations today, as
we have seen. The medium scenario of the United
Nations projections suggests that the European popu-
lation (including the Eastern European countries and
Russia) should decline by only 4% between 2000 and
2025 and by 9% between 2000 and 2050. These estima-
tions may result from the excessively optimistic fertil-
ity hypothesis selected, one assuming an increase to
1.85 children per woman by 2050. Skilled observers of
European demography like Thomas Frejka and Ron
Lestaeghe believe, on the contrary, that fertility decline
is neither temporary nor merely the result of a timing
effect (Lesthaeghe and Willems, 1999; Ross and Frejka,
2001). Unworried by their own population, the per-
ception of donor countries had been dominated by
anxiety over too rapid population growth in the Third
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World. Little by little this perception has changed rad-
ically; the rich countries are now reassured about Third
World demographic evolution but starting to be con-
cerned about their own. The prospect of seeing popu-
lations like that of Italy declining by 20% by 2050, or
that of Russia by 50%, could not but spur their gov-
ernments into action. (Incidentally, corresponding to
the United Nations medium variant, these estimates
are on the optimistic side for these countries.)

To tackle their declining population, three types of
intervention can be envisaged. First, actions designed
to act on fertility levels are likely to be inspired by 
the Swedish model’s cocktail of measures, with the
emphasis placed on taking collective responsibility 
for a more or less substantial part of women’s tasks;
also included will be institutional reforms affecting
intergenerational relationships, such as taking more
account of the number of children in pension calcula-
tions than is done at present. It is interesting to note
that, both in developed countries where fertility has
plummeted and in Third World countries where it is
still high, women are at the centre of political strate-
gies for fertility regulation. Liberated from certain eco-
nomic and social constraints by policies designed to
meet a variety of ends, women seem to be expected to
bring their reproductive behavior in line with the col-
lective good. In a certain way, they have become the
“invisible hand” of the 21st century.

The second type of intervention concerns interna-
tional migration. While migrations that help regulate
the labour force are tolerated relatively well, this is not
the case for what is known as replacement migration,
even if its only aim is to slow down population decline.
The type of migration that could be envisaged as a
remedy for population aging is unlikely to be imple-
mented given the size of population flows needed.
Effective or not at the demographic level, international
migration holds a privileged place on the international
political agenda because of the tensions it arouses
within and between countries. The Global Commis-
sion on International Migration, mentioned above, can
play an influential role in waking the international
community up to the size of the problems international
migrations are already creating and, especially, those
they will create with a globalization movement that
cannot be limited to the circulation of material or
immaterial goods alone.

Finally, in third place, there exists a type of political
route to reach desired population size, a kind of “col-
lective demographic insurance system.” By this is
meant the constitution of large population clusters
through the union of independent countries. Forming
these supranational entities makes it possible to tran-
scend the demographic shrinkage of national bound-

aries. With demographic giants like Brazil and China
catching up economically and technically, population
size confers an advantage equivalent to that offered 
by strategic depth. This “demographic depth” thus
becomes today an indispensable factor in the race for
economic and geopolitical power. The current period,
with globalisation as its dominant theme, has wit-
nessed the birth of the European Union, whose popu-
lation, in its present form of 25 countries, ranked below
that of China and India but above that of the United
States and even above that of NAFTA (the North
American Free Trade Association, which includes the
United States, Mexico, and Canada). In the long run,
the community institution specialists are already
working with the vision of a European Union
expanded to include 30 members. It would be naïve
nevertheless to assume that this changing geography
could remain unilateral: NAFTA has the possibility to
expand into South America.

For the first time, however, anxiety surrounding
population decline is no longer confined to European
countries. In former Third World countries like 
Singapore, we have witnessed an extraordinarily rapid
turnabout in the government’s position compared
with the delayed reaction of European nations who
found themselves in the same situation: within the
space of a few years, from being antinatalist, the
country became pronatalist (see Chapter 103, this
volume). A reaction typical of countries in which fer-
tility is considered too low, the growing role of inter-
national migration has started to seriously preoccupy
countries like South Korea or Malaysia. Japan, the
country with the famous Eugenic Protection Law of
1948, is reflecting on the consequences of its aging and
future demographic decline. We can thus expect to see
these countries take political action similar to that
taken by European governments who had to deal with
the problems associated with plunging fertility levels
some time before them.

Population aging is among the problems linked to
the rapid evolution of fertility and, to a lesser degree,
mortality (see Chapters 68 and 69). The abrupt drop in
fertility (instances of a transition from 6 to 2 children
in the space of a single generation are not uncommon
among developing countries, whereas the same evo-
lution required two to five generations in industrial-
ized nations) will bring about a structurally different
population aging process (primarily through contrac-
tion at the base of the pyramid and, second, by extend-
ing life expectancy at advanced ages); more 
particularly, the process will be much faster than in
European countries, leaving the economic and social
structures of these countries without the time to adapt
to it, and their economies unable to release the neces-
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sary resources. This evolution will especially affect
East Asian countries, the first to enter the transition,
especially giants like China, and then the Latin
America countries that followed, and contrary to what
is indicated in the Cairo Programme of Action (par.
6–16), the population aged 60 and over in these coun-
tries is not composed in its great majority of women
since, in 2000, men represented 46% of this age group
(Knodel and Oldestal, 2003). Aging is a truly 
universal phenomenon, and we should not forget 
that it will continue in industrialized countries. The
North and South will experience its consequences very
unequally, however, because of differences in eco-
nomic wealth and variations in the speed of demo-
graphic change. According to the United Nations, the
proportion of the population over the age of 65 years
in developing countries will exceed that of children
under 5 years in 2020 (United Nation, 2003b; see also
Chapter 77). This inversion of the population
pyramid’s profile in an exceptionally short space of
time will have many consequences for Third World
societies, for example, with respect to health policy.
Among causes of death in Third World countries, the
tendency today is still to assign the greatest weight to
infectious diseases although, except in Africa, degen-
erative diseases have already become the most impor-
tant cause of death. Their weight will increase further
as populations age. In countries with few financial and
human resources, the battle against these diseases will
encounter considerable difficulties. This means that all
international aid policies in the spheres of health and
population, up to now centred on early child mortal-
ity and high maternal fertility, need to be rethought
(Raymond, 2003).

2. A Two-Generation Time Horizon

At the 2025 time horizon, predicted demographic
events involve a global population, the vast majority
of whom are already born today; this is evidently not
the case for 2050, however, and wider margins of error
need to be taken account of with the extension of 
projection period (see Chapter 77).

According to the United Nations projections’
medium scenario, the global demographic transition
should be complete toward the middle of the century,
when the average level of fertility equal to that strictly
necessary for generation replacement–2.1 children per
woman—will be reached (United Nations, 2003b). This
average figure, however, is obtained by combining the
fertility of 16% of the population with a TFR still supe-
rior to 2.1 (mostly that of least developed countries)
with that of the 84% of countries with below replace-
ment level fertility. It is unlikely that governments of
these countries, or at least those where fertility had

dropped the most or for the longest, will resign them-
selves to see their population disappear without
making any attempt to prevent it. In such circum-
stances, the population question may once again
become a cause of international tension. Pronatal poli-
cies implemented unilaterally, and not only in today’s
industrialized nations, could jeopardize the perspec-
tive of world population stabilization, which most
governments undoubtedly find acceptable.

It is easy to foresee enormous difficulties with the
coordination, at the international level, of new probirth
policies that are national, or at best regional, in nature
(Harbinson and Robinson, 2002). No existing interna-
tional power has the legal and fiscal power necessary
to implement probirth policies, and it is obviously
impossible to say whether such a power will exist in
the future. Consequently, an essential task for the inter-
national community will be to reach a new consensus
about a demographic objective acceptable to all, 
such as that of a world population stabilized at the
level reached at the end of this century. A programmed
decline would not attract much support because of 
the contradictory interests it would put at stake. 
An international laissez-faire, on the other hand, could
lead to demographic fluctuations resulting from an
anarchic, or inopportune implementation of popula-
tion policies, or quite simply from fashionable demo-
graphic behaviors.

CONCLUSION

Over the last 50 years, demographic evolution has
been a part of the broad movement toward global
modernization. What differentiates it from other areas
also undergoing this modernization process, such as
education or health, where from the start there was
consensus about their aim of improving services, is
that during the two decades following World War II
much effort had to be put into creating consensus
around a major objective of population policy: fertility
reduction. This search for consensus was not obvious,
given the mixed memories left by pronatal population
policies that were implemented in several countries
during the period between the two wars and some-
times smacked of eugenics (see Chapter 100, this
volume). Furthermore, during the next three decades,
it required great persistence and ingenuity to elaborate
family planning programmes, a field in which little or
no previous experience existed.

There was, and still is, no shortage of criticisms and
doubts about the effectiveness of these programs,
whatever form they have taken through time. A
substantial literature on the topic exists. Suffice it to
say, at this point, that intervention from the United
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Nations, then from governments, NGOs, and the
media, have aroused an influential current of interna-
tional opinion that has greatly contributed not only to
legitimizing new norms of reproductive behavior, but
also to making them desirable.

As already noted, two main actors took the initia-
tive in mobilising the international community in a
unique way; first, the Population Movement (born and
nourished in the United States and, to a lesser extent,
in Scandinavia), and second, the United Nations. To
the former goes the credit for conceptualising the need
for action, for raising awareness, and for initiating the
first programs; to the second, for legitimising it in the
eyes of the international community, as both a human
right and a condition for development, and for con-
tributing substantially to its implementation, both
financially and technically. The United Nations could
be criticised, however, for not taking a harder line with
countries implementing policies whose coercive
nature violated the very principles and rights the
United Nations were supposed to be promoting. The
organization could also be pulled up for ceding too
often to pressure from the Population Movement, who
viewed the global population problem as an exclu-
sively Third World issue, ignoring that posed by 
populations in industrialized countries. Thus was
destroyed a unique opportunity to prepare the inter-
national community for the truly universal and
prospective vision on population questions that would
be needed in subsequent decades.

Between Bucharest and Cairo—the greatest period
of mobilization within the international community—
the ideological, economic, and demographic context
changed radically. It was only natural, therefore, 
that the Cairo document reflect these changes and
suggest new strategies. In 20 years, one of the most
important changes on the international stage, and one
which may be the most influential in the area of pop-
ulation given its secular association with the State, was
the challenge to the State’s role as sole player in devel-
opment, particularly in the Third World. The State of
today has ceased to enjoy its privileged position and,
as in Cairo, has to compete with new actors, individu-
als, civil society, and the NGOs that represent it, as well
as with representatives of religious forces, something
it finds more difficult to allow. Part of the social and
economic responsibilities of a strong state, as under-
stood during the last decades—to guide society
toward economic development and the demographic
transition with a firm hand—had been transferred to
representatives of civil society (NGOs, local author-
ities, etc.) or entrusted to market forces. Paradoxically,
however, this reduced state continues to be seen as an
inescapable provider of social services in the most
diverse spheres, with reproductive health, education,

promotion of women, and the like among the most
important.

The second change, evidently linked to this con-
traction of the state’s role, is the emergence or 
reinforcement of transnational players, such as 
international NGOs. Their influence was highlighted
especially in the section dealing with the Cairo con-
ference and its preparation. This is only the most
visible aspect of their role at the United Nations,
however. In fact, by gaining the status of observers
within UN deliberative bodies, they are in a position
to circulate their own proposals, and intervene in the
debates under certain conditions: in a word, to lobby
in order to advance their programs, their ideas, and the
norms and values they stand for. Their lobbying is all
the more effective given that, recently, some govern-
ment delegations have decided to include representa-
tives of these NGOs. Finally, NGOs possess their own
transnational networks, making their presence felt
almost everywhere.

The third change bears on the way in which popu-
lation policy has been justified. Neo-liberal ideology
triumphed, as mentioned, just as new players were
appearing on the international stage, with different
objectives from those at the forefront in the 1970s. As
a result of these transformations, earlier macro-
economic justifications were more speedily abandoned
in favour of humanitarian ones, among which repro-
ductive health is a good example. As it is impossible
to bypass macro-economic rationalisations entirely in
the political sphere, an attempt was made to replace
the old macro-economic justifications with new envi-
ronmental ones; arising out of thinking on the condi-
tions for durable development or sustained growth,
they were not always obvious to operationalise, as we
have seen. Despite these efforts, the new programs
adopted in Cairo are, above all, humanitarian ones that
clearly differentiate them from those adopted at pre-
vious conferences. As programs with an essentially
humanitarian calling, however, they risk having to
compete with numerous other humanitarian programs
which, in some cases, could have demographic effects.
Unfortunately, this reorientation is occurring at a time
when the slowdown in global population growth, and,
in particular, the prospect of population decline in a
growing number of countries—often donor coun-
tries—may modify their priorities with respect to
family planning program funding.

As we have seen, the fourth change concerns the
increasing speed at which universal social and demo-
graphic norms are diffused and adopted. In recent
years, countries as different politically, economically,
and culturally (especially with regard to women’s
status) as Brazil, Turkey, and Vietnam, for example,
embraced the reduced family size norm (two children)
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in a remarkably short space of time compared with the
experience in Europe; this duration continues to shrink
in the most recent countries to enter the demographic
transition. The demographic transition seems to have
freed itself from certain of the initial model’s con-
straints. It is drawn along by the vast modernization
movement within societies, itself accelerated by the
recent globalisation phenomenon that fuels the diffu-
sion of types of behavior until then limited to the most
developed countries.

This is the new context within which future demo-
graphic evolution, and the inevitable political reac-
tions it arouses, will take place. With the end of the
transition toward the middle of the century, and world
population potentially stabilized by 2075, we will
witness a vast demographic transformation that will
radically alter the international demographic scene
and, more generally, our perception of population
issues. Only 10 years ago, such a rapid evolution
would have appeared utopian. In 1992, as mentioned,
the United Nations did not predict stabilization before
2100 (United Nations, 1992). The transition may end
sooner than expected, however, and may also spell 
the entry into unknown territories that will have to 
be explored without the precious guide provided by
the transition’s theoretical schema (see Chapter 69).
The post-transition era opens up all kinds of possibil-
ities, such as global population stability at the level
achieved before the end of this century, gradual
decline, or fluctuations around a point of equilibrium
constantly pushed forward (see Chapter 78).

Before reaching that point, the international com-
munity is likely to have to manage extremely diverse
demographic situations, characterised by fast growth
in a minority of countries and by population decline
in an increasing number of them. Like any period of
rapid change, this may also prove to be a time of great
tension, and a return to state intervention in countries
concerned by an uncertain demographic future is
probable. It will also be a crucial period, allowing the
international community to prepare for the post-
transition period. As happened in the 1960s and 1970s,
a new consensus needs to be created around a univer-
sally acceptable demographic goal, and international
institutional mechanisms must be designed to reach it.
Whether or not this new consensus will be instigated
through the efforts of a new Population Movement, only
the future will tell.
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S E C T I O N  

II

OBSERVATION, AUXILIARY
METHODS, TEACHING 

AND RESEARCH
Introduction

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

This is the final section of Demography: Analysis and Synthesis. Volume I, Section I
looked at the central study of the discipline—the in-built mechanisms of population
dynamics. Volumes I, Section II, and Volume II went on to address the determinants of
the three big forces of population change—fertility, mortality and migration. Volume
III, Section I drew on all this groundwork to paint a broad panorama of the historical
and geographical forces behind population processes and sketch out prospective future
medium and long term trends. Volume III, Section II then examined the biological, eco-
nomic, social and political consequences of demographic changes and, more generally,
the big issues facing society on the cusp of these changes. Volume IV, Section I, on popu-
lation thought and policies, considered whether society ought to and can act to shape
the course of demographic processes, and with what likelihood of success.

While all the big issues of population dynamics had arguably been touched on over
those seven volumes, there was nevertheless thought to be a useful purpose in adding
an eighth volume given over to a number of matters which either did not fit into or
had been broached only to a very small extent or in passing within the closely-ordered
framework of the previous seven.

This section in fact does three quite different things. It first sets out to give a more
systematic overview of an overarching issue in demographic research: data sources and
quality, and how to maximize the use of defective sources. It was thought that this key
topic was best placed at the end of the work where readers might find a greater rele-
vance in it after having explored the issues involved through those of the analyses done
in the first 3 volumes. Then, some explanation was also needed of a number of analyt-
ical tools borrowed from other disciplines that are either extensively used in demogra-
phy, or have become sufficiently specific to it to warrant inclusion in a treatise on



demography. Nor, obviously, could the final word be said without some specific con-
sideration of the discipline itself: its history, how it is taught, and trends in current
research. Although each of these merited a separate small volume to itself, the choice
was made to consolidate them in a single volume since, to some extent, they work across
boundaries in the discipline, from three different angles: sources, the methodological
input of other disciplines, and the historical dynamic of the discipline from the very
beginnings to the issues for the 21st century.

Part One, Observation Systems and Indirect Estimation Methods, gives the neces-
sary overviews of two aspects that recurred in each preceding volume, but only ever
tangentially and never fully, in relation to discussion of whether a particular analysis
could be done using available data, or whether specific data needed to be collected, or
indirect estimation techniques used, without ever touching on demographic data col-
lection as such, or the processing of imperfect data. Six chapters are devoted to data
collection: the first gives an ordered overview of the different data sources, while the
other five each address a more specific aspect that seemed to require a more particular
focus here. A further three chapters look at the analysis of imperfect data, with partic-
ular reference to the specific requirements of historical demography in one case, and
those of developing countries in another.

Part Two, Statistical Analyses, Specific Tools and Qualitative Approaches, brings
together a number of methods that are auxiliary or supplementary to demography and
are either simply borrowed from other disciplines, or the result of recent developments
in particular methods which, while not entirely unconnected with demography,
evolved out of (or are being developed from) exposure to approaches prompted by
other disciplines. They cover a wide range of different standpoints from the philo-
sophy of science to the most practical statistical methods. There are three main focal
points to this section: qualitative approaches, statistical tools and the outputs of indi-
vidual data analysis.

Part Three, History of Demographic Science, Teaching and Research, offers a
panorama of the history of demographic science, from the pioneers who invented it up
to those who much later named it and gave it structure. It will also give thought to
developments in how the discipline is taught, and in the production of teaching aids,
from treatises on demography through learning materials up to computer programs. It
concludes with a review of recent and current research, and the small community of
demographers as it prepares to confront the scientific challenges of the 21st century.
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P A R T  

I

OBSERVATION SYSTEMS AND
INDIRECT ESTIMATION METHODS

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

As stated in the introduction to this section, this first part aims to give a more sys-
tematic overview of an issue that is of overarching importance to demographic research,
but tends to deter readers not motivated by having a basic knowledge of how signifi-
cant the outcomes of an analysis of adequate data can be. Investigating existing sources
or having to contrive and develop a complete set of new data presupposes having a
research purpose in mind, whence the decision to leave the topic until the very end.
The issue of data that can be used or needs to be collected has certainly been touched
on in the previous volumes, in particular when it dictated the kind of analysis proposed
or could bias the results, but never more than to a minor extent and in passing, dealing
only with what was strictly necessary for the purpose of the specific chapter topic,
without ever discussing demographic data collection proper. It is now dealt with in six
general and specific chapters in this volume. Furthermore, a substantial proportion of
demographic data may be incomplete or defective, and this raises particular and often
awkward issues for analysts. This is considered in the remaining three chapters.

The section on demographic data collection opens with chapter 121, in which
Dominique Tabutin gives an overview of demographic data collection tools, whether
from mainly administrative sources, where demographers tend to have little direct
involvement in their production, the two most traditional sets being vital registration
and population census statistics, or data that more or less directly address demographic
research issues, usually obtained through specific surveys, not forgetting all the other
forms of collection ranging from simple administrative files to the most complex con-
tinuous recording systems, and to the possible linkage of data sources.

The following five chapters then focus on particular aspects of demographic data
collection, which may be specific either to the research topic, or to the methods of 
collection. When evaluating Volume II in Section II, on the determinants of migration,
the INED publications editorial committee pressed for a specific, in-depth discussion



on data collection for the analysis of migration to be included in this treatise. This valid
idea is therefore addressed here in two chapters on observation and concepts in inter-
nal migration (chapter 122, by Brigitte Baccaïni) and in international migration (chapter
123, by Corrado Bonifazi and Salvatore Strozza).

Chapter 124 deals with a very specific method of collection devised purely in
response to prompting from researchers (demographers, epidemiologists and public
health specialists) in a bid to remedy the lack or serious failings of more traditional
sources, through the long-term systematic and continuous collection of all the data
essential to gaining a knowledge of a comprehensively-observed small population.
Gilles Pison examines the specific benefits and limitations of demographic surveillance
sites, which, on the restricted and, of course, non-representative, territory that they
cover, in fact go well beyond simply making good the gaps in vital registration records
and censuses.

Finally, in chapter 125, Viviana Egidi and Patrick Festy address the many facets of
comparability of international demographic statistics, the desirable harmonization of
which faces problems that may be insurmountable without a compromise between
comparability and data quality.

Part One concludes with three other chapters dealing with methods that demogra-
phers often need to use as a “get-around” to extract meaningful, not overly-biased, con-
clusions from data that are incomplete, insufficient or of doubtful quality. Two areas in
which specific demographic formulae have been applied—historical demography and
the indirect estimation of basic demographic indicators for populations (initially in
developing countries) for which only imperfect data are available—have expanded
remarkably in recent decades, and their value is not set to decline anytime soon.

In Chapter 126, Lorenzo Del Panta, Rosella Rettaroli and Paul-André Rosental look
at specific methods in historical demography where direct investigation of now-defunct
populations is impossible, and so any means available must be used to try and recon-
struct population statistics from a very wide range of often fairly deficient sources.
Some, like the old parish registers of Europe, are not far-removed from our present-day
systems of vital registration (although sometimes very incomplete), but were only very
seldom or partially investigated in their time as a source of demographic data. Their
statistical exploitation must therefore be done ex post, usually by sampling to limit
costs. But this kind of source is far from historically or geographically universal. The
historical demographer has therefore to take into account the paucity of data and the
many pitfalls of all kinds from other entirely discrete sources. Consider, then, the plight
of the pre-historical demographer!

The indirect estimation of demographic indicators proper ranges, at least in theory,
across a field even wider than that of historical demographers, who may at times be
able to make as valid use of it as the specialists in developing country demography, by
and for whom it was developed, and may also prove useful in the context of countries
with highly developed statistical records to address certain particular issues. On the
other hand, it is technically far more specific to a particular problem: can indirect obser-
vations be used as basis for making any (or more reliable) estimations of demographic
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indicators that cannot be calculated at all, or with sufficient reliability, due to the lack
or inadequacy of direct observations? Kenneth Hill considers this in chapter 127.

Finally, in chapter 128, Josianne Duchêne looks at the history of model life tables,
and examines the different means of constructing model life table networks. This spe-
cific tool of demography, which is equally essential to the development of indirect esti-
mation methods and the specific reconstructions of historical demography, has its own
more general scope, not least of which is framing population projections.
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Every science is based on observation, on 
collecting new data or assembling available data.
Demography is no exception to this rule: there is no
demography without data, nor are there data without
information systems, data sources or data collection
methods.

After some brief general remarks on observation 
in demography (history, position, role), each of the 
major existing systems will be presented here: 
continuous registration (civil registration data, popu-
lation registers and laboratories), censuses (of 
which there are currently various types), surveys (of
varying natures and procedures), without forgetting to
include remote sensing, administrative information
systems, and qualitative approaches. The advantages
and limitations of each system will be discussed and
the latest methodological developments will be men-
tioned, both in developed countries and developing
countries.

However, this chapter will only discuss the obser-
vation of population phenomena (structure, fertility
and nuptiality, mortality and morbidity, and migra-
tion), thus excluding, due to lack of space, purely
health and socioeconomic information systems. More-
over, the diversity of methods and the variety of prob-
lems are so considerable that we will simplify and
summarize them as much as possible in order to make
the synthesis as readable as possible.1

I. FROM OBSERVATION TO ANALYSIS

At the beginning of any research, researchers find
themselves faced with a vague reality, especially if 
the subject or issue under consideration is new. They
perceive it subjectively through a prism of varying
degrees of deformity, depending on their a priori,
culture, ideology, and experience, even though, as
privileged and well-informed observers, they try to
understand and measure in as objective and neutral a
way as possible (Fig. 121–1). To define it, they should
gather new data or make a selection from the obser-
vations already made by others. The data collection
strategy should be well thought out before being oper-
ationalized according to precise objectives and accord-
ing to the hypotheses to be verified. The hypotheses
may be imagined or result from the existing theoreti-
cal corpus.

These three major phases of collecting raw data,
producing and monitoring the indicators (rates, etc.),
as well as modeling and causal research, are interde-
pendent within the scientific process, even if they
follow one another chronologically at the operational
level. Data collection precedes analysis, analysis
depends on collected material and it is therefore essen-
tial that the information system is set up (a survey for
example) or that the selection of existing data be
organized according to the hypotheses or types of
analysis clearly stated at the beginning.2 In other
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the bibliography.
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by researchers such as lengthy waiting time for results and financial
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words, strategies for the collection of data and analyses
should be well thought out and integrated at the beginning
of any study.

II. HISTORY AND ROLE OF
OBSERVATION IN DEMOGRAPHY

1. A Brief History

More so than statistics in the general sense, scien-
tific observation in demography has only a brief
history, even though before the appearance of the term
demography (Guillard, 1855), and the constitution of
a real technical corpus (20th century), a number of
sources and collection operations useful to the subject
had come into being. The majority of these were of an
administrative nature, with frequently fiscal objectives
and limited geographic coverage.

The first population enumerations go back to Early
Antiquity (Mesopotamia, China, India, etc.), and the

era of the first large centralizing empires (Tabutin,
1984b; Hecht, 1977; Vilquin, 1983; Dupaquier et al.,
1985). In Europe, the Middle Ages was a period of
eclipse, but it was with the mercantile system and 
the formation of states and centralized governments
that the need to measure the population reappeared:
surveys and censuses increased from the middle of the
17th century with mainly fiscal objectives. It was only
at the end of the 18th and the beginning of the 19th
century that we moved “from administrative observation
to scientific observation” according to Louis Henry
(1963). In Europe, the first real national censuses were
mostly carried out during the 19th century3 and their
history is even more recent in the rest of the world.
Apart from some countries under English rule, where
censuses were organized from the end of the 19th
century (1872 in India, 1881 in Pakistan), in most Latin
American countries the first censuses were carried out
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FIGURE 121–1 From reality to observation and analysis.
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in 1900, 1910, or 1920. In the remaining Latin 
American countries and in Asia this only occurred
after World War II, and in a considerable number of
sub-Saharan African countries it did not happen until
the 1970s.

In Christian Europe, parish registers were the origin
of modern civil registration data. From the middle of 
the 16th century,4 parish priests were to some extent
obliged to keep records of baptisms, marriages, and
burials, for accounting purposes and as legal proof (of
religion and affiliations). Seldom exhaustive before the
18th century, these records are nevertheless the basis 
for many reconstructions of local population history.
However, as was the case for censuses, modern civil
registration systems did not cover the whole of Europe
or leave the hands of the Church for those of the 
state5 until the end of the 18th century. In parallel, the
Netherlands (in 1829) and Belgium (in 1856) set up 
the first population registers. In developing countries,
the history of civil registration data is entirely differ-
ent: even though the obligation to register sometimes
dates back to the 19th century (1884 in Brazil, 1882 in
Algeria), it was rarely aimed, in the beginning, at the
whole population, and in many countries the system
did not really begin to be developed until the 1950s or
1960s, while to date the coverage rate for civil regis-
tration data records remains very poor in a consider-
able number of cases (notably in sub-Saharan Africa
and South Asia).

Although the theoretical foundations of the demo-
graphic survey of representative samples of the 
population was established during the 18th century,
resulting from the development of the theory of prob-
ability, there were hardly any concrete applications 
to social science before 1910.6 In demography, this
method was only really adopted after the World War
II, initially in developed countries, to supplement data
taken from civil registration, followed quite rapidly by
developing countries to make up for the shortcomings
of the civil registration data or instead of censuses, but
also as an independent source of information—in par-
ticular on practices and attitudes regarding fertility.
Today, it has become a major source of information in

population research, and in many developing coun-
tries is even the main source.

2. Status of Observation in 
Population Science

Demography has a historical specificity: for a long
time, observation was mainly carried out by adminis-
trative bodies (statistical offices, ministries) without
any particular relationship to universities or research.
These bodies had a near monopoly on observation,
while in other scientific areas, as Louis Henry (1963)
wrote: “theoretical considerations, observation, analysis,
and education are closely linked, if only because the same
person considers, observes, analyses, and educates.” In
demography, teaching and research are, as a result of
this, developed in universities,7 cut off from observa-
tion, or, in any case, with little influence on it. The sit-
uation has obviously changed and the separation is
less distinct than it was at one time: because of their
main objectives, censuses, civil registration systems,
and population registers still depend on the adminis-
tration (they are even sometimes called administrative
sources), but the relationship between those who
produce the data and those who analyze them has
become closer and has improved: statistical monopoly
(or the idea of a monopoly) has lessened and cooper-
ation between administration, research, and education
has developed considerably, both at the level of dia-
logue on concepts and methods, and with regard to
access to data and circulation of results. Not only 
does this trend fulfill the increasing needs of the
administration and the government for information to
be as objective as possible, which only a rigorous sci-
entific approach can provide, but it has been signifi-
cantly strengthened by the growing importance of
survey methods which, while being more complex, are
also lighter and less expensive than the traditional
sources and the nearly endless growth in the 
analytical capabilities provided by the computer revo-
lution. These developments certainly do not occur at
the same time or at the same rhythm, but the trend is
a general one.

Despite all this, researchers in demography retain
less control over their observation sources, and the
problems associated with data collection methods is
not their main concern. To achieve the scientific recog-
nition of their peers in demography it is better to be an
analyst or a theorist than a specialist in data collection.
This is verified by the low number of articles on obser-
vation published in international journals and the near
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4 1539 in France, 1538 in England, 1563 in Belgium. See, among
others, for the history of parish registers: Guillaume and Poussou,
1970.

5 Here again, the Scandinavian countries (Finland, Norway,
Sweden and Denmark) were pioneers, as their national systems
were constituted around 1730. In France, parish registers were
replaced by civil registers in 1792. In the United States, the system
was implemented in the whole of the Federation in 1841.

6 Arthur L. Bowley in 1913 was the first to use the survey method
for a sociological study on the condition of the working class in five
English towns.

7 Except, for example, in France where it is mainly carried out at
the Institut national d’études démographiques (INED).



absence of this issue in international conferences.8

This is particularly true in developed countries where
researcher-demographers frequently remain far from
the field.9 The problem is represented differently in
developing countries, where administrative sources
are rare and sometimes poor and where surveys are all
the more numerous as researchers must frequently
create their own collection tool: designing question-
naires, checking the quality of information, and adjust-
ing incomplete data are all part of their daily work.
Here the risk for the researcher is to be monopolized
by data collection and not concerned enough with
detailed analyses.

3. The Dependence of 
Developing Countries with Regard to

Information Systems

Each developed country controls its population
information system, determines its budget, priorities,
the periodicity of activities, etc. There is a certain hetero-
geneity within a region such as Europe. In developing
countries, even though the situations vary, few coun-
tries, particularly among the poorest ones, have the
means to carry out large-scale data collection with their
own funds. The majority depend largely (and some-
times completely) on international donors or bilateral
partners, international data collection programmes
(such as the World Fertility Survey of the 1970s, or the
Demographic and Health Surveys of the 1980s and
1990s). This financial dependence, which in itself results
in considerable scientific dependence, increases with the
cost of operations and economic inequalities. In these
conditions, how is it possible to establish a national
medium- and long-term collection strategy?

III. A TYPOLOGY OF DEMOGRAPHIC
OBSERVATION SYSTEMS

Table 121–1 provides a general overview of the dif-
ferent data collection sources and methods currently

used all over the world, and indicates the importance
of each one for each region (developed or developing),
the observation unit that it uses, and the main objec-
tive assigned to it (movement or structure). It high-
lights six very different large systems, and the largest
ones (continuous recording, censuses, and surveys) are
accompanied by a certain number of subsystems or
specific methods.

1. Continuous registration systems, of which the
best known are civil registration, the population
register, and the demographic surveillance system or
population laboratory, i.e., a kind of permanent
observatory of population dynamics covering a
small geographic area, instantaneously (or almost
instantaneously) measure basic demographic
events.10

2. The main objective of censuses is to enumerate
the population and obtain a cross-sectional
knowledge on its demographic, social, and
economic structures, etc., at a given time, even
though they nearly always include questions
regarding migration, and quite frequently in
developing countries (direct or indirect) questions
regarding fertility and mortality. The basic
principle of the census is to exhaustively cover the
target population, even though a census survey
carried out on a relatively high percentage of the
population in question is sometimes incorrectly
called a microcensus. Censuses remain common
practice, even though recently some European
countries are attempting to replace it with
population estimates supplied by information
from registers.

3. Demographic sample surveys are extremely
diverse both in their objectives and in the size of
the samples used, the observation methods
implemented, and naturally the cost of the
activity. Six large categories can be distinguished
according to the method used to observe the
events: the retrospective survey over a short period,
collecting events which occur over a short period,
generally 12 months preceding the interview; the
biographical survey, collecting all target events
which have occurred over the life course of each
respondent; the multiround survey, collecting
events at a given round which have modified the
observations made during the preceding round;
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8 Of a total of 269 sessions organized during seven conferences
of the International Union for the Scientific Study of Population
(IUSSP) from Mexico in 1977 to Salvador de Bahia in 2001, only 12
dealt specifically with data collection or information systems. Of the
88 sessions of the Salvador de Bahia conference, only 3 dealt with
this subject. The themes were “The collection of demographic sta-
tistics,” “Qualitative methods in demography,” and “Census data in
the 21st century,” respectively.

9 Even though today, in the increasing number of studies on
international comparisons, they are more concerned with the prob-
lems of information systems, which could hamper the comparabil-
ity of definitions, concepts, indicators, and therefore the results.

10 It must however be noted that, generally, civil registration data
do not cover migration, which in a few countries is subject to sys-
tematic obligatory declaration, as is the case in Italy, for example. On
the other hand, contrary to the two other sub-systems, civil regis-
tration data do not provide population estimates that can be used as
denominators to the rates.



cohort studies, a form of longitudinal prospective
studies, where events in the lives of individuals
born in the same year or who fulfill certain criteria
are monitored over a number of years; repeated or
trend surveys, which are much less widespread and
which consist of repeating, after a relatively long
period, a survey which is more or less identical to
the preceding one; and finally the dual record
system, the coupling of observations made during
two independent surveys (or other information
systems) carried out on the same population, in
the same time period.

4. Aerial photography and remote sensing are
geographers’ methods that are useful for studying
urban or rural populations and drawing up
samples.

5. Administrative registers of schools, medical
establishments, social security, and companies,
etc., are also an additional data source, up-to-date
but rarely exhaustive.

6. Qualitative surveys are more anthropological in
nature and their objective is not measurement, but
understanding, and are generally carried out on
small samples.

The following sections will be particularly devoted to
civil registration, population registers, censuses, and
surveys. The other approaches will be the subject of a
more succinct discussion, while the final section will
deal with the problems of protecting privacy and some
general comments.

IV. CONTINUOUS 
REGISTRATION SYSTEMS

Civil registration data, population registers and
demographic surveillance systems aim above all to
record events and, to ensure that the recording is as
comprehensive as possible, they are designed in a way
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TABLE 121–1 Typology of Information Systems According to Their Frequency, Observation Unit and Main Objective in
Both Developed and Developing Countries

System Developed Developing Unit of Observation Main Objective
Countries Countries

Continuous registration systems
Civil registration data xxx xx Individuals Movement
Population registers x – Individuals/Households Movement /Structure
Demographic surveillance/ – x Households/Individuals Movement

Population laboratory
Medical registers of births x – Individuals Movement

Censuses
Traditional censuses xxx xxx Households Structures
Censuses based on registers x – Households/Individuals Structures
Microcensuses x x Households Structures

Surveys
Short reference period survey – xx Households Structures/Movement
Retrospective or biographical x xxx Individuals/Households Movement

surveys (births, marriage, 
child mortality, migration
histories, etc.)

Multiround household surveys – xx Households Structures/Movement
Longitudinal prospective x xx Individuals Movement

surveys monitoring births or
individuals

Repeated or trend surveys – x Households/Villages Movement
Dual record system – x Individuals Movement

Medical and administrative xx – Individuals Movement
registers

Aerial photography/Remote x x Districts/Villages Movement
sensing

Qualitative surveys x x Communities, households, Understanding/Explanation
and individuals

xxx = very frequent; xx = quite frequent; x = infrequent; – = never



that minimizes the time period between the event and
the recording of the event.

1. Civil Registration Data

Civil registration can be defined as a continuous, 
permanent, and obligatory recording system of the events
which establish or change an individual’s civil status 
(birth, death, marriage, divorce, separation, annul-
ment, adoption, etc.) (Tabutin, 1984b, p. 63–64; United
Nations, 1973, p. 155–172). It is a national and legal tool
everywhere, under the responsibility of the public
authorities. Civil registration is a precious resource for
population studies but it also has its own limitations,
while its spread to developing countries is far from
generalized.11

a. Advantages and General Limitations

In addition to its primary function of providing
legal proof (of an event, an identity, kinship ties, etc.),
civil registration has a statistical function and this, of
course, is what interests the population scientist. It is
the only source that regularly provides12 the numbers
and main characteristics of births, deaths, stillbirths
(i.e., late fetal deaths), marriages, and divorces at 
every geographical level (from the ward to the entire
country). It also makes it possible to follow population
trends (size and structure) and, notably, to undertake
period and cohort analyses of fertility and mortality in
all the more depth due to its secular nature. Most fre-
quently however, the system ignores migration, and
therefore limits the analysis of population dynamics to
natural increase. Furthermore, it only records official
marriages and divorces and excludes other unions
(consensual and traditional), which are common in
many developing countries and increasingly so in
Europe and North America.

Almost everywhere in the world, civil registration
is nevertheless the essential knowledge base for popu-
lation change, causes of mortality (here it is irreplace-
able), general characteristics of childbirth and children
at birth (sex, legitimacy, weight, gestation period, type
of childbirth, birth order, etc.,), and those of the parents
(age, occupation, level of education, etc.). The types
and number of variables selected in the statistical

reports obviously vary considerably from one country
to another but they make it possible to carry out
numerous analyses, differential studies, and measure
biological or social risk factors.

This source of abundant information does not
however fulfill the growing needs of population
research, which looks increasingly towards the explana-
tion of phenomena. This requires numerous economic
and social variables regarding the individual, his/her
spouse, family, and environment, both with regard to
the current situation and the past, which cannot appear
on a simple statistical civil registration form.

Moreover, the requirement of exhaustiveness is not
always compatible with the collection of detailed,
good-quality data. For example, the recorded cause 
of death is frequently imprecise,13 with confusion
between primary and immediate causes, while
changes in nomenclature cause comparability prob-
lems over time (Vallin and Meslé, 1988, 1998). Ano-
ther example, weight at birth, which is available in 
many European certificates, is often only approximate
and, again, the declared occupation (that of the parents
for a birth, or that of the deceased for a death) is fre-
quently too vague. The quality of data collected of
course varies over time and space. It depends on the
practices and diagnoses of the medical profession, the
competence of the staff in civil registration offices,
coding rules, and data management, but also fre-
quently on the quality of the administrative or medical
documents on the basis of which the statistical forms
are filled.

Another problem that is crucial for comparison over
time or space is the variability in the legal definitions
of events, particularly regarding stillbirths and live
births. In Europe alone, despite World Health Organi-
zation’s (WHO’s) recommendations and efforts at 
statistical homogenization in the region, registration
criteria still vary considerably (Gourbin and Masuy-
Stroobant, 1995). For example, although WHO has for
a long time recommended that each birth where the
child has shown any sign of life should be recorded as
a live birth, in 1998, 5 out of 22 European countries still
restricted the criteria by limiting the type of sign of life
required or by requiring a minimum life span (Czech
Republic). This has resulted in five different defini-
tions. In the same year, only four countries followed
WHO’s 1975 recommendations on stillbirths14 and, in
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11 For further information beyond these two points developed
here, notably on the diversity of the operating methods and content
of civil registration data, the reader can refer to specialized publica-
tions (United Nations, 1973, 1985; Tabutin 1984b, Chapt. 3; Linder
and Moryama, 1984; Lohlé-Tart and Clairin, 1988).

12 The results are generally published by year, and less fre-
quently by quarter. Publication most often occurs within a relatively
long time scale: from 1 to 2 years, and sometimes even more in some
developed countries, such as Belgium.

13 In Europe, for example, badly defined causes of death varied
according to country—from 1% to 12% in 1990 (Meslé, 1995).

14 According to these recommendations, a miscarriage should be
considered a stillbirth (or late fetal death) if the gestation period lasts
for at least 22 weeks or if the child weighs more than 500 g. 
Only Finland, Portugal, Belgium, and Poland adhere to these 
recommendations.



2003, there were still seven different definitions of still-
birth in Europe. This results in problems and requires
the greatest prudence in international comparisons,
notably when relating to rare phenomena that are 
sensitive to changes in definition, such as the rate of
stillbirths, perinatal mortality, or infant mortality in
developed countries. Depending on which definitions
are used it is even possible to obtain different classifi-
cations of the countries (Masuy-Stroobant, 1994; Höhn,
1981).

b. The Situation in Developing Countries

These few problems that are inherent to every civil
registration system are however negligible compared
to those faced by the majority of developing countries.
Without going into too much detail here,15 let us say
that there are problems of variable intensity according
to region in the level of coverage, the type of data col-
lected, and their use.

The coverage of events by the system is frequently
incomplete and sometimes even unknown, and is
rarely above 90%.16 The situation is particularly bad in
South Asia and sub-Saharan Africa where, in some
cases, civil registration only really functions in urban
zones. Generally, the coverage rate is always lower in
rural areas than in towns. It is frequently lower for
deaths (15% to 60% in sub-Saharan Africa) than for
births (30% to 80%) and it is lower again for marriages.
In a certain number of countries, the coverage has
improved over time (in North Africa and Latin
America, for example), while in others it is stagnant or
has even regressed.

The data collected varies from one country to another.
However, it is often limited to the minimum of infor-
mation, sex, date of event (or of registration), place 
of the event, age of the mother (for a birth) or the
deceased (for a death). Sometimes marital status is 
also included (of the mother or the deceased), or the
father’s nationality or profession. It is much rarer to
find variables such as parity or education of the
mother (or the father), the length of the gestation

period, and the weight of the child at birth (United
Nations, 1985, p. 41).

The processing, publication, and analysis of civil 
registration data is generally only very partial and in-
complete, in the best of cases only resulting in the 
publication of some basic data such as the annual
number of events or distribution according to sex or
age group (of the mother or the deceased). Much of the
information is not processed, and when it is used it is
frequently with considerable delay (2 to 5 years).

The weaknesses and shortcomings of civil registra-
tion systems in developing countries are due to a 
large number of combined factors, such as the system
itself (lack of infrastructure, resources, competent 
staff in the area of registration and analysis), the 
population (ignorance or lack of motivation), or the
authorities (who give low priority to the problem).
Numerous projects, whether stimulated from outside
or not, have tried to improve the system, notably in
sub-Saharan Africa, but the majority has had little
effect. In reality, the civil registration system cannot
function correctly without a strong and well-organized
territorial administration, without any real legal obli-
gation and sanction, without the population becoming
aware. What can be done in the meantime? We can use
and analyze existing data (data from towns, for
example), motivate statistical institutes, train popula-
tion scientists to specialize in the area, rehabilitate 
as much as possible the image of this information
system. But in many countries it will take a long time
before the civil registration system becomes a reliable
source of national population measures and before it
will be able to provide information for proper popula-
tion registers.

2. Population Registers

From the 19th century, population registers were set
up in some European countries with wider objectives
than those of the civil registration system. The popu-
lation register can be defined as a permanent and con-
tinuous system of demographic and social information on
each individual and household in a given territory. Initially
local, now frequently national (it is now called a
National Register), it is progressively becoming a para-
mount and promising source of administrative and sci-
entific information that obviously has its advantages
and its limitations.17
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15 For further information, please refer to specialized publica-
tions that either provide an overview of the world situation (United
Nations, 1985) or perspectives by major regions, like Africa
(François, 1988; Gendreau, 1993; Garenne and Zanou, 1995).

16 According to an already old survey carried out on 112 coun-
tries, the United Nations (1978) estimated that of 93 developing
countries, only 28 for births, 25 for deaths, and 19 for marriages had
a coverage rate of over 90%. This rate is unknown for 10 others
(United Nations, 1985, p. 37). There is no precise recent data avail-
able, but generally, it would seem that the situation has changed
little since then.

17 For some publications regarding population registers, see
United Nations (1969), Verhoef and van de Kaa (1987) or Poulain et
al. (1991), for example.



a. Local Population Registers: Philosophy 
and Content

The local register system is not new. It dates back 
to 1749 in Sweden, 1847 in Belgium,18 1850 in the
Netherlands, and 1924 in Denmark. In 2003, 9 of the
then 15 member-states of the European Union had reg-
isters,19 along with 6 Central and Eastern European
countries.

The principle of registers is to gather certain infor-
mation on each individual living in a community. The
content varies from one country to another. Generally,
names and given names, sex, date and place of birth,
address, marital status, nationality, or profession, date
and place of death are included in the register; the 
marriage date, the previous address, and the relation to
the household head are also sometimes included. All
changes in situations are recorded there through a
mandatory declaration or through linkage with other
forms: births, deaths, changes of address, marriages,
divorces, or changes in occupation. For each migration,
for example, the Belgian register records the date of
arrival in the area and the previous place of residence
as well as the date of departure and the destination.

Their principle of operation is relatively simple. The
register is created from an initial census of the de jure
population: selected information on each individual is
recorded. It is organized by household and housing
unit. Thereafter, the register (which was previously
manual, but is now computerized) is regularly and
rapidly updated by the recording of observed changes,
either continuously with information collected in the
civil registration system and by the authorities respon-
sible for recording changes in address, or periodically
(every 10 years in Belgium from 1866 to 1981) during
each successive census.

In addition to the various administrative uses (iden-
tification of individuals, updating of electoral rolls,
taxation, files linked to social schemes), the register is
also of obvious interest for statistics and demography.

1. It can provide at any time an estimate of the
population of each community and its
composition according to various characteristics,
as well as population dynamics (natality,
mortality, and migration, internal and
international).

2. It is a monitored observation, a kind of
biographical surveillance system, as it collects and

preserves information on each individual (and
household) on the various demographic events
that take place over the course of the life span. It
makes it possible to combine period and cohort
approaches.

3. It facilitates the preparation and evaluation of
population censuses, and it is a good sample
frame for surveys. Some countries that
continuously record migration have even stopped
carrying out censuses, as they consider that their
system for recording events is sufficient to
correctly update the population register.

But there is often a wide difference between the prin-
ciple and reality.

Approximately 30 countries have population regis-
ters at present. The basic principles are the same every-
where, but the content, the organization, and the
quality vary. It is possible to simplify by comparing 
the very reliable and well-organized systems of the
Scandinavian countries, Belgium and the Netherlands,
to the less-rigorous systems of countries such as
Germany and Italy, where the updating (sometimes
still manual) of data is carried out with delay and
suffers from omissions and where definitively the 
register is not yet the central axis of the local system 
of information and management.

In this respect, it is advisable to distinguish the cen-
tralized systems at the level of the whole of the country
(the Benelux and Scandinavian countries) from local
systems, whether computerized or not, where infor-
mation only exists at a local level (Poulain, 1995). 
Centralization, which leads to a kind of superregister
covering the whole of the country, invariably favors
the quality of the information (i.e., removes double
counts, promotes more effective verification). It also
facilitates linking the central population register 
to other administrative registers (Housing, Social
Security). Under certain conditions, it even makes it
possible to replace the traditional census. In Belgium,
extending the communal register to a national one
took 17 years between the adoption of the idea (1966)
and its legal and practical implementation (1983). 
All information declared in the Local Population 
Register (Registre Communal de Population) is now 
transferred electronically to the National Register 
(Registre National), which instantaneously modifies its
corresponding individual file and sends an acknowl-
edgment of delivery with the new individual file. This
system is reliable and quick.

b. Limitations and Dangers

Although it is a very valuable resource for popula-
tion scientists, the population register also has its 
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18 Shortly after independence (1830), Belgium followed an old
regulation from the French Revolution (of 1791) of keeping nominal
lists of inhabitants by municipality, a regulation which was practically
never adhered to in France.

19 Only Austria, Greece, France, Ireland, Portugal, and the
United Kingdom do not have such a system.



limitations (notably with regard to the nature and
quality of the data) and can even constitute a danger
(risks of infringing on respect of privacy).

The nature of the data. A register naturally contains,
above all, information which is of interest to local (and
central) administration. It includes demographic 
variables but very little economic, social, medical, or
cultural data (for example, in Belgium stillbirths are
not included). The register alone therefore is not com-
prehensive enough to enable real differential 
demographic analysis to be made.

The quality of data. The quality of the information 
collected depends on resources, the competence of
local staff, and on the motivation of staff and that of in-
formants. Emigration (particularly beyond national
borders) is generally badly recorded. It is indeed quite
common for departures not to be declared, while the
reasons for declaring an arrival are more binding. If the
register is centralized, some of the gaps regarding
departures can be filled by the recording of the arrival
in another area, but this procedure is nearly impossible
to implement for departures abroad. Changes in occu-
pation also frequently suffer from underregistration.

Access to information. Access to the register data
should obviously be strictly regulated and limited, in
order to respect privacy.20 On the one hand, in places
where a register exists, legislation is strict and access
to the data is generally difficult. On the other hand,
when there is no register, such as in France for
example, this is partly due to concerns regarding the
capacity of the legislation to effectively preserve the
confidentiality of the data.

Ultimately, a good population register is an incom-
parable source of information on local or national 
population dynamics and on internal migration. It 
can even sometimes call into question the usefulness
of censuses. On the other hand, it will doubtless never
remove the need for surveys.

3. Demographic Surveillance Systems or
Population Laboratories

A population surveillance system means different
things to different people, as well as to the reality
covered by them.21 In any case, the demographic sur-

veillance system or population laboratory can be defined
as a method of continuous and long-term observation of a
small area or a specifically defined society, the objectives of
which are both the measurement and understanding of
sociodemographic changes and health changes. This will be
discussed in more detail by Gilles Pison in chapter 124,
which is devoted to this very particular and original
method of collecting demographic data. Initially, in the
absence of a reliable civil registration system, the idea
is simply to place the entire population of a given geo-
graphic zone under constant, or at least very regular,
observation. These geographic zones are generally
small rural zones, as is the case of the demographic
surveillance sites in Gambia and Senegal,22 more rarely
larger zones such as Matlab in Bangladesh.23

Even the methods of observation can vary enor-
mously, from frequent multiround surveys (every 3 or
6 months) to permanent recording systems combined
with periodic censuses. Moreover, multiple surveys on
extremely varied themes are generally added to this
basic observation. The interest and the value of these
demographic surveillance sites depend largely on their
durability, which makes it possible to trace changes
over a long period: 10, 20, 30 years, or even more. The
numbers concerned are, on the other hand, low (3,000
to 8,000 households, with Matlab being an exceptional
case), and nonrepresentative.

Let us look at some examples. In Burkina Faso, in
the context of a research project on levels, trends, and
factors of child mortality and health, three quite dif-
ferent rural zones from economic, ethnic, and health
points of view, made up of a total of 37 villages,
approximately 3,800 households, and 34,000 individu-
als were monitored from 1986 to 1994. After the initial
census, visits took place regularly every 6 months
(multiround surveys), while in parallel, more specific
operations were carried out at household (on migra-
tion in 1994 to 1995) and village level (on social, agri-
cultural, and land characteristics).

Another example is when Institut national 
d’études démographiques (INED) set up a new popu-
lation laboratory in Mlomp (Casamanca) in 1985,
which supplements the older sites of Niakhar and
Bandafasi (Pison et al., 2001; see also Chapter 124). The
objective, which was initially mainly demographic,
was to measure levels and trends in fertility, mortality
(including causes of death), nuptiality, and migration
(permanent or seasonal) of this small rural population
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20 Even more so as in the most advanced countries, such as
Belgium, each individual has only one national identity number
which enables the various administrative systems to communicate
among themselves. In 1995, the European Union officially drew
attention to the risks to individual freedom that are presented by
these possibilities of linking individual data files.

21 The term Prospective Community Studies is also found in
English language publications (for a good summary, see Das Gupta
et al., 1997).

22 The first was established in 1963 by ORSTOM (which has now
become Institut de Recherche pour le Developpement; IRD) in
Niakhar in a zone of 30 villages with a total of 25,000 inhabitants.

23 Some 200 villages with a total of 200,000 inhabitants that have
been monitored for over thirty years.



of 11 villages (6,220 people in 1985, 7,600 in 2000). After
an initial census carried out at the end of 1984, the data
collected on the population was regularly updated by
an annual survey, while in parallel, more specifically
targeted surveys were carried out on very diverse 
subjects: conditions of childbirth, the feeding and
growth of children, contraception, acquired immune
deficiency syndrome (AIDS), etc.

The usefulness of these demographic surveillance
systems no longer need to be demonstrated: they
provide very valuable demographic data that enable
longitudinal analyses to be made from individual 
and collective data (households, villages)—to which
numerous economic, social, and health observations
can be added, thus making explanatory analyses pos-
sible. They are particularly useful for studying changes
over the long-term. The information collected is gen-
erally of good quality.

The limitations are nevertheless just as obvious. The
main one is the very local nature of the information
which, although perfectly representative as ideal for
the area studied, does not go beyond the borders of the
examined zone. In no case can the results obtained be
extrapolated to the national level, or even the regional
level. On the other hand, if there are several popula-
tion laboratories, as is the case in Senegal, the infor-
mation obtained can give an idea of the scale of the
geographic variations. But the main advantage of the
demographic surveillance system is found in its con-
tribution to the understanding of phenomena and its
evolution, rather than in the measurement of intensity
levels. Furthermore, the duration, the cost, the delicate
procedures of matching surveys, the complicated
nature of data management, the problems associated
with small numbers, and the complexity of the analy-
ses (not always carried through to their conclusion)
confine this technique to a rather experimental
approach (hence the name population laboratory), pre-
liminary or complementary to more basic procedures
but can claim to be representative.

In spite of their limitations, demographic surveillance
systems are an essential tool for research and studies in
the developing countries. Of course they require compe-
tence, stability, motivation of scientific staff, financial
resources, and time (an aspect which is not sufficiently
taken into consideration by funders). But, in many con-
texts, it is only at this cost that we can (or could) improve
our understanding of reality and changes.

V. CENSUSES

The census is doubtless the oldest tool for collecting
demographic data (Hecht, 1977; Tabutin, 1984b), the

best known by the general public today, and also 
the most debated from several points of view (i.e., 
cost, social usefulness, respect of privacy). Following a
brief reminder of some general points, it is useful 
to examine in more detail the reasons for its existence,
issues of quality, and the need to adapt the collection
of information to the realities of the modern world,
which naturally leads to the search for possible alter-
natives to the traditional census.

1. A Definition and Some General Points

The United Nations (1992b, p. 3) define population
censuses24 as “a group of operations which consist of 
collecting, grouping, evaluating, analyzing, publishing, 
and disseminating demographic, economic, and social 
data relating to all the inhabitants of a country, or of a 
specific part of a country, at a given time. This definition
is essentially a reiteration of previous ones (United
Nations, 1958, 1970), apart from the fact that it 
now includes the concept of disseminating informa-
tion. This may appear banal, but it is revealing of the
scale of the proportion of information never used 
and often definitively lost even though collected at
great cost and with the support of the United 
Nations or other donors. Above all, a census aims at
obtaining a kind of snapshot of the population: it
makes it possible to know, at a given time, the size,
geographic distribution, as well as distribution accord-
ing to a certain number of socioeconomic and 
demographic characteristics. Furthermore, it is quite
frequently used to obtain certain information regard-
ing population movement. It nearly always includes
questions on migration as, in the absence of a contin-
uous registration system, it is the most effective tool
available for collecting data on internal migration at
the lowest geographical level. In developing countries,
censuses are also frequently used to collect informa-
tion on fertility and mortality. In the cases of migration
and fertility, they can simply be status data (place of
birth or residence at the previous census, number of
children already born, etc.) of the same nature as other
traditional census questions, although direct questions
on events that have occurred during a recent period
(generally the last 12 months) are also sometimes
included.

The four main principles of the census are: exhaus-
tiveness (it should cover all the inhabitants of a given
territory), individual enumeration (it gathers informa-
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24 There are also other terms, such as census, general population
census, population and housing census (all censuses include ques-
tions on housing, the basic statistical unit).



tion on each individual),25 simultaneity (the information
collected refers to the situation at the same single date
and in order to carry out this exercise should be com-
pleted in a few days) and, lastly, periodicity (the census
should be repeated at regular intervals). Let us add to
this that, in contrast to surveys, a census can only be
carried out by the government, not only because of the
enormous human, technical, and financial resources
that it requires, but also because it is closely associated
with major administrative and political stakes.

Today, censuses are conducted universally with two
exceptions. On the one hand, some developed coun-
tries such as Denmark, Finland, the Netherlands, and
Sweden estimate their population using their popu-
lation registers and no longer carry out censuses. On
the other hand, certain developing countries have not
been able, for various reasons, to carry out censuses.
Between 1975 and 1984, 191 countries, of a total of 213,
carried out a census; therefore 95% of the world 
population were subjected to a census during that
decade.26 Since 1990, with the exception of countries at
war (i.e., Democratic Republic of the Congo, Angola,
Afghanistan) or countries where the census is a poli-
tical taboo (Lebanon), nearly every country has carried
out a census. The African countries, which for a long

time were very late in this field, have by now carried
out at least two censuses.27 North Africa has had four
or five since the 1950s. The time interval between cen-
suses is usually 10 years in America (North and South),
in the Lusophone countries, and frequently in the
former English colonies. Elsewhere, it is more variable,
currently between 11 and 12 years in Africa, and 8 to
10 years in Europe during the 1980s and 1990s (Table
121–2). Only Japan and Ireland enumerate their popu-
lation every 5 years.

The content of census questionnaires and therefore the
wealth of information varies enormously from one region or
country to another. Besides the essential variables of age,
sex, and marital status, questions on nationality, level
of education, and occupation can frequently be found.
The quantity and nature of questions posed are very
variable. It is also necessary to take into account this
significant variability and the changes in definition,
which sometimes make comparisons in space and time
difficult. Weighty censuses (household questionnaires
and individual questionnaires with 50 to 70 questions)
can be distinguished from light censuses (a collective
form with approximately 20 questions, as is the case in
Africa and South Asia).

2. Advantages and Disadvantages 
of the Traditional Census

Although the traditional census, as it has just been
described, remains the most common method of
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25 It is inter alia that distinguishes it from the administrative census,
a practice inherited from colonization and still sometimes used in
Africa, which consists of collecting some aggregated information
from each household (number of persons by sex, number of children
and adults, number of foreigners).

26 For a world view, see United Nations, 1991; for Europe, see
Eggerickx and Begeot, 1993; Redfern, 1987.

TABLE 121–2 Dates and Types of the Three Most Recent Enumeration Operations in Europe

Country Mode of Operation (Most Recent) Dates (Month/Year) 

Traditional censuses
Austria Delivery—collection of questionnaire 05/81 05/91 05/01
Belgium Sending—return of the questionnaire by post 03/81 03/91 10/01
France Delivery—collection of questionnaire 03/82 03/90 03/99
Germany Delivery—collection of questionnaire 05/87
Great Britain Delivery of questionnaire, return by post 03/81 04/91 04/01
Greece Interview by census taker 04/81 03/91 04/01
Ireland Delivery—collection of questionnaire 04/81 04/91 04/02
Italy Delivery—collection of questionnaire 10/81 10/91 10/01
Luxembourg Delivery—collection of questionnaire 03/81 03/91 02/01
Portugal Delivery—collection of questionnaire 03/81 03/91 03/01
Spain Delivery—collection of questionnaire 03/81 03/91 11/01

Enumeration from registers or surveys
Denmark From registers 01/81 01/91 01/01
Finland From registers 11/80 12/90 12/00
Germany From surveys 04/91
Netherlands From registers and surveys 04/81 04/91 01/01
Sweden From registers 09/80 11/90

27 Only Djibouti, Ethiopia, Chad and Congo R.D. have still
carried out only one census.



observing a population and has become nearly uni-
versal due to the huge efforts made in developing
countries over the last few decades, its fate is under
debate in the most advanced countries due to the 
evolution of requirements and the appearance of alter-
native methods.

The advantages of the census are considerable. Its
exhaustiveness enables it to provide total statistical
coverage, from the broadest level (the country), to the
most local which is the parish, district, or even zone of
enumeration, and finally, the household28 (or house
unit). It makes it possible to study all kinds of ethnic,
social, or occupational subgroups at the finest level. It
is also the only source for analyzing internal migra-
tions up to local level. It is an essential sample 
frame for any population survey, which only the few
European countries that possess population registers
can do without. Definitively, and perhaps especially, 
it is, far beyond the needs of demographic research, 
an essential tool for regional planning and manage-
ment (both public and private) of national and local
economic and social affairs.

But the census no longer enjoys unanimous con-
sensus: it is increasingly being questioned both by the
producers of data as well as by the users and even
sometimes by the population itself. Indeed, despite its
advantages it also has weaknesses and disadvantages, of
a technical, methodological, and ethical nature. We
will refer briefly to the most important points.29

1. Periodicity. The time interval between two
censuses, which is generally approximately 10
years, is too long for taking into account ongoing
changes rapidly enough.

2. Publication intervals. Too frequently, the time
interval between analyses and particularly
publication is very long; often 5 years and
sometimes more.30 When the results are published
(notably at a local level), they are often completely
out of date.

3. Cost. The traditional census is the most expensive
collection operation of all, at least in internal
budget.31 Of course, the cost varies greatly from

one country to another.32 The current trend in
Europe (and elsewhere no doubt) is to try and
reduce it as much as possible by shortening the
questionnaire, by reducing the frequency or, even
more radically, by finding alternatives. This
financial problem is particularly acute in the
poorest countries, precisely where the census
remains the main source of demographic
information.

4. Content. Because of the scale of the operation, the
questionnaire of a traditional census should be as
simple as possible. There should be few questions.
They should be easy to ask and the responses
should be easy to provide. Complex
questionnaires and delicate questions such as
those concerning income or certain aspects of
personal life, reproductive history, migratory
history, and occupational history of individuals
are excluded from it. It is essentially a diachronic
tool.

5. Quality. The census is not perfect, no more than
any other information system. Its objective of
exhaustiveness is always confronted by coverage
problems (over- or underestimates of some
subpopulations), while the responses do not
always strictly reflect reality.

To these technical and organizational problems is
increasingly added an obstacle which is specific to
modern democratic societies: the respect of privacy. The
census is certainly useful and confidential,33 but it is
increasingly difficult to convince the population of
this. The growing fear of intrusion into private life
leads to the census being seen as an additional bureau-
cratic hold that, furthermore, is expensive to the 
taxpayer. Numerous pressure groups and anticensus
organizations were established in Europe during 
the 1980s and 1990s (in Germany, the Netherlands,
Switzerland, Belgium, etc.). This dispute, while never
leading to the total abandon of the census (except
perhaps in the Netherlands), has sometimes seriously
affected its quality (failure to respond, falsification of
responses).

Faced with all these problems, more or less radical
alternatives are being sought.
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28 For example in this respect, see the work of Françoise 
Bartiaux (1991) on the households of elderly persons using the
American, Australian, and Italian censuses.

29 For more details, see notably the analysis of Philip Redfern
(1987) on the problems and the future of censuses in Europe.

30 In spite of the very widespread practice of percentage sample
analyses (25% sample, to 5% sample, etc.) and of the undeniable
progress in data-processing (acceleration of data capture and verifi-
cation, optical character recognition, etc.).

31 If it were necessary to take into account the total cost of the
continuous registration of events for a population register, this state-
ment would certainly need to be reviewed.

32 From $2 to $5 per inhabitant in Europe, from $5 in Canada and
the United States in the 1980s (Redfern, 1987). In Belgium, they
increased from 12.4 million Euros in 1981 to 25 million Euros in 1991,
in the United States they increased from $1 billion dollars in 1980 
to $2.6 billion in 1990 ($10 per inhabitant). The cost of censuses
increases considerably in developing countries.

33 It was nevertheless used in Belgium to update the population
registers.



3. The Alternatives to the 
Traditional Census

On a worldwide scale, the traditional census cer-
tainly continues to hold first place and it will remain
for a long time essential in the majority of developing
countries, although its content might need to be
revised occasionally. However, some countries, often
amongst the richest and most advanced in the area 
of statistics (registers, coupling of files, etc.), during 
the 1980s started to implement other data collection
methods that could replace the census due to economic
and effectiveness concerns (time, nature, and quality
of data).

1. The microcensus. Some countries have
attempted from time to time to replace a traditional
census with a microcensus, which in fact is nothing
more than a demographic sample survey on a varying
scale. For example, in Germany in 1981 and 1991 a
national survey on 1% of the population was carried
out either side of the traditional general census of 1987.
A microcensus was also carried out in Russia in 1994,
as a general population census was not possible soon
enough after the collapse of the USSR to be able to
detect the demographic upheavals that followed it.
The term microcensus leads to confusion as, due to its
lack of exhaustiveness, it obviously cannot replace a
census. It would be more appropriate to call it an inter-
census survey as its objective is basically to reduce the
disadvantage of the long time interval between two
censuses whose cost prevents the periodicity from
being increased. This pseudoalternative should there-
fore be classified among surveys.

2. The light census accompanied by an extensive
survey. The population as a whole only receives a
short questionnaire limited to a few basic questions on
population and housing, but for a significant percent-
age of the population (from 10% to 25%), the question-
naire is much more comprehensive and deals with
numerous variables concerning education, employ-
ment, migration, fertility, etc. This is the system 
that has been adopted in North America, in some 
Latin American countries (Brazil, Venezuela), and in
Hungary and Russia. It accelerates the procedure for
analysis and makes it possible to look deeper into
some areas with a large sample.34 This method has
been proposed to reduce the cost and improve the per-
formance of African censuses (Gubry et al., 1996), but
it continues to be confronted by resistance from statis-

tical offices that are accustomed to rely on the financial
bonanza provided by the traditional census.

3. The reduced census combined with adminis-
trative registers. In the same spirit, some countries,
like the Nordic countries (Sweden, Finland, and
Norway) only carry out very light censuses that are
immediately enriched by being matched with infor-
mation from different administrative registers (educa-
tion, housing, income) that are interconnected. One
could even go as far as to say that these minicensuses
are only ad hoc operations that are aimed at periodi-
cally verifying the exhaustiveness of the population
estimates based on registers. In any case, this system
is faster and the marginal cost is relatively low.

4. Enumeration operations based exclusively on
registers and surveys. Two countries, Denmark since
1980 and the Netherlands since 1981, no longer carry
out a general population census in the traditional
meaning of the term (Eggerickx and Begeot, 1993;
Redfern, 1987). In Denmark, the census has been
replaced by the combined use of the data from seven
different registers (population, housing, companies,
salaries, employment, income, and education). In the
Netherlands, the same is done using three sources:
population register, a survey on employment, and a
survey on housing. Following the 2001 census (its last),
Belgium will change to a similar system based on the
population register and three data bases (housing,
education, socioeconomic characteristics) that will be
created using information from the 2001 census.

The advantages of the two alternatives above are
clear: variety and wealth of information, speed of exe-
cution, lower cost, possibly greater frequency of the
operations, and no direct participation of the popula-
tion. But this is only possible in the few countries that
have a well-established tradition of high-quality cen-
tralized registers and can link files while guaranteeing
the confidentiality of information.

5. The French attempt at a “renovated census.” In
France, the ongoing renovation of the census method
is due to the paramount concern of adapting public
statistics to the expectations of the users, with, notably,
the need for a faster update of information (Institut
National de la Statistique et des Etudes, INSEE; 2000).
Instead of a traditional census every 8 or 9 years, since
2004, the renovated census is based on an annual 
collection of information that only affects a part of the
population each time. The procedure used differs
according to the size of the area. In areas with fewer
than 10,000 inhabitants a traditional census must be
carried out every 5 years, at a rate of annual operations
dealing each time with a different fifth of the area.
Areas with more than 10,000 inhabitants are each
divided into five large groups of buildings. Each year,
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34 In Hungary in 1990, 20% of households received a long ques-
tionnaire (63 questions instead of the 29 in the short questionnaire);
in the United States in 1990, this was the case for 17% of households
(with 59 questions instead of 14 in the short questionnaire).



the housing units of a group are enumerated and a
census conducted in 40% of the housing units. There-
fore, in 5 years, all the housing units in the area will
have been enumerated but only 40% of the population
will have taken a census. The supporters of this new
system believe it will make it possible to gain 3 to 
4 years on the provision of results, with a better dis-
tribution of cost over time, and possibly improved
quality (INSEE, 2000).

4. Quality and Comparability

The general public, users, and sometimes even
demographers forget that every census includes
errors, gaps, and shortcomings: regardless of the
method used, the operation is of scale and should be
completed in a short time. The scale of errors varies
considerably from one country to another, from one
census to another, according to the past experiences of
the authorities in charge, the care taken in the prepa-
ration of the operation, the concern with verifying and
correcting the data, and also according to the abilities
of the census takers, and the population’s education
level. Didactically, these errors can be classified into
two large categories: those which stem from the
responses to the questions asked (observation errors),
and those stemming from the census coverage (enu-
meration errors). Here we will only discuss the case of
the traditional census.

1. Observation errors. Some examples are inaccu-
racy (whether voluntary or not), confusion, false dec-
larations, nonresponses, etc.—of course anything is
possible (even declaring fictional persons or children
born after the census date35 or persons who died before
this date). There are of course variables that, for
various reasons (technical, psychological, political) are
more prone to error than others: economic activity
(occupation, status, qualification), nationality, some-
times marital status, residency status (when asked in
terms of present/absent/visitor), migratory status
(date of arrival for example), and mortality (during the
previous 12 months in the developing countries).

2. Enumeration errors. All users should be able to
know their scale and nature. No census is completely
exempt from omissions and double counts, with omis-
sions generally being more numerous than double
counts. What is the rate of net omissions? Who has
been omitted or counted in error? How are the results
rectified? Measuring these errors is the objective of
postcensus verification surveys that consist of carrying
out the census again on a sample of districts and com-

paring the results with those of the general census.36

Unfortunately, not all countries carry out this type of
verification. Table 121–3 presents some results for
Europe. The omissions are between 0.5% and 6%,
while the duplications (less well-known) are between
0.5% and 5%.

The coverage rate of censuses varies greatly accord-
ing to the population category or the living environ-
ment. In Belgium in 1991, for example, the omissions
varied from 2% among Belgians to 12% among for-
eigners, from 9% in Brussels to 4% in other cities, and
to 2% in the rest of the country. In the United States in
1991, the omissions varied from 2% among whites to
5% among blacks and hispanics. In developing coun-
tries, there are generally no precise measures, but
where they exist the omission rate is between 5% and
10% and is particularly high among very young chil-
dren, men aged 15 to 30, and elderly women.

Certain population categories can also almost com-
pletely be omitted by censuses: people with no fixed
address, illegal immigrants, the homeless, nomads, etc.
These groups should be the subject, and sometimes
are, of specific enumerations or estimates.37

3. Comparability problems. The diversity of these
errors, as well as other factors of discordance, cause a
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35 These were estimated to be around 16,000 in the French census
in 1990.

TABLE 121–3 Omissions and Double Counts in the 
Traditional Censuses of Some European Countries 

Circa 19911

Country Omissions Duplications

Austria (1991) 0.5%–0.8% 0.5%–0.8%
Belgium (1991) 3.4% e
Spain (1991) 2.9% 3.0%
France (1990) 1.8% 0.7%
Ireland (1991) e e
Luxembourg (1991) e e
Portugal (1991) 6.3% 5.3%
FRG (1991) <1.0% ?
United Kingdom (1991) 2.0% ?
Switzerland (1990) 1.1% e

Source: Eggerickx and Begeot (1993)
e = very low; ? = data not available
1 Data per official of corresponding country.

36 For further detail on the procedure and the results obtained,
see Hogan, 1993, and Pauti, 1992, for the United States; Coëffic, 
1993, for France; Boudreau, 1989, for Canada; Redfern, 1987, for 12
European countries.

37 In some countries, attempts are made to enumerate the home-
less in nocturnal operations. Nearly 250,000 were enumerated in this
way in the United States during the night of March 20–21, 1991. In
some countries such as Mauritania, for example, the nomads are the
subject of specific operations (a survey of a sample of wells for
example, during a period of regrouping herds and households).



certain number of problems in the comparability of
census data both in time (for the same country) and in
space (between countries). Differential errors but also
differences or changes in the definition of concepts
used (occupation, living environment, etc.) or varia-
tions in the composition of the questionnaire and the
formulation of questions (addition, removal, new for-
mulation) may introduce a bias in comparisons. In
their study of European censuses, Thierry Eggerickx
and François Begeot (1993) conclude “that apart 
from variables relating to structures (age, sex, marital
status, and nationality), the comparison of results in time
frequently seems impossible to achieve with the other demo-
graphic topics.” International comparisons are even
more delicate.

5. What is the Future for Censuses?

The future of the census is frequently evoked and
discussed, both in the Northern and Southern regions,
but in different contexts and for different reasons. The
majority of demographers and many other users rec-
ognize a priori the importance of censuses: it is neces-
sary from time to time for every country to have a
detailed image (geographic or social) of its population,
its structure, and sociodemographic characteristics, its
housing stock, etc. There is however debate on the best
means of achieving this objective.

In developed countries, the debate is centred, on the
one hand, on the durability of the traditional census
compared to other sources likely to satisfy the same
needs at a lower cost, and on the other hand, on the
adequacy of responses, which it can provide on major
concerns, and its social usefulness. Abandoning the
traditional census can, in effect, be envisaged in coun-
tries that have excellent population registers, and this
step has already been taken in some Nordic countries
and will also doubtless be taken shortly by some other
countries (Belgium, Luxembourg). But the censuses
based entirely or partly on registers themselves do not
only have advantages: they are less flexible (changes
or adaptation of questions), rather rudimentary (for
employment or education, for example), and not
always of excellent quality. In addition, they can clash
as much, and maybe even more, with the sensitivity of
a population that feels observed without really
knowing why or how.

While the traditional census remains essential in
other countries (the vast majority), some would like its
content to be better adapted to the major concerns of
our time (unemployment, youth, elderly people, part-
time employment, situations of precariousness and
poverty, etc.). But this is asking too much of a census.
Every subject cannot be addressed in a census whose

main objective is exhaustiveness. This is what enables
a census to provide a complete and precise sample
frame for every type of survey that is better able to
approach these same questions in more depth than the
census itself.

The problems raised by the census in developing
countries are of a different nature: they are variable
from one region to another (the statistical situation in
Brazil or Mexico cannot be compared with that of
Burkina Faso or Nepal). But the census remains essen-
tial everywhere and it would be out of the question to
abolish it. In the statistically poorest regions, on the
contrary, it is necessary to increase the frequency,
decrease the time delays in analysis and publication,
and improve the analyses and the dissemination of the
results. The most serious impediment remains the
increasingly high cost of the operation, which very few
countries can meet. For example, in Africa it has 
certainly become time to use light censuses, which 
are more rapid from all points of view and doubtless
of better quality, together with a solid program of
detailed surveys in the context of a national strategy
of coherent data collection (Gubry et al., 1996).

VI. SAMPLE SURVEYS

The survey is a more recent tradition (in demogra-
phy, the method became generalized from the 1950s)
and is, for various reasons, a preferred and ideal tool
for collecting data in demography, and more generally
in social science. It exists in developed countries and
in developing countries, but with different objectives,
which relate to the performance of other information
systems. Basically, in Europe and North America the
survey is a supplement to qualitative and quantitative
information (i.e., behavior, opinion, individual life
courses) compared to the source data provided by cen-
suses and permanent registration systems; elsewhere
it is still frequently a palliative to the lack of basic
sources and its main aim is to measure levels and
trends of components of demographic change, but it
must also fulfill the needs of explanatory analysis.

The problems of population surveys38 are vast and
diverse.39 After a brief reminder of their advantages
and limitations, and an attempt at creating a typology,
I will then focus particularly on two major types of
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38 Here I will not discuss specific surveys on health, budget, 
and household consumption, or the workforce and employment,
even though they are sometimes indirect sources of demographic
information.

39 For more details, see, for example, Tabutin, 1984b, Chapter 5;
Committee on Population and Demography, 1981; United Nations,
1992a; Lohlé-Tart et al., 1988.



survey: the retrospective survey and the multiround
survey.

1. Definitions, Advantages, 
and Limitations

The sample survey estimates certain characteristics of a
population through observing only a fraction of that popu-
lation.40 This is a completely general definition, which
applies to population surveys as well as to other social
science and health surveys. Basically, it is the fact of
using a sample that distinguishes a sample survey
from a census, which is an exhaustive survey. But
because of this, its objectives can also be different from
those of a census.

Its main advantage is the fact that it is far less costly,
which leaves a large margin to invest in other direc-
tions, which, in turn, contribute to the advantages of
the method. Firstly, the data quality can be improved
(the very small number of interviewers allows for
high-level recruitment and a more comprehensive ad
hoc training), the room for maneuver provided to the
researcher with regard to the definition of concepts is
nearly limitless (in any case incomparable to the rigid-
ity of statistical administrative systems), the quantity
of possible variables (frequently between 100 and 200)
is high, and the nature of the questions asked (some-
times specific or delicate) is very open. Far from being
merely a process of replacement or a substitute to the
gaps in administrative statistics, the sample survey is
above all an essential tool for advancing knowledge: it
makes it possible to reconstitute the past; establish
family or individual biographies; and study the inter-
ference between events, phenomena, or the interrela-
tions (individual or aggregated) between population
and social, economic, or cultural factors, to provide
quantitative (unions outside marriage, contraceptive
prevalence, etc.), and qualitative (opinions, practices,
motivation) information that would otherwise be
impossible to obtain.

Of course, on the other hand, it has its limitations
and poses some problems. The level of geographical
analysis can only be fairly rough: the majority of
national surveys, at least in developing countries, are
only representative at the level of two or three living
environments, or of four or five large regions. Let us
not forget that every estimate through a sample survey
is affected by a sampling error,41 which is greater when

the sample size is small. The latter must obviously be
in connection to the statistical frequency of the events
studied (rather low in demography) and the precision
required. But furthermore, the greater the sample, the
higher the cost of the operation and the greater the risk
of observation errors. Finally, a problem sometimes
difficult to solve, in particular in the developing coun-
tries, is the precise, complete and up-to-date sample
frame required for the constitution of the sample. The
census, which is the natural basis for this, is sometimes
too remote to be effective enough. Sample surveys are
not without their cost, or delays in completion, or
problems of quality, and all these aspects vary signifi-
cantly according to the type of survey and the strate-
gies of observation.

2. Objectives and Typology

But what do we understand exactly by population or
demographic survey? Let us say that it is a survey whose
main objective could be measurement of population
composition and changes, or the understanding and
explanation of levels and trends of the demographic
phenomena (fertility, nuptiality, mortality, migration).
Considered in this way, the line between demography,
sociology, and health is sometimes narrow. We could
for example include family surveys or health surveys,
at least when they relate to individuals or households
and seek (among other things) to quantify. On the
other hand, we should doubtless exclude operations
specific to employment, education, living conditions,
nutrition, and consumption from the demographic
field, even if they can indirectly contribute to socio-
demographic knowledge.42

Thus defined, we can classify population surveys
into a few large categories according to their main
objective:

1. Measurement surveys. Many surveys carried
out in developing countries aim above to compensate
for the shortcomings of the civil registration system.
They therefore measure one or all of the phenomena
that contribute to population growth.

2. Opinion or behavioral surveys. Other surveys
have a main objective of knowing and understanding
the motivations, aspirations, and practices of individ-
uals or couples, who condition the evolution of demo-
graphic phenomena.

3. Mixed surveys. However, the most common case
today is that of surveys with two simultaneous objec-
tives. For example, we wish to measure not only 
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40 A similar definition to that of the 1981 Multilingual Demo-
graphic Dictionary (IUSSP, 1981).

41 Sampling errors (or sample errors) add on to observation
errors (Desabie, 1965; Tabutin, 1984b, Chapter 5; Clairin and Brion,
1996). Demographers have an annoying tendency to only seldom
clarify it in their publication of results.

42 However, some authors prefer to classify surveys on employ-
ment or schooling within the field of demography (Desabie, 1965, 
p. 30–31).



fertility and its intermediate variables, but also to 
discover why or how some practices (breast-feeding,
postpartum sexual abstinence, contraception, for
example) exist and evolve, or to discover the fertility
plans and aspirations of couples or women. They are
particularly interested in the interaction between
factors, in social inequality, and in geographic dis-
parities. In short, the objective is focused greatly on
explanatory research.

The term population survey consequently covers
extremely diverse operations both at a technical level
and at a thematic level. First of all, with regard to objec-
tives, Table 121–4 proposes a general typology of the
most common surveys, with the main characteristics
of each category, i.e. the method of observation, geo-
graphic coverage, and sample size.

Having given the population survey a rather broad
definition, I use the term household surveys here for
what many demographers call population surveys.
Common in developing countries, these are often

surveys with multiple objectives: measuring the
sociodemographic composition of the population and
its dynamics (fertility, mortality, migration). In the
past, their aim was to replace both the civil registra-
tion system and the census. Nowadays, they are
mainly carried out in the middle of the intercensus
period. They require large samples (often around
30,000 households).

4. Fertility was, by far, the most studied phenome-
non (due to greater funding), notably in the context of
large international programs: the Knowledge, Attitude
and Practice (KAP) program of the 1960s, the World
Fertility Survey (WFS) program of the 1970s, the
Demographic and Health Surveys (DHS) program of
the 1980s, 1990s, and 2000s, for developing countries,
or the American program of contraceptive prevalence
surveys of the 1980s. These surveys obviously vary
from one program to another, but they are all national
and are all based on samples of 3,000 to 8,000 women
with a predominant objective: fertility and family
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TABLE 121–4 Typology of the Most Common Population Surveys

Survey Category Observation Method1 Geographic Coverage Sample Size

Multiple objectives household surveys (numerous 1 round or 3 rounds National 20,000 to 40,000 households
developing countries since the 1960s) (over 1 year)

Fertility/child health surveys (WFS program of 1 round National 4,000 to 8,000 women 
the 1970s, DHS program of the 1980s, 1990s, (1,500 to 3,000 men
and 2000s; and the GCHS for the Gulf sometimes)
countries; ±210 in total)

Fertility/family surveys (FFS program; 24 1 round Most frequently national 3,000 to 6,000 women; 
developed countries, from 1990 to 1999) 1,000 to 4,000 men

Contraceptive prevalence surveys (e.g., CDC 1 round National 2,000 to 3,000 women (and
program; 30 in total since 1985) men sometimes)

Migration/rural migration/urbanization survey 1 round National or regional Varies
(e.g., REMUAO Project in West Africa, 1990)

Child mortality survey (e.g. IFORD Project in Multiround (over a Local (frequently cities) 10,000 to 15,000 births
Africa, 1980s) period of 1 to 3 

years)

Pregnancy and Childhood survey (WHO-Europe Multiround (from birth Regional ±5,000 pregnancies
ELSPAC Project, 1990s)2 up to age 3 or 7 

years)

Survey on birth (e.g., INSERM-France) 1 round National 5,000 to 6,000 births

Biographical surveys (migratory, occupational, 1 round National or cities 3,000 to 6,000 individual
and family itineraries; e.g., INED’s 3-B survey, adults
RIVASS Project in the Sahel)

DHS = Demographic and Health Surveys; ELSPAC = European Longitudinal Study of Pregnancy and Childhood; FFS = Fertility and Family
Survey; GCHS = Gulf Child Health Survey; INSERM = Institut national de la santé et de la recherche médicale; REMUAO = Network of Migra-
tion and Urbanization in West Africa; RIVASS = Research on Integration into Cities in Africa South of the Sahara; WFS = World Fertility Survey.

1 The characteristics presented are those most frequently encountered. They do not exclude other alternatives.
2 The ELSPAC surveys from the beginning of the 1990s are at the limits of demography as their objectives are broader: the health and the

development of the child.



planning—even through the most recent project (the
DHS survey) is also interested in child health. The
European Fertility and Family Surveys (FFS) project of
the 1990s (on 24 countries) also deals with fertility but
is mainly focused on the family.

Neither migration nor mortality was the object of
such attention. They were the subject of only purely
national operations, or at best, some regional pro-
grams, such as those on migration in West Africa
(REMUAO Project of the beginning of the 1980s). The
majority of these operations are only concerned with
one region of a country, or often even one city (the
capital); very few countries, such as Tunisia in 1989,
have carried out a national survey on infant mortality.

Although it is a major factor of fertility, nuptiality 
is the poor relation in demography, in developed 
countries as well as in developing countries. It is the
subject of very few specific surveys. We can certainly
approach it in fertility surveys through the reconstitu-
tion of the marital life of each woman. The question-
naire must enable this, as was the case of the WFS, but
not, unfortunately, that of the DHS.

5. Biographical or life course surveys, a more
recent and innovative approach, have a specific cate-
gory in Table 121–4 because they integrate, in the full
meaning of the word, migratory, residential, family
(fertility and nuptiality included), and occupational
histories. Some good examples of these are the 3B
(triple biography), a pioneering survey carried out 
by INED in 1981,43 the urban insertion surveys in
Africa (Dakar 1991, Bamako 1992, Yaoundé 1996, and
Antananarivo 1998),44 and finally, the survey carried
out in 2000 in Burkina Faso (the first at a national level)
on migration, urban insertion, and the environment.
All these surveys aim to understand and measure the
interactions between the various aspects of the family,
migratory, and occupational lives of the respondents.45

3. Observation Methods and 
Types of Survey

In any collection of information on demographic
events (births, deaths, migration, marriages, illnesses,
etc.), on practices (vaccinations, attendance of health
centres, contraception, etc.), or on the evolution of
certain individual characteristics (marital status, occu-
pational situation, level of education), the observation
method can be retrospective or prospective and the
operation can be specific or permanent.

1. Retrospective or prospective survey. In a retro-
spective survey, individuals are questioned on what
they have experienced over the last weeks, the last
year (short reference period, Fig. 121–2a), or through-
out their lives since a given age or a given event (Fig.
121–2b). They are generally single-round surveys. In a
prospective survey, the same population sample (indi-
viduals, households, or geographic zone) is monitored
over a period of varying duration by visiting them46 at
regular intervals to record changes that have occurred
since the last visit (Figs. 121–2c and 2d). The latter are
called multiround surveys (or sometimes panel surveys
when individuals are the observation units).

2. Ad hoc or permanent survey. A survey is called
ad hoc, even if it is repeated (in that case, it can be called
a trend survey), when each observation is disassociated
from the others and no individual monitoring is pos-
sible. It is only at the aggregate level that evolution
from one point to another can be observed (Fig. 2e).
For example, this is what occurs when the results of
surveys of the same nature that were carried out suc-
cessively are compared, e.g., the two or three DHSs 
of a given country. On the contrary, the survey is 
called permanent if a population (frequently a group 
of villages or districts) is regularly monitored 
(through a multiround survey or even continuous
observation) for a long period (up to several dozen
years). This is the basic principle of demographic 
surveillance systems or population laboratories dis-
cussed earlier.

Let us now look more closely at the retrospective
single-round survey and the multiround survey to
discuss their advantages and disadvantages.

4. The Single-round Retrospective Survey

When visiting the sample only once, we should nec-
essarily ask questions concerning the past if we wish
to observe changes in the population and its compo-
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43 Family, occupational, and migratory biography survey on a
national sample of 4,602 persons aged from 45 to 69 years (Courgeau
and Leliévre, 1989, 1990). The length of each interview was between
one and two hours (one hour and ten minutes on average).

44 The Dakar survey was carried out by Institut Fondamental
d’Afrique Noire (IFAN) and ORSTOM, that of Bamako by Centre
d’Etudes et de Recherche sur la Population pour le Développement
(CERPOD) and the Department of Demography of the University of
Montreal. The procedures were similar and the results were rela-
tively comparable. The Bamako survey consisted of three question-
naires: household, biography, and health. The biographical
questionnaire was made up of no less than 6 modules: “family origin
and childhood,” “migratory and occupational life in Bamako,” “res-
idence of more than six months in Bamako,” “active life in Bamako,”
“married life,” and “live-born children.” It covered 2,141 individu-
als aged 25 to 54 years.

45 Concerning the advantage of these surveys with regard to ana-
lyzing the interaction between phenomena in Africa, see: Antoine,
2003; Antoine and Dial, 2003.

46 Or, as is the case now in most developed countries, by post or
by telephone.



nents. But we should distinguish two possible strate-
gies with different results according to whether one
short and recent reference period is sufficient, or
whether we wish to trace all the demographic events
experienced by the respondents.

a. Retrospective Surveys over Short 
Reference Periods

To grasp events such as births, deaths, marriages,
and illnesses through a retrospective survey,47 we

should question individuals on what occurred during
a reference period. Here, it is a short and recent period.
Regarding births and deaths, for different reasons
(annual rates, suitable numbers, eliminating seasonal
effects), it is most common to ask about events in 
the 12 months preceding the interview; regarding ill-
nesses, this can be, according to the case, between a
few days to a few weeks or months. The method of the
last 12 months, frequently used in household surveys
(and censuses) in developing countries, is simple at the
conceptual and analytical levels (it leads to calcula-
tions of the period indicators, rates, or incidence), and
relatively inexpensive (it only requires a few questions),
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FIGURE 121–2 Schematization of the different types of observation.

47 Let us recall that the last 12 months are also much used in cen-
suses in developing countries for estimating fertility and mortality.



but, as has been demonstrated many times (Vallin,
1969; Tabutin, 1984b, 1984a; Arretx, 1984), poses many
problems. First of all, the method requires large
samples (from 20,000 to 40,000 households, Table
121–4) to counteract the scarcity of demographic
events. Furthermore, it is then susceptible to consider-
able sources of bias, whether from a telescoping effect,
due to errors in localizing events in time (the respon-
dent wrongly includes or excludes an event in the
period), or that of omissions (conscious or not). These
errors, which are sometimes modest for natality, are
frequently enormous for mortality, sometimes making
the results unusable.48 I have been asking myself for a
long time why, in spite of such problems, such a
method is still being used, notably for mortality and
for censuses! Attempts have been made to reduce the
errors of the last-12-months method, notably those
which are due to the memory of the respondents, e.g.,
by using a fixed, easily identified date (a memorable
and popular festival, for example) as a starting point
for the reference period, but this has not totally solved
the problem (Tabutin, 1984a).

b. Retrospective Surveys over Long 
Reference Periods

These errors are much easier to manage in long 
retrospective surveys and make it possible to better
ensure the coherence of the information collected on
the same individual. All the respondents are ques-
tioned on their experiences since a given change in
status (marriage, motherhood, residence in a commu-
nity, unemployment, for example), since reaching a
given age, or since birth. In other words, from an 
event or a starting age, respondents entirely reconsti-
tute their reproductive lives, matrimonial course, or
migratory, residential, educational, occupational 
experiences, and sometimes even several of these
components or all at the same time, as is the case in
biographical surveys. For example, this is the strategy
used for the majority of fertility surveys (women are
interviewed on their reproductive and marital lives
from the age 15 or from their first union formation) or
in migration surveys (for example, men aged 40 to 65
are interviewed on their history since their first migra-
tion or since leaving school). It is a demanding process
both for the respondent and the interviewer (many
dates, durations, causes), but rich in information. For
example, the complete reproductive histories of
women aged 15 to 49 years (including questions on the

survival of each child, or on the duration and result of
every pregnancy) makes it possible to reconstitute the
fertility trend over 15 years or infant and child mor-
tality over the 20 or 25 years preceding the survey. The
results can obviously be analyzed by period, but they
lend themselves quite naturally to longitudinal analy-
sis, even if the duration of individual observation
varies from one respondent to another according to
age at the time of the survey.49

This approach also has its disadvantages and risks of
error. Retrospective observation by definition operates
a selection in the cohorts: we can only interview indi-
viduals who are still alive and who have not emigrated
(we must therefore make a hypothesis of independ-
ence between the phenomenon studied and other
events excluding the individual from the population).
The long retrospective survey also calls upon the
memory and recollection of an event that is sometimes
far in the past. Inaccuracies (in the dating of events,
notably) and omissions are likely to increase with the
amount of time past of the event. The method there-
fore may distort the observed trends, for example,
underestimating the scale of a reduction in fertility or
infant mortality. These recall lapses arise differently
according to values and perception of time but they
exist in every social context, in both developed and
developing countries (Courgeau and Leliévre, 1989, 
p. 17–19). Finally, the duration of the interview is long,
particularly in multiple biographical surveys (1 to 
2 hours).

5. Multiround Surveys

These were developed during the 1960s, particu-
larly in Francophone countries, in response to prob-
lems (omissions and inaccuracies) in retrospective
observation, notably over the last 12 months. They
very rapidly attracted supporters and opponents due
to the fact that, while they certainly have many advan-
tages, they also pose significant problems. A multi-
round survey50 is a survey where following an initial
complete observation, the same population sample is inter-
viewed again several times and at short time intervals. As
in the other demographic surveys, it can involve a
sample of individuals, households, dwellings, or geo-
graphic zones, but also, in some cases, a sample of
events (pregnancies, births, marriages).
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48 There are of course correction methods, but they have their
limitations. They are notably based on considerable hypotheses
(constancy of omissions according to age or social group, for
example).

49 On the truncation effects, see Tabutin, 1984b, p. 120–124;
Courgeau and Lelièvre, 1989, p. 21–22. In fact, there is generally
double truncation: on the left as the account only begins at a given
moment in the life cycle and we have no information on the pre-
ceding period, and on the right with the interview date.

50 Which is also sometimes called prospective survey or follow-
up survey.



a. Monitoring Households

Multiround household surveys carried out since
1965, particularly in Africa or Asia (20 in total, most of
them national),51 aim above all to correctly measure
population change and avoid the disadvantages of the
last-12-months method mentioned earlier. The refer-
ence period is determined by the time passed between
the first and last interview. In this case, the area sample
(based on districts of around 500 inhabitants, for
example) is preferable (to better manage the problem
of sample ageing), but samples of dwellings (house-
holds) have also been used. Most frequently, the
sample is visited 3 or sometimes 4 times a year. At 
the first visit, a census provides an initial inventory on
the basis of which any changes that occurred since the
last visit can be observed, notably arrivals (births,
immigrations) and departures (deaths and emigra-
tions). The area sample makes possible the observation
of collective migration (entire households), not only at
departure but also on arrival (Tabutin, 1984b; United
Nations, 1992a). Indeed, this method considerably
reduces the risk of omissions52 and significantly
increases the precision of the observation. However,
unless the period of reference and therefore the
number of visits (and the cost) are increased, the
samples should be as large as they are for retrospec-
tive surveys over a short reference period (between
20,000 and 40,000 households). The cost is high due to
the number of visits. The duration of the operation is
relatively long (at least 18 months of collection, if 6
months on the ground for each of the three visits are
counted). Preparation of data and analysis are
complex. The risk of total failure (when fieldwork is
stopped) or partial failure (when the analyses that
enable full advantage to be taken of data is abandoned)
is not negligible. In a period when resources are
increasingly rare and in view of certain failures in
developing countries, the number of skeptics has
increased and includes the author of this chapter who

was however formerly in favor of this technique,
which is full of potential.

b. Monitoring Individuals or Births

Multiround surveys can have more specific objec-
tives and resort to monitoring individuals, either since
their age of arrival to the population exposed to the
risk (e.g., 18 years, if we wish to study marriage, or 1
to 4 years for the study of child morbidity and health)
or since an original event (i.e., school entry, first visit
to a family planning, Figs. 121–2c and 2d; or since their
birth, Fig. 121–3).

After a first visit, when the interview pertains to a
fundamental event, the past, or on the family or social
environment, the individuals concerned are visited at
regular intervals. Comparison of the situation at
various visits and questions on what has occurred
between two interviews53 makes it possible to measure
and understand the changes. The total duration of
observation, the number of visits, and the interval
between visits are all variable from one survey to
another, according to the objective (from a few weeks
for perinatal mortality, to 5 or 10 years for monitoring
the health and nutrition of children, or conditions of
access to marriage) and, of course, according to the
human and financial resources available.
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FIGURE 121–3 Monitored observation of a sample of births over
18 months of age.

51 To my knowledge, the most recent was that of Morocco 
in 1987–1989 (two years of observation, five rounds at six month
intervals).

52 There is certainly a risk of omission for two contrary events
that are monitored over a very short interval, e.g. an entry followed
rapidly by a departure by migration, or a birth followed by a death
at a very young age. The individual could not be identified during
the preceding visit and is no longer there during the current visit.
For migration, the issue can be resolved by defining the permanent
residence according to a duration of presence longer than the inter-
val between visits. For death at a young age, the situation is greatly
improved if the pregnancy was declared during the previous visit.
More generally, it is also possible for the initial itinerary to be incor-
rect (omission or under-enumeration) but the later visits often make
it possible to identify and correct them.

53 In developing countries, the method always used is that of the
interview, while in developed countries questionnaires sent by post
can be used as well as interviews over the telephone.



The most common example in demography, at 
least in developing countries, is monitoring a sample of
births in order to study childbirth, characteristics at
birth, mortality, morbidity, and maternal behavior
with regard to health and nutrition (vaccination,
breast-feeding). For example, a sample of childbirths
or newborn infants (recorded in maternity wards or in
the civil registration system, where it works efficiently)
are regularly visited at home. In the Les enquêtes sur la
mortalité infantile et juvénile (EMIJ) program (surveys
on infant and child mortality) carried out 
by Regional Institute for Demography Training 
and Research (IFORD) in the 1980s in five African 
capitals (Courbage, 1979), samples of around 12,000
births were selected in maternity wards and then
observed during seven home visits over 2 years. A
similar scheme was adopted for the EMIS programme
(surveys on infant mortality in the Sahel). Numerous
similar surveys, although generally less ambitious,
were carried out in Latin America and Asia.

Theoretically perfect, the prospective observation
method, which indeed generally leads to better results
than the retrospective short-period method, is however
not without its methodological and operational 
problems.

c. The Limitations and Problems of 
Prospective Surveys

Without going into detail here, there are two 
different types of problems (Tabutin 1984a, 1984b;
Riandey, 1988; van de Walle, 1988): some are inherent
to the procedure, others are linked to the field and to
analysis.

The major problem of any multiround monitoring
of individuals (or households) is loss to observation
through migration54 and refusal to respond. These
sample losses can introduce bias and affect individu-
als (and households) whose behavior differs from that
of the population of respondents. They also lead to the
attrition of the observed population, which can affect
the precision of the final measurements. This phe-
nomenon of sample slippage, towards more sedentary
individuals and towards more favored social classes,
through the progressive exclusion of the most mobile
populations, the poorest, the most marginal, increases
with the duration of monitoring. Moreover, the multi-
plication of observations during successive visits
causes increased problems at the operational level of the
survey (duration of collection, fatigue of respondents
and interviewers, cost of the operation), and also at the

level of analyzing the results, which is much more
complex.

6. Retrospective/Prospective: 
An Outdated Debate?

During the 1970s and 1980s, supporters and oppo-
nents of the prospective survey clashed, with the former
stressing the advantages of multiround surveys55 and
the latter stressing its constraints compared to the flexi-
bility and the rapidity of single-round surveys.56 The
major aim was to improve collection, which was then in
full expansion in Third World countries.

The debate gradually died out, partly due to lack of
combatants and the fact that the problems and methods
of collection were no longer of great interest to many,
but also because, for financial reasons, retrospective
observation was imposed on the large international
programs (United Nations and United States). The
developing countries are following the movement
because they do not have sufficient resources to explore
alternatives. Indeed, very few of them have the finan-
cial and human resources to carry out a national multi-
round survey. A good retrospective survey is better
than a bad multiround survey.57 Nevertheless, the ret-
rospective survey cannot be a replacement for a multi-
round survey: the correct measurement of mortality at
different ages, collective migration, and spatial or
social inequalities require prospective observation. But
this procedure is more costly, longer, and riskier, at
least when used at a national level. The retrospective
survey is fashionable, financial resources are rare, inter-
national pressure is strong, and prudence and security
are required (often rightly so). However, the debate
should not be considered definitively closed.

VII. EXTRA TOOLS: 
AERIAL PHOTOGRAPHY 
AND REMOTE SENSING

For a long time limited to military strategy and dis-
ciplines such as geography, geology, and agronomy,
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54 For examples on France, see Riandey 1988; for an example on
Africa, see van de Walle, 1988.

55 Whether at the theoretical level or because of some clear suc-
cesses in this period, such as the National Statistical Population
Study (ENSP) in Algeria in 1970–1971, based on a three-round
survey (Vallin, 1975; Tabutin, 1984b).

56 Indeed, one of the great misunderstandings of this debate was
that the supporters of the multi-round survey were fighting against
the proven ineffectiveness of retrospective surveys of the last 12
months, while those of the retrospective survey were relying on the
wealth of biographical surveys to safeguard the last 12 months.

57 By this we mean the common under-use of this type of 
operation.



aerial photography and remote sensing recently
entered into the panoply of tools for demographic data
collection, notably in the context of urban observation
systems and developing countries.58

Aerial photography, an old technique which is very
common today, can only correctly record, notably due
to the curvature of the earth, microsurfaces. Therefore,
a large number of photos must be combined in order
to obtain comprehensive aerial coverage of a small ter-
ritory or a city, but it provides many details, and this
is one of its advantages. When it is well executed, it
makes possible the selection of districts, compounds,
and even buildings, and it clearly provides useful ref-
erence points (wells, schools, etc.).

Remote sensing by satellite is much more recent59 and
makes it possible to observe much larger zones (a
whole city, a region, even a country), to rapidly obtain
the required satellite image (in 20 days, for example,
with the SPOT system (Satellite Probatoire d’Observa-
tion de la Terre) or even to order it for a specific date,
and with classification techniques,60 to rapidly carry
out an initial stratification of the city according to the
type of vegetation, densification, the type of habitat, or
soil. On the other hand, the satellite image does not yet
have the precision of an aerial photograph. For
example, it is still often difficult to distinguish the
limits, function, and nature of buildings, to distinguish
a building from a street, or a large market from a res-
idential zone if the roofs resemble each other.

Remote sensing can be of great benefit to demo-
graphy in the establishment or implementation of a
sample frame, in other words, the constitution of a
sample of households, which is a thorny and expen-
sive problem in many countries. The satellite image
today makes it possible to quickly and cheaply define61

an aerial sample frame of a city,62 by proceeding suc-
cessively to a stratification according to the density of
the frame, then to a selection of small enumeration
areas (1st degree) and finally on the ground to a selec-
tion of households in these small enumeration areas
(2nd degree). Research by ORSTOM63 (now IRD) on
Marseille, Quito, and other towns have demonstrated,
since the beginning of the 1990s, the effectiveness of

this approach (Dureau, 1995b). In addition to the
rapidity of implementation of a sampling frame in
cities that do not have a traditional frame, “the selection
of a sample by satellite imagery also favors the description
of the internal differences of a city and the analysis of 
the dynamics of the city’s subpopulations” (Dureau, 1995b,
p. 284).

Remote sensing is also very useful in studying
urban planning and management, for which censuses
and traditional surveys are, and will no doubt remain,
unsuitable. They make it possible to continuously and
precisely observe the morphology of a city: occupation
of the ground, vegetation, densification, buildings,
etc., even if all the technical problems have not as yet
been solved and that there are non-negligible margins
of error (Baudot, 1994). The approach needs to be
developed for studying rural settlements, at least in
nonarboreus zones.

Going even further, researchers in remote sensing
are now attempting to indirectly estimate (on the sole
basis of data from the images) the number of house-
holds and population, and even the size of families,
population density, and sometimes even certain
socioeconomic characteristics. Will it be possible one
day to dispense of all the other collection methods and
notably of censuses for obtaining this type of informa-
tion? This would truly be revolutionary, but it is still
far in the future. The few studies that have compared
satellite estimates, with results from the ground, show
that the margin of error is still very wide (Baudot,
1994).

Remote sensing is no doubt a tool for the future due
to the availability of images, the rapidity of their
treatment, and their relatively low cost.64 They increas-
ingly fulfill certain needs for geographic and spatial
analysis. In demography, we can expect it to become
an essential tool in the construction of samples and 
the study of settlements (urban and also rural), at least
in countries where the landscape, the climate, and 
the vegetation allow it, but it will not supplant the
essential collection of individual data, which is
increasingly varied and numerous and which only the
traditional sources of demographic information can
provide. This goes without mentioning the technology
and the competence necessary to interpret and analyze
the images from which many developing countries
will suffer.65
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58 For more information on this subject, see Dureau et al., 1989;
Dureau and Weber, 1995; Baudot and Wilmet, 1992.

59 Use of remote sensing by satellite in town planning began with
the appearance of the first high-resolution satellites at the beginning
of the 1980s.

60 Complex techniques which relieve specialists of the inter-
pretation of satellite images.

61 At least with regard to traditional cartography of the terrain.
62 So far, this has mainly been done in urban zones.
63 Office national de recherche scientifique et technique outre-mer,

recently renamed Institut de recherche pour le développement (IRD).

64 A standard satellite image with spatial high resolution (20 m ¥
20 m) is far less costly ($1,900 for this type of SPOT image in 2003)
than complete aerial coverage of a territory (a city, for example).

65 Technology which, if it were essential, would once more rein-
force the scientific dependency of the poorest countries.



VIII. NEGLECTED SOURCES:
ADMINISTRATIVE INFORMATION

By administrative system, we refer to every source of
statistical information currently used by an administration
(public or private) in a management objective. The sources
that are of interest to us here are obviously those which
contain individual data relating to children in schools,
mothers or children monitored by health centres,
women giving birth in maternity wards, subscribers 
to pension funds, those paying social security contri-
butions, patients in hospitals, etc. Of the multitude 
of administrative registers and files, here are some
examples:

• school registers
• hospital registers, maternity clinic registers, and

registers of maternal and infant health centers
• social security files
• social insurance fund files, pension fund files
• military, police, and judiciary files

Each of these registers, whether managed at a central
or local level, computerized or not, contains informa-
tion (of variable number) on each individual con-
cerned and sometimes on his/her family environment.
They can also be an additional source for studying
sociodemographic issues, as long as they are up-to-
date and of good quality. They are rarely representa-
tive of an entire population and it is sometimes
difficult to access them (due to statistical confidential-
ity, for example). These administrative sources are still
rarely sought out by demographers.

IX. A FEW WORDS ON 
QUALITATIVE APPROACHES66

Demography, as a social science based on measure-
ment from the beginning, moving more or less towards
comprehension, explanation, interaction between
factors, cannot avoid the need for more qualitative
approaches. In other words, they are observation
methods whose main objective is not measurement,
but understanding a phenomenon, a process, or a
mechanism by placing it in its social context.67 As
Hubert Gérard (1988) writes, “the qualitative approach
appears as a process of questioning and seeking a response,
in the same way as the quantitative approach; it can at the

same time therefore be autonomous and sufficient, and con-
sequently it must meet the same demands in rigour and
quality as the latter, even if, for this, it must necessarily
approach it differently.”

Generally in demography, qualitative observation is
considered as a complementary approach to quantita-
tive observation, and takes one of the following three
forms.

1. Structured or semistructured interviews are
practiced on a few dozen target individuals (generally
thirty or so), selected logically, with no concern for a
strict statistical representation. During these inter-
views (there can be two or three), freely or semi-freely
(if there is an interview guide), the people speak about
their vision of the problem under consideration, of
themselves, and of their environment. The content of
these interviews, which often last several hours, is then
analysed.

2. Interviews of resource persons which can be
individual or collective (focus-group); the individuals
are chosen according to their role, experiences, and
their competence with regard to the subject under con-
sideration. For example, with regard to fertility, these
would be doctors, midwives, traditional midwives,
and welfare officers.

3. Participant or direct observation is rarely 
used in demography. By residing somewhere for
varying periods of time (from a few months to several
years), the observer integrates as much as possible 
into the district, the village, or community which 
is the object of the study and notes all the daily 
events (both individual and collective) likely to clarify
the issue under consideration. This type of work 
and approach relates more to anthropology than
demography.

Different qualitative methods can obviously be
combined, notably the first two: life histories or semi-
structured interviews can indeed be carried out in par-
allel with focus groups.

Demographers still seldom use the qualitative
approach. Some (generally sociologists) take the risk
but the majority do not consider it to be of interest or
are unaware of it, if they do not challenge it.68 It does
however have a role in our discipline, either as a pre-
liminary to a quantitative survey (identification 
of issues, problems, variables, or key factors), or as a
complement to quantitative analyses for which they
provide an explanation for certain facts or certain sta-
tistically established relationships. But it is true that
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66 This aspect will be discussed in greater depth in Chapter 136
by Michel Bozon.

67 For a broader view on qualitative problems and methods in
social science and in demography, see Chaire Quetelet 1985 (Gérard
and Loriaux, 1988). See also Chapter 136 hereafter.

68 Moreover, this is not surprising when we consider the content
of numerous training programs in demography, that are essentially
if not entirely focused on quantification, number worshipping.



one cannot just suddenly become a qualitative expert.
The collection as well as the (complex) analysis of
results require a specific and well established method-
ological arsenal.

X. PRIVACY AND DATA COLLECTION

The deontological issue of protecting privacy is cur-
rently in the headlines in North America and Europe,
particularly in countries where computerization and
the coupling of information systems is very advanced,
where individual freedom is of primary importance,
and where private (and frequently commercial) 
statistics meet public statistics. The problem is not 
a new one (in a number of countries, the first legis-
lation for regulating surveys dates back to the 1950s 
and 1960s), but it is accentuated by the multiplication
of data collection organizations, the increasing 
number of operations, the diversification of subjects of
study, the opening of borders, the power of new infor-
mation technologies, and the increasing sensitivity of
public opinion (Eurostat, 1986; Riandey, 1996; Moreau,
2001).

In addition to the chapter already dedicated to
ethics in demography in Volume 7 (Chapter 99, by
François Héran), let us return here to the three main
elements composing the problem of relations between
statistical collection69 and privacy: the obligation to
respond, confidentiality (or statistical confidentiality),
and the content of information requested. It will
become particularly clear that the seriousness of the
problem varies according to the type of survey, but
also that every survey is inevitably an intrusion of
privacy.

1. The Obligation to Respond

During surveys and even currently during cen-
suses, some people refuse to respond in the name of
respecting their privacy, or that of their household,
sometimes through fear of future use of the informa-
tion provided, other times by the simple refusal of an
intrusion into their personal lives. The more sensitive
the subject (income, sexuality, marginal behavior . . .),
the greater the likelihood of refusal. Should a survey
be obligatory? Can it even be so, to the extent that a
forced consent necessary leads to bias in the informa-
tion collected? “The freedom to refuse and the information
provided by the respondent are high priorities in the legal
texts, the French Law of 1978 (Informatique et Libertés), and

the 1981 Convention (of the Council of Europe in relation
to protecting privacy)” (Riandey, 1996, p. 451).

2. Confidentiality or Statistical
Confidentiality

Confidentiality and secrecy are practically always
guaranteed in a survey, to the individual participating
in a census, or the informant in an administrative 
register. No personal information is provided to third
parties (whether commercial or not), to organizations
other than the one to which the declaration was made.
But the concept of confidentiality today goes well
beyond this simple preliminary guarantee. It includes
(or should include) the power for every individual 
to know, control, and, in the extreme, to refuse any
future use of the information provided. The scientific
surveys, and those on public (or parapublic) funds
mentioned here, and traditional censuses do not cause
any major problems from this point of view. In Europe
and in North America, research organizations assure
anonymity and the protection of computerized files.
The case of registers is a priori a little more complex:
how can the use of population registers be controlled
at a local level? How can the fusion of administrative
files be controlled in countries where there is only one
single national identity number? Who can have access,
and under which conditions, to the statistical wealth
that is a computerized national register? Northern
Europe and Canada completely protect their files and
there is complete confidence in their statistical organi-
zations (Eurostat, 1986), while “French jurisprudence
tends to divide the identifiers into sectors in a way that pre-
vents the communication of data between administrations”
(Riandey, 1996, p. 444). In 1995 the European Com-
mission adopted a directive relative to “the protection
of persons with regard to the processing of personal data and
the free circulation of these data”, which came into force
in October 1998. It states the rights of individuals and
the duty of those responsible for the files, but it also
includes many exemptions. The risk of personal data
being transferred to the commercial private sector, “the
business of population data” (Moreau, 2001), is more than
ever an issue in a world of free exchange, of excess
marketing, and fierce competition between large com-
mercial companies.

3. The Type of Information

The protection of privacy includes the types of ques-
tions included or excluded in questionnaires. The most
typical example in demography concerns variables of
cultural identity (ethnic group, language, religion),
and variables of behavior (sexual life, relation between
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69 These problems obviously go well beyond demography.



spouses, etc.). The sensitivity of these questions, which
varies greatly according to situation and country, can
lead to the self-censorship of researchers in their topics
of study and in their questions.

“All citizens have the right to be protected against any
excesses, including the carelessness or incompetence of
researchers” (Leridon, 1993, p. 399). Ultimately, the
problem is finding a balance, a working arrangement
between the collective and essential protection of indi-
vidual rights and the need for reliable and varied sta-
tistical information. Exceeding the national context,
Europe (now including 25 countries), is committing
itself little by little,70 and is trying to harmonize
national legislations (that are still very diverse), while
at the same time ensuring the free movement of data,
two objectives that are difficult to reconcile. Statistical
collection and scientific research can only gain from
working within a legislative context which is both
clear and adapted to the knowledge needs of contem-
porary societies.

XI. SOME FINAL THOUGHTS

Everyone will agree that observation is a crucial
phase of every study, in demography as in all the other
social sciences. The results of analysis, descriptive 
and causal, depend on the nature and quality of data
available (administrative registers, civil registration
system), or data collected (censuses, surveys). But soci-
eties evolve, mentalities change, new issues emerge,
technology progresses, and financial constraints are
considerable. Are the current information systems still
adapted, appropriate, and relevant?

1. New Demands and Needs of Society

For a long time, too long a time undoubtedly,
demography was confined to observing and measur-
ing the traditional demographic events of births,
deaths, marriages, and internal migration, measuring
growth, and making projections on population
dynamics. Today it is obliged to widen its field of
observation and research, to assure its social credibil-
ity and its role in the system of scientific production.
It faces the challenge of “impossible issues” (Leridon,
1993, p. 390), that are often burning issues, both poli-
tically and socially: illegal induced abortion, illegal
immigrants, international migration, omissions in cen-
suses, population ageing, etc. It must also deal with the
increasing diversification and complexity of individ-

ual life courses, notably of family structures and resi-
dences. It must become more committed to the inter-
actions between professional activity, migration, and
family life. In short, it must increasingly deal with the new
problems of society and here it is obvious that the old,
traditional demographic information systems are
inadequate or totally outmoded, without forgetting
that social demands are becoming more diverse, from
stakeholders (users) that are more numerous now than
in the past (public and private sectors, associations,
NGOs, local managers, mass media, other sectors of
social science research).

2. Technology and Cost of 
Information: Progress, But . . . ?

In a few years (the 1970s and particularly the 1980s),
the spread and progress of computerization has trans-
formed demographic data collection, regardless of
method: acceleration of data entry, data management
and processing, increase in record linkage, direct
linking of one level (e.g. a town) with another (the
region, the country). We can even foresee little by little
tools for portable and direct data entry on the ground,
which will even change the nature of the interviewer’s
work. But paradoxically, apart from some rich coun-
tries, this has not resulted in the hoped for revolution
in the waiting period for scientific production, whether
it be in the context of civil registration, censuses, or
surveys. Progress is being made but we still depend on
cumbersome and slow machinery.

The technological progress has not led to a drastic
reduction in cost either. In the best cases, the unit cost
falls, but not the total cost, which sometimes even
increases. The collection of population data remains
expensive, as it requires increasingly detailed ques-
tionnaires and the samples must be relatively large in
order to be representative. With regard to the census,
it may soon be considered as a luxury that very few
developing countries can afford, without mentioning
recent technologies, such as remote sensing which is
promising but financially and technically difficult to
access for many. A large number of developing coun-
tries, notably the poorest ones, are already in total or
near total financial dependence.

3. International Recommendations and
Programs—Warning: Danger!

One cannot a priori deny the usefulness of inter-
national recommendations in the field of demographic
information. Generally proposed by the various 
specialized organizations of the United Nations, or 
by regional organizations such as the European Union,
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70 See notably the directive on privacy and the movement of data
voted by the European Parliament in July 1995.



they vary from the definitions of concepts to the issues
and variables to include within observation systems.
The praiseworthy objective is to succeed in generating
demographic statistics that are comparable between
countries. But by standardizing too much, and by
imposing too much (willingly or not), the diversity of
local or regional initiatives is reduced, the freedom of
choice in each country is restricted, scientific knowl-
edge is definitively impoverished. Without mention-
ing the fact that reference models and expertise come
mainly from developed countries. Regional recom-
mendations do not fundamentally change anything.

One cannot either deny the usefulness for countries,
or for the international scientific community, of large
international survey programs, such as DHS and FFS.
Due to the DHS programme notably, in sub-Saharan
Africa alone, 69 national surveys in 33 countries (many
of them amongst the poorest in the world) were carried
out between 1986 and 2003. Without them, knowledge
of fertility and child mortality/health in Africa would
be lacunary. But every coin has its flip side. Concepts,
procedures, measurement, reports: everything is 
standardized (or almost) at an international level. As
Thérèse Locoh (1995) writes about Africa: “the stan-
dardized drafting of reports only leaves a little room for
understanding the specificities of a society and makes it pos-
sible to standardize the interpretations that are proposed
with a view to orienting the actions with regard to popula-
tion. The necessity for rapid production and of providing a
clear message (the need for family planning) results in sim-
plifications that can frequently be criticized.” Under no cir-
cumstances should these programs supplant national
operations and research, but the risk is very real in the
increasingly numerous countries that are stripped of
resources.

4. And the Quality?

Much is discussed in terms of the quantity of infor-
mation: increasing and diversifying the number of
surveys, carrying out censuses more frequently, devel-
oping civil registration systems. There is no lack of rec-
ommendations, plans, and ideas. And on this aspect
some progress has been made all over the world
during the last two decades. On the other hand, much
less is spoken of the quality of data, notably for
example, problems on the ground, the pertinence of
questionnaires, the degree of reliability of the results,
the margins of error, the procedures for verifying and
correcting data, the nonresponses. This is due to the
lack of methodological research on data collection, as
much in developed countries as in developing coun-
tries. Studies of quality and methodology should once
again become priority.

5. The Future of Training 
and Imagination?

In conclusion, it seems to me that the area of infor-
mation in demography suffers from a lack of imagina-
tion and new ideas. It is not a coincidence but a
consequence of the fact, already mentioned at the
beginning of this chapter, that data collection is 
the poor relative in demography, due as much to the
procedures in force for evaluating research and
researchers, as to the directing of programs by funders.
Strengthening training in this field seems to me essen-
tial if we wish to introduce methodology, a critical atti-
tude, and imagination within the new generation of
demographers. In other words, in order to make
progress and to be innovative it is necessary ultimately
to restore data collection to the position it held at the begin-
ning of our discipline.
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Migration is undoubtedly the demographic event
that poses the most challenges for observation and
conceptualization. It assumes a double reference, both
spatial and temporal: a residential migration is a move
between two places situated a certain distance apart
and in which the duration of residence has been long
enough for the move not to be considered temporary.
These criteria are not entirely clear, nor are they unan-
imously accepted (see Chapter 22 of Volume I). Short-
distance residential mobility, as between two
dwellings in the same municipal district or same city,
for example, is not always considered migration. Use
of the term residential migration assumes also that a
place of residence or successive places of residence are
clearly identifiable, which can be problematic for
certain population categories or in the case of multiple
residence.

The sources of observation are disparate and rarely
free of defects, and are themselves at the origin of
assorted concepts and measures, often of poor compa-
rability. Measures of mobility can vary even within the
same country, depending on the source of observation
used. At the international level, the harmonization of
sources and of measurement methods for internal
mobility remains an as-yet unrealized goal.

For several decades, however, migratory move-
ment, rather than natural change, has been responsi-
ble for the differentials in population growth between
subnational areas, especially at finer spatial scales and
for this reason deserves particular attention. The con-
trasts in growth between rural and urban areas,

between city centers and suburbs, between economi-
cally dynamic and declining regions, result primarily
from migration exchanges. More importantly, the
internal contrasts of the natural balance are themselves
often merely a consequence of migration. With levels
of fertility and life expectancy tending to uniformity at
the national level, the disparities observed in birth and
death rates arise primarily from differences in age
structure. Now the contrasts in age structure between
regions or between different neighborhoods of a
conurbation originate in the age composition of the
migration flows, which vary widely according to 
the zones of origin and destination. A region such as
the Ile-de-France, attractive for young people who
come to study or to look for a first job, but strongly
propulsive for other age groups, enjoys a strongly pos-
itive natural balance thanks to migration. Somewhat
paradoxically, therefore, the relatively fast growth of
the Ile-de-France population is driven by the migration
flows affecting the region despite its own balance
being negative (Baccaïni, 2001).

Migration not only contributes to changing the
spatial distribution of the population inside a national
territory, it modifies the sociodemographic structures
of the spatial subdivisions that make up this territory.

An initial definition of internal migration is a per-
manent change of residence inside the boundaries of a
country. It is therefore a fundamentally spatial event,
one that is observed at a variety of scales, stretching
from a simple change of address within the same
municipal district or commune (the smallest 
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administrative unit in France), to a long-distance move
to another region. These movements are very different
in nature, and so necessarily are the concepts associ-
ated with them.

Concepts evolve also in response to social 
change and changing lifestyles. New concepts develop
when new kinds of migration flows emerge, like 
those involved in the processes of suburbanization
(periurbanization) or of counter-urbanization, for
example.

Section 1 of this Chapter shows how the conceptu-
alization of internal migration is related to different
modes of approach and research questions, still largely
bound to disciplinary divides. The question of the
shortcomings in sources for internal migration, and
hence in its observation, is addressed in Section 2.

I. DIVERSITY IN APPROACHES 
AND CONCEPTS

From the start of this discussion, we exclude 
the various journeys undertaken daily or less fre-
quently but that are not associated with changes of 
residence—journeys by commuters and holiday
makers, for example—and confine attention to resi-
dential migration. Two main approaches are then 
possible. According to whether the focus of study is
the territory (spatial analysis of migration) or the 
individual (demographic or sociological analysis of
migration), the concepts employed are different. In 
the economic analysis of migration, the main empha-
sis can be on the territory (spatial economics) or 
on the individual (microeconomics), depending on 
the case.

1. Internal Migration as a Revealing
Factor in Spatial Interaction

Spatial analysis of migration approaches the migra-
tory phenomenon in terms of flows that create inter-
actions between distinct places. Attention focuses not
on the individual migrant but on the territory and on
the spatial interaction that migration can help to create
or reveal. The term “flow” here denotes the “measure-
ment of spatial interaction obtained by summing the indi-
vidual moves or the material or immaterial quantities
exchanged between two geographical zones for a given
length of time” (Pumain and Saint-Julien, 2001). Geog-
raphers and planners study the distribution of flows
of migrants between the geographical subdivisions of
a country, the migration balance of the units under
analysis and their net migration rate (obtained by
dividing this balance by the population of the zone).

The phenomena brought to light include specific
flows, barrier effects, poles of attraction and places of
repulsion.

This line of research led to the introduction of
spatial interaction models, usually based on the
gravity model and in which distance plays a key role.
This model was first proposed in the late 19th century
by many authors who observed a pattern in the orga-
nization of migrant flows: the closer together the zones
and the larger their populations, the greater the flows
between them. In this model, Fij the number of inter-
actions between geographical zones i and j is propor-
tional to the product of the masses Mi and Mj of each
region and inversely proportional to the distance
between them:

Fij = kMiMjdij
-a

Parameter a in this equation represents the frictional
effect of distance. Other things being equal, the higher
the value of this parameter, the fewer exchanges there
are at a given distance. Parameter k, which controls the
relationship between the volume of flows and that of
the masses, depends on the rate of mobility, i.e., the
proportion of migrants in the population.

The gravity model often gives a good account of
migration flow patterns, but “the theoretical framework
underlying this model [. . .] is still weak” (Pumain and
Saint-Julien, 2001).

In fact, this model is valuable—less for showing the
effects of distance and of the populations at risk, often
regarded as trivial, than for permitting through exam-
ination of the residual flows an analysis of the migra-
tion flows that eliminate these effects. The divergences
between the empirical observations and the model
may thus reveal less familiar explanatory factors for
interregional flows and bring to light the existence of
“barrier effects” or “preferred flows” (Pumain, 1986;
Baccaïni, 1993).

Over the longer-term, the flows exchanged between
the regions of a country result in a spatial redistribu-
tion of the population. However, it is possible for two
regions to exchange large numbers of migrants
without these movements having any major impact on
their populations if both flows are of similar size. Con-
versely, migration at a low intensity can have a rela-
tively large impact on the population of the regions
concerned if the two flows are highly unbalanced. The
concept of migration “efficiency” expresses the pro-
portion of the flows between two areas that have a real
effect on the spatial redistribution of the population. It
is measured as the ratio between net migration (the
difference between in- and out-flows for an area) and
gross migration (the sum of in- and out-flows). The
closer this indicator is in absolute values to 1, the more
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efficient the migration movements have been in terms
of redistributing the population.

It is frequently observed that population move-
ments are in large part simple substitution move-
ments. For example, in France between 1990 and 1999,
only one quarter of the migration between the 137
urban areas with over 50,000 inhabitants qualified as
efficient. Put another way, three quarters of the
migrants who left one town or city for another had no
effect on the population profiles of these towns and
cities, in strictly numerical terms, even though they
may have altered the sociodemographic composition
of their populations, as when a 10-year-old child
replaces an economically active 45-year-old, for
example (Baccaïni, 2003).

2. Varied Processes Contribute to
Population Redistribution

Processes of various kinds contribute to the redis-
tribution of the population within a country, processes
that often succeed each other over time and in this way
lead to the introduction of new concepts. We shall
draw on the case of France to illustrate these concepts.

In the industrialized countries, the evolution of
migration flows is closely bound up with changes in
town-country relations broadly defined. The concept
of “urban transition” developed to parallel that of the
demographic transition, summarizes the general
pattern observed in most western countries since the
industrial revolution (Baccaïni et al., 2000). In this
pattern, a population distribution dispersed between
numerous small rural localities has given way to one
concentrated in urban centers that are larger and more
differentiated in size. At the level of cities, after a
period of concentration, the population distribution
began to decentralize, through a reduction in inner-
city densities and an extension of urbanization in the
suburbs and semirural periphery from the 1970s. In
Europe, these stages have appeared at different times
in different countries: earlier in the United Kingdom
and the countries of northwestern Europe, later in
those of southern, central and eastern Europe.

In western countries, the period comprising the 19th
century and the first half of the 20th century was char-
acterized by rural depopulation or “rural exodus.” In
many countries of the developing world, this process
is still under way. Rural depopulation occurs when the
population of zones in which agriculture is the main
economic activity migrates to towns and cities.
Because of its selective nature, this out-migration pro-
duces distortions in the age and sex structure of the
population. Those leaving are primarily young, eco-
nomically active people, and frequently include more

females than males. The rural zones thus have to
contend with both an ageing population and with a
rise in the proportion of men never marrying. For
France, this phenomenon has been analyzed in detail
by Pierre Merlin (1971). He found that 30% of the rural
population, or around 7.5 million persons, left the
countryside between 1872 and 1931.

The rural communes of France had a negative
migration balance, i.e., departures outnumbered
arrivals, until the early 1970s (the annual rate of
change due to net migration still stood at -0.8%
between 1962 and 1968, and at -0.2% between 1968
and 1975). It was only from this date that the direction
of migration reversed and rural communes taken as a
whole became attractive, acquiring a positive migra-
tion balance. The rural communes are defined by Insti-
tut National de la Statistique et des Etudes (INSEE) as
communes that do not belong to any urban unit. An
urban unit is a commune or group of communes in
which is located a built-up area of at least 2,000 inhab-
itants where no dwelling is more than 200m away
from its nearest neighbor. Other definitions of “rural,”
based on more functional criteria, exist—in particular
the one which stems from the classification of zones as
urban areas (Bessy-Pietri and Sicamois, 2001).

Urbanization is a corollary of rural exodus and cor-
responds to the concentration of population in urban
settlements of varying sizes. Usually it is accompanied
by growth of the urban population in absolute terms.
Depending on the stage of the process, different levels
in the urban hierarchy are affected. In France during
the 1960s, a decade of rapid urban growth, the larger
the size of the cities, the greater their “pulling” power.
Between 1962 and 1968, the annual rate of change due
to net migration rose steadily from the smallest urban
units (+0.4% for those with under 5,000 inhabitants) to
the largest (1.3% for those with over 200,000 inha-
bitants, except the Paris urban area, which grew more
slowly). At the start of the 1970s, urban units except
Paris still had a positive migration balance, but the
smallest among them had become the most attractive.
Since 1975, the medium- and large-sized urban units
of over 20,000 inhabitants have been losing population
in aggregate terms due to migration (though they con-
tinue to grow because of a net natural increase), and
only the smallest retain a positive migration balance,
though lower than in the rural communes.

Does this justify use of the term counterurbanization
for the case of France? The concept of counterurban-
ization was introduced in the United States in the
1960s. It denotes a systematic loss of population from
urban centers, especially the largest ones, that con-
trasts with gains for the population of smaller towns
and cities and rural areas. The only countries in Europe
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for which this process is confirmed are the United
Kingdom and, to a lesser degree, the Netherlands
(Fielding, 1986). For France, such a hypothesis is
poorly established, since the least accessible rural areas
and some small towns continue to lose population.
Furthermore, analysis of migration rates by city size
shows that the highest net losses are not from the
major cities (over 200,000 inhabitants, excluding the
Paris urban area), which have seen a substantial reduc-
tion in their migratory deficit over the last decade, but
from the intermediate cities with between 50,000 and
200,000 inhabitants. The medium-sized cities, with
populations between 20,000 and 50,000, also record
heavier losses from migration than the very large
cities.

At the scale of urban areas, the phenomenon that
has prevailed in most of the industrialized countries
since the end of the 1960s (slightly earlier in the United
States and United Kingdom) is a process of urban
deconcentration that sometimes goes under the name
of “periurbanization.” This process is also observed,
albeit in different forms, in the countries of the devel-
oping world (Dupuy and Sajous, 2000).

Periurbanization (or suburbanization) can be defined
as the relocation of population within an urban area
away from zones in or near the center, to zones on or
beyond the periphery. In many cases, the members of
this “periurban” population continue to work in the
city center zones, thus causing an increase in both the
volume and length of home-workplace commuting
journeys (Baccaïni, 1997). In France, the peak of peri-
urbanization occurred between 1968 and 1975 for
Paris, and between 1975 and 1982 for most of the other
urban centers (Le Jeannic, 1997). During this period,
the annual rate of net migration gain in the periurban
rings was 2.4%, whereas the core zones or “urban
poles” experienced negative net balances (-0.43% per

year). This process has since slowed, with the periur-
ban rings recording a relative annual gain from migra-
tion of 0.6% between 1990 and 1999; however, urban
sprawl is affecting zones further and further from the
city centers. Most urban poles and their periurban
rings have thus registered a migration deficit since the
period of 1975 to 1982.

3. The Migrating Population Perspective

When attention focuses more on the population
itself than on the territory, the question of internal
migration leads to the different concepts of, first, 
the level of mobility, and second, the selectivity of
migration.

By level of mobility one means the proportion of the
population in a zone undertaking a move during a
specified period. The mobility in question can there-
fore concern every residential move or, on the contrary,
be limited to moves from one administrative unit to
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TABLE 122–1 Net Migration Balance by Size of Urban and Rural Units, France

Intercensal Periods

Rate of Annual Variation due 1962–1968 1968–1975 1975–1982 1982–1990 1990–1999
to Migration Balance (%)

Rural communes -0.79 -0.22 0.95 0.73 0.48
Urban units <5,000 inhabitants 0.44 0.70 0.84 0.49 0.45
Urban units 5,000–10,000 0.81 0.75 0.54 0.36 0.30
Urban units 10,000–20,000 0.87 0.76 0.20 0.14 0.06
Urban units 20,000–50,000 1.12 0.45 -0.22 -0.19 -0.13
Urban units 50,000–100,000 1.27 0.64 -0.35 -0.27 -0.36
Urban units 100,000–200,000 1.20 0.40 -0.58 -0.47 -0.17
Urban units 200,000–2,000,000 1.29 0.43 -0.37 -0.16 -0.08
Paris urban area 0.63 -0.11 -0.60 -0.27 -0.64

Source: INSEE, Population censuses.
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another. The degree of mobility of the population will
thus vary considerably. In France, for example, the
annual rates in the period from 1990 to 1999 were 8.1%
for changes of residence, 5.3% for between-commune
moves, 2.5% for between-department moves, and 1.6%
for changes of region (Baccaïni, 2001).

The sensitivity of mobility measurement to the form
and/or scale of the geographical or administrative
division creates problems for international compar-
isons in particular. Having shown that the rate of
mobility varies as a logarithmic function of the number
of units in the division used, Daniel Courgeau in 1973
proposed an index for quantitative evaluation of inter-
nal migration that is independent of the geographical
unit of measurement (Chapter 22, Volume I).This index
has recently been used to compare mobility levels in
ten European countries, showing that mobility is
higher in northwestern Europe and lower in eastern
Europe (Rees and Kupiszewski, 1999b).

Migration motivations affect individuals to varying
degrees. As it does for other demographic phenomena,
selection operates on the basis of age, sex, marital
status, educational level and occupational status. The
concept of differential migration expresses this
unequal propensity of populations to migrate accord-
ing to their sociodemographic characteristics. Most
research in this domain shows relatively high mobility
between ages 20 and 30, a greater mobility among men
than among women, and among highly qualified indi-
viduals compared with those who are not. But while
selectivity by age follows the same pattern in most set-
tings, it is harder to generalize about the role of selec-
tion by sex (in the developing countries, for example,
women are often more mobile than men) or by educa-
tional level (the higher mobility of qualified individu-
als is mainly for long distance migration, far less for
short-distance moves).

To capture the qualitative effects of migration into
and out of a particular zone independently of the
overall attractiveness of the zone, a coefficient of dif-
ferential migration can be used. For a subpopulation
x, this coefficient is defined as follows: If Ix is the
number of arrivals in the zone belonging to subpopu-
lation x, and Ex the number of departures from the
zone belonging to subpopulation x, then I and E the
total number of arrivals and departures, respectively,
for the zone:

We say that the zone is selective for subpopulation
x when this coefficient is greater than unity, and con-
versely that it has a repulsive effect for the subpopu-
lation when the coefficient is less than unity.

c
I E
I Ex
x x=

4. Analysis of Individual-level 
Migration Behavior

If we adopt the standpoint of the individual, for the
study of individual behavior, other concepts, both tem-
poral and spatial, have to be employed. Here we
discuss those of life cycle, residential strategy, resi-
dential trajectory, and change of life space.

Demographers and sociologists are devoting a
growing proportion of their research to studying
spatial mobility, for the most part explaining it by ref-
erence to the motivations and attributes of individu-
als. The objective is to understand and explain why the
propensity of individuals to migrate varies with their
sociodemographic characteristics, and to identify the
reasons for their migration. This approach has been
enriched by the concept of the life cycle, introduced
into demographic and sociological research 20 years
ago (Courgeau, 1984). This substitutes criteria of social
age (the position of the individual in relation to family
and labor market careers) for the traditional consider-
ations of variations in mobility by age, thus improving
the interpretation of migration at the individual level.
Residential migration by individuals is examined in
relation to their complete life histories, in a longitudi-
nal perspective. Attention focuses on the interactions
between the different events of the life cycle (Baccaïni,
1991). A better understanding of residential mobility
has been gained through the development of new
methods of analysis with the capacity to handle indi-
vidual (micro) longitudinal data and to allow for the
interactions between events occurring over the life
course of individuals (Courgeau and Lelièvre, 1989;
Baccaïni and Courgeau, 1996). The residential strategies
research theme first emerged in the mid-1980s. It was
the subject of a seminar held in October 1988, organ-
ized by Institut National d’E’tudes De’mographiques
(INED) and the Plan Construction et Architecture
(PCA). As Jacques Brun (1993) has pointed out, “use of
this concept is based on the assumption that the bulk
of individual actors have the possibility of expressing
a minimum of independence in managing their resi-
dential life.” Thus, some authors reject use of the term
for the practices of individuals, arguing that institu-
tional and macroeconomic actors alone have the 
possibility of implementing genuine strategies. Resi-
dential strategies can be considered from three angles:
(1) strategy related to housing occupancy status and in
particular home ownership (Cribier et al., 1990); (2)
strategies related to certain periods in the life cycle
(nest leaving, divorce, retirement, etc.); (3) and strate-
gies related to locational choices (Brun, 1990). Using
the notion of strategy is not to deny that migrants face
constraints, notably economic ones, or to credit them
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with unlimited freedom in their residential decisions;
the objective is to capture the social and cultural deter-
minants of these decisions in their full diversity; more
attention is given to the aspirations of individuals and
to residential behavior.

The concept of residential trajectory represents a
direct continuation of the two previous concepts of life
cycle and residential strategy. Use of the term trajec-
tory implies envisaging residential migration in a life
history perspective, as a succession of residential
choices, of places occupied, and with linkages to
family and labor market trajectories. This notion thus
takes into account the spatial and temporal dimen-
sions of the phenomenon. Residence is defined as the
place where the individual usually lives. The life space
is defined, then, as that part of space in which the indi-
vidual carries out all his or her activities (Courgeau,
1980; Courgeau, 1988). A simplified life space may cor-
respond to the individual’s home and place of work 
or education, but it can also be made to include his or
her relational network, thereby delineating a more
complex life space. Conceptualizing migration as a
change of life space considerably enriches the notion
of residential migration, since the life space of an indi-
vidual can evolve in several ways: extension to new
points of spatial attachment, spatial relocation or trans-
plantation, or contraction.

5. The Economist’s Perspective 
and Concepts

In the macroeconomic perspective, migration is an
indicator of disequilibrium. Migration balances are
interpreted as measures of spatial economic disequi-
librium, hence migration acts as an adjustment mech-
anism, particularly for income and employment levels
between regions, helping to bring about an optimal
economic equilibrium.

This theory is the basis upon which are constructed
most aggregate-level econometric models of migra-
tion. These models proceed by estimating a migration
function in which the dependent variable is the flow
of migrants (or migration rate) from origin zone i to
destination zone j, with the explanatory variables most
often introduced being the income differentials
between the zones (Greenwood, 1975), levels of unem-
ployment, occupational structure, level of job skills,
etc. If the wages- (or income level–)migration relation-
ship often yields significant results, that between
unemployment and migration is less certain. As
Michael Greenwood (1975) notes, many studies into
the effect of the unemployment rate on migration have
produced results that do not conform to expectations.

The relationship between unemployment and migra-
tion is complex and cannot be reduced to a direct cor-
relation, as is shown by the example of the French
regions at the present time. In the northern regions
where the negative migration balance goes with high
levels of unemployment, one might be tempted to
attribute the strong out-migration and weak in-
migration to unemployment and lack of job opportu-
nities. But in the regions of southern France 
(Languedoc-Roussillon in particular), a high level of
unemployment coexists with a strongly positive
migration balance. In these regions, it is as if migrants
move in independently of labor market opportunities,
bringing new demand, but also, with their savings, a
capacity for expenditure or investment favorable to
growth on an appreciable scale, albeit insufficient to
provide jobs for everyone. Unemployment thus
appears to be at once a cause (in the declining regions)
and a consequence (in the growing regions) of migra-
tion (Aydalot, 1985, Chapter 5).

The microeconomic approach to migration is based
on the idea that for individuals the decision to migrate
is the consequence of a comparison between their
present situation (employment, income, etc.) and the
situation they hope to achieve by changing place of
residence. The notion of migration for the pursuit of
well-being has been given theoretical form by Larry
Sjaastad (1960, 1962) with the so-called “human
capital” models. Individuals migrate to improve their
human capital, i.e., their lifetime capacity to create the
conditions for achieving higher income. In other
words, individuals will migrate if they believe that the
benefits will exceed the costs. Human capital models
take into account economic costs and benefits, but also
introduce nonmonetary measures (psychological costs
like that of leaving one’s friends, the benefits to be
derived from a better climate, moving closer to friends,
etc.). The costs and benefits of the migration become
apparent not immediately but over a period of time, so
the migration can be seen as an investment made by
the individual. By formalizing this approach, one can
define a value for the investment associated with
migration from i to j and, therefore, suppose that an
individual will migrate from i to j only if this value is
positive. Moreover, the individual will tend to select a
destination j for which this value is highest. These
models thus take the form of a subtraction: the hoped-
for gain from migrating from i to j is a function of the
difference between the expected utility at j and that
existing at i, minus the costs of migrating.

William Milne (1991) has produced a good 
synthesis of these human capital models. He formal-
izes the individual decision to move to live in a region
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j as an indirect utility function (v), in the following
way:

v(Pj, WjOYj, Aij) > v(Pi, WiOYi, Aij), i π j

where:

Pi = a vector of prices of goods in region i.
Wi = individual wages in region i.
OYi = individual benefits (other than wages) in

region i.
Aij = a vector of other variables (climate, job

opportunities, etc.) characterizing region j from
the perspective of an individual residing in
region i.

The general formulation of the human capital
model, used in empirical studies, considering that the
flow of migrants from i to j can be written:

Mij = fij (Xi, Yj, cij)

where:

Xi = a vector of variables in origin region i that
influence the decision to migrate.

Yj = a vector of variables in the destination region j
that influence the decision to migrate.

cij = the cost of migrating from i to j
fij = a functional form (for example, linear or log

linear).

These models have been extended for interpreting
family migration. In this case, the move is viewed as a
family investment in human capital (Mincer, 1978).

II. MULTIPLE BUT 
DEFECTIVE SOURCES

In contrast to the other demographic phenomena
(births, marriages, divorces, deaths), migration is not
the subject of recording by civil registration systems.

Four sources of information can be used to measure
and analyze the residential migrations of populations.
They fall into two main groups (Poulain, 1994). First,
censuses and surveys, whose purpose is essentially
statistical. Second, population registers and other
administrative documents for which statistical analy-
sis, particularly the study of mobility, is not the prin-
cipal objective. Data from censuses and registers may
have the advantage of giving complete coverage of the
population of a country, but they often prove inade-
quate for a satisfactory analysis of residential mobility,
particularly when one wishes to examine individual
behavior. Surveys alone can capture the stages of the
process that leads an individual to move.

1. Censuses

In the past, the bulk of information on the residen-
tial mobility of individuals came from censuses and
was obtained by cross-tabulating the question on place
of birth with that on place of residence. Over the last
50 years, new questions have been included in cen-
suses: the date of the last move, the place of residence
prior to this last move, and the place of residence at a
particular date in the past.

A simple method for estimating the migration
balance of a geographical area between two censuses
is often used, since it is based on a minimum of 
information.

If the natural balance of a zone (Bt1–Dt1,t2) is sub-
tracted from the total population change (Pt2–Pt1), we
obtain an estimate of net migration:

I–E = Pt2–Pt1–Bt1,t2–Dt1,t2.

This estimate has the disadvantage of lumping
together domestic and international migration, as well
as making measurement dependent on the uneven
quality of the censuses conducted at t1 and t2, and on
the possibly defective recording of births and deaths
by the civil registration system (Baccaïni, 1999).

However, this method does also permit estimation
of migration balances by groups of cohorts (for
example, the migration balance for persons born
between 1960 and 1970), births not then being included
in the equation.

The question on place of birth presents the advan-
tage of supplying a basic statistic of high spatial and
temporal availability, having long been included in
most census questionnaires. Over time, however, a
falling off has been observed in the use of this ques-
tion for measuring residential migration, probably due
to the introduction of questions that permit a more
refined approach.

This question can be used in a given territory to
identify the persons whose current place of residence
is different from their place of birth, referred to as life-
time migrants, but it raises several types of problem.
The results are hard to interpret because they amal-
gamate the moves that have occurred at any age in a
long and ill-defined period extending from the birth of
the persons enumerated up to the date of the census.

Nothing is known about multiple intervening
moves between birth and the census, or about return
moves away from and back to the place of birth. Thus,
individuals counted as residing at their birthplace
could in fact have made many moves in their lifetime
but have returned to the birthplace by the date of the
census.

Chapter 122/Internal Migration: Observation and Concepts 529



Identifying the place of birth of elderly people can
be difficult because of changes to territorial divisions
that may have occurred since their birth. Moreover, it
seems that a nonnegligible proportion of the popula-
tion, even in the industrialized countries, is unaware
or has only hazy knowledge of its place of birth.

Nowadays, births in the industrialized countries
usually occur in clinics and hospitals, most of which
are situated in towns and cities. Consequently, the
place of birth question is of limited value for studying
migration, in particular between rural and urban
zones. A question on the place of residence of the
mother at the birth of the enumerated individual
would be more useful.

Despite these limitations, however, the place of
birth question can supply valuable information on res-
idential mobility. Thus, when working on age groups
not yet at retirement (for which returns to place of birth
are assumed not to be on a significant scale), compar-
ison of the place of residence with the place of birth
gives a good idea of the trend in the mobility of the
population. In France, the percentage of people aged
45 living outside the département in which they were
born has risen from 20% in cohorts born at the start of
the 19th century, to 25% in those born mid-century, to
35% in those born at the start of the 20th century, and
to nearly 50% in cohorts aged 45 at the end of the 20th
century (INED, 1989).

The question on birthplace can also be valuable
when used in conjunction with the question on place
of residence at a fixed date in the past. In this way, the
spatial location of the individuals is known at three
dates, and although any multiple moves that occurred
during the two periods are not observed, examination
of these data is richer than when using a single 
question (Courgeau, 1982).

In some countries (though rarely those of Europe),
a question is asked on previous place of residence,
often in association with a question on duration of res-
idence at the address occupied at the time of the
census. These questions thus provide geographical
and temporal information on the last move of the indi-
viduals. Analysis of internal migration using these
questions faces numerous pitfalls. The last moves of
individuals may have occurred at very different times:
for some individuals the last move may have been
very recent, for others many years ago. This aggregate
of last moves can thus provide no information about
the volume of migratory movements in a country at a
particular point in time. Furthermore, individuals who
have been in the same place of residence for long
periods may give incorrect answers, due to recall
failure. Frequently, therefore, attention is limited to last
moves that occurred in the year prior to the census, by

considering only the individuals who reported a
length of stay of less than 1 year at their present
address. A spatial analysis of internal mobility in the
course of the year is then possible.

An increasingly common practice is for national
censuses to include a question on the place of resi-
dence at some fixed date in the past. The date selected
in the past is usually 1 or 5 years before the census,
which is the basis recommended by the United
Nations. In some countries, a reference date is chosen
that has connection with a major event in national
history, so as to limit memory recall errors. In France,
since the 1962 Census, individuals are asked about
their place of residence on January 1st of the year of the
previous census. In 1999, therefore, the question con-
cerned the place of residence on January 1, 1990.

However this question is formulated, it allows iden-
tification of migrants (individuals who have changed
residence in the course of a fixed period), not of moves
(events occurring at specific points in time).

The number of migrants is underestimated due to
the omission of any individuals who, in the course of
the period, have gone abroad, or died, or made a
return move between two zones. For children born in
the period, the United Nations (1988) recommends
that they be assigned “migration characteristics derived,
preferably, from data for the migration characteristics of the
mother.” These children will thus be considered
migrants if their mother is, even if they were born after
their mother’s move. It may be preferable to exclude
these children from published migration statistics, as
is done by some countries (including United States,
Canada, and Australia).

Because of multiple moves, the number of migrants
is less than the number of moves. The underestimation
of mobility using this question is especially large for
short-distance moves, which are more frequent than
long-distance moves. In addition, the real direction of
the migration flows is poorly identified. What we
obtain by comparing the place of residence of individ-
uals at two dates separated by a relatively long inter-
val is the result of all the moves made by individuals
during that period. In an extreme case one could count
the migrants between i and j without any real move
ever having occurred between these two places, if all
the migrants had in fact merely made one or several
intermediate stages. When the reference period is 1
year, the number of migrants is close to the number of
moves, since multiple moves are fewer the shorter the
period. Note also that migration balances are well
measured, if we overlook however the impact of 
mortality.

It can also be noted that for understanding the role of
migration in the process of spatial population 
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redistribution, information on migrants between two
dates is probably more useful than information on
moves. If the objective is to compare the spatial distri-
bution of the population at two dates, by revealing the
relative contributions of migration movement and
natural increase to the observed changes, information
on the resultant moves and on migration balances is
quite adequate. On the other hand, using this informa-
tion on the migrants is more problematic when the
objective is to analyze the mobility (frequency of
moves) of individuals. Recourse to migration behavior
models then becomes necessary (Chapter 22, Volume I).

2. Surveys

Among the many surveys used for analysis of resi-
dential mobility, we must distinguish between those in
which migration is the central focus and those whose
objective is quite different but include questions on
mobility.

Among the specific surveys that seek to give a full
account of residential migration, two main types can
be identified: retrospective surveys and prospective
surveys.

a. Retrospective Surveys

Retrospective surveys are the most widely used and
the easiest to conduct. The French Triple Biography (or
“3-B”) survey, a retrospective survey conducted by
INED in 1981 and directed by Daniel Courgeau, prob-
ably represents the best approach in this domain. This
retrospective survey had objectives going well beyond
the study of mobility, though this came within its
scope. It recorded the main lifetime events of respon-
dents in the areas of family, employment and migra-
tion. The many analyses based on this survey have
increased the understanding of the frequently complex
interactions between moves by individuals and family
and labor market events (Courgeau, 1984; Courgeau,
1985a; Baccaïni, 1991). The “3-B” survey marks a direct
extension of surveys conducted by INED from the
early 1960s. Mention can be made of Guy Pourcher’s
1961 survey, entitled Le peuplement de Paris. Origine
régionale. Composition sociale. Attitudes et motivations
[“The Population of Paris. Regional origins. Social
composition. Attitudes and motivations”], or the
survey conducted in 1972 by Alain Girard and Henri
Bastide called Mobilité de la population et motivations des
personnes [“Population mobility and personal motiva-
tions”]. The Peuplement et dépeuplement de Paris [“Pop-
ulation and depopulation of Paris”] survey conducted
by Catherine Bonvalet in 1986 was modelled on the “3-
B” survey, though it put the emphasis more clearly on

the links between family and housing. The “3-B”
survey has provided the model for numerous surveys
conducted in other countries.

These retrospective surveys raise a number of prob-
lems that are often hard to overcome. The most
intractable is certainly that of misreporting by indi-
viduals, who have to rely on their memory, resulting
in omitted events, errors on dates of moves or places
of residence. Also, to the extent that a survey can only
reach the individuals who have survived and are
present in the country, the sample is never representa-
tive of the cohorts studied.

b. Prospective Surveys

Prospective surveys are widely used in the devel-
oping countries, little so in the industrialized coun-
tries. This type of survey overcomes the problem of
recall failure. A distinction needs to be made between
multiple-round surveys, which do not really track
individuals spatially but at best question people who
have not moved to obtain information on those who
have, and surveys which do follow the initial popula-
tion. These surveys, though they yield extremely rich
information on mobility, are costly to execute, and the
risk of being unable to trace the majority of migrants
is high.

In France, surveys on residential mobility have been
conducted using the records of the French electricity
distribution company (EDF) on its account holders.
The methodology for these surveys was developed by
Observatoire des loyers de l’Agglomération parisienne
(Observatory of Rents in the Paris region; OLAP) in
1995, in response to a request from the Direction
générale de l’urbanisme, de l’habitat et de la construc-
tion (DGUHC) of the Ministère de l’équipement, des
transports et du logement. A national survey and six local
surveys have been conducted using this method. The
main disadvantages with these surveys, besides 
their high cost, are that they cannot be used to calcu-
late mobility rates, compare the population studied
with the total population, or carry out detailed 
cross-tabulations.

c. Other Surveys

Other surveys not primarily intended for analysis
of residential mobility are nonetheless suitable for this
purpose. Here we will mention two such surveys.

The labor force surveys conducted in most Euro-
pean countries provide valuable information on
spatial mobility. The French version of the labor force
survey, the Enquête emploi, is conducted by INSEE. It is
an annual survey, conducted on a continuous basis
since 2003 (interviewing is spread over the whole
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year), on a sample of some 60,000 households in which
all individuals aged 15 or more are interviewed. One
third of the sample is replaced each year. The survey
includes a question on the place of residence 1 year
ago. Few individuals change address more than once
a year, so this measure of movers in 1 year corresponds
closely to the number of moves. In addition, a parallel
can be established between residential change and
occupational change, since a series of questions
describes the main activity of the respondent 1 year
before the survey date.

These data cannot be used for studying migration
flows at a detailed geographical scale (though the
survey is representative at the regional level).
However, they do permit monitoring of the phenome-
non on a yearly basis and are helpful for detecting the
most recent trends in mobility.

The Enquête logement (Housing Survey) is one of the
main surveys conducted by INSEE both by the length
of time it has been running (since1955) and its peri-
odicity (conducted, on average, every 4 years), and 
by the size of its sample (roughly 40,000 households).
It is the main statistical source in France for describing
the housing stock and the occupancy conditions of
households in their main residence. Several items from
this survey can be used for analysis of residential
mobility, in particular the question on place of resi-
dence 4 years ago. For households that have moved,
the survey records the main characteristics of the
housing occupied 4 years ago and the occupancy
status at that date. Households that have moved more
than once in the last 4 years are also asked about their
occupancy status prior to the last change of address
and about the reasons for this last move. The survey

also asks respondents about their mobility intentions
(Baccaïni, 2000). This survey can thus be used to
analyze mobility and mobility intentions, and to bring
out the connections between past mobility and
intended mobility. Residential histories, in particular,
can be studied in detail (Bessy and Tabard, 1996). On
the other hand, unless regional or local extensions of
the survey are set up, it is not possible to study mobil-
ity across a territory.

3. Population Registers

Population registers are administrative records
whose purpose is to provide an up-to-date record of
the population in the various administrative units that
make up a country. Births, deaths, arrivals and depar-
tures of population are recorded. Population registers
do not exist in all countries; 20 countries in Europe
operate them. Furthermore, where they do exist, these
registers are not always used as a source of data on
internal migration.

The comprehensive review conducted by Philip
Rees and Marek Kupiszewski for the Council of
Europe (1996) shows that of the 28 member-countries
of the Council of Europe, 14 use their population 
register as the main source on migration.

Population registers supply information on changes
of residence and thus on movement, and in this way
provide a dynamic picture of the population. The data
on internal migration contained in the registers allow
two kinds of approach to the phenomenon: (1) an
overview of migration trends within the country from
year to year and (2) a tracking of individuals from
place to place over their entire lives.
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TABLE 122–2 Main Sources of Migration Data in Council of Europe Countries

Population Registers Censuses Registers and Censuses Migration Surveys Censuses and Migration Surveys

Germany Austria Hungary Slovak Republic Ireland
Belgium France Romania Czech Republic Portugal
Bulgaria Greece Slovenia
Denmark Turkey Spain
Estonia Switzerland
Finland United Kingdom
Iceland
Italy
Latvia
Lithuania
Norway
Netherlands
Poland
Sweden
14 countries 4 countries 6 countries 2 countries 2 countries

Source: Rees and Kupiszewski, 1996.



By combining the information present in these reg-
isters it is possible to produce matrices of annual inter-
regional migration, disaggregated by subpopulations
(by age, sex, etc.). In some countries, the information
is available every 3 months or even monthly (in
Lithuania). So for these countries where population
registers are in use, we have long series on interre-
gional exchanges at a detailed geographical scale.

The possibility of tracking individuals over their
entire lives is one of the main advantages of popula-
tion registers. Their chief drawback comes from the
limited amount of information they contain on the
individual characteristics of migrants. The Norwegian
register is one that lends itself most to this type of lon-
gitudinal analysis. This central computerized register
has been combined with individual-level data col-
lected in the 1960, 1970 and 1980 censuses (an opera-
tion no longer possible today, as the census has been
abolished in Norway). The result is a rich statistical
database containing individuals’ successive changes of
address and births, plus a large variety of sociodemo-
graphic information collected at the date of the census
(educational level, occupation, marital status, income,
etc.). Methods of longitudinal analysis are particularly
well suited here, notably for revealing the effects of
individual characteristics on the probabilities of
making specific kinds of residential relocation, for
example, from a rural area to an urban center (Baccaïni
and Courgeau, 1996).

In Europe, centralized and computerized registers
on these lines exist in the Nordic countries, Belgium,
Poland, the Czech and Slovak Republics, Hungary,
Slovenia and in Liechtenstein (Poulain, 1994). These
population registers are maintained by means of 
two procedures. One involves updating civil registra-
tion records at the place of legal residence; the other is
the compulsory declaration and registration of
changes of address in the localities of origin and of 
destination.

Data from the registers are not free from measure-
ment problems. As Michel Poulain (1994) stresses,
some changes of address are not recorded (for example
those occurring within a single smallest administrative
unit). Also, what movers report may be at variance
with the facts, influenced perhaps by the existence 
of advantages or disadvantages attached to declara-
tion. Finally, the collection of information may intro-
duce errors, particularly when the system is not
centralized.

In many countries, moreover, legislation regulating
access to the registers has made them hard to use. In
some countries where there is no population register,
census and civil registration data have been used to set
up panels. In France, the Echantillon démographique

permanent (Demographic Longitudinal Sample; EDP)
can be used to construct the family, labor market and
migration histories of individuals. The EDP is a longi-
tudinal base of individual microdata maintained by
INSEE for the last 30 years, and contains data on nearly
900,000 individuals who are or have been residents of
metropolitan France. Information recorded in succes-
sive census forms (since 1968) is stocked and matched
to civil registration records, to compile a vast panel.
The study base currently contains 886,458 individual
records, of which 617,195 concern persons in the 1999
population census. In contrast to population registers,
the EDP does not supply all the successive addresses
of where individuals have lived: “The dates observed
precede and follow the migration event one wishes to study,
which in effect means that one has a fragmentary life
history” (Courgeau et al., 1998). It does, however, con-
stitute an extremely rich resource for the study of
mobility and residential histories. The same kind of
data set exists in the United Kingdom, the Longitudi-
nal Study (LS), which was started the same time as the
EDP in France.

4. Administrative Records

In every country, the records kept by various offi-
cial departments and organizations can be a source of
valuable, though rarely flawless, information on 
residential migration.

In the United Kingdom, the central register of the
National Health Service (NHS) is an important source
of information on the redistribution of the population
between administrative units (the unit used is specific
to the NHS), which has been used since the 1950s 
(Stillwell et al., 1994). When patients who have moved
home register with a doctor in their new area of resi-
dence, their previous area of residence is recorded. The
main problem with this source is an underrecording of
short-distance moves.

In France, a number of administrative records,
access to which is often restricted, provide information
on residential migration. Similar records are available
in most industrialized countries. The records of the
French electricity company (EDF) on new accounts
and those of the telephone company, France Télécom,
are extremely rich sources since they contain the
household’s previous address. These sources provide
information on current locational trends, but the
information is poor in qualitative terms. EDF also has
a source on household mobility that supplies longitu-
dinal information.

The fiscal records relative to income tax and local
taxes can also be used. With these it should be 
possible to produce crosstabulations at the level of
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individual communes between the housing and
sociodemographic characteristics of households, and
the date of moving to the address.

The annual data returns Déclarations annuelles de
données sociales (DADS) are the official documents by
which employers notify the tax authorities and social
security organizations, individually for each of their
employees, of the amount of wages paid yearly. Except
for people employing domestic staff, any employer,
whether a physical person or a business, based in
France and who pays salaries or wages is required to
fill in an annual DADS-type return. INSEE, which
administers this register, currently excludes farm
employees and public sector employees, whose
returns relate to special social security schemes and are
specific, from processing for statistical purposes. Since
1998, the French data protection agency National
Council for Data Processing and Civil Liberties (Com-
mission national informatique et liberté; CNIL) has
authorized INSEE to reconstitute a register of salaried
workers using the national identification number, so as
to group together the different positions an individual
has held. Hence, it is possible to monitor all the
changes of address and employment by salaried
workers. Because the geographical reference unit is the
commune, only intercommunal mobility is counted.

Research conducted at INSEE by Cédric Blum in
2000 pointed up the value of using the DADS for
studying residential migration. This source offers a
number of new elements compared with the popula-
tion census, especially regarding the link between res-
idential mobility and occupational mobility. The
periodicity (annual) of the DADS register is also a
serious advantage.

Electoral registers can be used for residential migra-
tion study, but with caution. They only cover the pop-
ulation old enough and eligible to vote, thus there is
no coverage of foreigners and individuals who have
lost their right to vote. Furthermore, even if registra-
tion is compulsory, a nonnegligible proportion of the
population is not in fact inscribed on the register.
Lastly, in France individuals are not required to regis-
ter to vote in their commune of destination and can
remain registered in another commune, where, for
example, they own a weekend or holiday home.

CONCLUSION

At the end of this nonexhaustive review of the prin-
cipal concepts and sources of observation relative to
internal migration, two questions arise.

Could it be possible to bring together or reconcile
the different approaches to internal migration, with the

aim of constructing a migration theory (or theories) of
a universal nature? The purely spatial approach that
deals with geographical entities would clearly gain
from including the preoccupations of demographers
and sociologists, focused on populations and individ-
ual behavior. Vice versa, analysis centered on the indi-
vidual, by ignoring that individual behavior, is always
spatially defined and thus largely dependent on con-
textual effects, if only because an individual lives in
one place rather than another, would be enriched by
inclusion of the geographical environment.

From a methodological point of view, the approach
based on multilevel models contributes to bridging the
gap between these different levels of analysis, that of
the individual and that of geographical entities, or
indeed intermediate levels such as the family or the
individual’s relational network (Chapter 24, Volume I).
From a more theoretical point of view, however, much
remains to be done to disentangle the extremely
complex linkages between the different levels of aggre-
gation, in order to produce a coherent theory for these
models and for human behavior in general.

A second question that demands attention concerns
the reliability of the measurements of internal migra-
tion that can be achieved through the various sources
currently available. On this point it must be recognized
that, although the trend is toward improvement, the
data suitable for characterizing spatial mobility within
a country are often of poor quality. As a consequence,
the available data are hard to compare across coun-
tries. Very often, comparison can apply only to
processes and trends but not to levels of mobility and
measured flows. On the other hand, increasingly
complex surveys and improved analytical methods
offer the prospect of a better understanding of indi-
vidual mobility behavior.
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“Migration is a fuzzy concept with many definitional
problems” (Willekens, 1984, p. 2–3). “Trying to piece
together a coherent statistical picture of any of the five key
groups1 (of migrant workers) is similar to trying to put
together a large puzzle based on photographs of a rapidly
changing reality, with important pieces missing and many 
of the available pieces out of focus” (Hoffmann and
Lawrence, 1996, p. 2). Expressions like fuzzy concept and
puzzle are not often encountered in scientific literature,
and their use therefore strongly underlines the difficul-
ties facing those attempting to conceptualize, define,
and measure migratory processes.

The issues are well known. Competent international
organizations and the scientific community have been
working on them for more than a century and search-
ing for adequate answers (Krali and Gnanasekaran,
1987). In recent years, efforts in this direction have
increased, under pressure from the political resonance
of the phenomenon and the increasing concern of gov-
ernments and public opinion in the face of the dynam-
ics and consequences of international migration. The
results have been really important.

The United Nations has made new recommenda-
tions for the production of statistics on international
migration (United Nations, 1998b). The International
Labour Office (ILO) has also stimulated research
aimed at improving the data collection processes for

migration in general and, more particularly, on
employment-based movements (Bilsborrow et al.,
1997; Hoffmann and Lawrence, 1996). To the classic
report of the Systeme d’Observation Permanente 
sur les Migrations (SOPEMI) (continuous observation
system for migration) set up by the Organisation for
Economic Co-operation and Development (OECD)
have been added the International Migration Report of
the United Nations Population Division, the first
edition of which was published in 2002, and the World
Migration Report of the International Organization for
Migration (IOM), published for the first time in 2000
and the second time in 2003. Publications and data-
bases are currently produced by Eurostat, the statisti-
cal office of the European Community, while the
Council of Europe has considerably increased the
space reserved for international migration in its year-
book. In many cases, the geographical coverage of
information gathered by these international organiza-
tions has increased. The information is no longer
limited to traditional immigration countries within or
outside Europe, but now offers a more complete view
on essential aspects of the international migration
panorama. Beyond this reminder, it is of course impos-
sible to review the entire catalogue of more specific
work undertaken at national, bilateral, and multilat-
eral levels, but many of them focused on or are still
based on the comparability of data and statistical coop-
eration to improve the quality of data produced in 
the countries of immigration and emigration (Poulain,
1991, 1993 and 2001; Salt et al., 1994).
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Ultimately, never has Hania Zlotnik’s statement
(1987, p. v–vi) that “Although the charge of inadequacy
may be appropriate, scarcity is not necessarily a trait of
international migration data. Indeed, statistical information
potentially relevant to the measurement of international
flows of migrants is more commonly available than one
would expect” been more applicable to the current 
situation. Indeed, despite the positive results of the
growth in available data, we are still far from 
having satisfactory and definitive answers to all the
problems related to the statistical measurement of
international migration. However, current scientific
research seems to have modified its own strategy and
opted for a more pragmatic approach aimed at using
and developing what already exists today by placing
it in a conceptual framework that enables the under-
standing of the articulation of different types of migra-
tory flows rather than looking for definitive answers
to issues of definition or theoretical framework of the
measurement of the phenomenon (Bilsborrow et al.,
1997).

This approach nevertheless takes some fundamen-
tal characteristics of the migratory process as a given.
First of all, we must recognize its complexity and
hence the corresponding difficulty at arriving at a def-
inition and precise and univocal measure, because of
the spatial and temporal variety and variability of its
forms, its characteristics, its causes, its consequences,
and the contexts in which it develops. Secondly, the
existence of a strong tie between statistical records 
and the political dimension of the migratory phenom-
enon should be noted. On the other hand, if the com-
plexity of the phenomenon and political interest work
together to make the measurement of mobility and the
comparison of data difficult, there are elements which
promote the coexistence of a plurality of statistics and
which make it possible to highlight the various aspects
of migration (Costanzo et al., 2002). This situation 
may produce a statistical picture of the phenomenon
as fuzzy and ill-defined, but this may prove itself
useful for constructing another, more articulate, and,
finally, more realistic and interesting one. Especially in
the current period (marked by great changes in 
the intensity, characteristics, and even the direction of
the flows), the availability of many measurements 
of the same phenomenon, taken from different 
perspectives and different angles, is a favorable 
factor for the study and analysis of international
mobility (Willekens, 1994). It is therefore judicious, at
a practical level, to assemble the different statistics
available, as elements of a mosaic or pieces of a puzzle
to be built, on the condition that one starts by recog-
nizing the real significance and the explanatory power
of each piece.

The user, and before that the producer, of interna-
tional migration statistics must first of all clarify the
meaning of the data by taking into account the con-
cepts and definitions used, as well as the procedures
put in place for collecting information. In this regard,
we wish to offer to the reader a series of elements to
note for the correct usage of the major migration sta-
tistics. Both the United Nations and the ILO (Bilsbor-
row et al., 1997; United Nations, 1998b), at the heart of
the two major in-depth analysis projects in the last
decade, have themselves given up on the exhaustive
reconstruction of the characteristics of the sources used
for measuring the phenomenon. They prefer to con-
solidate our knowledge on regional entities or explore
in depth the pathways already traced by publications
of the Demographic Yearbook of 1977 (United Nations,
1978) and of 1989 (United Nations, 1991), whose special
topics focused on international migration.

The first section of this chapter therefore focuses on
an overview of the problem. We will recall the princi-
pal definitions used at the international level while 
distinguishing between data of flow and data of stock.
In the second section, we will study, separately for
flow and for stock, the issue of identification of the
major categories of migrants and of immigrant popu-
lations. In the third section, dealing with data collec-
tion modalities, we have chosen, for practical reasons,
to work according to the sources of statistics rather
than to the type of data. We will therefore successively
study censuses, population and foreigners registers,
statistics of border movements, other administrative
sources and finally, sample surveys. Specific flows, like
that of the movement of refugees or that of migrant
workers, have not been isolated as such, for most of
the general remarks apply also to these particular
cases.

I. THE OVERALL FRAMEWORK

The starting point of the problems of measuring
mobility is in the concept of migration itself, whose
definition is far from obvious. The definition of the
phenomenon requires taking into account the rela-
tionship linking man with space and time and thus
supposes that one has conceptual instruments capable
of distinguishing among all space-time movements—
those that are migrations and those that are not
(Courgeau, 1980). We are confronted here with a type
of problem that the analysis of a population’s natural
dynamics does not generally encounter, because it is
based on events (births and deaths) that are much
simpler to define and identify and necessarily occur in
the life of each individual once and only once. First, an
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individual, on the contrary, may never migrate, or may
migrate many times. There is therefore no univocal
relationship between these events (migrations) and the
individuals to whom they occur (migrants). Secondly,
migration implies a relationship between one geo-
graphic space and another. Consequently, its observa-
tion always has a precise territorial dimension, which
must be defined at the moment of data collection and
made known when published. And this complicates
demographic research when territorial reality is often
disregarded within the framework of the conceptual-
ization and theoretical formalizations.

Because of the complexity of the phenomenon,
quantitative analysis is forced to simplify. The first dis-
tinction to make is obviously the separation of internal
migration from international migration, according to
whether an international border has been crossed or
not. In a way, this distinction may appear superfluous
as the context, the causes, effects, and mechanisms of
the two phenomena show similar characteristics.
However, because of its very high dependence on
political factors, international migration dynamics are
really a different phenomenon from internal migra-
tion. Better still, it is precisely the control exerted by
each state on its borders that defines international
migration and makes it a social process independent
of other movements (Zolberg, 1989). And conse-
quently, as we shall see, the different international
migration data collection operations are articulated
around this state control.

Efforts to conceptualize migratory processes on
which to base data collection procedures seem to have
followed two directions. First, especially among inter-
national organizations, attempts were made to reach a
consensus on a definition that would serve as a refer-
ence point for various producers of statistics. Secondly,
efforts were made to construct typologies capable of
describing the main aspects of the phenomenon. These
two perspectives have crossed on more than one occa-
sion in recent years in an attempt to find effective oper-
ational solutions to issues raised.

One could say that the first international recom-
mendations for the improvement of migration statis-
tics were made in 1932 with the International
Conference of Migration Statisticians, organized by the
ILO (Bilsborrow et al., 1997; Krali and Gnanasekaran,
1987). According to these recommendations, “In prin-
ciple, every act of removal from one country to another for
a certain length of time should be included in the statistics
of migration, with the exception of tourist traffic” (United
Nations, 1949, p. 3–4, cited by Bilsborrow et al., 1997,
p. 1). From this statement, the United Nations then
later developed a first set of recommendations,
adopted in 1953, centered on the definition of perma-

nent immigrants as “non-resident (both nationals and
aliens) arriving with the intention to remain for a period
exceeding a year” and of permanent emigrants as “resident
(nationals and aliens) intending to remain abroad for a
period exceeding one year” (United Nations, 1998b, p. 5).
The inaccuracy of the concept of residence and espe-
cially of its temporal dimension proved to be the weak
point of this definition. Consequently, in the 1976
review of these recommendations, a long-term immi-
grant was characterized as a person who has entered a
country with the intention of remaining for more than one
year and who either must never have been in that country
continuously for more than one year or, having been in the
country at least once continuously for more than one year,
must have been away continuously for more than one year
since the last stay of more than one year” (United Nations,
1998b, p. 5).

The coherence of this last definition was not enough
to assure its effective usage in the production of migra-
tion statistics, so much that the United Nations had to
again revise their recommendations in 1998. The major
objective of this revision was to simplify the definitions
and admit that “An international migrant is [. . .] any
person who changes his or her country of usual residence”
(United Nations, 1998b, p. 9). The country of usual res-
idence is, according to the definition used in the
census, one “In which a person lives, that is to say, the
country in which he or she has a place to live where he or
she normally spends the daily period of rest.” Trips abroad,
“for purposes of recreation, holiday, visits to friends and 
relatives, business, medical treatment or religious 
pilgrimage” (United Nations, 1998b, p. 10) are not
regarded as a change in the country of usual residence.
The duration of stay abroad, based on a 1-year thresh-
old, determines the distinction between long-term and
short-term migrants.

Beyond the changes in definitions, which, more-
over, are far from covering all the real problems of
migration statistics, the last recommendations of the
United Nations are especially remarkable for their
application modalities. Indeed, based on the premise
that it would be difficult to obtain from states a change
in their definitions and an adoption of those of the
United Nations, it has proposed a two-stage approach.
In the first, the available statistics are supplied with
instructions explaining the differences and similarities
between the different sources of the same country. In
the second, each country is expected to define specific
strategies for improving the quality and comparability
of its data. Fundamentally, this two-stage process is
founded on establishing a well thought out taxonomy
of international mobility (not only migration) on the
basis of the legal status established by the country of
arrival. The typology is established with regard to four
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occurrences (two relating to nationals and two to for-
eigners): departure from a given country, arrival in a
destination country, departure from a destination
country, and return to the country of origin. To sim-
plify, the United Nations assumes that the flows
always start from the country of nationality of the
migrant and are directed towards the country of des-
tination; migrants are classified into different cate-
gories that do not change during their stay in the host
country. These four occurrences are combined with 18
categories of persons, which thus has lead to a defini-
tion of 72 types of mobility. However, among these 
categories of travelers, some are not relevant for inter-
national migration (inhabitants of border zones or
transit passengers), others are important for interna-
tional tourism, and some (diplomatic staff, the military,
and nomads) are generally excluded from migration
statistics. Lastly, there are only eight relevant cate-
gories for migration statistics (students, trainees,
workers, staff of international organizations, free
establishment migrants, settlers, family reunion
migrants, refugees), whereas for two other categories
(asylum seekers and illegal migrants), the duration of
stay is uncertain.

In the same perspective, to classify international
migration with regard to real situations, the ILO has
also prepared Guidelines for Improving Data Collection
Systems) (Bilsborrow et al., 1997). By tabulating nation-
ality (nationals and foreigners) across the legal basis of
entry, the ILO has defined 10 types of international
migrants and 16 subcategories:

1. return migrants
2. returning ethnics
3. free circulation migrants
4. foreigners admitted for special reasons (students,

trainees, retirees)
5. settlers
6. workers (seasonal, project, contract, temporary,

permanent, highly qualified)
7. economic migrants (business travelers, investors)
8. refugees and asylum seekers (refugees, persons

admitted for humanitarian reasons, persons
granted a temporary protected status or a stay of
deportation)

9. irregular migrants
10. family reunion migrants (ILO has defined

specific categories for this group).

These two examples show the complexity of the migra-
tory process and the difficulties in establishing a typol-
ogy for adequate collection of data on its various
components. This was already made evident in previ-
ous attempts at classifying migratory flows, from that
of William Petersen in 1958 to the more recent work of

Antonio Golini (1987). The latter, working from causes
(grouped into three different types of mobility: migra-
tory, semi- or pseudomigratory, and nonmigratory
mobility)—taking into account the spatial dimension
(distance or the crossing of administrative or political
borders), temporal dimension (periodicity and dura-
tion), and the legitimacy of movement—identified 55
types of population movement.

Definitions and ordering criteria can therefore take
into consideration different elements: nationality, resi-
dence, duration of stay, reasons for stay, place of birth,
the spatial dimension, the cause of the move, legal
status, etc. The first five factors are generally consid-
ered the most important (Zlotnik, 1987b). In different
combinations, they contribute to defining migration
statistics. In the next paragraph, we shall discuss in
detail the limitations and characteristics of some of 
the elements, but before then, it is useful to make a
comment on the reasons why, despite all previous
efforts, there is a major gap between international 
recommendations and national practice.

First of all, it must be stressed that apart from the
difficulties mentioned earlier, there is also the question
of scale. The ease, speed, and low cost of movement
from one point of the globe to another today, have led
to an unprecedented rise in the mass of international
movement, especially of what is not migration in the
sense indicated earlier. It only makes it more difficult
to put in place, at an acceptable cost, statistical data
collection instruments, which will enable migrants to
be identified among the set of individuals who cross
borders daily.

But the major reason for this gap is because the
modalities for the collection of international migration
data have a specific political dimension, resulting from
complex processes determining the role given to immi-
gration within each nation state (Bonifazi, 1998). From
then on, one cannot but be surprised at the prepon-
derance of administrative sources, not only for the
more than obvious economic reasons, but for the
greater possibilities offered for the study of the differ-
ent categories defined in migratory policies (Birindelli
and Gesano, 1991) and the measurement of the effec-
tiveness of policy. This also explains the medium and
long-term instability of the systems of data collection,
which undergo the changes in the characterization of
the phenomena and the influence of the political and
cultural debate. In addition, it should not be forgotten
that statistical data on migration are a central element
of the process (including migratory history, perception
of the phenomenon, migratory policy) with which
each state builds its own relationship with immigra-
tion (Kritz, 1987). In this sense, “nomenclatures and cat-
egories continue to interact with the entities which they
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represent. As ‘convention’, they produce reality by the
frames of reference which they place at the disposal of the
public debate. Reciprocally, they are in tune with the social
world and record its evolution” (Simon, 1998, p. 541).

From a strictly demographic point of view, one must
be interested in all migratory flows, whether it is of
foreign citizens or citizens of the country in question,
precisely because each one of these two movements
contributes to the variations in the size and structure
of the various aggregates forming the population. As
we have shown, the United Nations’s definitions have
always towed this line. In practice however, national
definitions are, on the contrary, often very different
(Kujisten, 1995). The principal concern of statistical
offices is to measure the presence and the movements,
in particular that of the arrival of foreigners, for the
simple reason that—especially in these times of strict
control of immigration—the demands of the policies
and governments go in this direction without consid-
ering that it is even sometimes easier statistically to
measure the movement of foreigners than that of
nationals because of the many administrative traces
that foreigners, at least those who move legally, are
obliged to leave in their wake (Bonifazi and Strozza,
2002).

It is obviously important to distinguish between the
data on flows and the data on stock. The former enable
the study of migration in a continuous manner in time,
the latter are useful for measuring the result of this in
an arrival zone. Indeed, as with the other demographic
phenomena, and as with the majority of economic and
social phenomena, the first thing to look for in the area
of migration is the number of events that occurred
during a given time interval. In fact, the principal
objective should thus be to know the extent and the
nature of entry and exit flows; an adequate accounting
of this would also provide an information base on the
size of the immigrant population at a given time.
However, from a theoretical and practical point of
view, the observation of migratory flows requires a
well-organized and structured statistical system which
is always very difficult to set up. This situation has led
to the use of migratory statistics of stock, not only
jointly (as one would have wished) but sometimes in
an alternative manner, because of the impossibility of
direct access to statistics of flow.

In reality, it is not only a question of two different
measures of the same phenomenon but of two radi-
cally different phenomena. The second, the immigrant
population, depends not only on the past dynamics of
the other, but also on the effects of mortality. In addi-
tion, stock data rarely cover the concept of migration
alone because of the very different status accorded to
different categories of migrants. Thus, in the United

Kingdom and in countries of permanent immigration
(North America and Oceania) primary emphasis is on
the population born in a foreign country and, possibly,
their descendants. In continental Europe, on the other
hand, the stress is laid on the foreign population, with
a vast range of criteria arising from the various leg-
islative frameworks governing entry and the condi-
tions of residence of foreigners as well as access to
naturalization. In France for example, because of the
greater ease with which immigrants were able to
obtain nationality, the data on the foreign population
was not very representative of the extent of the migra-
tory phenomenon. This obliged statistical research to
take stock of the concepts used and to consider the
direct and indirect effects of immigration (Tribalat 
et al., 1991; Tribalat, 1994). In Germany, on the contrary,
the almost insurmountable obstacles erected to
prevent naturalization, even for the children of immi-
grants born in Germany, created the opposite situation,
by inflating the foreign population with people born
in Germany and thus nonimmigrant. Thus, the more
the stock depends on old immigration flows the
greater the difference between what is administra-
tively regarded as the immigrant population and the
real stock of immigrants in the demographic sense of
the term.

II. IDENTIFICATION CRITERIA FOR
THE DIFFERENT COMPONENTS 

OF MIGRATION

Before examining the different systems of observa-
tion of international migrant flow and stock, it is useful
to introduce some further clarification. First of all,
much more than for internal migration, the study of
international migration is confronted with the problem
of hidden flows, qualified as irregular, illegal migra-
tion. But, generally, the various types of migration are
perceived differently from one country to another, or
even in the same country from one period to another,
and the systems and data collection criteria adopted
depend on these (Zlotnik, 1987b; Krekels and Poulain,
1996).

At first, in a very schematic way, a country’s inter-
national migration can be distinguished according to
the direction of the move (entry or exit) and the rela-
tionship of the migrant to the country, defining four
components. Table 123–1 illustrates this framework in
cases where nationality is taken as the criterion of
membership (Natale and Strozza, 1997). For entries,
one can for example compare nationals to foreigners
or persons from the host country (repatriates, for
example) to individuals from other countries. The dis-
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tinction can thus be made on different criteria such as
country of birth, nationality or place of residence, each
one preferring a different notion of membership of the
host country. The nationality criterion is perhaps that
which, at least in theory, makes the most useful dis-
tinction possible, not only because of its legal and
objective nature (at least when it is recorded on the
basis of passports or other official documents) but
because of its clear limits. On the contrary, the country
of birth can be fortuitous and the home country, even
when residence is the subject of a legal definition,
depends on very different definitions from one
country to another, resulting in annoying confusion
(Zlotnik, 1987b). Especially for countries with a recent
history of emigration abroad, the criterion of national-
ity appears to be more coherent and more interesting
in distinguishing migration flows according to the
migrants’ relationship to the host country.

The following pages will demonstrate several times
that emigration and immigration flows pose different
measurement problems. Let us add that each country
tends to focus its attention on the most significant
migratory component at the time of data collection.
Lastly, this results in a better quality of the entire immi-
gration statistics for several reasons. First of all, coun-
tries have historically been more concerned about
measuring the arrivals and the presence of foreigners
on their territory than their departure or the stay of
their nationals abroad. Secondly, the principal immi-
gration zones are the more developed countries where
statistical systems are more effective. Thus, the criteria
for measuring migration flows of arrival have been the
object of the greatest care, on the one hand because
they attract the attention of the authorities more, and
on the other hand because the arrivals occur more in
the countries best equipped to observe them. The sta-
tistical information available in this area is thus more
abundant and of better quality.

The identification of the stock of immigrants during
a general data collection exercise (for example, a pop-
ulation census) is not a simple problem to solve.

Indeed, it depends as much on the definition of the
target population as on the availability of necessary
identification information (Strozza et al., 2002). The
United Nations has many times recommended the 
definition of the immigrant population as people born
abroad and residing for more than 1 year in the con-
sidered country. More recently, based on the definition
of long-term international migrant, the United Nations
indicated it as the “stock of international migrants present
in a country . . . the set of persons who have ever changed
their country of usual residence, that is to say, persons who
have spent at least one year of their lives in a country other
than the one in which they live at the time the data are gath-
ered” (United Nations, 1998b, p. 83). As foreigners are
almost never accorded the same social, economic and
political benefits as nationals, it is important to count
the number of persons who do not have the national-
ity of their country of residence, and even the number
of those who, although they have acquired the nation-
ality of the country of residence, did not have it from
birth. On the basis of these considerations, the United
Nations defined two subpopulations: (1) “foreigners
living in a country . . . [that] includes all persons who have
that country as country of usual residence and who are cit-
izens of another country”; and (2) “persons born in a
country other than the one in which they live . . . [that]
includes all persons who have that country as country of
usual residence and whose place of birth is located in another
country” (United Nations, 1998b, p. 83).

The definition based on the criterion of country of
birth makes it possible to take into account all immi-
grants, irrespective of whether or not they have
obtained the nationality of the host country. It
excludes, of course, the children of immigrants born in
the host country (the “second-generation immigrants,”
who, contrary to the impression given by this term, are
not at all immigrants), whereas it naturally includes
the nationals of the host country born abroad, a cate-
gory which, in a country that has undergone a high
level of emigration in the past, could constitute a large
group (Strozza et al., 2002). This definition makes it
possible to identify the population born abroad from
one year to the next with the following equation:

nPt = nPt-1 - nDDt + nIDt - nEDt,

where (nPt), the number of persons born in a foreign
country present at the end of year t, is equal to the
same number (nPt-1) present at the end of year (t - 1)
reduced by the number of deaths (nDDt) or emigrations
(nEDt) and increased by the immigrations (nIDt) during
year t of persons born in a foreign country.

In the same way, the definition based on the nation-
ality criterion makes it possible to identify a foreign
population made up of persons who do not have the
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TABLE 123–1 Direction of Migration and 
Relationship of Migrants with Host Country 

Determined by Nationality

Relationship Direction of Movement

Entry Exit

Nationals Immigration of nationals Emigration of
nationals

Foreigners Immigration of foreigners Emigration of
foreigners



nationality of the country where they live, irrespective
of their place of birth. This population is thus made up
of foreigners born abroad and those born in the
national territory. It excludes, on the contrary, persons
born in a foreign country who have since acquired the
nationality of the host country, as well as nationals
born abroad. The nationality criterion thus identifies a
group made of two components: the first, generally the
larger one, is made up of first generation immigrants
(immigrant foreigners not yet naturalized), while the
second is made up of immigrants of the second or 
subsequent generations (foreigners born in the host
country and not yet naturalized). The portion of
descendants of immigrants born and who remain for-
eigners depends obviously on the national legislation
regarding nationality and naturalization: it is minimal
when ius soli, which enables children of foreigners
born in the host country to automatically acquire the
nationality of the country, is applied and it is maximal
where ius sanguinis, which attributes nationality only
by filial relation, prevails. Besides acquisition of
nationality (sADt), the size of the population depends
also, of course, on births (sBDt) and, in the absence of
cases of loss of the country’s nationality, one can write:

Pt = sPt-1 + sBDt - sDDt + sIDt - sEDt - sADt.

Thus, the nationality and the country of birth 
identifies very different subpopulations. Indeed, im-
migrant foreigners, who at the beginning of the migra-
tory process made up practically the entire population
(except in cases of major national repatriations), are
reduced with time to a part of the total flanked by a
second, that of the naturalized immigrants, and a third,
that of the descendants of immigrants whose number
grows with time. This is how in reality the mixing of
simple concepts like immigrant or foreigner, which
never coincide, moves them farther and farther away
from one another over time and especially only covers
one section of the population that one is interested in
(Strozza et al., 2002).

Furthermore, in countries where a high level of emi-
gration had occurred in the past, as was the case in
Europe but especially in the recent past in southern
Europe (Italy, Spain, Greece, and Portugal), the differ-
ences between the criteria of country of birth and those
of current nationality are still very significant. Take the
case of Italy. Recent censuses have recorded a consid-
erable difference between the resident population born
in a foreign country (almost 1,000,000 in 1981 and
around 1,500,000 in 1991) and the foreign population
(210,000 in 1981 and 360,000 in 1991). Among those
born in a foreign country, there were in reality in those
years a great majority of Italians and a minority of 
foreigners as naturalized persons were few.

Some European countries have decided to simulta-
neously use the nationality and the country of birth
variables, thereby reducing some of the inconvenience
related to the separate use of the two criteria.2 The
combination of the criterion of current nationality and
that of place of birth is still not enough to identify the
foreign population. Among nationals born abroad, it
does not enable the distinction between those of
foreign origin and those of the national origin.

This difficulty can be illustrated in a diagram in
which current nationality is matched with previous
nationality (or nationality at birth) with country of 
birth (Strozza et al., 2002). In this way, it is possible 
to identify eight different groups, four of which 
are related to the population of foreign origin (S) and
four to that of the national origin (N). This diagram
(Table 123–2) shows how the foreign population
observed at a given time consists not only of foreign-
ers of the first generation (SI) and the second genera-
tion (S2), but of emigrants of national origin (N3) or
children of emigrants (N4) who have returned to their
country of origin but who no longer have the nation-
ality of that country. Furthermore, the national popu-
lation is composed not only of people who have the
nationality from birth, whether they were born in the
country (N1) or not (N2), but of naturalized persons of
the first generation (S3) and second generation (S4).
Consequently, the two central columns of Table 123–2
form what can be called a “grey area” made up of
persons who, according to the adopted criteria, can be
considered as belonging to the country or not (Strozza
et al., 2002).

At the European level, the concept of population of
foreign origin has been proposed. The concrete deter-
mination of this should be based on the combination of
many criteria, which should enable a real comparison
between the data from various countries and at the
same time make it possible to monitor the whole social
process associated with immigration (Krekels and
Poulain, 1996 and 1998). The observation of this target
population is complex for technical and political
reasons. In fact, it requires asking each person his/her
nationality at birth or their previous nationality (that
which they had in their country of origin), and chil-
dren of immigrants born in the host country, the
nationality or country of birth of their parents. Politi-
cally, it is increasingly difficult to ask this type of ques-
tion, which citizens refuse to answer, as they consider
it a statistical intrusion in their private life and an

Chapter 123/Conceptual Framework and Data Collection in International Migration 543

2 In particular it is possible to better identify the origin of
migrants and thus the membership group especially in host coun-
tries which have an important colonial history that is reflected in the
nationality of immigrants.



exposure to the risk of being included in a national
database, even if these concerns, widely shared, are in
contradiction with the desire or demand by each
minority for recognition of its specificity (Golini et al.,
2001).

In the following section, we will focus on the possi-
bilities of access, through the available sources, to the
immigrant population understood as the population
born abroad or the foreign population, without for-
getting either the risks of incoherence in these criteria
for international or temporal comparison or their lim-
itations for the analysis of the process of integration of
immigrant communities.

III. A CRITICAL ANALYSIS 
OF THE MAJOR DATA

COLLECTION SYSTEMS

Before examining the possibilities offered by each of
the available sources, we must emphasize the fact that
most of them cover only one section of the flows and
stocks of international migrants: that of legal migrants.
The legal conditions of entry and residence thus form
another criterion of classification of migratory flows
and the immigrant population (foreign or born
abroad) on the basis of the legitimacy of the immigra-
tion or residence according to the prevailing laws of
the host country. In a diagrammatic way, two compo-
nents can be distinguished at the level of flows and

stocks: one legal and the other illegal. For the flows,
the distinction is based on the status of migrants with
regard to the rules of entry into the host country (with
or without an entry visa or, more generally, with or
without the necessary documents), and for the stock it
is based on the norms regarding residence in the terri-
tory (with or without a valid resident permit).3 Natu-
rally, entry without the necessary documents (illegal
entry) implies presence in the host country at least
temporarily outside the limits of the prevailing laws
(illegal presence), and a legal entry should normally, at
least in theory, go hand in hand with residence within
the limits of the existing norms (legal presence).4 Sta-
tuses do not however remain fixed in their initial state
(Briggs, 1984; Strozza, 1996). They can, on the contrary,
change during residence in the host country. The
longer the duration of stay, the weaker the link
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TABLE 123–2 Categories of the Resident Population of a Country: Data Obtained by Matching Current Nationality
With Previous Nationality (or Nationality at Birth) with Country of Birth

Country of birth1 Previous Nationality or Nationality at Birth

Foreign National 
Current Nationality Current Nationality

Foreign National Foreign National

Foreign S1 S3 N4 N2
Immigrant foreigners Immigrant foreigners Born of emigrated nationals Nationals born abroad or born

(first generation) (second generation) and of emigrated nationals 
who are have returned to the (second generation) who 
naturalized country with a foreign have returned to the 

nationality country

Country studied S2 S4 N3 N1
Foreigners born of Born of immigrants Emigrated nationals Resident nationals who did

immigrants (second who have returned to not migrate
(second generation) who the country after
generation) are naturalized having lost their

nationality of origin

Source: Strozza et al., 2002.
1 The variable country of birth can be likened to the de facto situation (country of actual birth) or to the de jure situation (the mother’s country

of residence at the person’s birth).

3 Naturally, the legal situation of immigrants is related to the leg-
islation and even to the policy adopted by each host country with
regard to international migration. These provisions can differ sig-
nificantly from one country to another and can provide for excep-
tions or variations with regard to certain categories of immigrants
or particular immigration zones. 

4 In the case of a given host country, effective ad hoc schemati-
sations have been suggested (see for example, for France that of
Yann Moulier-Boutang, Jean-Pierre Garson and Roxana Silberman
(1986) in 23 categories and for Greece, that of Angeliki Gram-
matikopoulou (1998)) which also takes into account certain specific
criteria of the prevailing legislation. In addition, Daniel Delaunay
and Georges Tapinos (1998) have proposed a dynamic classification
of the situation of foreigners based on entry, residence and work. 



between entry conditions (legal or illegal) and the res-
idence status: among illegal residents we also find
immigrants who entered illegally and are residing
outside the prevailing legislation as well as legal immi-
grants who, beyond the period of validity of their res-
idence permits (initial or subsequent), have remained
in the host country without renewing their authoriza-
tion. On the other hand, a section of the immigrants
who entered illegally, may obtain a residence permit,
for example after a regularization law has been passed.
There again, the situation is different according to
whether we are looking at the flow of illegal migration
during a given time interval or at the population ille-
gally present in the territory at a given date. Many spe-
cific studies, particularly where the phenomenon of
illegal residents is very common, have tried to estimate
the stock using various methods depending on the
available statistical material. In the following analysis,
we will examine various sources and determine
whether they permit the observation of the illegal 
component of migrant population flows and stocks.

1. The Census

Despite the improvements recorded in recent years
in international migration data collection and dissem-
ination, the census still remains the only source for the
large-scale measurement of the intensity of the phe-
nomenon at a global level and of its long-term trend.5

The census especially makes it possible to highlight
and to quantify the stock of immigrant population
through questions on country of birth or place of resi-
dence at a given date prior to the observation.6 The
latter question, whose main objective is to measure
internal migration, also makes it possible to quantify
(at least generally) the flow of immigration in the con-
sidered time interval (generally 1, 5, or 10 years). Spe-
cific questions on nationality make it possible to
identify the foreign population, and questions on the
acquisition of the nationality of the host country often
enable the identification of persons of foreign origin.
In some countries, questions on the ethnic group of
respondents are also asked. The census can be used to
analyze particular flows such as that of return
migrants, or to improve knowledge on languages,
reasons for stay, etc. In certain cases, data on emigra-
tion have been collected (Bilsborrow et al., 1997). The

latest recommendations of the United Nations (1988a)
on censuses list among the obligatory questions useful
for the collection of data on internal migration or
demographic and social characteristics of the popula-
tion the duration of presence at the current residence,
the place of previous residence, the place of residence
at a given date prior to nationality. The optional ques-
tions that could be useful in the analysis of migration
include: language, national or ethnic group, and year
or period of arrival.

These recommendations are not followed by all
countries. In fact, it is mainly the developed countries
who deviate from them the most by using question-
naires designed to meet the specific information needs
of their countries and therefore coincide less with 
the United Nations recommendations. Besides, for
obvious economic reasons, the number of questions
must be limited. The census, compared to other
sources, has the advantage of being a complete obser-
vation capable of collecting from the entire population
demographic, economic, and social information that is
not available in administrative statistics. These char-
acteristics are particularly useful in the case of rela-
tively rare phenomena like international migration.
Admittedly, the census cannot provide all the infor-
mation, and in-depth analysis of migration demands
more specific observation tools. But the collection of
certain information from sample surveys and the
increasing use of representative samples of census data
should, in the case of international migration analysis,
be evaluated according to the level of reliability of the
data and the extent of information lost in the passage
from the total population to a sample. We should also
remember that very often the distribution of the immi-
grant population, according to elementary variables
like sex, age, marital status, family composition, level
of education, occupation, etc., are only available
through the census or, at least, with greater detail than
other sources can provide. Furthermore, the census is
probably the only official source that enables the col-
lection of information on illegal immigration. Lastly,
we must remember that the detailed territorial level of
analysis provided by the census makes it a rare instru-
ment for the study of the geographic distribution of
immigrant populations, a particularly important point
in the study of large metropolitan areas (Champion,
2002).

This instrument, however has well-known limits.
They include underenumeration, which for immi-
grants may be particularly high, especially in the case
of illegal immigrants, and have many potential errors,
especially relating to the more difficult questions
because of the enormity of the task of administering a
questionnaire to all the inhabitants of a country. Think
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5 We must not forget that with data from two successive censuses
and an estimation of the intercensal natural increase we can obtain
an evaluation of the balance of migration, which in its great 
simplicity often remains the only or the best estimate possible. 

6 In certain cases, questions on previous place of residence and
date of arrival at current residence have been used. 



of recall lapses, of the difficulties in countries that have
had border changes for the determination of place of
birth (for older persons especially, for example). Fur-
thermore, repeated migration is not taken into consid-
eration. Whereas, the persons who return to their
country before the observation are not counted, as is
the case for migrants who die before the census. In the
case of the question on residence at a date before the
census, we know nothing of the possible migration of
the children born in the considered interval. The analy-
sis should be adapted to the duration of the reference
period: with the question on the place of birth, it
depends for each individual on his/her age, but at the
level of the entire population, it yields a measure of
immigration over a period of around 100 years.

In conclusion, according to the United Nations, the
census is “the most comprehensive source of data on 
the types of population stock that are most relevant for both
the measurement and the study of international migration.
In countries that are major receivers of international
migrants, census information provides the basis for many
types of in-depth analysis of the economic and social aspects
of international migration.” [. . .] Census data have pro-
vided the basis for the most comprehensive set of estimates
of the “total migrant stock” in countries of the world”
(United Nations, 1998b, p. 87).

2. Population Registers

Population registers,7 in the broadest sense of the
word, may be defined as systems of continuous obser-
vation of demographic and social information on every
person resident in a given country or territory (United
Nations, 1969). Even if the aim of the observations is
administrative, these sources make statistical informa-
tion available on the dimension and characteristics of
the recorded population, as well as on a certain number
of events (essentially births, deaths, migration). It is
important to stress the fact that the registered popula-
tion is the resident (de jure) population made up of
nationals and foreigners. Thus, population registers
make it possible, in theory, to measure internal migra-
tion. They should also make it possible to measure
international migration. Records deleted because of
departures abroad, as well as those entered as arrivals
from abroad, could indeed be assimilated to interna-
tional emigrations and immigrations, and in both cases
one can separate the national and foreign components.
These flows can also be distinguished according to
source country in the case of immigration, or destina-
tion country in the case of emigration. In addition, it is

also possible in many cases to obtain a measure of the
stock of foreign population (or immigrants) resident in
the territory by using place of birth and nationality as
the identification criteria.

However, it must be noted that the countries that
have population registers are few8 and that among
these various elements of differentiation make compa-
rability of data difficult and raises questions about
their depth and reliability. The few countries with pop-
ulation registers capable of providing information on
international migration are also all European. The
comparability of recorded information depends on the
degree of homogeneity of the provisions adopted in
the various countries to determine who is resident and
who must be entered into or deleted from the register.
The minimum duration of residence required for reg-
istration or erasure9 varies. It could be the effective
duration or the programmed duration, depending on
whether reference is made to actual permanent resi-
dence in the territory or merely declared intentions. At
the end of the careful analysis of information gathered
by Michel Poulain, Marc Debuisson, and Thierry 
Eggerickx (1990) on European countries with data on
international migration from population registers, “A
problem that is immediately evident is that there are a
number of cases where persons moving between country A
and country B may be considered emigrants according to 
A but not immigrants according to B and vice versa”
(Bilsborrow et al., 1997, p. 87). This situation has
already been highlighted by other authors (Poulain
and Wattelar, 1983; Zlotnik, 1987b). In addition, the ele-
ments required for registration are often different not
only from one country to another but within the same
country, from one population category to another
(Poulain et al., 1990). In many cases, apart from the dif-
ference between nationals and foreigners, there is also
diversity in the treatment of the latter, especially in the
case of countries that are members of the same free 
circulation zone, like the European Union (United
Nations, 1998b). Consequently, the categories of
migrants (for example, nationals and foreigners) are
often problematic because of the differences in regis-
tration modalities and the definition of migrants
adopted in the population registers (OECD, 2002). The
United Nations has proposed that long-term immigrants
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7 We are grateful to Alessio Cangiano for collaboration in writing
this paragraph. 

8 According to the United Nations, during the 1960s, 65 coun-
tries had population registers, 35 of which used them to produce sta-
tistics of which only 13 contained information on international
migration (Bilsborrow et al., 1997). 

9 This duration varies in general from 3 months to one year.
Certain countries distinguish between short-term and long-term
migrants, precisely on the basis of this period, as suggested by the
new recommendations of the United Nations on international
migration statistics (United Nations, 1998b). 



be considered as persons registered in a given year
who are still in the register the following year, and
long-term emigrants as those who have been deleted
from the register in a given year and not reregistered
the following year (United Nations, 1998b).

It is essential to measure the degree of reliability of
available information so as to avoid making very
serious mistakes. Indeed, the nature of these sources is
inevitably reflected in the typology and quality of the
data provided, as well as the major problems associ-
ated with the utilization of this type of statistical mate-
rial need to be recalled. As has been rightly noted (Salt
et al., 1994), emigration is more difficult to study than
immigration, because, in general, recording an arrival
in a given territory confers on the immigrant a series
of rights and benefits, whereas there is no comparable
incentive to inform the authorities of a departure. In
addition, it is possible that people remain in the
records long after they have left the country, either
because they initially had the intention of returning
after a short while and then postponed their return, or
in the case of foreigners, it is in their interest to remain
registered to ensure their readmission after a period of
absence (United Nations, 1998b). Thus, because of lack
of effectiveness of control procedures, the underesti-
mation of exit flows results in an obvious overestima-
tion of the stock of resident immigrants.

It is also essential to underline the consequences of
the very nature of the existing population registers for
the quality of information: in certain cases, the system
is centralized (Nordic countries, Iceland, Belgium and
Luxembourg); in others, it consists of local systems that
are not completely computerized (Poulain, 1995). While in
the latter the archives are managed by local adminis-
trators, in the centralized systems information is col-
lected in a national archival center, thereby improving
the quality of data available through greater internal
controls (for example, in identifying and removing
double counts) and matching with other administra-
tive archives (such as tax, medical, social security, etc.).
These record-linking procedures were made possible
by the attribution of a personal identification number,
or PIN, to each individual to be included on every
administrative document concerning the person,
sometimes along with other codes of more restricted
use. The effectiveness of the population registers of
northern European countries in estimating the effec-
tive migratory flows of nationals and foreigners is also
dependent on the considerable efforts made by the
national statistical institutions to counter the problem
of noncancellation through periodic archival review
operations carried out in collaboration with various
public organizations and through specific verification
surveys on “suspected” cases (Statistics Norway,

2000). In addition, the adoption of a single certificate
of a change of residence for movement between the
Nordic countries makes further verification of this par-
ticular component of migratory movement possible
(Poulain, 1995; Kruijsten, 1995). In various countries,
the population registers, whether centralized or not,
are updated at each population census by linking
archived data with those of the census. The ensuing
automatic cancellations are obviously not linked to a
date in the past, but they make it possible to obtain an
estimate of the number of immigrant residents corre-
sponding to the real situation. Furthermore, data on
foreign immigration often undergo a time lapse
between the moment of arrival in the country and the
moment of registration in the population register,
sometimes postponed for a few years until the effec-
tive stabilization of their presence in the territory or the
regularization of their legal situation after a special
regularization program has provided illegal immi-
grants with first temporary then permanent residence
permits (Natale and Strozza, 1997).

Lastly, a word must be said regarding the registers
of foreigners in certain countries. These registers
operate in the same manner as population 
registers (through a continuous update of the stock of 
residents on the basis of recorded demographic
events), but they perhaps have the advantage of focus-
ing more on the aim of observation. In addition, regis-
ters of foreigners also record information on the legal
situation of each person (for example, information on
the type and duration of the residence permit), which
at least should potentially enable an analytical dis-
tinction between different categories of international
migrants. They also make it possible to more easily
observe international migration of foreigners for short
periods, which is rarely the case for population regis-
ters (except when the period of residence required for
registration is less than 3 months). In Germany in par-
ticular, the register of foreigners, the Ausländerzentral-
register (AZR), and in Switzerland the Zentrales
Ausländerregister (ZAR), are usually used as sources of
statistics on the foreign population (Salt et al., 1994).

Population registers and registers of foreigners are
therefore great sources for the continuous measure-
ment of (long-term) international migration, and it is
recommended that countries like those of central and
eastern Europe, which inherited this instrument from
the past, should try to take these out of their historic
role as instruments of population control and into that
of providing quality data on external migration. An
improvement of the information on the categories of
immigrants, which varies from country to country (for
example, that of asylum seekers), and the adoption of
standardized tabulations among the given countries
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are simple objectives that can guarantee better com-
parability of data from the registers, even if doubts
persist as to the heterogeneity associated with the 
different prevailing norms.

3. Visas, Residence Permits,10 and Other
Administrative Sources

Other international migration statistics result from
administrative operations intended to control migra-
tory flow (entries and exits) and the presence of immi-
grants in the national territory. “Clearly, there is a wide
variety of possible administrative sources which differ con-
siderably in terms of modes of operation and types of statis-
tics produced. However, all of them share a common trait:
statistics derived therefrom usually reflect administrative
procedures rather than people” (United Nations, 1998, 
p. 20). Contrary to population registers or registers of
foreigners, the statistical unit of observation for the
other administrative sources is not the individual but
the administrative procedure. In other words, the sta-
tistics produced refer to authorizations or other control
documents but not directly to individuals concerned.
This is one of the key problems of meaning and of reli-
ability associated with data from such archives.

The major administrative records relate to the de-
livery of passports or exit authorizations from the
country, which provide information on the emigration
of nationals. The reliability of this depends on the
respect of the rules imposed by the country and 
the category of moves considered. In host countries,
the focus is on entry visas and on temporary or per-
manent residence permits.

Entry visas delivered to foreigners by diplomatic
representations of the host country abroad are permis-
sion (nihil obstat) to cross the border, which must be
obtained before migration. Consequently, it is possible
to find a difference between the moment the visa is
delivered and that of its effective use, just as it is pos-
sible for the visa to remain unused. It must also be
noted that nationals of countries belonging to the same
free circulation zone do not need a visa for their move-
ment in the countries within the zone, and this is also
the case between countries with bilateral agreements
with a waiver on the visa obligation. Inversely, a visa,
the most important limit, is required for a whole series
of moves that are not considered migration (in partic-
ular, tourist or business moves, etc.). It is often very
difficult to use these sources of information because of
the complexity of separating migrants from nonmi-

grants, and in addition, international comparison is
impossible because of the variability in the provisions
made by the different countries.

Chronologically, after the entry visa comes the tem-
porary or permanent residence permit for foreigners
intending to remain in the territory of a host country
for a period greater than a given number of months
(this duration differs from one country to another; in
certain cases, it is limited to 1 month). It must be
stressed that the temporary residence permit, contrary
to the entry visa, is most often required even for
nationals of countries belonging to the same free cir-
culation zone as the host country. Nationals of member
countries of the European Union for example, do not
need an entry visa for movement within the commu-
nity, but they need to request a residence permit for a
stay of over 3 months. The statistics of residence
permits therefore constitutes a useful information base
for measuring the flow of immigrant foreigners and,
under certain conditions, give information on the size
of legal foreign immigration in the country. Informa-
tion on the type of the permits granted and on their
length gives the opportunity to single out specific cat-
egories of immigrants and, sometimes, of estimating
long-term and short-term flows.

As has been stressed earlier, the main limitation of
administrative statistics and, in fact, that of the resi-
dence permit, is in terms of the procedures adopted for
the management of the archives, and these are differ-
ent from those used for population registers. There is
no continuous update of the status of each foreigner
with a residence permit. It is possible for the same
person to have several residence permits delivered
successively during a period between which no link is
made (double counts are possible). It is rare to find
procedures for checking that foreigners with valid res-
idence permits are still present in the territory. Finally,
even when foreigners leaving the country are required
to return their residence permit, this obligation is 
often not fulfilled. Consequently, the total number of 
valid residence permits at a given moment11 generally
overestimates the real number of foreigners 
legally present in the country, at least, those whose
legal presence require a residence permit. Indeed,
people above a certain age, of variable threshold from
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10 The type and names of permits granted to foreigners vary con-
siderably between countries; we use the general expression residence
permits to indicate all these kinds of permits. 

11 Naturally, it is not possible to deduce the stock of foreigners
legally present in cases where information on the date of expiry of
the residence permit is not recorded. Even when this information
exists, in certain cases, published national and international data
include residence permits showing considerable overestimation of
the phenomenon. This is the case for example, of Italy which, before 
the ISTAT revision of the archives of the Ministry of internal affairs,
used to publish data with 20% to 40% expired residence permits
(ISTAT, 1998). 



one country to the other but generally between 14 and
18 years, are rarely given their own residence permit
but depend on that of their parents. This population is
thus almost always underestimated, as was indicated
earlier, because only persons with documents are
taken into account. For these reasons, only a few coun-
tries use data on stock of residence permits: in partic-
ular, in the SOPEMI report (OECD, various years) data
on foreign population were treated from residence
permits only from the new host countries of Mediter-
ranean Europe (Italy, Spain, Portugal, and, at least in
the past, Greece).

In addition, there are many interpretation problems
associated with the use of residence permits to
measure the flow of legal foreign immigration. In
various cases, the available data on flows covers not
only new permits delivered during the year to for-
eigners who have just arrived in the country, but
includes permits delivered to foreigners already
present in the territory as renewal or as change of
status (change of type of residence permit). We must
not forget that the number of permits delivered in one
year is not equivalent to the number of persons admit-
ted in that year either, as one person can receive more
than one permit in the course of the same year, just as
inversely, the permit delivered to the head of family
can be used by other members of the family.

When information on the outflow of foreigners is
inadequate or nonexistent it has consequences for the
reliability of measures of stock. In fact, it is the entry
flows that we try to match with the number of new
permits and the renewals of permits, or a combination
of both. In general, the countries that publish statistics
on the number of residence permits delivered in a year
do not provide enough information on the exact sig-
nificance of the published data. The available statistics
are often difficult to interpret and in any case are less
able to represent the reality of the flow of persons than
those of change of status of holders of residence
permits (United Nations, 1998b). In some countries,
however, information derived from residence permits
or other documents regulating entry and residence of
foreigners are the only available source of continuous
observation of international migration and the estima-
tion of the stock of legal foreigners.

“There is considerable heterogeneity in the statistics
derived from residence permits, visas or other equivalent
documents. [. . .] Because residence permit statistics are
administrative in nature, they are closely related to the
application of laws and regulations relative to the admission
and stay of foreigners and reflect the idiosyncrasies of such
regulations. A full understanding of the statistics available
usually demands some knowledge of how those laws and reg-
ulations operate. [. . .] Statistics derived from the issuance

of residence permits can be used to provide two type of meas-
ures: those relative to stocks, which usually reflect the
number of valid residence permits at a given point in time,
and those relative to the different flows that bring about
changes in the stock issuance” (Bilsborrow et al., 1997, p.
128).

4. Statistics of Border Flows

The control of border movements is the most direct
source of information on a country’s international
entries and exits. For a long time, it was also the focus
of United Nations recommendations concerning inter-
national migration statistics. The major limitation of
this type of observation resides in the difficulty in
identifying migrants among all the international
movements of persons including movements for other
reasons. This problem has become more difficult to
resolve as movements of persons have become more
intense and the crossing of borders have increased in
size. Data collection operations are even more complex
along land borders, where the intensity of movements
is often higher and the customs formalities are reduced
to a minimum or are virtually nonexistent and can
therefore be easily circumvented. The solutions used
to adapt the source to the growth in volume of border
crossings are a combination of administrative proce-
dures, selective checks, or the use of samples as is the
case with the International Passengers Survey of the
United Kingdom. The first case consists of a mixed
system of observation, which at the same time as
border controls, uses data produced by different
administrative procedures. In the case of Canada and
the United States, this second element seems to take
precedence over the first, as neither of the two coun-
tries produces statistics on the emigration and immi-
gration of its own nationals or of foreigners. On the
contrary, Australia and New Zealand “gather border sta-
tistics that reflect the full range of possible movements,
including those of citizens and former settlers, and those of
foreigners admitted on a temporary basis” (Bilsborrow 
et al., 1987, p. 121).

The main problem is identifying migrants among all
travelers who cross borders. The usual criterion is
based on length of stay, actual or assumed, in order to
distinguish short- or long-term migrants from other
travelers. In practice however, the purpose of the stay
is often taken into account, especially for foreigners on
the basis of their type of visa or entry permit. An effi-
cient system for collecting data is based on a form to
be filled in, in two steps: the first time at entry and the
second time at departure. A problem here is the possi-
bility of counting several times migrants who cross the
border multiple times during the same year.
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The countries without land borders have obvious
advantages in the use of this system of observation,
since the concentration of flows at ports and airports
can be checked more easily. The collection of informa-
tion can be based on administrative or statistical crite-
ria. In the first case, the characteristics of migrants are
recorded from documents (passports, visas, residence
permits, etc.). In the second case, the information is
derived from forms filled by the person at entry. The
data collected at border checks reflect precisely the
moment when the migration event took place. It is
improbable that they can guarantee the same precision
in the measurement of the intensity of flows, especially
exit flows. “In practice, statistics derived from border col-
lection rarely provide the best measures of international
migration flows because of the difficulties involved in gath-
ering reliable information from a large volume of people
subject to different degrees of control depending on their 
citizenship, mode of transport and port of entry” (United
Nations, 1998b, p. 23). Let us add that these statistics
tend in any case to reflect only the legal situation and
those migrants who cross the border at authorized
points. It is highly improbable that at a border cross-
ing one declares a status different from that established
by the entry or exit documents.

The strict dependence on legal conditions is at the
same time the price and the limitation of this type of
statistical observation. On the one hand, it does indeed
enable the collection of precise and detailed informa-
tion on legal migration, on the other hand it is hardly
possible to draw a credible conclusion on the exact
extent of the real migration flows. In particular, entry
flows are generally underestimated in statistics of
border crossings, thereby giving low reliability to the
estimation of the migratory balance, whereas the
typology used for the data collection tends to reflect
almost exclusively the targeted categories of migration
policies. Besides, these categories are not always easy
to define on the basis of the vocabulary used in official
statistical publications, where the same word can
relate to different categories. The result is a false
impression of comparability between countries and of
continuity within the same country where this type of
observation is in use, as has been shown, for example,
by a study of passenger cards in Australia and New
Zealand (Carmichael, 1993).

5. Sample Surveys

Very detailed information on migrants’ characteris-
tics and, in certain cases, the causes and consequences
of international migration, can be collected through
sample surveys. Actually, in countries with a high
immigrant population, it is possible to isolate within

large family surveys the subpopulation of persons
born abroad or who are foreigners. The most signifi-
cant example is certainly that of the Current Population
Survey (CPS), executed monthly in the United States.
This survey enables the estimation, among other
things, of the size of the population born abroad,
including its illegal component, and even allows iden-
tification of the various countries of birth. Labor force
sample surveys standardized in the European Union
should make it possible to obtain representative data
on foreigners, at least in countries where this popula-
tion constitutes a large part of the total population.12

In general, although these routine observations facili-
tate comparison on the dimension and characteristics
of migrant and nonmigrant populations, they do not
however allow covering very specific aspects of the
migratory process. “Thus, although it is common to use
census or survey data to compare the status of international
migrants with that of non migrants in terms of occupation,
income, unemployment level, fertility, etc., and to interpret
similarities between the two groups as indicative of the
migrants’ success, in reality such similarities reflect, at best,
only the process of integration” (Bilsborrow et al., 1997, 
p. 240). For a more detailed analysis of the related
processes of international migration, it is necessary to
have access to information on the situation prior to the
migratory event in order to compare with the situation
at the moment of observation. This information can
hardly be derived from a general data collection oper-
ation aimed above all at representing the entire popu-
lation. In addition, only in a few countries is the
population of immigrants sufficiently large enough for
a credible representation to be drawn from a general
sample, and rarer still are the cases where it is possi-
ble to collect detail on the country of origin and the
nationality of immigrants.

For further analyses, ad hoc surveys are necessary
and some examples of operations of this type con-
ducted either in the migrant’s country of origin or the
host country will be given here. Let us examine three
specific surveys, which, in a certain manner, illustrate
three different approaches. The first is the Encuesta
sobre migración en la frontiera norte de México, initiated
in 1993 within the context of a collaboration between
Mexico and the United States (STPS, 2001). The objec-
tive of this survey is to study the dynamics of popula-
tion movements between Mexico and the United States
with a particular focus on temporary migration and
return migration. Within the framework of a complex
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sampling method, specific weights were applied to
observations made in each of the principal border
crossing points between the two countries in pro-
portion to the passage flows. A control group, which
would have captured the specificity of the characteris-
tics of the migrant populations, is however missing in
this case. This reference population would have by
comparison made it possible to draw some conclu-
sions on the determinants of migration and the condi-
tions of evolution of migrant populations.

The second example is provided by a system of
sample surveys funded by Eurostat and coordinated
by the Netherlands Interdisciplinary Demographic Insti-
tute (NIDI). It was carried out among migrants in some
countries of origin (Egypt, Ghana, Morocco, Senegal,
and Turkey) and some host countries (Italy and Spain)
with the aim of analyzing the causes of international
migration (Schoorl et al., 2000; Birindelli et al., 2000).
Each survey employed a specific technique. In partic-
ular, the survey on Ghanaian and Egyptian immi-
grants carried out in Italy used the technique of centers
and points of aggregation that will be discussed later.

The third example is that of the Geographic Mobility
and Integration sample survey, carried out in France in
1992 by Institut national d’études démographiques
(INED) in collaboration with Institut National de la
Statistique et des Etudes Économiques (INSEE) on the
living conditions of immigrants and their children.
Three categories were considered: foreign immigrants
(from seven zones: Algeria, Spain, Portugal, Morocco,
Tunisia, Black Africa, and Southeast Asia), the children
of immigrants born in France (persons below 30 years
of Algerian, Spanish, or Portuguese origin), and a
control sample of French people. The detailed ques-
tionnaires were built around a series of retrospective
questions aimed at reconstructing the migratory, resi-
dential, marital, reproductive, and professional biog-
raphies of each respondent (Tribalat, 1995).

In recent years, especially in traditional European
host countries, there has been a growing interest in
designing and carrying out longitudinal (multiround)
surveys on immigrants (Bilsborrow et al., 1997). In this
sense, the New Immigrant Survey (NIS) set up in 2003
in the United States is particularly interesting (Jasso 
et al., 2003). It is a nationally representative longitu-
dinal survey of immigrants who have obtained a 
permanent residence permit during the years of obser-
vation. The sample is extracted from the administra-
tive archives of the Immigration and Naturalization
Service (INS), and in 2003 consisted of around 11,000
persons interviewed immediately after obtaining their
permanent residence permit and then re-interviewed
periodically. This survey was aimed at collecting infor-
mation on the multiple aspects of migration and meas-

uring the process of integration of new arrivals. The
use of the longitudinal approach is meant to control 
for the problems of selection posed by emigration
outside the United States by some of the immigrants
(Jasso et al., 2000).

In the new European host countries of international
migration, many field surveys limited to specific con-
texts or particular foreign communities have been
conducted in the past 15 years. In particular, in many
countries like Italy, the extent of the presence of illegal
immigrants has led to the testing of innovative sam-
pling techniques aimed at observing rare populations
or populations that are normally difficult to access.
From sampling frames already adopted in other cir-
cumstances,13 a new technique called “sampling by
centers and points of aggregation” has been developed
which, based on identification of the major points of
passage of immigrants, makes it possible to allocate
weights on respondents depending on their presence
at these passage points (Blangiardo, 1996, and 2000).
This technique has enabled the quantitative estimation
of illegal migration and improved knowledge on its
characteristics, and specific dynamism by comparison
with legal migration. Nevertheless, the question
regarding whether the data will make it possible to
compare these characteristics and behaviors with those
of the general population still remains.

CONCLUSION

A fully satisfactory solution is yet to be found to the
problems of conceptualization and observation of
international migration statistics, even in statistically
advanced countries. Here, we have focused our obser-
vations mainly on the latter, although some conclu-
sions are more general. The reason is that for the study
of international migration, these statistically more
advanced countries are also generally host countries,
where it is not only possible to observe the greatest
flows and have access to the most reliable sources, but
it is also possible to do so on at least one of the two
angles under which migration can be measured.

We have tried to provide a panorama of the prob-
lems encountered, but we are far from covering all the
details of the various sources of statistical information
available on different aspects of the phenomenon. Offi-
cial sources provide measures of the extent and the
characteristics of the migratory flows and of the immi-
grant population, but the level of detail, the quality,
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and the degree of reliability, although generally quite
low, varies reliability. Negative factors are many and
varied. A major aspect comes from the very nature of
the sources of information (statistics or administrative)
and the prevailing norms regarding immigration and
the presence of new arrivals in the national territory. It
is rare, for example, that administrative sources enable
access to illegal immigrants, who can be accessed,
albeit at an unsatisfactory coverage, by censuses or
certain types of sample surveys.

We have highlighted the existence of many grey
areas around statistical information on international
migration. The definitions and concepts are far from
being stable in time and space. Obviously, this fluidity
does not facilitate the task of the user and makes the
use of statistics built on slipping concepts (migrant or
migration, stock or flow, native or foreigner, etc.) of
variable definitions unavoidable. This state of affairs
inevitably reduces the degree of comparability of data
and, in the absence of a careful evaluation of these dif-
ficulties, makes them unsuitable or even incorrect for
use.

It is essential to undertake a meticulous evaluation
of the real information from each source according to
the categories of migrants (or of migration) and its
adequacy to the studied phenomenon. Administrative
records hardly allow anything beyond a descriptive
analysis of the phenomenon, making it possible, at
best, to follow certain dimensions of the migratory
process more or less regularly. Only ad hoc surveys
make it possible to contemplate looking further into
the analysis of the migration and going from the
purely descriptive dimension to research on causal
relations and functional linkages. We must however
not forget the usefulness of traditional sources for the
construction of indicators capable of providing a
general description of the phenomenon and an evalu-
ation of basic trends. This information does not defin-
itively allow for a full understanding of the causes and
effects of the phenomenon, but that notwithstanding,
it retains its importance especially if we succeed in
using it within a conceptual framework capable of
developing its specificities and synergies.

In the future, it will be possible to check if the new
recommendations of the United Nations have had
greater success than previous ones. In any case, we can
expect a growing interest in problems of measurement
of international migration. Indeed, at the national
level, migratory movements play an increasing role
next to natural increase within the total dynamics of
population. Without it, many countries that would
have been undergoing population decline continue to
witness population growth due to the arrival of for-
eigners, while others are witnessing a reduction in

their population growth due to emigration. More gen-
erally, the contribution of migration is that of a greater
selection of the population compared to the population
of origin or the host population. Migrants are different
in their demographic, social, and economic structure,
factors that encourage us to pay more attention to
migratory phenomena.
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As explained in Chapter 121, a demographic sur-
veillance site is a system for gathering population data
on a town or set of villages over a period of several
years or decades by regularly gathering information
on the life events—births, deaths, marriages and
migration—that take place there. A demographic sur-
veillance site differs from a cohort study in that the
entire population of the area is monitored rather than
a fraction of it.

A growing number of demographic surveillance
sites have been established in developing countries
since the late 1980s, in response to two requirements.

In many countries, precise data on population
dynamics are lacking because public record systems
are inadequate. Surveys, particularly demographic
and health surveys (DHSs), partly fill the gap by 
indicating trends, especially where several successive
observations are available. But these surveys only
provide observations from two or three time points at
best, and provide little information about factors
underlying the trends. An in-depth study of a small
area over a long period, although it gives only local
information, can provide better measurement and
understanding of the causes underlying major demo-
graphic trends.

Secondly, many developing countries have no reli-
able health statistics, and research based on hospital
data gives a biased picture of the health situation since
part of the population never, or only exceptionally, go

to a hospital. Demographic surveillance improves
knowledge of a population’s health, as it allows
studies of a whole population that can provide more
accurate data on health issues. Demographic surveil-
lance maintained for several years or decades can
serve as a watchdog mechanism for the public health
system. It is also an excellent context for testing and
assessing new vaccines, therapies or healthcare 
strategies.

Following the brief presentation in Chapter 121, 
this chapter examines this innovative data gathering
method in greater detail, with the kinds of results it
can produce and its usefulness for health development
and for studying demographic change. However,
every demographic surveillance site has its own
system and these systems vary widely. The first part
of this chapter therefore reviews the demographic sur-
veillance sites in developing countries, examining
some of their particular methodological features in
greater detail. The second part presents two specific
examples, at Bandafassi and Mlomp, in Senegal.

I. A GROWING NUMBER OF
DEMOGRAPHIC SURVEILLANCE SITES

IN DEVELOPING COUNTRIES

There were several tens of demographic surveil-
lance sites in operation in developing countries in
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2003. Table 124–1 lists 22 of them, with their main char-
acteristics (size of monitored population, start date
and duration of monitoring, frequency of visits, etc.)
and two mortality indicators: mortality in children
under 5 years of age (per thousand) and life
expectancy at birth for males and females. All sites in
the list are members of the International Network of
field sites with continuous Demographic Evaluation of
Populations and Their Health (INDEPTH) network,
which was formed in 1998 and had 31 member sites 
in 2003 (INDEPTH network, 2002). Table 124–1 is 
therefore by no means exhaustive, especially as not all
monitoring studies are members of INDEPTH.
However, the dividing line between a demographic

surveillance site proper and a simple epidemiological
surveillance system is not always clear, and the list in
Table 124–1 gives a good idea of the characteristics of
systems that can definitely be classed as demographic
surveillance sites.

1. Renewed Interest in Demographic
Surveillance Sites in the 1990s

Few existing demographic surveillance sites were
established before 1990 (see Table 124–1). They were
long regarded as relatively costly studies for the results
they produced. They were particularly criticized for
covering only subpopulations that were not represen-
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TABLE 124–1 Current demographic surveillance sites in developing countries, 2003 (selection of INDEPTH network
member sites)

Country Name of study Population Setting: Start date Duration Interval Mortality (1995–1999)
in 2000 rural (R), of study between

5q0 e0 (years)2urban (U) or to 2003 visits
periurban (P) (years) (months) (per 1,000)1

Female Male

East and Southern Africa

Ethiopia Butajira 40,000 R, U 1987 16 3 119 57 56
Mozambique Manhica 36,000 P, R 1996 7 4 148 58 47
South Africa Agincourt 67,000 R 1992 11 12 51 69 63
South Africa Digkale 8,000 P 1995 8 12 45 68 62
South Africa Hlabisa 85,000 R 2000 3 4 — — —
Tanzania Dar es Salaam 70,000 U 1992 11 6 114 50 50
Tanzania Hai 154,000 R, P 1992 11 12 92 63 56
Tanzania Ifakara 60,000 R 1996 7 4 124 58 56
Tanzania Morogoro 120,000 R 1992 11 12 183 46 44
Tanzania Rufiji 85,000 R 1998 5 4 179 52 53
Uganda Rakai 42,000 R 1988 15 10 — — —

West Africa

Burkina-Faso Nouna 55,000 U, P 1992 11 3 137 53 54
Burkina-Faso Oubritenga 100,000 R 1993 10 12 188 55 52
Gambia Farafenni 16,000 U 1981 22 3 170 55 51
Ghana Navrongo 140,000 R 1993 10 3 183 51 47
Guinea-Bissau Bandim 100,000 U, R 1978 25 3 226 39 36
Senegal Bandafassi 10,500 R 1970 33 12 253 48 45
Senegal Mlomp 7,600 R 1985 18 12 89 65 60
Senegal Niakhar 29,000 R 1962 41 3 209 54 49

Asia

Bangladesh Matlab 215,000 R 1966 37 1 70 66 65
Bangladesh ORP 127,000 U, R 1982 21 3 86 66 62
Vietnam Filabavi 52,000 R 1999 4 3 — — —

1 Probability of newborn child dying before the age of five.
2 Life expectancy at birth.
Source: INDEPTH network, 2002. (INDEPTH is an international network of field sites with continuous demographic evaluation of populations and

their health in developing countries.)



tative at national or even regional level, at a time when
basic demographic indicators for the population as a
whole were lacking and the priority was to find reli-
able methods for estimating them. With very few
exceptions, surveillance sites were established for only
a few years, usually to study a particular disease or
health problem, or to assess a control program. Sur-
veillance stopped once these goals were attained.
These numerous short-lived surveillance studies are
not shown in Table 124–1, which includes only studies
that were still in operation in 2003.

Of the 22 studies in the Table, only 6 began more
than 20 years ago. These have been maintained beyond
the period initially planned because it was found that
there were advantages to be gained from a longer-term
study. For example, the Matlab study in Bangladesh
was originally set up to run vaccine trials, testing the
effectiveness of different cholera vaccines in a drive to
eliminate the disease from regions where it was
endemic, particularly South Asia. A series of trials in
the Matlab area began in 1963 and continued until the
late 1980s (Aziz and Mosley, 1997).

In the early years, observation was limited to iden-
tifying all episodes of severe diarrhea by means of
daily monitoring in a set of villages with a total 
population of several tens of thousands. Three years
later, in 1966, it was clear that a demographic survey,
periodically recording of births, deaths, marriages and
migration, was needed to provide the study with up-
to-date population data at all times. At the same time
as the demographic surveillance was being organized,
the study area was extended; by 1974, it covered a 
population of 277,000. As well as precisely identifying
episodes of diarrhea in connection with the vaccine
trials, the study also sought to improve knowledge of
nutritional and diarrheal diseases in general. But it was
hard to justify maintaining surveillance long-term for
the cholera and diarrhea research alone, and in 1975 a
major change was made to the goals of the work. A
new research program was launched to assess the
effectiveness of various birth control programs, includ-
ing one project distributing oral contraceptives and
another offering family planning services. In 1977, to
reduce costs, surveillance coverage was reduced by
nearly 40% (84 villages with a total population of
105,000 were excluded).

The seven surveillance sites in Table 124–1 that date
from before 1985 are in Bangladesh (Matlab and 
Operations Research Project; ORP) and in the three
countries at the westernmost tip of Africa—Senegal,
The Gambia, and Guinea-Bissau. None of these early
surveillance sites are in East Africa or southern Africa.
The oldest was founded by Pierre Cantrelle in 1962, 
in Niakhar, Senegal (Cantrelle, 1969).

The mid-1980s marked a turning point, with many
new surveillance sites established, particularly in East
and southern Africa—a sign that the method was now
recognized as a useful tool for monitoring demo-
graphic and health trends. Some surveillance sites
were established specifically to measure mortality 
and causes of death and to supply healthcare policy
makers with information, enabling them to monitor
the situation. In some countries where several surveil-
lance sites were established, such as Senegal and 
Tanzania, the locations were chosen so as to cover dif-
ferent regions or socioeconomic situations. Having a
network of surveillance sites partly compensates for
the fact that no individual site is representative.
Another reason for the increasing number of surveil-
lance sites during the 1980s and 1990s, especially in
East and southern Africa, was the need to gather infor-
mation on the general population regarding several
emerging or re-emerging diseases, especially acquired
immune deficiency syndrome (AIDS) and malaria, for
which only partial and poorly reliable sources were
available.

2. Characteristics of the 
Surveillance Studies

a. Population Size

The studies in the INDEPTH network vary widely
in the size of the population they monitor (Fig. 124–1a).
The smallest, at Mlomp in Senegal, covers 7,500 people
and the largest, Matlab in Bangladesh, 215,000. There
are studies throughout the range between these two
extremes, the median population size being just over
60,000. Surveillance sites set up in recent years tend to
be large. For many of them, one purpose is to study
mortality and causes of death among adults, including
time trends, particularly in relation to the AIDS epi-
demic. And a population of at least 200,000 is needed
to measure these correctly (Hayes et al., 1989). Matlab,
with a population slightly larger than this benchmark,
is often regarded as a model.

The optimum size obviously depends on the
purpose of the study and the resources available. But
there is no guarantee that measurement precision 
will increase with population size; maintaining high-
quality data gathering becomes more difficult as
numbers of investigators and levels in the supervision
hierarchy increase.

The examples of Mlomp and Bandafassi, examined
in the second part of this chapter, show that studies
covering only 10,000 residents each can reveal the
main differences between the two sites for mortality
and causes of death (children and adults).
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FIGURE 124–1 (A) Size of population monitored in 2000 (number of inhabitants). (B) Under-five mortal-
ity per thousand (5q0, probability of a newborn child dying before the age of 5 years of age), from 1995 to
1999. 
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b. The Health Situation

Table 124–1 gives two health indicators for each
surveillance site: under-5 mortality rate (probability of
a newborn child dying before the age of 5 years of age)
(Fig. 124–1b) and female life expectancy at birth 
(Fig. 124–1c), both estimated for the period 1995 to
1999. The health situation seems very variable 
from site to site. In some populations, under-5 
mortality rates are around 250 per thousand or more
(Bandafassi in Senegal and Bandim in Guinea-Bissau);
yet there are sites in South Africa where it is only one

fifth that figure, at around 50 per thousand (Agincourt
and Digkale). Figure 124–1b shows the contrasts
between continents and regions, with child mortality
markedly higher in Africa than in Asia and higher 
in West Africa than in East and southern Africa.
However, exceptions can also be seen: the child mor-
tality rate at Morogoro in Tanzania is close to those in
West Africa; Morogoro is a poor, thinly populated rural
area and was chosen precisely to analyze this type of
exception. Conversely, Mlomp in Senegal has a partic-
ularly low child mortality rate for West Africa. As we
shall see below, the population there has the benefit of



health programs and facilities that are rare in rural
Africa.

The ranking order of the surveillance sites by 
female life expectancy at birth is much the same (Fig.
124–1c), since child mortality weighs heavily on life
expectancy. The very short life expectancy in Bandim,
Guinea-Bissau—39 years—is due to a combination of
three factors: a low level of socioeconomic develop-
ment, the AIDS epidemic, and the civil war that has
ravaged the country since 1998. Several sites in Tanza-
nia also have relatively low life expectancy, owing to
low levels of socioeconomic development and the
AIDS epidemic.

c. Age of the Surveillance Studies

Figure 124–1d ranks the surveillance sites in Table
124–1 by the age of the study. It illustrates what we
already know: the majority are less than 10 years old
and many of the recent ones are in East and southern
Africa.

d. Frequency of Investigators’ Rounds

At a rate of one surveillance site in three, the update
rounds are annual; in just over half, they take place
once every 3 or 4 months (Fig. 124–1e). It is generally
recommended that the interval between visits be kept
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to about 3 months to make sure that such events as a
birth quickly followed by death, or a brief out-
migration and return, do not slip through the investi-
gators’ net. But here, again, actual practice is the result
of a compromise between goals, resources and local
limitations, and increasing the frequency of visits does
not necessarily improve data gathering.

The data gathering method used at demographic
surveillance sites, the types of finding they produce,
and their usefulness for studying demographic and
health trends in developing countries are illustrated
later in the next section by detailed presentations of the
studies at Bandafassi and Mlomp in Senegal.

II. THE DEMOGRAPHIC AND HEALTH
SURVEILLANCE SITES AT

BANDAFASSI AND MLOMP, SENEGAL

Bandafassi and Mlomp are rural districts of Senegal,
with populations of about 10,000 and 8,000, respec-
tively, in 2000. These populations have been monitored
since 1970 and 1985,1 respectively. Since the first year’s
baseline survey, both populations were visited annu-
ally without a break until 2003. At each visit, births,
deaths, marriages, and migrations occurring since the
previous annual visit were systematically recorded,

cause of death being determined by a postmortem
interview or verbal autopsy.2

1. The Bandafassi Demographic and
Health Surveillance Site

Bandafassi is in the department of Kedougou, 
Tambacounda region, Senegal, near the border of
Guinea (Fig. 124–2). On April 1, 2002, the population
numbered 11,067. It is an entirely rural population, 
the main livelihoods being crop farming—sorghum,
maize and rice, groundnuts and cotton—and cattle
breeding.

The region is relatively disadvantaged compared to
the average for rural parts of Senegal, owing to its
remoteness from the main urban centers: it is 700km
from the national capital, Dakar, and 250km from the
regional capital, Tambacounda. The Tambacounda
region itself is less well endowed with infrastructure
and health programs than the rest of Senegal (Pison et
al., 1997b).

Bandafassi’s population is comprised of three ethnic
groups living in separate villages:

• Bedik (28% of the population)
• Malinke (16%)
• Fula (57%)
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1 Research program run by the National Institute of Demo-
graphic Studies (INED), Paris, in partnership with the Senegalese
Ministry of Health.

2 Before 1984, a brief information on cause of death was gath-
ered. Thereafter, a structured questionnaire was introduced, as
explained later in the chapter.



The baseline population survey and the monitoring
were initially undertaken as preliminaries to a blood
sampling campaign designed to study genetic diver-
sity in the region’s populations and measure differ-
ences in mortality rates in relation to individuals’
genotypes. The study was intended to provide infor-
mation about the mechanisms of genetic differentia-
tion between population groups and the impact of
differential mortality rates. Monitoring of the popula-
tion, and particularly the recording of deaths, was
designed to measure the variations of mortality rates
according to individuals’ genetic subgroups. However,
that objective was soon abandoned, and the study’s
main objective now is to collect the necessary data for
measuring demographic levels, trends and factors
(Pison et al., 1997; Guyavarch, 2003).

a. Demographic Monitoring

The gathering of demographic data began at
Bandafassi in 1970. After the baseline survey, each
village was visited yearly, usually between January and
March. At each visit, the list of people present at the pre-
vious visit is checked and information is gathered on
births, marriages, migration and deaths that have
occurred since then (including causes of death). The
information is usually given by the head of each com-
pound or a few knowledgeable informants in the
village.

At the start of the study in 1970, only the Malinke
villages in the study area were covered. The study was
extended to the Fula villages in 1975, and to the Bedik
villages in 1980. The observation periods are thus dif-
ferent for the three groups of villages: 33 years (1970
to 2003) for the Malinke villages, 28 years (1975 to

2003) for the Fula villages, and 23 years (1980 to 2003)
for the Bedik villages.

The documents used for the annual update survey
include

• a list of households, updated at each annual visit
• a personalized questionnaire or nominative list of

members of each household (see Box 1).

This list is also updated at each annual visit; thus,
the list used for year N includes all the residents
present in the household at the time of the visit in year
N-1. All information required to identify each individ-
ual is included—first names, last names, parents’
names, name of spouse, etc. (see Box 1).

The questions to be asked are also included. Some
are the same for all residents (e.g., Is the person present
or not?), while others are specific to each category,
depending on sex, age, marital status and life history.
For example, only women of childbearing age are
asked whether any pregnancy or delivery has occurred
since the last visit. In fact, the list mentions their last
two deliveries, in order to make information gathering
easier and avoid mistakes.

b. Determining Cause of Death by the Verbal
Autopsy Method

The Bandafassi study aims to identify not only
deaths but also their causes. But there are few cases
where a doctor has certified the death and diagnosed
its cause. During the early years of the study, cause of
death was established by asking the deceased’s close
relatives what they died of. Since 1984, a verbal
autopsy questionnaire has been used, asking the
family questions about the illness or circumstances
that preceded the death (Desgrées du Loû et al., 1996).
The verbal autopsy questionnaire covers a pre-
established list of easily recognized symptoms such as
fever, diarrhea, dehydration, vomiting, coughing, and
convulsions. Each symptom is taken in turn, asking the
family whether the person presented that symptom or
not, and if so in what form; for this step, a second list
of pre-established questions is used. By way of
example, the questions asked in cases of diarrhea or
dysentery are listed in Box 2.

Once the verbal autopsy questionnaire has been
filled in it is read by two doctors who each give an
independent diagnosis. In the event of disagreement
between them, a third doctor reads the questionnaire
and decides between them.

Diagnoses obtained in this way are more precise
with some causes of death than with others. Neonatal
tetanus, for example, is fairly readily identified; the
signs are quite characteristic and mothers remember
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Box 124–1 Example of Personalized Questionnaire, or Nominative List, Used in 
Bandafassi Annual Survey

This list gives the composition of the household—in this case at 1 March 2001—and was used as the ques-
tionnaire for the next annual survey in February–March 2002.

Note: the names and data given below are fictitious and are not those of any real household.

Village: ETYES 4
Compound: 2

Head of compound: Mama Yale KEITA Batialka 9782

MALE
9782 1 31yrs Tama Mama Yale KEITA Batialka Born at Mangama

Father: DCD 9340 Dondo Byadine
Mother: 9341 Kuma Sira Numu SAMURA Bandiel
Married to: 9570 Meta, Sophie
Present? yes

no -> Deceased date:
Away place: since when?

FEMALE
9570 2 27yrs Niafo Meta, Sophie KANTE Bandiel Born at Iwol

Father: DCD 9302 Charo Bakari
Mother: 9306 Niano Manata KEITA Bamana
Married to: 9782 Mama Yale

Last two births:
96878 1 born 15/12/98 Dondo Tungumun father: 9782 Mama Yale
95708 2 born 15/09/96 Kuma Niitabi father: 9782 Mama Yale
Present? yes

no -> Deceased date:
Away place: since when?

Since last year- has she given birth to a living baby? yes no
Has she given birth to a stillborn baby? yes no
Has she aborted? yes no

Is she pregnant? yes no

90782 1 11yrs Charo Yata KANTE Bandiel Born at Iwol
Present? yes

no -> Deceased date:
Away place: since when?

94133 2 7yrs Niano Machend KAMARA Batialka Born at Etyes
Present? yes

no -> Deceased date:
Away place: since when?

95708 2 4yrs Kuma Niitabi KAMARA Batialka Born at Etyes
Present? yes

no -> Deceased date:
Away place: since when?

96878 1 2yrs Dondo Tungumun KAMARA Batialka Born at Etyes
Present? yes

no -> Deceased date:
Away place: since when?



them clearly. So a diagnosis of neonatal tetanus can be
made without much risk of error if the child died
between the 5th and 28th days after birth and at least
three of the following symptoms are identified at the
interview:

• rigid body, legs stretched out and arms bent
• convulsive movements
• mouth clenched tight, child refused to suckle (sign

of “trismus,” contraction of mastication muscles
causing mouth to close and clench)

• hypersalivation

Measles is also easily identified. Although the
symptoms are less specific and less easily identified
than with neonatal tetanus, the disease has a name in
all the local languages and is well known to the people,
who can identify it when an epidemic occurs. If a
mother is asked whether her child died of measles
(giving the name used in her own language), she is
rarely mistaken. However, with the spread of immu-
nization since the 1980s, measles epidemics have
become less frequent and reduced familiarity has
made self-diagnosis less reliable.

For some diseases, the verbal autopsy method does
not give a very reliable diagnosis. Malaria is one
example, as it is easily confused with other diseases
involving fever.

c. Other Data Collected

Along with the routine annual collecting of basic
demographic data, specific surveys are run on an ad
hoc basis on subjects of particular interest concerning
population, family or health. The population files act
as a baseline survey for these studies. In Bandafassi,
surveys have been conducted on

• Immunization (two surveys on vaccination
coverage were conducted, in 1992 and 2001, to

identify the proportion of children vaccinated and
study variation factors)

• Breast-feeding and weaning (in 2000, a survey was
conducted among a sample of women with small
children, to provide new information about infant
feeding practices)

• Sexual behavior and sexually transmitted diseases
(in 1998, a survey was conducted among a sample
of adult men and women to provide new
information about sexual behavior, measure the
prevalence of HIV, syphilis, gonorrhoea and other
sexually transmitted infections, and analyze risk
factors of getting infected. This survey combined a
medical consultation, blood and urine tests and an
interview on marital and reproductive history and
sexual behavior. This was followed, between 2000
and 2003, by a survey among a network of
informants on the effectiveness of prevention)

• Fertility (in 2000, a survey was conducted among a
sample of adult men and women, gathering
information on fertility and contraception.
Combining this information with the local
dispensary’s family planning register and 
the demographic monitoring data, the year-by-
year progress of contraception was tracked from
the time it began, and the factors involved
examined)

• Malaria (entomological, parasitological and
pharmacological measurements were taken on
several occasions, to improve knowledge of the
epidemiology of malaria and monitor changes,
particularly regarding the spread of drug
resistance).

These quantitative surveys are often preceded (and
sometimes followed) by more qualitative surveys on
the same subjects, designed to prepare for data gath-
ering or to examine particular issues in more detail.
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Box 124–2 Questions Asked at a Verbal Autopsy When Signs of Diarrhea or Dysentery Have Been
Reported, to Pinpoint Symptoms More Precisely

DIARRHEA OR DYSENTERY

How long did it last?
When did it begin?
When did it end?
How many stools per day?
Were the stools like water (colorless)? yes no

like sputum? yes no
with blood? yes no

Source: Bandafassi demographic study, Senegal.



2. The Mlomp Demographic 
Surveillance Site

In 1985, a new demographic and health surveillance
site was established at Mlomp, in the Ziguinchor
region of southern Senegal (Fig. 124–2). The aim was
to complement the two existing rural demographic
surveillance sites in Senegal (Bandafassi in the south-
east and Niakhar in the center-west) with a third, in
the southwest of the country (in the Casamance
region) which has a different history, ethnic makeup
and economic situation than the regions with existing
surveillance sites. Data from the three surveillance
sites should provide better coverage of the country’s
demographic and epidemiological diversity.

On January 1, 2000 the population of the Mlomp
area numbered 7,591, divided among 11 villages. Pop-
ulation density was 108 persons/km2. In ethnic terms,
the population are Diola; the main religion is animist,
with a strong Christian minority and some Moslems.
Although educational levels are low (in 2000, 55% 
of women aged 15 to 49 had attended school for at 
least a year), they are significantly higher than at
Bandafassi. The population also has much better
health programs and facilities. Since 1961, there has

been a private dispensary in the area run by French
Catholic nurses and since 1968, there has been a village
maternity clinic where most women go to give birth.
Most children are fully immunized and are involved
in a growth-monitoring program (Pison et al., 1993,
2001).

Apart from a few points of detail, the Mlomp 
demographic surveillance study uses the same data
gathering method as Bandafassi.

3. An Example of Findings: 
Child Mortality Trends

Findings on child mortality will serve to illustrate
the potential of demographic surveillance sites for
studying demographic and health trends.

a. Bandafassi: After Significant Improvements, 
Has Progress Ground to a Halt?

From the data gathered at Bandafassi, mortality
rates and trends can be described, the main causes of
death identified, and changes analyzed. For example,
Figure 124–3 shows the trend in under-5 mortality
rates (5q0). As not all villages had been monitored for
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the same length of time, trends can be traced from 1971
for the Malinke, 1976 for the Fula, and 1981 for the
Bedik. During the 1970s and the first half of the 1980s,
4 or 5 in every 10 children born died before the age of
5, though there were marked fluctuations from year to
year. In the mid-1980s, mortality began to decline, until
in the early 1990s the under-5 mortality rate was only
2 in 10, and year-to-year fluctuations became much
sharper. Improvement ceased during the 1990s, and at
the end of the decade there was even a slight increase
in under-5 mortality.

The trend is similar, with slight differences for all
three village groups. In the 1980s, under-5 mortality
was slightly higher in Fula villages than in the other
village groups, but during the 1990s it fell slightly
below the others.

This pattern raises three questions. Why did under-
5 mortality fluctuate so sharply before the mid-1980s?
Why did it drop in the second half of the 1980s? What
stopped that decline in the 1990s?

b. The Impact of Vaccination

Before 1987, the population of Bandafassi was not
vaccinated on a regular basis. It was involved in a few
national vaccination drives, such as smallpox vaccina-
tion as part of the global eradication of that disease, and
the measles vaccination drives of 1967 and 1969. Apart
from that, only some children of public servants—
teachers and nurses—were vaccinated on a regular
basis, and overall vaccination coverage was very low.

Vaccinations on a regular basis began in Bandafassi
in 1987, with a national campaign to achieve country-
wide coverage for the Extended Program of Immu-
nization (EPI) that had been running in the cities since
1981. In the space of 3 months in the first quarter of
1987, vaccination coverage in Bandafassi rose to 48%
(i.e., the percentage of children aged 12 to 35 months
fully vaccinated, having received Bacillus Calmette-
Guerin vaccine (BCG) and vaccination against
measles, yellow fever, diphtheria, whooping cough,
tetanus, and poliomyelitis) (Desgrées du Loû and
Pison, 1994). The vaccination program was continued,
with a view to gradually making it an integral part of
the standard healthcare provided by the health serv-
ices. The 1992 survey showed that although the vacci-
nation drive continued after 1987, it varied from year
to year with a downward trend overall: in 1992, 5 years
after the start of the program, vaccination coverage
was only 39%.

The population of Bandafassi entered the vaccina-
tion era abruptly. As the demographic surveillance
system had already been in operation for several years
when vaccination began in 1987, advantage was taken

of this almost experimental situation to assess the pos-
sible impact of vaccination on under-5 mortality.
Between the 6 years before the vaccination program
began (1981 to 1986) and the 6 years after (1987 to
1992), under-5 mortality fell by 40%. The extent of the
drop varied according to age group: 31% in the neona-
tal period (0 to 28 days), 20% between 1 month and 8
months, and 48% between 9 months and 59 months.
As no other health change occurred during this period
and the socioeconomic situation scarcely varied, vac-
cination clearly seemed to be the main explanation for
under-5 mortality drop in the latter half of the 1980s.

A drop in under-5 deaths is hardly surprising, since
the vaccinations gave protection against several
common causes of death among children. But a
detailed study of causes of death produced a 
surprising result: the drop was sharper than could be
explained by even total elimination of deaths due to
diseases covered by the vaccination program (Des-
grées du Loû and Pison, 1996), and yet these diseases
were still causing some deaths.

c. Measles: A Rapidly Declining Cause of Death

The decline in deaths due to measles was particu-
larly dramatic. Because measles is a disease that the
people of Bandafassi can identify easily, we have data
on measles deaths from the start of the demographic
monitoring in 1970, even before the verbal autopsy
questionnaire was introduced in 1984. Table 124–2
compares deaths from measles between four periods,
two prior to the start of vaccination in 1987 (1970 to
1979 and 1980 to 1986) and two after (1987 to 1989 and
1990 to 1993).

The change in 1987 is radical. Before that date,
measles was responsible for about one death in seven
(14% in 1970 to 1979 and 15% in 1980 to 1986) in chil-
dren aged 1 to 20 months, and one in three (35% and
30%) in children aged 21 to 59 months. It was the fore-
most cause of death in these age groups. From 1987 on,
measles accounted for only 3% and 5% of deaths in
these age groups respectively.

Figure 124–4, which shows bimonthly variations in
the 0- to 5-year age group’s measles mortality rate
gives a clear illustration of the epidemic nature of the
disease. There were five epidemics between 1970 and
1995: in 1973, 1976 to 1977, 1981 to 1982, 1985, and
1992. Of the few children who died of measles between
these epidemics, most were infected (and died) outside
the study zone, when traveling with their mothers.
Further, each epidemic affected only some villages.
Before 1987, there were often intervals of over 10 years
between epidemics in the same village. Because of the
infrequency, when an epidemic did hit a village the
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FIGURE 124–4 Bimonthly fluctuations in mortality due to measles in children under 5 years of age,
Bandafassi, 1970 to 1994.

impact was severe: within a few weeks, nearly all chil-
dren born since the last epidemic fell ill and the lethal-
ity rate was high—over 15% in the 1976 to 1977 and
1981 to 1982 epidemics.

From 1986, mortality due to measles plummeted.
The virtual disappearance of one of the main causes 
of death in children is the most striking result of the
introduction of vaccination in the study zone. But, as
mentioned earlier, the decline in child mortality was
greater than expected from the elimination of diseases
covered by the vaccination program. This may be a
sign that vaccines have a nonspecific beneficial effect,

the measles vaccine in particular (Aaby et al., 1995);
like measles itself, the measles vaccine seems to stim-
ulate the immune system in a nonspecific manner.

d. Mortality and Causes of Death at Mlomp
Compared With Bandafassi

From an analysis of reproductive histories gathered
during the baseline survey in 1985, child mortality
trends in Mlomp can be traced back to the 1930s. Until
the mid-1960s, the probability of death before age 5
was roughly stable, at 350 to 400 per thousand 

TABLE 124–2 Variations in Measles Mortality, by Age and Time Period

Period Age group

1–20 months 21 months–59 months

Annual measles mortality Measles deaths as % of Annual measles mortality Measles deaths as % of
rate (per 1,000) total deaths rate (per 1,000) total deaths

1970–1979 21.0 15 25.3 35
1980–1986 14.6 14 14.9 30
1987–1989 0.0 0 0.0 0
1990–1993 2.9 4 2.6 8

Source: Bandafassi, 1970–1993.
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(Fig. 124–5). It began to fall in the mid-1960s, and in
the second half of the 1980s fell below 100 per thou-
sand—far lower than that recorded in Bandafassi at
that time. This very rapid decline is linked to the devel-
opment of health programs and facilities in the 1960s
and 1970s (Pison et al., 1993).

From an analysis of the monitoring data for the two
study zones, infant and child mortality per cause of
death in Mlomp and in Bandafassi can be compared
for the second half of the 1980s, distinguishing
between neonatal mortality (Fig. 124–6a) and mortal-
ity between 1 month and 5 years (Fig. 124–6b). There
are no data on cause of child deaths in Mlomp before
1970, when mortality rates were still high, but the
causes recorded in Bandafassi in the recent period are
likely to have been the predominant ones in Mlomp
before 1970.

In the second half of the 1980s, neonatal mortality
in Mlomp was less than half that of Bandafassi (36 per
thousand compared to 87). This difference reflects dif-
ferences in mortality rates for all major causes of death.

For example, in Bandafassi neonatal tetanus was
responsible for one neonatal death in 4 in that period,
killing nearly 20 newborns per thousand compared to
a mere 1 per thousand in Mlomp. Deaths due to pre-
mature birth or low birth weight show the same
pattern: 2 per thousand in Mlomp compared to 21 per
thousand in Bandafassi. For obstetric trauma, the
figures are 3 per thousand and 12 per thousand.

After the neonatal period (Fig. 124–6b), the differ-
ence in overall mortality rates is even greater (45 per
thousand compared to 277) and here too it is linked to
differences in mortality for each of the main causes of
death: diarrhea and malnutrition, pneumopathy,
malaria, etc. In this period, measles was a declining
though still significant cause of death in Bandafassi,
but does not figure as a cause of death in Mlomp.

Assuming that mortality patterns in Bandafassi
reflect those that were current in Mlomp until the
1960s, it appears that mortality in Mlomp too has
waned because of a decline in each of the major causes
of death.



e. Malaria: A Cause of Death That is 
Regaining Ground

As shown earlier, child mortality ceased to decline
in the early 1990s and even started to climb again at
the end of the decade, in both Mlomp and Bandafassi.
One reason is the considerable increase in deaths due
to malaria (Fig. 124–7).

The verbal autopsy method is not efficient for 
identifying malaria as a cause of death because it is 
difficult to distinguish malaria from other illnesses
involving fever. However, malaria mortality in Mlomp
can be traced with some accuracy, as many children
who died following a bout of fever had attended the
local dispensary, where the malaria diagnosis was con-
firmed or invalidated by laboratory tests on thick
blood films.

A sign of the success of the dispensary’s antimalaria
campaign in the 1970s and 1980s, malaria mortality
was very low at Mlomp in 1985 and remained low
until 1990. But it rose sharply between 1990 and 1992,
and has remained quite high ever since. This is due to
the arrival and spread of malaria strains resistant to
chloroquine, the drug responsible for the earlier sharp
reduction in malaria, mortality which is widely used
by local people against fever attacks, both curatively
and preventively (Trape et al., 1998). Malaria mortality
also increased again in Bandafassi and in Niakhar,
Senegal’s third demographic surveillance site (Fig.
124–7). This is one factor in the increase in overall child
mortality rates in the 1990s.

Although many African countries have been hard
hit by AIDS, Senegal has not yet been seriously
affected and AIDS is not a major cause of death there.

The recent increase in child mortality in the demo-
graphic surveillance sites is not AIDS-related.

CONCLUSION

As we have seen, demographic surveillance sites are
a very effective way of monitoring changes in demog-
raphy and health in countries with no reliable, routine
data collection. In particular, they provide detailed
information about mortality rates and causes of death
in children under 5 years of age. At Mlomp, child mor-
tality fell from the mid-1960s, in connection with the
development of health programs and facilities. The
demographic surveillance system has made it possible
to measure the scale of the improvement and show
that the rapid, dramatic reduction in mortality was
due to significant reductions in mortality from every
cause of death—a sign of good coordination and com-
plementarity among the various health measures. The
fact that the decline in mortality halted in the 1990s
does not mean that change has ceased. Underlying the
plateau in overall mortality there are contradictory
trends, with some causes of death declining or disap-
pearing and others gaining ground again.

While demographic surveillance sites are one of
very few ways of monitoring mortality and causes of
death in countries without health statistics, they are
useful in other fields as well. For example, they can be
used to monitor demographic and social change and
study the processes involved. In this regard, they are
a useful complement to demographic and health
surveys. While DHSs provide estimated levels and
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trends that are representative at the national level,
demographic surveillance sites supply detailed infor-
mation about the mechanisms involved in those
changes.
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I. AGE AND DIVERSITY OF 
THE PRACTICE

Comparative analysis has always been an especially
fertile branch of research—in demography as well 
as in the other social sciences. Demographers have
always been concerned with comparing a population’s
demographic behavior with what is occurring in
neighboring countries or countries that belong to the
same cultural or economic zone. The main objective
has varied according to era and demographic way of
thinking: to expose the specificity in the characteristics
and behavior within a country, or to find the universal
factors or laws that may be hidden behind an observed
heterogeneity. Comparison makes it possible to avoid
the risk of giving specific and national interpretations
to international phenomena, and to expose precursory
signs indicating the direction that the population will
take in the future.

In today’s globalized world, regulated by increas-
ingly uniform economic laws from one end of the
planet to another, where countries associate to create
vast common economic and social zones and where at
the same time the concept of nationality is being
defined at an increasingly detailed level, it is more
imperative than ever to create a common language that
will enable people to understand one another and
communicate. The language adopted to this end is 
one that can, at a statistical level, make comparable
information available and enable its analyses with me-
thods capable of shedding light on similarities and 
differences. The aim is obviously not to construct 

comparable information by confining it to the limited
field of demography or to the single level of societies
and populations (macro level), as has been done for a
long time. Following the development of studies
aimed at the interpretation of and research into the
determinants of demographic behavior, today’s focus
is on establishing the comparability of individual data
(micro level) on an increasingly large number and
range of descriptive demographic, social, economic,
medical, and health variables, variables of individual
behavior, and of the social and economic structure of
different countries.

The definition of a common statistical language
capable of ensuring comparability is faced with
numerous obstacles, some of them are clearly legiti-
mate, while others are linked to the varying quality 
of the information to be compared. The increasing
demand for the development of comparable statistics
necessitates approaching the issue with new tools,
while attempting to identify the causes of differences
and trying to reconcile the demands for quality at
various levels, national (and increasingly infrana-
tional) and supranational, with the awareness that
these demands can be conflicting as the objective of
comparability can often contradict with the continuity
of temporal series, which is another powerful knowl-
edge tool.

Fortunately, the era of simplistic solutions (when
attempts were made to solve the comparability
problem through the rigid standardization of concepts,
survey techniques and methods) underestimating the
negative effect that such a strategy can sometimes have
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on the overall quality of information seems to have
come to an end. We realize today that the solution is
more complicated and that it requires a detailed
knowledge of the concepts and structures of the
various realities to be compared in order to represent
of all of them. We have also realized that the con-
struction of comparability, in the context of quality
requirements, is a continuous process where each
stage marks provisional progress towards better
results, but where the objective of perfect comparabil-
ity is only a theoretical aim.

II. THE CONDITIONS FOR
COMPARISON: DATA

COMPARABILITY

Comparative analysis should first of all be based 
on comparable data, i.e., data that can be compared 
to another in a common frame of reference: in 
other words, data that speak the same language. 
The harmonization process can be interpreted in light
of the following objective: the development of a
common language that makes it possible to obtain, for
a determined variable, estimates that are not affected
by the international diversity of concepts and social
structure.

Data comparability thus requires, by its very nature,
a compromise between the demand for the national
specificity of information (which enables comparisons
over time), and that of international comparability. It
always has a cost in terms of informative capacity,
insofar as losing specificity can imply that the infor-
mation is less relevant for understanding local reality.
This must be taken into consideration not only when
the data are being produced but during the analysis
and evaluation of the results.

Concern regarding data comparability and attempts
at harmonization occurred very early in demography:
the United Nations’ recommendations for carrying out
censuses and models for collecting and classifying
information on causes of death are classic examples.
Important progress has been made on the path to
demographic data comparability but more remains to
be done, in particular when comparative studies are
based on data that are not strictly demographic. The
process of harmonizing social variables, as well as
socioeconomic variables, at the individual and family
level, actually began much later: the first steps towards
a common strategy were not taken until the second
half of the 1990s. The Siena Group (one of the City
Groups dedicated to social statistics launched by the
United Nations), and in Europe, Eurostat (through
various initiatives associating the managers of 

demographic and social statistics of various countries)
concentrated their activities during this period on 
harmonizing demographic and social statistics,
putting forward many propositions and tracing the
course of a common path (Mejer, 2003).

1. The Notion of Harmonization

Harmonization is the search (never completed or
definitive) for reasonable equivalences between con-
cepts that translate the same idea into different social
realities, the search for a common language that makes
it possible to go beyond national specificities. All the
elements of statistical language (concepts, definitions,
classifications, collection methods, and methods for
developing data) should be taken into consideration in
the strategy for data harmonization, insofar as each
element can facilitate or hinder comparability and thus
influence the quality of the results.

a. Concepts and Definitions

When the objective is to compare demographic or
socioeconomic variables measured in different cultural
contexts, we should expect differences in the concepts
used in diverse national realities, and consequently
differences in the social and institutional structures
that reflect these concepts (consider, for example, the
concept of education and the educational structures set
up in the different countries to fulfill the educational
requirements of the population).

The divergences are particularly significant for
certain complex concepts (such as well-being, poverty
and social exclusion, health) that are based on 
theoretical structures deeply entrenched in the value
system of each country and each era concerned.1 In
these cases, the construction of comparable measure-
ments leads first of all to a search for the definition of
the variable(s), which maximize(s) the similarities
between the concepts (and/or between the national
structures)—a sort of greater common divisor, which can
become significantly removed from the most appro-
priate definition for each country. At the same time, 
it is necessary to protect the measurement as much 
as possible from all activities that can cause 
distortions in the comparison (collection, codification,
correction, calculation).
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1 For example, after the adoption by the World Health Organi-
zation (WHO) of an international definition of health, the indicators
used in studies on health have over time progressively replaced the
traditional macro objective indicators (general mortality and by
causes, child mortality), with clinical indicators (presence of diseases
and clinically verified risk factors), and subjective indicators based
on respondents’ self-evaluation (perceived health).



The starting point of the harmonization process 
is therefore updating and going beyond the natural
tendency towards ethnocentrism, through detailed
knowledge of national concepts and the corresponding
structures in order to develop a common definition of
a compromise concept (an international or harmo-
nized concept), which represents an agreement for
comparisons between different countries (Ehling,
2003). This stage is simpler to carry out if it is possible
to refer to a universal concept, or at least objective 
elements. Some of the variables most frequently 
used in demography are of this type: the concepts of
sex and age, for example, are generally shared or 
they can at least be easily attached to international
standards. Some recent developments should be 
carefully monitored to make sure that they do not 
distance us from this favorable situation. For example,
the increasingly frequent use in demography of 
the gender concept, based on the social roles played 
by individuals, instead of the biological concept of 
sex, could cause progressive divergence in the opera-
tional definitions of different countries and loss of
comparability.2

Concerning age, comparability problems are often
linked to the recording method (age of the individual
rather than the year or date of birth), but the distortion
that can result from this is generally not likely to com-
promise possibilities for comparison, at least when the
classification is detailed enough. Other concepts, also
fundamental in demography, such as the vitality of a
birth, parity, migration, nationality, and cause of death,
pose more serious problems.

The problems are even greater for variables such as
ethnic group, which, on the one hand, are more diffi-
cult to define, and which, on the other hand, are (in
some countries more than in others) sensitive issues
that cannot be broached with simple and direct ques-
tions (Hoffmeyer-Zlotnik, 2003). The same is true for
variables that are more resolutely social (such as 
education, employment, or social condition) and 
that participate in demographic studies as possible
determinants of the behavior of the individual or the
family.

In these cases, the greater the difference between
contexts, the greater the risk of the acceptable defini-
tion being too complex and too difficult to estimate

with available tools (too many questions in the ques-
tionnaire, respondents’ lack of understanding, lack of
correspondence with administrative sources, etc.).

b. Definition of the Unit of Collection and Analysis:
The Household

Some concepts and some definitions play a particu-
larly important role, as they are attached to the units
of analysis of the information collected, and, at the
same time, to the units from which the samples and
the information are taken. They should therefore be
able to ensure complete coverage of the basic units.
The household is an example of this type of unit: it is
the unit of collection of numerous statistical surveys,
as well as an active subject of demographic and social
behavior, either autonomously, or as a framework
within which individuals live their lives and make
decisions in interaction with other members.

The household is a complex and dynamic unit,
whose definition varies from one country to another (it
can sometimes even refer to different concepts from
one survey to another in the same country). Cohabita-
tion (the concept of household housing unit) is the
minimum condition, adopted by every country, for a
group of individuals to constitute a household. Some
countries, such as the United States, Canada, and
France, adopt a definition of household based on this
condition only, which guarantees complete coverage of
the population, even if there are no population regis-
ters, and which enables samples to be selected on the
basis of a list of addresses. But most frequently, the def-
inition of household includes other conditions relative
to the manner in which the members live together, and
the way in which they use the resources available to
them (household budget concept): if the household
members pool all or part of their income regardless of
their family ties, they have a common budget. These
conditions can take various forms according to the
habits and sensitivity of the population. In Australia,
the household is a group of individuals who live and
usually eat together, in the Philippines it is a group of
people who sleep in the same residence and who
prepare and eat their meals together, in New Zealand
it is a group of people who usually live together and
share the services of the residence (kitchen, bathroom,
lounge), in Germany it is a group of people who live
together and constitute an economic unit. In Great
Britain, a group of individuals is considered to be a
household if there is a combination of three elements:
living together, eating together, and constituting an
economic unit.

For censuses around the year 2000, the United
Nations and its regional agencies recommended that
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2 “Although the above mentioned problems of distinguishing
between men and women are real and may increase in the future,
sex belongs to the variables most easily assessed. The reverse is true
for gender and gender roles. Here researchers have still some way
to go to yield fruitful clear-cut definitions and robust measures of
these concepts that then can be adopted to cross-cultural studies.”
(Wolf and Hoffmeyer-Zlotnik, 2003). See also (Krieger, 2003).



countries use common housing and budget criteria3 in
information collecting operations. Working towards 
its objective of making European countries converge
towards comparable demographic and social statistics,
Eurostat suggests that the countries adopt the same
conditions, not only for censuses, but also for social
surveys from which statistical information useful to
the European Community is extracted. Despite this,
some countries continue, for internal consistency
between the definitions used in their various national
surveys, to use the single condition of co-residence
(Mejer, 2003).

Of course, there is generally a nearly perfect corre-
spondence between the households identified by the
two definitions. The problem arises from particular 
situations such as that of domestic employees, sub-
tenants, or lodgers, who live at the same address but
who, generally, do not share their resources with other
household members, or that of people living tem-
porarily outside of the household for health reasons or
study reasons. In the latter case, the recommendations
suggest that a person’s membership of the household
should be judged according to length of stay (usually,
at least 6 months out of the 12) and other information
that makes it possible to understand the nature of
his/her link with the household: for example, students
who live far from their family and who do not receive
any economic support should be excluded if their
absence is longer than 6 months, but should be
included, regardless of the length of absence, if the
family is financially responsible for them.

The method of dealing with students living apart
from their family is important, as numerous studies
have been developed recently on this phase of the life
cycle, on the methods and the rhythm of forming new
family units, and on the consequences of the choice of
autonomy on quality of life and well-being. Indeed,
when units made up of young adults still in education
are treated as autonomous households, there is a
strong probability that they will be classified as poor.
We will spend a little time on this example, as it clearly
illustrates the complexity of choices that must be made
in order to create comparability that goes beyond 
cultural specificities. The situation of students living
away from their families and who have limited
resources can correspond to very diverse situations in

different countries, according to the way in which the
parent-child link is experienced. In some contexts,
leaving the parental home is experienced, by both 
the parents and the child, as the beginning of an
autonomous life with all its advantages and disad-
vantages: independence but also economic fragility
and the need for young people to find most of the
resources that they need. In other contexts, in particu-
lar that of southern Europe, the departure of students
is considered transitory, without the bonds of inter-
dependence being distended. The children remain, in
every way, members of their family and they share
(from afar) the same level of well-being: the parents
take direct responsibility for the majority of the cost
while frequently providing the students with an
income that enables them to pay their day-to-day
expenses. In the first case, it is normal for households
of students to be classified as being poor (according 
to their income and their expenses), but in the 
second case applying the same definition would 
lead to unduly overestimating the number of poor
households.

Furthermore, the duration of absence from the
parental home takes on a different meaning according
to the tools available for choosing the sample. In many
countries, the selection is made from lists of addresses
and the criteria of duration of absence is necessary to
avoid a person being selected twice. In other countries,
there are population registers, particularly registers of
the resident local population, from which the samples
are selected. As a person cannot be recorded in several
registers at the same time, individuals have the choice
of defining their place of residence as the place where
their interests lie, including emotional ones: children
can maintain their place of residence at their parents’
address even if they are away for longer than the 
6 months recommended by the definition without
changing their probability of being selected.

In general, therefore, in the European Union and
more widely in Western countries, the adoption of a
definition that only respects the condition of cohabita-
tion does not create substantial differences in the 
structure of households (Bien and Quellenberg, 2003).
Moreover, as the condition of a common budget is
always combined with that of co-residence, the coun-
tries that adopt the most restrictive definition are able
to aggregate their results according to the simpler cri-
terion of cohabitation, while the reverse is impossible.
This is why, for example, the comparative indicators
and tables that the countries must provide the Euro-
pean Community based on their censuses only refer to
the criterion of co-residence, although the household
budget concept has been recommended (Eurostat,
1999a, p. 23). However, logical inconsistencies can
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3 “A household is classified as either: 1) A one-person household,
defined as an arrangement in which one person makes provision 
for his or her own food or other essentials for living without 
combining with any other person to form part of a multi-person 
household, or 2) A multi-person household, defined as a group of
two or more persons living together who make common provision
for food or other essentials for living”. (www.unstats.un.org/unsd/
demographic/)



occur between the definition adopted for family 
and the type of phenomenon analyzed. For all the 
phenomena relative to the economic condition of
households, their revenue, consumption, or poverty,
for example (Bauman, 1997), it is important that 
the household be defined by the dual condition 
of common housing and budget, as the economic sit-
uation of a group is only meaningful if all members
share it. In the European Household Budget Survey,
which plays a key role in the comparative study of 
the living conditions of families, the definitions
adopted by the countries are more or less restricted
(Table 125–1) to the combination of the four criteria
(Eurostat, 2003a):

1. co-residence
2. sharing expenditure
3. pooling income and resources
4. the existence of emotional ties

At the two extremes are France, which has adopted
the least restrictive definition, and Italy, which com-
bines all four criteria for defining a household.

In the European Union Survey on Income and Living
Conditions (EU-SILC),4 the new harmonized survey
intended to gather statistical information on the eco-
nomic situation of families and social exclusion in
Europe, the definition of a household has been speci-
fied in a European regulation which, by being formally
imposed on the countries, aims at creating conditions
for improved comparability. The regulation makes the
provision that a private household means “a person living
alone or a group of people who live together in the same
private dwelling and share expenditures, including the joint
provision of the essentials of living” (Article 2)5 and it
specifies the conditions that make it possible to estab-
lish whether a person living at the address of the
household (or is temporarily absent) is a member of
the household.6

The household is not only a unit of data collection,
it is also a unit of analysis, either as an exclusive ref-
erent of behavior (in surveys on family budgets it is
frequently impossible to attribute choices and prac-
tices to specific household members), or as an influen-
tial and often even determining context of the choices
and behaviors of individuals. It is also fundamental,
from this point of view, that common definitions
delimit the borders of a household and determine the
internal structure. Within a household, other complex
units can also be used as analytical units: the family
(group of co-residing individuals who are linked by
affiliation, biological or adoptive, or by marriage (de
jure or de facto), the family nucleus (limited to the rela-
tionships of couples and parents with unmarried 
children). The definitions of the family nucleus are
generally shared by the countries, and the lack of com-
parability is mainly due to the tools for collecting
information on the ties between individuals within a
household, which enable the complete reconstitution
of families or family units more or less effectively.
There are two types of tools: those that collect infor-
mation on family relationship, adoption, marriage,
and cohabitation ties, relative to a single subject (ref-
erence person); and those that collect information on
the ties of each person with all the others (relationship
matrix). The second tool obviously collects more
detailed information, which makes it possible, in
theory, to more specifically define the relationship
between the different individuals. The first tool is
compelled to trace the entire network of relationships
on the basis of those which attach each member to a
single person. The method is an effective one when the
reference person is at the center of the network (in
some demographic surveys, it is advisable to choose a
woman who belongs to the median generation).

The combination between the concept of household
and that of family provides a hierarchical classification
shared by many countries, who generally, in the pres-
entation of results of their various surveys, adopt clas-
sifications at various levels of specificity according to
the link between the phenomenon studied and the
family structure.
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TABLE 125–1 Concept of Household in the European Household Budget Survey

Countrya B DK D EL E F IRL I L NL A P FIN S UK
Residence � � � � � � � � � � � � � � �

Expenditure � � � � � � � � � � � � � �

Income � � � � �

Emotionalties �

a B: Belgium; DK: Denmark; D: Germany; EL: Greece; E: Spain; F: France; IRL: Ireland; I: Italy; L: Luxembourg; NL: The Netherlands; 
A: Austria; P: Portugal; FIN: Finland; S: Sweden; UK: United Kingdom.

Source: Eurostat, 2003a.

4 European Union Survey on Income and Living Conditions.
5 Regulation (EC) No. 1177/2003 of the European Parliament of

the Council of Europe, June 16, 2003.
6 Commission Regulation (EC) No. 1980/2003, October 21, 2003.



c. Other Sources of Noncomparability

The differences between concepts and between def-
initions (of variables and units) only represent part 
of the problem to be solved in order to ensure com-
parability. Several other elements can prevent the
comparison of estimates of the same phenomenon.
Indeed, the construction of comparable statistical data
(demographic, economic, and social) involves the
whole process—from the appearance of the need for
information, to making the data available. Harmo-
nization should affect all the stages and all the tools 
for producing statistical information: instruments,
nomenclatures, procedures, analytical methods, etc. In
a demographic survey, for example, once the relevant
variable has been defined, a set of questions must be
decided upon, as well as the order in which they
should be inserted and the whole of the questionnaire
itself in order for this definition to be respected.

The questionnaire, its vocabulary, and its structure
are key elements in constructing the comparability of
variables collected in household surveys. Several
efforts have been made to determine the best transla-
tion strategy in order to ensure better understanding
on the part of respondents and to guarantee the
highest possible equivalence of the measurements.
Several methods are possible: the most common con-
sists of adopting a questionnaire (or a module of a
questionnaire) initially designed for a determined
country, and then translating it into several languages.
The implicit condition of this operation is that the
national concepts that underlie the variables are
similar to one another: in this case, the key element of
the procedure is the quality of the translation, which
should reproduce the precise meaning of the terms
used in the original language and which suggest the
same reactions in the respondent. Several methods
were developed to improve translation quality and to
overcome the tendency to place too much value on the
formal equivalence of the questions in the different
languages (precise equivalence of content) to the detri-
ment of functional equivalence (the capacity that the
question has of evoking the same concept to the
respondent) (Brislin et al., 1973). The most common
method is that of back translation, in which the 
questions are first of all translated into the different
languages (preferably several times by several transla-
tors) then translated once again into the original lan-
guage (once more by different translators) in order to
check for consistency.

In order to obtain good results, it is frequently nec-
essary to forego strict adherence to the content of each
question (Harkness, 2003; Harkness et al., in press), 
but rather to take the meaning of a given word or

expression in its everyday use and adapt it to different
cultural and social contexts (Guyatt, 1993). The scale of
responses is also sensitive to the context, insofar as the
modes of response (whether they are numerical or
verbal) can provoke reactions, and therefore produce
different results. It would be useful to carry out exper-
imental research on these themes, possibly resorting to
psychometric tests and to the evaluation strategies 
that accompany them (WHOQOL Group, 1994, 1998),
in order to reveal the communication mechanisms 
that regulate respondents’ perceptions and reactions
during the survey. These mechanisms are made up not
only of questions, responses, structure, and sequence
within a questionnaire, but also relations between
interviewer and respondent and type of interview
(face to face, paper and pencil interview, or PAPI type;
CAPI, for computer-assisted personal interviewing; or
CATI, for computer-assisted telephone interviewing). This
methodological investment, common at the national
level, has hitherto been missing from the development
of comparative studies; its absence has in particular
led to underestimating the importance of the period
and the tools of the survey in the quality of statistical
information, and therefore in comparability.

The circumstances that have just been described
(adoption of a questionnaire for a single country, fol-
lowed by translation) are undoubtedly not the most
effective for obtaining comparable results. When the
survey is designed from the start as an international
project, it is undoubtedly preferable to carry out the
design of the questionnaire (or of various thematic
modules) in the different languages, with the partici-
pation of experts in statistical data collection to verify
the similarities and record the differences between the
national concepts and the social and institutional
structures that correspond to these national concepts.
The development of recommendations and standards
for use during data collection can be a good strategy
for reducing sources of incomparability, particularly
when common tools result from a process of thorough
dialogue. The European Health Interview Survey
(EUROHIS) project provides a good example of a rec-
ommended procedure (Nosikov and Gudex, 2003a and
2003b). It was aimed at designing the necessary tools
for the development of eight indicators essential for
the Health for All program (chronic physical conditions,
mental health, alcohol consumption, physical activity,
recourse to curative medical services, consumption of
medicine, prevention, quality of life), coordinated by
the World Health Organization (WHO) European
Office, with the cooperation of those in charge of sta-
tistical information on health in European countries.
During the second half of the 1990s, a previous project
had already led to the development of the tools 
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necessary for producing six health indicators (per-
ceived health, temporary incapacity, tobacco con-
sumption, weight at birth, breast-feeding, body mass
index) (de Bruin et al., 1996). Thereafter, a survey of
surveys on health carried out in Europe with the par-
ticipation of 33 countries made it possible to select
intervention zones for networking, with each network
being responsible for developing a tool. The method
adopted gave the project participants (each with spe-
cific responsibilities in their specialty) considerable co-
responsibility, which enabled the emergence of a full
consensus at every phase of the process, from the selec-
tion of indicators on which to intervene, the analysis
of concepts used, and the development of operational
definitions to field experimentation with the proposed
tools (Nosikov and Gudex, 2003b).

Beyond the problems related to the questionnaire, a
significant part of the lack of comparability between
countries is due to the methods and modes of organi-
zation adopted for collecting and producing data. Let
us list some of the most important ones (Egidi and
Buratta, 1995; de Bruin et al., 1996), by grouping them
into four categories.

1. Sampling factors. The sample design and size
are frequently very different from one country to
another. The possibility of reliable comparison is often
reduced when it is based on estimates taken from con-
fidence intervals of unequal sizes. Even the reference
population of surveys sometimes differs according to
country, thus affecting the quality of comparisons:
some surveys are representative of all the people living
at a given time in a given territory in an ordinary
household, with the exception of those living in insti-
tutions (hospitals, homes for the elderly, prisons, etc.),
while others cover both groups. The sampling units
can also differ according to country (individuals, fam-
ilies, households, housing units, etc.), the sampling
frame can be constituted using nominative registers
(population registers, electoral rolls, telephone direc-
tories, etc.) or it could follow a probabilistic strategy.
We often underestimate the consequences of strategies
for taking into account sample losses as much at 
the primary level (generally territorial units) as at 
that of secondary units (households, individuals, etc.). 
Some countries replace the missing units with substi-
tuted units, while others overestimate the initial
sample so that the nonreplaced losses do not cause the
sample to fall below the threshold necessary for sta-
tistical significance of estimates. Furthermore, in some
countries, in the absence of the person who should
have responded directly to the questionnaire, a proxy
is interviewed, while in other countries this procedure
is forbidden.

2. Factors linked to the various data collection
methods. As discussed earlier, depending on the type
of survey, the interview is carried out face-to-face, in
direct interaction between the interviewer and the
respondent, the questionnaire either being on paper
(Papi method) or electronic format (Capi method); in
other cases, the interview is carried out over the tele-
phone (Cati method); lastly, the questionnaire can be
self-administered (without any interaction with an
interviewer). For some phenomena, the use of one
method or another can cause variable reactions from
respondents, either from one country to another, or
from one subpopulation to another within the same
country according to cultural specificities. When inter-
viewers are used, the characteristics of their network
can be determining factors: the best solution is obvi-
ously to use professional interviewers who have been
specially trained and who are directly supervised by
the person in charge of the survey; in many cases, at
least one of these two elements is missing (interview-
ers who are not specialized or professionals, or moni-
toring fieldwork through a subcontracted company
results in a screen being placed between the survey
manager and the real conditions of data collection).

3. Factors linked to time, to the distribution of
interviews throughout the year, or as the reference
period for the information collected. For the same
phenomenon, in some countries survey protocol
requires interviews over different periods of the year
(usually quarterly), and on one specific date in others.
The reference period of some questions can also 
significantly influence estimates due to the effects 
of memory, which often acts differently in different
cultural contexts.

4. Factors associated with the procedures for col-
lecting and analyzing data. All the stages of the
progress from raw collected data to statistical data are
included in this group. The methods of identifying and
correcting errors can differ considerably: countries 
use different consistency tests and different systems
for correction based on deterministic or probabilistic
models. Furthermore, the strategies develop over time
with the introduction of innovations at both the con-
ceptual and operational levels.

Tools, methodologies, and techniques can all
encourage or impede comparability. In summary, com-
parative research should be able to rely on quality sta-
tistical information: precision, reliability, clarity and
accessibility, consistency, and exhaustiveness are the
conditions that, when they are respected in every
country, result in good comparability (Eurostat, 1991).

Only one element of data quality can impede their
comparability and that is the relevance of statistical
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information: the further the compromise concept
adopted for comparative purposes moves away from
the national concept and prevents satisfactory estima-
tion, the more the information loses its relevance for
knowledge of the phenomenon at national level con-
ceptualization. It is necessary to take this into consid-
eration in the design stage of the project as well as in
the analysis of the results. This distancing has multi-
ple negative effects: (1) in the current situation of
limited resources available for statistical production,
there is competition between statistical information
that fulfills different requirements (national and inter-
national), (2) and the need for information at a higher
level has suddenly been given priority (which could
well occur under the effects of strong political pres-
sure, such as that which is exerted today around the
themes that are the subjects of community policies
within the European Union). Information would lose
consistency within its national context, at the risk of
creating confusion among data users and reducing
data validity, due to a reduced capacity to identify the
errors. Where there is a valuable information heritage
accumulated over time the conflict between compara-
bility over time within a country and comparability in
space with other countries is significant, and the recon-
struction of chronological series making it possible to
rehabilitate the previous heritage of information may
be too onerous to be undertaken.

Thus, improvement in comparability is a costly
process, both financially and in its effect on the overall
quality of statistical information. The choice of a strat-
egy of harmonization must take this into account and
must resist the temptation of simplistic solutions that
will inevitably lead to unsatisfactory results. Harmo-
nization should always be considered a process that
affects all of the stages of data production—from their
definition, collection, and development to the con-
struction of indicators—and a dynamic process that
develops through successive stages respectful of the
previous heritage.

2. Harmonization Strategies

The choice of a harmonization strategy depends on
a number of elements, the first of which are the social,
cultural, normative, and institutional distance between
the national units to be compared.

The other elements to be taken into account are the
characteristics of the object for comparison and the 
targeted objectives: comparison between indicators
(macrocomparability or comparability of indicators),
essentially with a descriptive goal or constructing 
integrated information bases from individual data in
every country (microcomparability or comparability of 

individual data), leading to a microanalysis of the phe-
nomena. Different levels of harmonization correspond
to the two methods, imposing increasingly demanding
conditions as we move from the aggregated level
towards the individual level.

Traditionally two harmonization strategies are dis-
tinguished: that of input (or the harmonization of
methods or sources), and that of output (or harmo-
nization of results). Complex strategies have recently
been developed, which borrow elements from both.

a. Input Harmonization

The input strategy requires that the different coun-
tries adopt the same definitions, and common methods
and tools for collecting information (structure of the
questionnaire and wording of questions, periodicity,
sampling plan, sample size and rotation, form of inter-
views, methods of extrapolation, principles of checking
and correcting data, coding methods, rules for imput-
ing nonresponses, etc.; Grais, 1998, p. 12). This strategy
makes it possible to eliminate or reduce as much as
possible comparability problems related to the differ-
ent methods of observation and the different proce-
dures for the correction and analysis of data. It leads to
good results if the social and cultural distance (and
therefore the distance between the concepts and the
structures) between countries is small and if it is possi-
ble to provide sufficiently clear and detailed definitions
of the variables used. If this is not possible, the use of
identical vocabulary (by way of an accurate transla-
tion) is often inadequate because of the diversity of
institutional bases,7 and the strategy leads to unsatis-
factory results. Moreover, the operation can prove to be
harmful insofar as it dissimulates the lack of compara-
bility of the information that lies behind the apparent
unity of the definitions, instruments, and methods.

Among the disadvantages of this approach is its
considerable rigidity, which frequently imposes a
choice between quality information for each country
and information that is internationally comparable
between the countries. Moreover, this is an expensive
approach, as it generally results in the launching of
new surveys, which can waste resources and fre-
quently contradicts existing sources without necessar-
ily improving the quality of the estimates.

But the method also has significant advantages, for
when the quality is maintained, it guarantees compa-
rability at the micro level and consequently makes it
possible to create integrated information systems on
individual data.
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The European Community Household Panel
(ECHP) is an example of this type of approach: a
socioeconomic longitudinal survey,8 designed and
coordinated by Eurostat and carried out between 1994
and 2001 in the majority of European countries (Euro-
stat, 1996a, 1996b). The experiment carried out on this
occasion put into practice the strictest hypotheses of
input harmonization, involving most of the factors
according to a radical approach that was popular in the
first years of the operation. Indeed, the strategy envis-
aged that countries adopt the same questionnaire 
or the same modules (translated into different lan-
guages), the same survey procedures, the same rules
for monitoring households and individuals (then
revised in some countries due to budgetary con-
straints), the same sample design, the same procedures
for correction and imputation (further centralized by
the services of Eurostat). Only certain aspects of the
sampling could differ from one country to another
(selection from registers or master samples compiled
during censuses; the number of levels of sampling and
stratification of the sample) (Peracchi, 2002). The
experiment proved to be a positive one in many
respects, but it also shed light on problems, which led
to substantial modification of the strategy used there-
after in similar operations. First, the extreme complex-
ity of the system implemented was quickly confronted
by the impossibility, for the services of Eurostat, of
ensuring effective and timely management and, con-
sequently, in significant delays in the availability of the
data. Second, aggregated indicators with a wide policy
range were produced in significant contradiction to
those taken from sources already available at national
or European levels, which were frequently of far
higher quality. More generally, the experiment
revealed the excessive cost (and not only in financial
terms) compared to the results that were frequently of
inferior quality compared to those produced at the
national level for the same variables and which, when
they were the object of specific studies, revealed vari-
ations that were difficult to interpret without reference
to persistent comparability problems (Robine et al.,
1998). An alternative policy for disseminating the
information (obviously ensuring respect of statistical
confidentiality) would have enabled useful investiga-
tion of these points, but the contractual rules and the
high cost imposed by Eurostat on the researchers
working on the ECHP data prevented the best use
being made of the information collected, including of
the comparative research.

b. Output Harmonization

In the output strategy, only the final product (its 
definition and its characteristics) is precisely specified,
but each country is free to choose the source(s) and
methods of collection, correction, and analysis of the
data they consider most appropriate.

There are in fact two strategies by which compara-
bility can be constructed: a priori, when the output har-
monization is designed at the same time the process
data itself is produced; or at the end of the process,
directly on the result. In the first case, called ex-ante
output harmonization, the adaptation of the national
concept to the international concept generally goes
through definitions that make it possible to reconstruct
the different aggregates in order to fulfill both national
and international requirements. There are no con-
straints on the tools for collecting information and the
countries are free to choose the source that provides
the best quality information (statistical source, admini-
strative source, combination of several sources). We
thus reduce the risk of loss of relevance in the infor-
mation at national level and we avoid breaking up
temporal series, even if the disadvantage still persists
of losing overall consistency of the information due to
the possible dissemination of different estimates 
(corresponding to different definitions) of the same
phenomenon. When it can be adopted, this strategy
ensures the best comparability between the other
requirements of quality, up to the micro level of data.
The European Household Budget Survey (HBS) provides
an example of this type of strategy: Eurostat puts forth
strict and detailed recommendations on all aspects of
the definition of analytical units, as well as the vari-
ables and classifications to be used (Eurostat, 2003a),
and centralizes the individual data in order to create
comparable aggregates and indicators.

Among the new operations, the harmonized EU-
SILC adheres to this same strategy: strict and detailed
rules are imposed on all the countries for the adoption
of common definitions and classifications, while
leaving them the possibility of choosing the best source
(administrative source, statistical survey, combina-
tions) from which to collect the required information.
Moreover, the availability of microdata at the Euro-
pean level provides the possibility of carrying out ex-
post harmonization on all that cannot be resolved
during the collection phase (for example, the variables
relative to gross and net income in countries with dif-
ferent taxation systems).

In the second case, ex-post output harmonization,
intervention only affects the final result (micro or
macro) of the production process. The quality of the
result obtained depends largely on the degree of speci-
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ficity of the national database and on its capacity to
allow reconstruction of the information in the interna-
tional definition. In the case of survey data, this strat-
egy generally represents a transitory stage before an
ex-ante intervention is possible. On the contrary, it is
the most frequent method among those who do not
have control over the production of information, and
it is in general the only possibility for statistical data
taken from administrative sources.

Classic examples of this strategy are provided by
numerous compilations of demographic and social
indicators published and disseminated by various
international organizations. For example, the WHO’s
Health for All information systems or the Organization
for the Economic Co-operation and Development’s
(OECD’s) information system are valuable references
for macrocomparative analysis, due to the range of the
areas covered and the timeliness of their updates.

Output harmonization, whether it be ex-ante or ex-
post, is far less costly than the input harmonization.
The results, particularly those of the ex-ante variant are
as good in terms of comparability as those obtained
through input harmonization (for example, compara-
bility is also possible at the micro level), while at the
same time a good level of general quality of informa-
tion is guaranteed.

c. Mixed Strategies and Targeted Strategies

Between the two extremes of input and output har-
monization, numerous mixed solutions have been, and
continue to be, tested, either on a purely transitory
basis in a process that aims for complete harmoniza-
tion of the input or possibly on a definitive basis.

An example of a mixed strategy is provided by the
targeted harmonization of the new European survey
on the workforce (European Union Labour Force Survey;
EU-LFS), intended to provide information for Com-
munity policies on work and employment. Given the
sensitivity of the theme, both at the national and com-
munity levels, a progressive advance towards better
comparability has been planned, respecting as much
as possible demands for the internal consistency of
national information systems and the temporal conti-
nuity of the estimates (Mejer, 2003). To this end, strict
rules have been established on the collection methods
and characteristics of the survey, and a set of core vari-
ables of great importance at the community level have
been defined, which must comply with the greatest
comparability even for the short-term. The main 
objective of this survey is to subdivide the active-age
population into three mutually exclusive groups (the
employed, the unemployed, and the inactive) and to
estimate the size and the main characteristics of these

three groups. For these variables, the collection is
totally standardized, to the extent that community law
decides which questions to be asked and the order of
the questions within the questionnaire. For the other
variables, the definitions and characteristics of the
quality required are fixed, but the countries are given
the possibility of choosing the most appropriate source
and method of collection. Little by little, taking advan-
tage of the periodic reorganization of their surveys, 
the countries must ensure a progressive convergence
towards the standards associated with every variable
in terms of definitions and collection methods (Euro-
stat, 2003b).9 For example, in 2002 a Commission 
regulation10 considerably modified the concepts and
measurements in the modules on school attendance
and the level of educational attainment. In 2003, the
survey in the different countries integrated the new
modules, thus progressing further towards compara-
bility. In the same year, the final phase in the
progress—from an annual survey (quarterly in some
countries) towards a continuous survey that provides
quarterly estimates—was launched.

The level of comparability already reached by the
harmonized survey EU-LFS is high and should con-
tinue to progress in the future. The most important
aspect is the fact that, for the first time in the history
of European statistics, the complexity of the compara-
bility objective has been recognized, as well as the
impossibility of attaining it through immediate and
simplistic solutions, and the absolute necessity of
simultaneously taking into account national and inter-
national requirements to ensure the statistical quality
of the results. Harmonization through sharing and
consensus is undoubtedly one of the main results 
of the experiment developed in Europe for creating 
an integrated and comparable information base on
employment.

3. A Particular Problem: Statistics of
Administrative Origin

In recent years, increasing economic constraints
have moved the focus away from statistical sources
towards administrative sources, in order to limit as
much as possible the direct collection of data in fields
in which sources of this type do not exist. Adminis-
trative sources have numerous advantages: apart from
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their low cost (at least when it is limited to the mar-
ginal cost of production), they generally provide uni-
versal data, which ensures detailed representation 
at various territorial levels, as well as population
groups—even small ones; they do not require the good
will of respondents, individuals, or families; they are
continuously available and can, at least in theory,
provide rapid results; when they are well used (for
example if an individual identifier is available) they
can make a longitudinal reconstitution of information
possible.

However, there are also considerable disadvan-
tages. The concepts used in the collection of the 
information respect administrative requirements and
do not necessarily correspond to those that would be
preferable for statistical aims or for definitions relevant
to the international level. This poses problems at 
the national level, insofar as the relevance of statistical
data is frequently limited, and more so when the 
aim is international comparability. Furthermore, 
data quality is largely dependent on the effectiveness
of public administration and in the benefit of the 
data for the administration, the vigilance of the 
compilers being directly associated to the relevance of
the data for their own activities. Moreover, even 
the goodwill of the individuals and families can 
affect the reliability of the information which they
provide. This reflects the image which they wish to
give to the public administration, which is sometimes
far from reality (for example, statistics on income
based on declarations made to tax services). Another
disadvantage is the rigidity of administrative sources
with regard to modifications and innovations, partic-
ularly in cases where the statistical authority does not
have control over the forms used in administrative
procedures.

a. Statistics on Causes of Death

Statistics on causes of death are often the only
information available for comparing the health condi-
tions of countries. They are exhaustive as they cover
all the events recorded in a year, and their compara-
bility is not affected by the problems related to sam-
pling procedures. Moreover, as they are among the
oldest statistics collected regularly by the countries,
the collection procedures have become relatively
homogenous over time: there is a standard model rec-
ommended by WHO, adopted nearly systematically
by the different countries, there is a widely adopted
nomenclature, the International Classification of Diseases
(ICD) (WHO, 1995) which is in its tenth revision.
Despite this favorable situation, problems persist with
regard to the quality and comparability of data (EC

and INSERM, 2001; Duchêne and Wunsch, 1995;
Meslé, 1995; see also Chapter 42 of Volume III) and in
many countries it would be necessary to update and
modernize the collection procedures and tools.

Taking into account the considerable homogeneity
of the concepts and definitions in this field, the 
comparability problems are mainly due to the 
differential quality of the data collected and analyzed
in the countries. Two phases can prove to be critical:
certification, i.e. the declaration made by the doctor of
the series of causes that resulted in the death, and cod-
ification, i.e. the determination of the underlying cause
and its translation into an ICD code (currently ICD-9
or ICD-10).

In 2001, the European project Comparability and
Quality Improvement of European Causes of Death Statis-
tics (CépicDc and Inserm, 2001) was concluded. It
launched a detailed survey on certification practices
and the quality and comparability of statistics on
causes of death in Europe. The survey revealed the
main problems for comparability (ISTAT, 2004; Pace et
al., 2004a). The first problem is due to the use of dif-
ferent death certificates: there are countries which still
do not use the four lines advised by international rec-
ommendations (one for the initial cause, two for any
intermediate causes, and one for the immediate cause).
The second problem is the diversity of strategies for
collecting information on infant mortality: many coun-
tries have adopted a special certificate (as recom-
mended by WHO), while others, frequently those who
have registers of births and deaths or hospital data that
they can pair through the intermediary of an identifier,
do not use different certificates for infant deaths but
provide the information necessary to differentiate
them in the registers. Furthermore, the definition of the
infancy period is not the same everywhere: in some
countries it is considered as the perinatal period (with
some variants: between 154 and 196 days of gestation,
up to 6 or 7 days after the birth), in others it is the
neonatal period (27 to 28 days), and in others it is the
first year of life (364–365 days). Moreover, the distinc-
tion between stillbirth and abortion has various defi-
nitions: in some countries stillbirths are determined by
the gestation period, which can vary from 0 (Turkey)
to 154 days (22 weeks) or 196 days (28 weeks); in others
by the weight of the fetus, which can vary from 500 to
1000 grams.

The survey also revealed differences in procedure
which can affect comparability: for example, differ-
ences in methods of diagnosis and an unequal pro-
portion of autopsied deaths in different countries (in
some countries, the autopsy of all violent deaths is
obligatory, but not in others), from 7 to 38% (WHO,
1998; Pace et al., 2004a and b), with the possibility of
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diverse consequences on death certificates. In cases of
violent or suspicious deaths for which a specific pro-
cedure is adopted that includes the involvement of
specialists (for example, the coroner in the United
States and in Great Britain), the process is longer and
more complex and can result in a deterioration in data
quality that, as it cannot take into account the succes-
sive investigation of the information, results in a high
number of deaths being attributed to an unknown
cause, particularly for external causes and for young
people.

Coverage problems can also occur. As a 
general rule, the resident population is the reference
population for statistics on causes of death. But this 
is not always the case and most of the time it 
concerns the deaths of residents who die in their
country of residence. The deaths of residents who die
abroad does not generally include reference to the
cause, thereby contributing to the number of deaths
attributed to an unknown cause. Furthermore, it is not
always clear if deaths of nonresident foreigners are
counted. To overcome this type of problem, the cre-
ation of a centralized clearing house which would
redistribute information on causes of death of resi-
dents dying abroad between the countries of residence
is envisaged.

The coding phase can also have an effect on the
quality of information and its comparability. The first
problem appears when a new version of the ICD is
published, which normally causes interruption in
series (at least at the level of the detailed sections
which have three or four numbers: Vallin and Nizard,
1978; Nizard and Vallin, 1980; Vallin and Meslé, 1988,
1998) and problems in comparability between the
countries that use different versions of the nomencla-
ture: these problems should become one of the main
aspects that the WHO should take into account in its
development of a new revision. The interruption of
series considerably reduces the value of information
on causes of death and this element should be explic-
itly included in the evaluation of costs and benefits
when the best compromise between innovation and
continuity of information is being sought.

An important contribution to the quality of data and
to their harmonization can result from the introduction
of new technology: automatic coding, particularly if it
is designed in a coordinated manner during the initial
introduction or in the continuous updating process of
optical recognition and coding forms, limits errors and
improves comparability. There is much to be done in
the years to come in order to accelerate the conversion
to automatic coding in the countries which have not
yet adopted it and in order to facilitate the convergence
towards homogeneous tools.

The European project devoted to comparability and
the quality of statistics on causes of death formulated
39 recommendations which should serve as model
principle for the countries which, in the next few years,
are planning to modernize the collection of informa-
tion through the introduction of new tools and proce-
dures. The recommendations come in eight chapters
devoted respectively to:

1. coverage
2. confidentiality
3. organization of services in charge of causes of

death
4. certification of infant mortality
5. certification of mortality at other ages
6. complementary surveys
7. training
8. collecting information on mortality in Europe

Many recommendations relate to certification, and
particularly to the training of certifiers, in faculties of
medicine or in the context of the continuous training
of medical personnel (Recommendations 30–36). Ses-
sions in basic training (e-learning tools) adaptable 
to national specificities (Recommendation 33) have 
been developed and are currently being adapted (Pace
et al., 2004b) to facilitate training and to provide the
certifiers with a common knowledge base. Further-
more, the importance is recognized, as much in terms
of quality as comparability, of applying new technol-
ogy to certification: the development of an electronic
and harmonized death certificate is encouraged (Rec-
ommendation 22), as well as the creation of a common
site for the networks of Eurostat and WHO on the cer-
tification of causes of death, destined for certifiers from
every country (Recommendation 36).

The strategy of the European Union with regard to
causes of death is therefore a long-term strategy and it
takes into consideration the complexity of a task which
largely eludes those in charge and the rules of statis-
tics and often falls to personnel who are not frequently
aware of the relevance of the task of certification. 
The full harmonization of input, through the 
progressive convergence of all the countries towards
common procedures and tools will therefore take 
time. Even though the process could be accelerated
through imposing a European Regulation on all 
countries, raising the level of awareness and training
certifying doctors which is essential to solving some
problems of data quality requires time. In the mean-
time, output harmonizing, on a minimum of informa-
tion (abridged European list of 65 causes of death, age,
concept of resident population), as well as the pro-
gressive introduction of various innovations in certifi-
cation practices and tools as well as in the coding of
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information, should result in an improvement in the
situation.

b. Administrative Registers and Statistical Sources:
Problematic Harmonization

The creation of administrative registers is generally
a long, complex, and costly process, but once the
system is functioning correctly the production of sta-
tistics is relatively simple and economical. The coun-
tries of northern Europe in particular are showing
increasing resistance to carrying out surveys on issues
whose responses are already included in their admin-
istrative registers. These countries have long since 
harmonized their systems for recording the main
demographic and social events, on the basis of a
central population register and a single personal iden-
tification number (PIN) used in all contact with the
administration. This number makes it possible to
couple all kinds of information recorded on different
public administration databases (civil registration,
education, tax, health, social security, etc.).

Resistance to carrying out statistical surveys in
countries with effective systems of administrative reg-
isters is often reinforced by laws prohibiting statistical
authorities from asking questions which might not be
strictly essential, in order to spare citizens innumerable
demands from the public administration.

The position of these countries was clearly asserted
within the group responsible for the Generations and
Gender Survey (GGS) and a subgroup, Administrative
Records Group (ARG), was created to study how 
some countries could extract some of the responses to
the survey’s questionnaire from existing information
bases (Statistisk sentralbyrå, 2004). Indeed, it seems
that in the northern European countries, a substantial
part of the information (30% to 50% of the questions)
can be obtained from existing registers, but using them
requires a preliminary detailed analysis of the quality,
validity, and coverage of the registers, as well as effec-
tive correspondence between the events included in
the registers and the definitions used by GGS. A
detailed analysis of the cost of extracting these data is
also needed as, frequently, the marginal cost of admin-
istrative information is only low in theory and extrac-
tion can require complex and costly data processing
procedures, as well as long administrative procedures
to obtain the necessary authorizations.

4. Harmonization and 
Quality of the Information

The classification of statistical sources and the
strategies for harmonization illustrated to date have

above all a theoretical value. It is very rare for the dis-
tinctions to be so great in practice. The realities are
multiple and complex between a step towards ex-ante
harmonization of tools and methods (input harmo-
nization) and the ex-post harmonization of output.
They can go through all the intermediate combinations
in the search for the difficult balance between cost,
quality, and comparability.

Harmonization always has a cost, not only in eco-
nomic terms but also in terms of the informative capac-
ity and quality of the data. The adoption of concepts
which decrease the relevance of national information,
or which create inconsistencies in the data bases, can
have negative effects on data quality while creating a
dangerous illusion of comparability which can lead 
the most careful researcher to errors. Therefore, the
problem lies in the level of comparability which
should be aimed at in order to reconcile (at a given
time, and for the targeted objective) comparative
necessity, relevance of the information, and quality.

To progress towards more comparability, it is 
necessary to improve scientific knowledge of the ob-
stacles to comparability between countries: nothing is
obvious and everything should be verified and evalu-
ated. Indeed, it is not always the case that the greatest
comparability results from the adoption of strictly
identical definitions and standardized procedures. 
As long as the institutional and normative characteris-
tics of countries differ, without mentioning their 
social and cultural structures, the best comparability
for all the phenomena influenced by these characteris-
tics and structures will be obtained by the most 
flexible strategies for collecting and analyzing data.
Such a strategy requires efforts in the area of theory
and definitions which will make it possible to clarify
the characteristics of the required result. Once the
objective has been defined, strategies for improving
comparability will generally coincide with those of
improving the quality of statistical information. There
is no shortcut to this aim, as numerous attempts at cre-
ating comparability through standardized procedures
and tools have demonstrated. Total harmonization is
only possible between countries whose economic,
social, normative, cultural, and institutional contexts
are similar.

More generally, the strategy that the United States
has adhered to for a long time is the one which can
lead to the most satisfactory results: a considerable
effort at harmonizing the definitions and classifica-
tions is required, as well as improvements in and spec-
ification of the performance of the procedures in order
to improve results and to reduce the risk of researchers
mistaking the real possibilities of making good com-
parisons between countries.
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III. METHODS OF COMPARISON

Quantitative demographic analysis, as we know it
today, developed according to two streams, and at two
distinct periods.

The first, and the oldest, is based on recording the
volume and the characteristics of populations, as well
as their transformations, by measuring the contribu-
tion of various phenomena (mortality, fertility, mobil-
ity) to these situations and their trends. It is based on
aggregated data, taking the form of statistical tables.
The indicators designed from these data reflect the fre-
quency of the events or the prevalence of the situations
and makes it possible to monitor their evolution and
to model their dynamics. This way of thinking based
on macrosocial aggregates was more or less exclusive
from any other during the first half of the 20th century
in demography but also in economics and sociology at
the time of Alfred Lotka, John Maynard Keynes, and
Emile Durkheim.

From the 1950’s, focus shifted to a better under-
standing of the individual behavior at the source of the
social situations and trends. The development of
household surveys was an essential expression of this.
This has resulted in a modification of the type of sta-
tistical analysis applied to the data collected. Focus
was on the diversity of human behavior with regard
to health, family, and a search for the reflection of the
determinants affecting demographic phenomena. The
base was thereafter constituted of individual data files
rather than statistical tables: with the stress being
placed on variability rather than on central values, on
the individual rather than on social facts.

The difference between the two approaches is not in
the nature of the information used. Statistical tables
from censuses or civil registration data were based, at
least from the middle of the 19th century, on collecting
information on individuals, which does not funda-
mentally differ from sample survey procedures. But
focusing on society in one case, and on the individual
in the other, gives a very different position to the
nation in global analysis. International comparisons
are therefore approached very differently according to
whether they use indicators based on aggregated data
or the direct analysis of individual data. Therefore, at
the time of analysis, there is a dichotomy already intro-
duced when the various stages and strategies of the
harmonization process are described.

1. The Comparative 
Analysis of Indicators

Demographic analysis aims at measuring behavior
which contributes to the renewal of populations and

understanding its influence on population growth and
structure. It achieves this first by defining increasingly
small risk groups, in order to find pure indicators, and
by neutralizing the size of these groups by calculating
rates or proportions. It then proceeds to synthesize ele-
mentary indicators by using models which combine,
within various hypotheses, a series of rates or propor-
tions (tables, comparative rates, etc.).

Because they eliminate size from the risk groups,
these operations create the minimal conditions neces-
sary for international comparison. If the absolute
numbers of death are not comparable from one
country to another due to different population sizes,
the crude mortality rates are more comparable as they
apply to the same number (generally 1,000 people). In
the next phase, rates by age, as well as their synthesis
in mortality tables are even more comparable as they
overcome differences in age structure (see Chapters 5,
11, 14, and 15 of Volume I).

The indicators which lead to demographic analysis
thus lend themselves directly to an international 
comparative analysis. But their use is not without
some problems. For example, the complex indicators
call upon hypotheses which need to be verified. In 
the calculation of comparative rates, the choice of 
standard population can influence the result when a
country’s age-specific rates are not systematically
higher or lower than those of another country: 
for example, if two populations are distinguished 
from each other because one has a lower mortality 
rate before the age of 50 than the other, and that the
opposite is true for later ages, the comparative rates
will list the two countries in a different order accord-
ing to whether the model population gives more
weight to the young ages or the older ages. Moreover,
syntheses which use a fictitious cohort can be affected,
unequally according to country, by the effects of
cohorts likely to distort the interpretation of the dif-
ferences, from one country to another: later on we will
see an example where the total fertility rate is affected
both by the variations of mother’s age at birth and the
completed fertility of the cohorts, and the classification
of countries can thus differ according to whether fer-
tility is summarized by the total fertility rate or com-
pleted fertility.

a. Comparative Demographic Analysis 
is Descriptive

Demographic analysis reveals the effect that a spe-
cific group of factors has on demographic behavior
and on the size and structure of the population. In
addition to sex, they are mainly categories of tempo-
rality, whether they are the age of the individuals, their
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membership of a cohort, or the location of phenomena
in history (duration, cohort, period). Although the web
of these different scales of time can be extremely
complex and its disentangling very informative with
regard to the mechanisms of demographic behavior,
this exercise and its results are often considered as
descriptive, compared to that which the introduction
of socioeconomic, cultural, or biological aspects con-
tributes to the interpretation of behavior.

Comparative demographic analysis, by observing
the diversity of behavior across international space is
a step towards this interpretation. But it still remains
descriptive and restricts itself to noting differences
between countries before attempting to explain why
demographic behavior varies in a given national
context through socioeconomic, cultural, or other 
variables.

At the beginning of the 21st century, the population
pyramids of the different countries of the European
Union were thus compared (by bringing them 
to a standard of 100,000 inhabitants), to show their
unequal levels of ageing, due to different fertility
trends, to unequal progress in combating mortality at
old ages, and to the differentiated consequences of
international migration. “The population pyramid of 
the twenty five Member States of the European Union 
provides an image of the secular history of these countries.
The marks of the First World War are becoming blurred, but
the deficit of births due to the 1939–1945 war is still visible
in many countries where natality declined during the con-
flict. For the second half of the XXth century changes in
natality have sculpted the pyramids in peaks and troughs,
but these variations reflect national economic situations that
no longer have the European dimension of the two World
Wars. In addition, these variations cancel out and no longer
appear on the pyramid for the whole of the European Union
which is essentially distinguished by a major and general
phenomenon: the fertility decline observed since the 1960’s,
at variable dates according to the countries” (Monnier,
2004).

In this example, the comparison is static as it relates
to populations characterized at the same time, but
demography carries so many references to different
dimensions of time that the analysis quickly becomes
dynamic. In other cases, comparative analysis is
dynamic from the start and covers chronological series
rather than period data at a given date or a given
period (for example, monitoring the current demo-
graphic situation).

The resources of demographic analysis are placed at
the service of comparative observation in order to dis-
entangle the role of demographic factors in the differ-
ences between countries. The evolution of the total
fertility rate is thus distributed between what is due to

the variation of completed fertility in different cohorts
and what is due to changes in age at maternity to
explain the role of one or the other in the differences
between countries. “The progressive reduction in age at
maternity observed everywhere, and the provisional and
identical reactions of women in all the countries of Europe
to historical, economic, and social events leading them to
more frequently reject or accept maternity at certain periods,
are the source of the similarities in the evolution of annual
rates. But this homogeneity of behavior, over the years, has
not resulted in a correspondingly homogeneous evolution in
the final number of children per woman in all the countries:
the trend of completed fertility seems more linked to the
starting level, declining in the countries where it was high,
and increasing or stabilizing in countries where it was 
low” (Blayo and Festy, 1975). The differences in life
expectancy at birth from one country to another are
also distributed between risks of death at various 
ages. “[From 1981 to 1996,] most of the increases in life
expectancy came as a result of decreasing mortality at older
ages (ages over 60). This pattern was observed for males and
for females, in East Germany as well as in West Germany.
The pattern was more pronounced for females than for
males, and it was more obvious in East than in West
Germany” (Gjonça et al., 2000, p. 8).

The compared countries are generally all the more
numerous when the indicators are simple and their
calculation easy. The differences finally exposed and
measured by the demographic analysis are linked to
an intuitive explanatory model which, at this stage,
will not be subjected to a statistical verification in the
real meaning of the term. The differences between
eastern and western Europe have been a major subject
during the decades following the Second World War,
with the demographic patterns revealing the con-
frontation of the political regimes (Bourgeois-Pichat,
1985; Monnier and Rychtarikova, 1991; Meslé and
Vallin, 2002). More recently fashionable, the difference
in behavior between the countries of southern and
northern Europe can lead to the suggestion, according
to the case, of differences between Catholic and Protes-
tant traditions, between systems of family and social
interdependence, or between cooking with oil and
cooking with butter (Ferrera, 1996). The measurement
of differences used, whether relative or absolute, is
based on descriptive statistics, not the modelling
which would support a model of an a priori gap which
reality would verify.

b. Comparative Analysis in Search of 
Universal Laws

A major objective of political arithmeticians, and of
Adolphe Quetelet after them, was to search within the
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diversity of empirical observations for the set of uni-
versal laws, which were sometimes even conceived as
revealing the divine order (Süssmilch, 1741). Interna-
tional comparison was one of the preferred methods
for this. Many years after them, this state of mind is
found in research into statistical regularities which
reveals the action of underlying extrademographic
variables.

During the 1950s, in order to establish the concept
of natural fertility, Louis Henry (1961) grouped the
curves of the age-specific legitimate fertility rate
(number of legitimate births per married woman)
established in very different countries; he showed their
similar convex form at variable levels (an initially
barely perceptible decline in rate when age increases
between 20 and 30 years, then a progressive accelera-
tion up to zero rates from 40 or 50 years); he deduced
from this the role of physiological (fecundity, fecund-
ability) and behavioral (breast-feeding) factors inde-
pendent of the number of children already born,
without being able to measure and specify the impact
of each of these factors.11 During the same period, the
first model life tables were developed by compiling
national tables in as diverse a group as possible of
countries and periods and by exposing the relations
between risk of mortality at successive ages which
revealed a general trend of increase in mortality with
age (beyond early childhood) and a typical rate of the

progress in combating mortality over time. “We had for
a long time noticed that when mortality was high at certain
ages, it was also high at other ages. In other words, knowl-
edge of mortality at certain ages certainly does not make it
possible to determine mortality at other ages, but it provides
an idea of what it could be. To express the same idea differ-
ently, experts came to the conclusion that, for the same
health situation, the model life tables observed were similar
and their average could therefore be considered as a good
means of spotting this health situation” (Bourgeois-Pichat,
1994). That Jean Bourgeois-Pichat partly relied on
international comparisons to demonstrate the rule of
division of mortality in endogenous and exogenous
components during the first year of life shows the
importance of comparative reasoning during this
period (Bourgeois-Pichat, 1951).

Here we will notice that, in particular in the
example of model life tables, the empirical observa-
tions made on the various countries enter into a 
theoretical model of dispersion around central 
values, an expression of the law sought, which justi-
fies the use of measurements and an analysis of 
variance, through the set of correlations within the
group of points drawn by mortality rates at successive
ages in the series of 150 national tables collected by
Vasilios Valaoras for the United Nations (United
Nations, 1955).12 The same idea can be found today,
although the search for universal laws has lost its
appeal and has been replaced by the search for a pos-
sible convergence in demographic behavior in a group
of temporarily diversified countries. The evolution
over fifty years of the linkages between fertility, nup-
tiality, and fertility outside marriage, subjected to
analysis of variance in sixteen countries in Western
Europe by Alain Monnier, suggests waves of homo-
genization and heterogenicities which contradict 
the hypothesis of a movement towards a common 
stable and sustainable point. “The main criticism that
can be made of the concept of convergence is that beyond the
‘point of convergence’ nothing else happens. In reality, new
behavior continually modifies the European family 
landscape and, while it spreads, introduces a differentiation
factor. This is what occurred with the spread of modern 
contraception, induced abortion, births outside of marriage,
and definitive voluntary infertility. Tomorrow, other ele-
ments of family life, which are still very marginal (for
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11 “The arithmetic mean of 13 series

• 9 relative to European populations, 5 of which before 1800;
• 3 relative to populations in Asia (Formosa, India, Iran);
• 1 relative to a population in Africa (Guinea)

is the following:

[Indicators] Woman’s age

20–24 25–29 30–34 35–39 40–44 45–49
years years years years years years

Legitimate 0.435 0.407 0.371 0.298 0.152 0.022
fertility 
rate

Rate (base 103.5 96.5 88.0 71.0 36.0 5.0
100, average
20–24 and 
25–29 years)

The shape of the curves, which represent the 13 series, obviously differs
from this average but only very slightly; the average indicator for the 30-
to 34-year and 35- to 39-year age groups is only from 67 to 89, 9 out of
the 13 values are between 76 and 81; the average rate for the 40–44 and
45–49 age groups is more dispersed (14.5 to 28.5); but part of this disper-
sion is doubtless due to the influence, likely in these groups, of errors in
age declaration” (Henry, 1961, p. 629–630).

12 The validity of the statistical model used by Vasilios Valaoras
(United Nations, 1955) to construct the United Nations’ first model
tables was seriously disputed thereafter, particularly by K.R. Gabriel
and Ilana Ronen (1958, p. 164–169) then by Sully Ledermann (1969).
The following model tables were created according to the same 
intellectual principle, but the statistical method had been vastly
improved (Valaoras, 1973).



example couples who ‘live apart together’ as it is called by
Catherine Villeneuve), will act as a new element of diversi-
fication. The history of the family is an endless story”
(Monnier, 1998).

By building a single network of model life tables
based on information contained in around 150 national
tables, Vasilios Valaoras took advantage of the simi-
larities revealed by comparisons between countries
and periods to establish a reference, a norm which
would make it possible to compensate for any short-
comings in statistical information on other popula-
tions. By supposing that the mortality model of these
fits the form of reference, we can deduce the probable
risks of mortality where it is not possible to calculate
the actual risks.

Paradoxically, the reference can also be used for
shedding light on the specificity of those countries for
which good quality statistical information is available,
and thus revealing their originality compared to the
rest of the world. This type of comparative analysis is
used as much for an improved understanding of the
situation in each country as it is for questioning the
norm on which the comparison is based.

For example, Ansley Coale and Paul Demeny
(1966), took up the work of Vasilios Valaoras a few
years later, systematically comparing each national life
table to the corresponding model life table of the
United Nations with the same life expectancy at birth
and observed three typical ways of deviating from the
reference. These three ways were dominated by the
countries of southern, northern, and eastern Europe,
respectively, they diversified the United Nations’
single network of model tables by adding three others,
denominated from the same three cardinal points, and
giving the title of West to models for countries that
could not be included in one of the other three groups.
The single and universal norm was thus separated into
four regional norms, through a new comparative
analysis.

Furthermore, Jean Bourgeois-Pichat’s adjustment,
which places on to a line the points representing the
cumulated number of deaths during the first twelve
months of the life of infants, quickly revealed itself to
be inappropriate for countries in which infant mortal-
ity is dominated by deaths due to respiratory causes
(the deaths accumulated more quickly than is foreseen
by the adjustment, at the beginning of the first year of
life), or deaths due to digestive causes (the deaths
accumulated more quickly than is foreseen by the
adjustment, during the second semester of life). But 
by reversing the logic which initially dominated 
Bourgois-Pichat’s research, a country’s difference 
from the classic adjustment can be used to suggest a
frequency of respiratory mortality (cold countries) or

digestive mortality (hot countries) that is above the
norm.13 A country’s distance from the reference
becomes a means of revealing a country’s specificity.

Lastly, the gap between the curve of the age-specific
legitimate fertility rates in a country and the natural
fertility curve drawn by Louis Henry for the popula-
tions where no Malthusian behavior reduces fertility
after the birth of a certain number of children, was
used by Ansley Coale and James Trussell (1974) in
order to evaluate the impact of contraceptive behavior,
without however measuring the latter’s prevalence.

Thus, within the same intellectual context, compar-
ative analysis is successively used to reveal the laws of
behavior, which unite a large number of countries, as
well as the obstacles to the universal adherence to
these laws through a set of national specificities, like
the many impediments to convergence towards a
single model.

c. Identifying Explanatory Factors

Although the search for universal laws is no longer
on its agenda, demographic research continues to
wonder about the factors which are at the origin of
changes in fertility, mortality and migration. Their
association through ecological correlations taking the
countries as a connection point is a common method
here.

For example, when Jacques Vallin (1968) questions
whether the decline in mortality is linked to economic
development in Third World countries, he plots a
graph for life expectancy at birth with the average
income per inhabitant of those countries for which
these rates are known. He states “that the group of points
fits entirely into the angle made by the y-axis with the first
bisector. In other words, for an annual income per capita of
50 to 150 dollars there is a wide range of possible life
expectancies ranging from 27 years (Guinea) to over 63
years (Formosa) and includes no fewer than 23 countries
occupying the intermediate positions. On the other hand,
when the income per capita increases, the likelihood of high
mortality seems less. Beyond 300 dollars per capita per year,
life expectancy does not fall below 55 years. Therefore, if
there is a link between mortality and standard of living in
Third World countries, this link seems to be one-way: a very
low standard of living is not an insurmountable obstacle to
an increase in lifespan but a relatively high income cannot
be imagined without high longevity” (Vallin, 1968).
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Émile Durkheim, at the end of the 19th century,
acted in the same manner when he established 
the existence of “concomitant variations” between the
suicide rate and the proportion of Protestants in the
thirteen Prussian provinces. “The simple parallelism of
values through which both phenomena pass, provided that
it has been established on a sufficient number of sufficiently
varied cases, is the proof that a relation exists between them.
The method owes this privilege to the fact that it attains
causal relations” (Durkheim, 1937).

In any example, the interpretative model associ-
ates a demographic characteristic of a country (in
Vallin’s case, the survival conditions measured by life
expectancy at birth, in Durkheim’s case, the risk of
suicide) with an economic or social characteristic of the
same country (the level of economic development
measured by income per capita in one case, the “degree
of integration into religious society” measured by the pro-
portion of Protestants in the other case). It is a holistic
system of general explanation in which the whole of
the interpretative model is situated at the macrosocial
level.

The risk would be of transposing the interpretation
to the individual level and deducing through the
example of the relation established between the coun-
tries that individuals suffering from a low standard of
living are barely affected in their health conditions
(this could be either mediocre or medium) while those
with a better income are not exposed to the risks of
very bad health. This transposition can lead to an error
known as ecological, when the measured relationship
between macrosocial characteristics are not verified at
the individual level. Daniel Courgeau (2004) thus
demonstrated that migration from Norwegian regions
is higher when the proportion of farmers is high, but
that the mobility of farmers is lower than that of the
rest of the population. Moreover, in Western Europe,
current fertility is lower in countries which still have
high proportions of practicing Catholics (Italy, Spain),
while fertility remains higher among practicing
Catholic couples than among those who are not. Fur-
thermore, Daniel Courgeau emphasizes that the risk is
more likely in comparative analyzes at the aggregated
level when the initial hypotheses relate to the deter-
minants of individual behavior rather than reasoning
about social groups: “Although the approach is macro-
geographic, the characteristics selected in the models are
according to our concept of individual migratory behavior
. . . Moreover, the interpretation of the effects is often given
in personal terms: it will be said that it is the attraction of
a higher salary which encourages an individual to migrate,
whereas the model only shows a relationship between the
number of migrants and the average salary in the destina-
tion zone” (Courgeau, 1994).

With this warning in mind, it is possible to 
introduce into the analysis of the differences in 
demographic behavior between countries a plurality
of social interpretative factors, which progresses from
a simple regression, for which Vallin and Durkheim
provide illustrations, to multiple regressions. For
example, in a recent article, Lee Budget (2003) links the
recognition of homosexual couples by industrialized
countries to the expression of social norms concerning
marriage, religiosity, and tolerance with regard to
male-female relationships on the one hand, and sexu-
ality on the other hand. These norms are measured
from the results of opinion polls with individual
responses being aggregated to the national level. In
order to guarantee the comparability of variables, she
uses the single harmonized source of the World Values
Survey, in which the 24 countries of the OECD (as well
as South Africa) participated.

Two of the main problems of comparative analysis
based on aggregated data are highlighted here. Data
comparability, by using a group of social dimensions
as explanatory variables causes problems which, as we
mentioned earlier, have been tackled far more recently
than the comparability of demographic events them-
selves. The field of comparison is thus restricted to
those countries which have data taken from a single
standardized source, resulting from a particularly del-
icate procedure as they concern questions on opinion
and attitude which are always difficult to transpose
from one culture to another. The issue of the number
of statistical units therefore becomes a crucial one. In
the most common case of a detailed analysis referring
to such a relatively homogeneous group, at least in
procedures for statistical production, there will be
twenty or so countries at a given point in time which
will oblige the analysis to be sparing in the number of
predictive behavior variables studied (parsimonious
specification).

In all cases, the geographic diversity of demo-
graphic facts is explained by other demographic, eco-
nomic, or social facts, at the same level of aggregation.
These were implicit in the previous section, they are
explicit in this section. International comparisons play
an important role in revealing these relations. Did
Émile Durkheim (1937) not say that “the comparative
method is the only one that suits sociology”?

2. Comparative Analysis of 
Individual Data

With the development of individual data we move
away from explaining behavior indicators with social
variables where both are at the same level. For 
interpreting individual behavior, we initially use the
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determinants, themselves individual, and the national
dimension then has problems in defining its role.

In the lessons drawn from the Fertility and Family
Surveys (FFS) which will serve as a common theme to
illustrate the possibilities provided by individual data,
Daniel Courgeau (2002) emphasizes “The tendency is to
consider individual behavior as being influenced only by
individual characteristics. The danger here is of committing
the atomic error, that is, of ignoring the context in which
human behavior occurs. In reality of course, individual
behavior is influenced by context, and it seems fallacious to
consider individuals in isolation from the constraints
imposed by the society and milieu in which they live”.

FFS was built on the biographical model, 
where complex life histories with marital, family, 
educational, occupational, and residential dimensions
were collected with the aim of associating these
through a methodology specific to individual data,
such as the event history technique (see Chapters 23 
and 24, as well as Chapter 134). But at the same 
time it is a comparative program which aims at placing
the results within an international context through 
the introduction of a macrosocial dimension into the
analyzes.

The research carried out based on the FFS provides
numerous examples of the differences between coun-
tries in the use of individual data. These attempts
differ significantly in their geographic coverage, their
objectives, and their ambitions. This diversity clearly
finds its place in the classification of three posts pro-
posed by Anne Gauthier (2002), based on her experi-
ence of various comparative research programs:

• a descriptive analysis of the difference of
situations in a large number of countries

• parallel analyses in several countries of the
relationships between variables at the individual
level, in order to test the generality of observations
made in a country, referred to by John Hobcraft
(1980, 2002) as replicated models

• the introduction of national level variables in
relationships at the individual level, in order to
explain the share of international variations which
are not due to individual factors.

a. Descriptive Comparative Analysis

Descriptive studies generally cover a large number
of countries spread all over Europe, so that the diver-
sity of situations is automatically represented or 
constructed by a rational choice. Remaining at a
descriptive level, these studies highlight the similari-
ties which unite or separate the countries, most 
frequently on the basis of geographical vicinity (for
example, Scandinavian and Mediterranean countries,

eastern and western countries); in some cases an 
interpretation is put forward, based on common 
sense qualitative assertions, beyond geography but
without a thorough demonstration (Scandinavian and
Mediterranean countries become known as welfare
and “familialistic” states; eastern and western 
countries become known for socialism and market
economy).

For example, in order to observe all the countries of
the European Union, Kathleen Kiernan (2002) uses the
Eurobarometer of 1996 for simple indicators, before
using the data of FFS for a more thorough analysis in
thirteen countries (plus Great Britain, thanks to the
British Household Panel Survey). Groups are formed a
priori: “the countries have been subdivided into four sets:
the northern set includes Norway, Finland and Sweden; 
the western European set includes Austria, Switzerland,
France, Great Britain and Germany (we further subdivide
Germany into East and West given its different history 
for much of the postwar period); the southern European 
set includes Italy and Spain; and the eastern European 
set includes Poland, Hungary, Latvia and Lithuania”
(Kiernan, 2002, p. 59).

In most of the countries, some results are disaggre-
gated into subgroups, according to three important
individual characteristics: level of education, religious
affiliation, and experience of their parents’ separation.

Union formation is analyzed according to a 
sophisticated but traditional model: the proportion of 
individuals who have formed couples, type of union,
age at first union and its duration, conversion of 
consensual unions into marriage, proportion of
couples without coresidence. Then it is operated for
the dissolution of unions, by duration since the for-
mation of the couple, according to the type of union
(with or without premarital cohabitation, with or
without marriage).

Differences and similarities between countries are
highlighted. The homogeneity and heterogeneity of
geographic groups are stressed, but in no way does the
text go beyond “an overview and description of changes in
union behavior” (Kierman, 2002, p. 57).

The political aspects of the trends are the subject of
a paragraph on the development of new legislation in
the countries of northwestern Europe, concerning
informal unions, including homosexual unions. The
adoption of these laws is clearly presented as a politi-
cal response to changes in families, and not as a pos-
sible factor of these transformations.

Here is a conclusion that is typical of this prudence:
“In this study, we have seen that in southern European and
in some eastern European countries, marriage is still the
pre-eminent marker for entry into first union. However, 
in most western and northern European countries, 
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cohabitation has eclipsed marriage as the marker for first
partnership, and in the northern countries and France there
is evidence that long-term cohabitation has become more
prevalent. But whether most countries are on the same 
trajectory to an ultimate destination where marriage and
cohabitation are largely indistinguishable, or even where
cohabitation overtakes marriage as the dominant form of
union, awaits the future” (Kierman, 2002, p. 75).

This type of analysis hardly differs from that which
was traditionally carried out on civil registration data
and censuses, based on aggregated data. It is revealing
that several other studies have been based, not on
survey data, but on the compilation of tables published
in series of standardized national reports.14 The speci-
ficity of FFS in this type of study is not so much the
possibility of using data at the individual level, but
rather that of providing information that other sources
cannot. In Kathleen Kiernan’s study, for example,
marital status including informal unions and their
dates of formation and dissolution can only be dis-
covered by a survey, but its use is no different to that
which is made of marital status limited to its legal 
categories in nuptiality analyses.

b. Replicated Models of Individual Data Analysis

It is a different matter in the second type of com-
parative study, where the individual characteristics of
the respondents are preserved during analysis of the
data. The diversity of behavior (for example in FFS,
leaving the parental home, couple formation or fertil-
ity, etc.) is explained by the personal characteristics of
the respondents through a regression-type modeliza-
tion, in order to reveal the weight of these determi-
nants on the heterogeneity of behavior. Replicated for
several countries, the same operation makes it possi-
ble to show the international similarities or diversities
of the explanatory capacities of different individual
factors. Diversity includes national specificities which
need to be explained by factors at national level.

A large number of comparative studies are based on
this type of methodology. We will illustrate this with a
study by Martine Corijn and Erik Klijzing (2001), who
compiled ten national case studies built on the same
methodology and placed the results into the context of
international comparison. The study concludes with
the observation of an international diversity in the
action of certain individual factors and the necessity of
developing an analytical framework which would
make it possible to introduce the national dimension
into the comparison of individual data.

Martine Corijn and Erik Klijzing studied the various
stages of the transition to adulthood, particularly 
from school to the labour market, from the family
home to the first union, and from this to fertility. They
linked these stages to one another and to the charac-
teristics of the individuals according to a well organ-
ized set of hypotheses on (1) the destandardization of
pathways (which brings an end to the normative
sequence of different events), (2) the role of school
attendance, (3) the influence of level of education, (4)
the effect of employment and unemployment, (5) the
influence of religion. Each of these five points is
detailed by age and sex, and each time a hypothesis
deals with national specificities.

Ten countries took part, seven of which did so with
FFS data. “The countries that were selected in the end cover
rather well the different parts of Europe and give a diversi-
fied, although necessarily incomplete, picture of the differ-
ent pathways to adulthood in Europe. The data cover parts
of northern Europe (Norway), Southern Europe (Spain,
Italy), Eastern Europe (Poland), Central Europe (Austria,
Germany), Western Europe (Belgium, The Netherlands,
France) and noncontinental Europe (Britain). These coun-
tries present a wide array of social, economic and political
systems” (Corijn and Klijzing, 2001, p. 16).

The main conclusions on the role of individual
factors go in several directions. In some cases, the
influence of the factor on the stages of the transition to
adulthood is the same in different countries, in other
cases, it varies according to events, in yet other cases,
it varies according to country.

As expected, school attendance delays the various
stages of the transition to adulthood everywhere. “An
incompatibility between being enrolled in school and start-
ing a union and/or family seems indeed to be the rule: the
effect of enrollment is strongly negative in all countries (no
appropriate data were available for Austria, France, Poland
and Norway). The (longer) enrollment seems to discourage
young adults from starting a first union: studying and
living with a partner—even without a marriage and 
parenthood commitment—remains incompatible in terms 
of time, energy and money” (Corijn and Klijzing, 2001, 
p. 330).

At the other extreme, the effect of employment 
and unemployment varies considerably, in particular
among women, whose marriage is brought forward or
delayed and whose fertility is favored or discouraged
according to country. “Female unemployment affects the
marriage and parenthood transitions in two distinct ways.
In West Germany,15 Spain and Norway female unemploy-
ment leads to a postponement of marriage. In contrast, in
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Flanders and Italy female unemployment speeds up the mar-
riage timing, although this effect changes across age. Female
unemployment has no impact on the marriage timing in
Poland (Fratczak and Liefbroer, 1996) and in East Germany
(Hullen, this volume). In West and East Germany and in
Poland female unemployment has no impact on the mother-
hood timing either. On the other hand, in Flanders, Italy and
Spain unemployment has a strong positive impact on the
motherhood timing: it doubles the rate” (Corijn and 
Klijzing, 2001, p. 335).

Halfway, the effect of the level of education is vari-
able and depends on the stage of transition to adult-
hood. It is systematic on union formation and fertility,
which are delayed by the most qualified individuals;
it differs according to country with regard to departure
from the parental home. “In general, the educational level
does have a negative effect on the union formation, marriage
and parenthood timing. The only exception is among East
German men. The more these events are disconnected from
each other, the stronger the negative effect is for the parent-
hood timing. The impact of the educational attainment
seems to be event-specific. The postulated positive effect of
educational attainment on the timing of leaving the parental
home was confirmed for the Netherlands, Britain, Austria,
Spain, Poland, East Germany (both sexes), and for Norway
and France (men only). The higher the educational level of
young adults in these countries, the earlier they leave the
parental home . . . In contrast, the effect of the educational
level on the timing of leaving the parental home was nega-
tive at young ages in Flanders, Italy and among French
women. The higher the educational level of young adults in
these countries, the less inclined they are to leave the
parental home before age 25” (Corijn and Klijzing, 2001,
p. 332–333).

One of the fundamental hypotheses was that the
destandardization of the stages signified both the
decline in the norms concerning the sequence of events
from the departure from the parental home, and the
increased influence of individual determinants of
behavior. In a comparative perspective, it implies a
reduction in the differences between countries, i.e. a
convergence in trends all over Europe.

Certain facts do not confirm this implied hypothe-
sis. There are considerable differences between coun-
tries in the action of various factors on different events,
in particular (but not only) female unemployment on
nuptiality and fertility. Beyond education, employ-
ment, or religion, the country remains an element of
differentiation which must be taken into account. The
authors and reviewers of the study have rightly
emphasized this point. Explaining the differences
between countries by introducing national level vari-
ables into a model based on individual data remains
an unresolved problem.

“The diversity in the results of some of the individual
factors points to the importance of structural factors, includ-
ing social policy factors. These factors are not investigated
directly in this project, but they often surfaced as indirect
explanatory factors: the institutionalization of the school-
work transition, the unemployment rate, the housing
market, the prevailing family model . . . Further specifica-
tion of the theory must clarify the role of structural and
social policy factors. Such a theory will need an appropriate
data gathering design and appropriate multilevel analyzes.
This could be one of the challenges of a possible second FFS
round” (Corijn and Klijzing, 2001, p. 338–339).16

Through this example, it appears that taking into
account factors at the national level within an analyti-
cal framework focused on individual determinants
should be explicit and requires a specific interpretative
model. The repeated application of the same analyti-
cal model to individual data from different countries
paves the way for hypotheses on the specific role of
countries in the diversity of individual behavior. But
in the absence of an appropriate analytical framework
and a methodology which enables the variables at
national level to be integrated in models based on indi-
vidual data, comparative analysis remains rudimen-
tary in the explanation of demographic phenomena.

c. Multilevel Comparative Analysis

Contrary to the first two types of analysis, which
have both been illustrated by a study drawn from a
large group of research based either on descriptive
analysis or on replicated models, multilevel analysis
has only a very limited number of examples. The idea
of combining micro- and macrodata in the same model
is still rare in the social sciences, with the possible
exception of the educational sciences, and it is even
more rare if it is a question of turning country into one
of the macrolevels in order to undertake an interna-
tional comparative analysis.

Alessandra De Rose and Filomena Racioppi (2001)
started from the fact that individual behavior is not
only explained by the relationships observed at the
individual level, but also by the environment of which
the individual is a part. The relationships are therefore
defined in a contextual framework. The main question
is therefore: how does the causal relationship between
the variables studied (individual behavior, choices,
attitudes, decisions, etc.) and their determinants vary
according to the context? The analytical framework is
unavoidably complex, as it must expose the impor-
tance of the environment (social, geographic, cultural,
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economic, political, etc.) and its effects on the attitudes,
decision processes, and individual behavior.

The authors use a single statistical model which
integrates the micro- and macrodeterminants of indi-
vidual behavior into a multilevel regression. Interna-
tional comparative analysis appears to be a more
inclusive method, which could include contextual
dimensions other than the nation.

Alessandra De Rose and Filomena Racioppi studied
the frequency of very low fertility in 13 European
countries, using FFS data. They measured it from the
proportion of women who are planning on having no
children or one child only. The proportion is below
30% in German cohorts born in 1950–1954 and below
5% in the Norwegian and Swedish cohorts born in
1965–1969. In general the number of infertile or sub-
fertile women declines over time.

The authors selected 13 countries on a technical cri-
terion: they are those who have the greatest number of
common comparable variables in the survey files.

National models were initially developed, taking
into account selected individual determinants, among
those that were revealed as being the most effective in
explaining the frequency of voluntary infertility in the
past. The general model is indeed replicated 13 times,
according to the previously described methodology.
The marital status, year of birth, employment status,
education, number of brothers and sisters, religiosity,
and the size of the place of residence are used as
explanatory factors.

The majority of the variables, when they exert a sig-
nificant effect, do so in the expected direction and in the
same manner in the various countries of Europe. Low
fertility is associated with the fact that women are
unmarried, are employed, live in large cities, have no
religious feelings, and are themselves only-children.
The only unexpected and variable effect is that of edu-
cational level, which limits low fertility in the west and
supports it in the east of the continent.

From one country to another, the main difference is
not in the direction of the effect of the significant vari-
ables but in their number. This raises the question of
the existence of “a [unique] ‘European’ model enabling us
to identify a single typology of women who voluntarily
decide to remain childless or stop at the first” (De Rose and
Racioppi, 2001, p. 23). The answer is negative: the
application of a single model, which groups all women
in all countries, highlights the same effects as previ-
ously, but with a mediocre adjustment quality, which
implies a very weak explanatory capacity.

“The bad performance of the ‘European model’ leads 
us to suspect that another dimension than the individual 
one plays an important role, probably the context. We can
expect that contextual variables (i.e. characteristics of the

environment) may affect individual behavior in terms of
reproductive planning. Women with selected characteristics
and belonging to one country have different fertility expec-
tations from those with the same characteristics but belong-
ing to another country, just because their respective
countries differ as demographic, social, economic or cultural
conditions, as well as gender system” (De Rose and
Racioppi, 2001, p. 24).

In order to characterize the countries, Alessandra
De Rose and Filomena Racioppi collected a set of 15
demographic and socioeconomic indicators (four of
which relate to the status of women) in each of the thir-
teen countries, and they defined the best combination
of these statistics according to a small number of
simple and relevant dimensions (through principal
component analysis), thus retaining the majority of the
information while simplifying it in anticipation of
future stages in the research. They showed the differ-
ences, on an axis of economic and social development,
between countries that are “traditional” and those that
are “innovative” (countries of the east and countries of
the north, respectively), and the differences between
“egalitarian” and “non-egalitarian“ countries (central
and southern Europe, respectively), on an axis 
where the mechanism of the gender system is
expressed. The position of the countries on these two
axes represents national level information used in a
multilevel analysis.

In the multilevel model, the individuals of each
country are characterized by a small number of
common variables (date of birth, marital status, and
size of place of residence) and the same is true for the
countries themselves which are characterized by their
level of development and equality between men and
women. The role of individual determinants is con-
firmed and that of the contextual factors is revealed:
low fertility is more frequent in countries with a high
level of traditionalism with regard to economic and
social development, and in countries with a less egal-
itarian gender system. The first relation is barely sig-
nificant, but the second one is entirely significant.

It is thanks to an astute innovation that the authors
thus obtained a metrics of the national level effects on
low fertility: the characterization of countries by their
position on a continuous and supposed unidimen-
sional stepladder, instead of a nonhierarchical typol-
ogy like those of the regimes of welfare states, which
group countries in small dispersed clusters.

On the other side of the coin, what is missing from
this study is the analytical framework which would
have postulated linkages between the individual 
and national levels and which would have guided
their choice of factors and indicators at both levels: 
“As to the definition of the context and its links with the
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individual dimension, there is still the problem of formulat-
ing a theoretical framework to provide a preliminary basis
and to identify suitable indicators, and to clarify the various
context roles” (De Rose and Racioppi, 2001, p. 29). In
the future, it would be good that the development of
such a framework and its testing by the most appro-
priate quantitative methods associates sociologists and
statisticians in an ambitious common adventure.

The scarcity of other examples in the field of demo-
graphy where individual data are placed in an inter-
national comparative perspective in a tool which
integrates the individual and national analytical levels
underlines the exploratory and innovative nature 
of the work of Alessandra De Rose and Filomena
Racioppi.17 Despite the creation of very large compar-
ative data bases that group individual data from coor-
dinated international surveys (not only FFS but also
the European Community Household Panel, the Luxem-
bourg Income Study, etc.), the knowledge that enables
these materials to be used is still being developed. The
introduction of multilevel models in the field of 
comparative research is one of the most promising
methods for the immediate future (Courgeau, 2004).

CONCLUSION

International comparisons have for a long time been
the preferred method for making sense of statistical
observations of human behavior, whether the obser-
vation is made from the point of view of the country
or that of the individual. Let us take two emblematic
examples.

Using censuses carried out all over Europe during
the 1930s, John Hajnal notes that the proportion of
people who marry during their lives and the age at
which they do so are significantly different in the coun-
tries to the east and to the west of the Saint Petersburg
to Trieste line: with marriage being more frequent and
earlier in the east, less common and later in the west.
He associates a second statement with it, that of a dif-
ference in household composition: in the east house-
holds are more complex, often combining several
families, in particular families of successive genera-
tions (families of elderly parents and families of adult
children); in the West, they are simpler and generally
one-family. He concludes that in the east the family
system envisages, facilitates, and organizes the coexis-
tence of generations on the same piece of land for
common cultivation which makes it possible to keep
at least one son with his father and to encourage his

marriage. In the same time in the West, the son only
succeeds his father when the latter has left him his
place; he only envisages marriage later, sometimes too
late for a union to be concluded. Comparative analy-
sis thus links nuptiality to the family system and to the
system of agricultural cultivation, both of which differ
in the east and the west of the continent: “In [Western]
Europe it has been necessary for a man to defer marriage
until he could establish an independent livelihood adequate
to support a family; in other societies [i.e. Eastern Europe]
the young couple could be incorporated in a larger economic
unit, such as a joint family” (Hajnal, 1965).

Based on the first fertility surveys carried out in
Europe during the second half of the 1960’s, the team
of demographers at the United Nations in Geneva
showed that the completed fertility of couples is as low
as their education level is high in eastern and south-
ern European countries (Poland and Yugoslavia, for
example), while the relation is more or less nonexist-
ent and even the reverse in northern and western
European countries (Denmark and France). The dif-
ference persists even after the inclusion of other indi-
vidual variables likely to explain the diversity in the
behavior of couples. The authors concluded that the
level of economic development of countries is associ-
ated with the form of the individual relationship
between educational level and fertility: “If the countries
were to be arranged by level of GNP per capita, the strength
of the association between education and ultimate family
size would show an inverse relation” (United Nations,
1976).

There we have the two main types of comparative
analysis, that which is based on indicators linked
through the intermediary of the statistical unit of
country for the first, while the second type associates
individual behavior with their individual determi-
nants before placing the relationships within a multi-
national comparative context.

The two categories of operation can only be carried
out if statistical data speaking the same language are
available for each country, despite the diversity of
systems in which the data were developed. But this
language itself can only be created by a series of com-
promises between national requirements which must
satisfy the statistics of one country, and the similarity
of concepts, definitions, tools, etc. necessary for inter-
national comparison.

The most natural path in this direction seems to be
that which makes each stage of the process from the
demonstration of the situation and behavior to their
statistical interpretation as similar as possible: obvi-
ously not only using the same concepts and definitions
but also the same questionnaires, sample designs, and
collection procedures, etc. But the road is extremely
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long as statistical production is a complex procedure,
of which each element is essential in obtaining good
quality results. And each stage is an opportunity for
reflecting on similarities and differences. How is it 
possible to translate into two languages questions
managing to give an equivalent stimulus for the
respondents of two countries? What is the best way to
take into account the availability of different sources
in order to identify and reach the respondents? etc.
Moreover, the result is uncertain, as similar tools are
not always enough to guarantee equivalent results: for
example, the use of a standard nomenclature of edu-
cational levels does not always make it possible to
overcome the diversity of national education systems.

Also is it possible to prefer the harmonization of
results to the harmonization of procedures by leaving
the countries free to choose the best method to inte-
grate the harmonized concepts into their statistical
translation?

There is a certain correspondence between the type
of harmonization to which the process of data pro-
duction is submitted and the type of comparative
analysis which would then be carried out on it. The
census tables published by Eurostat for all the coun-
tries of the European Union adapt well to differences
in collection methods (wording of questions, ques-
tionnaire administration), and even to the heterogene-
ity of sources (inclusion of results from population
registers in some countries). Inversely, the most per-
sonal, and even intimate, information often used in the
analysis of individual data (opinions and attitudes,
religious or sexual orientation, ethnic origin, etc.) can
be extremely sensitive to the method through which
they are obtained and their comparability can only
result from a process which is standardized from
beginning to end. But there are intermediate situations
and varied combinations between procedures that
create comparability and the methods of comparative
analysis.

The discussion of methods for international com-
parative analysis leads to a more general consideration
on the evolution of statistical methods of analysis in the
social sciences. In the initial phase, the community was
in the forefront, research was built on aggregated data
at this level and it found its method for explaining
social behavior in comparisons of national communi-
ties. Today, the individual has come to the forefront and
basic statistical data are at this level; analysis must
therefore make an extra effort to also introduce a
national level in order to supplement the study of indi-
vidual determinants, as they are not enough to explain
the diversity of behavior and situations.

Behind these developments are factors which are
due to the transformation of societies, particularly
Western societies, but it is not appropriate here to

develop considerations on the trend of individualiza-
tion. But there is also the effect of technical conditions
such as the data processing and statistical resources
now available to researchers to deal with large files of
individual data. However, the vertiginous develop-
ment of these means and the speed with which these
files are created and then analyzed run the risk of
making the analyst forget the length and the rigor of
the process which leads to the production of data and
which determines their quality. By placing problems of
international comparability of data at the center of its
reflection, comparative analysis has the great merit of
refocusing attention on all the linkages of this chain,
and on the primacy of the role of concepts, definitions,
and tools, etc. in the significance which can be given
to the result of analysis, regardless of its level of
sophistication.
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I. DEMOGRAPHY AND HISTORICAL
DEMOGRAPHY

Before attempting to examine the distinctive
methods of historical demography and without
imposing overly strict limits, let us try to define the
discipline or, at least, its specific features within the
field of demographic research. As common sense indi-
cates, historical demography is in charge of studying
past populations. However, it is almost equally
obvious that the boundary between past and present
is purely artificial or, at the very least, conventional.
Admittedly, some key events in general history—for
example, Italy’s political and administrative unifica-
tion in 1860—naturally influence the organization of
statistical offices and the formation of demographic
information sources; such events serve to draw the
frontier between the domain of demographers scruti-
nizing the past and that of analysts examining the con-
temporary age. Likewise, the contrast between the
“prestatistical” and “statistical” ages—in fact, between
the periods before and after the introduction of
national population censuses—arguably triggered the
birth of modern historical demography after World
War II. But it remains no less true that (1) demography,
even of the contemporary variety, may be construed as
a discipline that studies the changes in populations
over time, as well as the determinants and effects of
these changes, and (2) the study must be conducted
over the long duration, on which it inherently depends.

Indeed, the time frame of demographic investiga-
tions is necessarily a long one, and the measurement
of demographic processes often forces researchers to
extend their gaze over several generations. Conse-
quently, the statement that historical demography con-
cerns the study of past populations, while acceptable in
didactic terms, is not of much help in understanding
the discipline’s specific traits or the need for cus-
tomized methods. It is surely more accurate to charac-
terize historical demography by (1) emphasizing its
links with (rather than distance from) many other
social sciences (from economic and social history to
human geography, from sociology to anthropology
and population genetics) and (2) recalling the big ques-
tions that it tries to answer.

II. DATA ASSESSMENT AND
CHECKING: THE CORNERSTONE OF

RESEARCH IN HISTORICAL
DEMOGRAPHY

This brief chapter is obviously not the place to
discuss all the issues relating to the assessment of data
quality and completeness. Nor can we provide a com-
prehensive account of the countless methods that his-
torical demography uses to attempt to correct or
integrate the imprecise or fragmentary data on which
it must rely. More than in many other sectors of
demography, researchers studying past populations
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need to exploit basic data that are often very rough.
They cannot lose sight of the fact that their results,
whatever the methods employed, are ultimately con-
strained by these limitations imposed at the outset.

In other words, one of the primary characteristics of
historical demography is its forced reliance on docu-
mentary sources that are nearly always incomplete
and imprecise. This has fostered among historical
demographers a sensitivity and special attention to
issues of data assessment; it has often stimulated the
development of new error-assessment and error-
correction methods, in regard to coverage as much as
precision. Current practices now include the re-use of
old statistical counts, which historical demography
typically regarded with suspicion. Such approaches
require a combination of historical demography and
the history of social science, i.e., an understanding of
the cognitive and social context in which the old data
were produced, in order to exploit them for contem-
porary purposes.1

To focus on what long constituted the discipline’s
sole pursuit—namely, the production of fresh data—
and to better understand the major burden that this
research phase constantly imposes, suffice it to recall
the two large-scale reconstitutions undertaken in
recent decades by the Cambridge Group for the History
of Population and Social Structure to describe changes in
the English population. The first, in chronological
order of completion, was obtained by means of a back-
projection2 based on a time series built up from a thor-
ough statistical analysis of parish registers (Wrigley
and Schofield, 1981). The second is based on the demo-
graphic analysis of individual biographies recon-
structed thanks to the nominal processing of those
sources3 (Wrigley et al., 1997).

The first of the two operations—the trial reconstitu-
tion of aggregate data on the long-term change in the
English population—uses birth and death series taken
from the parish registers of a sample of 404 parishes,
representative of England as a whole. Wrigley and
Schofield (1981) devote five of their eleven chapters to
the presentation of basic parish data, their critical
assessment, and the methods used to identify biases
and gaps so as to determine correct parish values—
and, in the final stage, the estimation of national series.
The basic technique adopted for defining potential

periods of underrecording of events essentially relies
on the analysis of monthly series4 and was initially
used on individual data (Wrigley et al., 1997). In this
case, therefore, the monthly series analyzed are not the
ones obtained directly from parish registers, but the
series of events (arranged by month and year) con-
cerning the families reconstituted from the family
records. Previous efforts were directed at evaluating
the completeness of the basic data. Now, the emphasis
was on assessing the relevance of the reconstitution of
individual and family life histories—hence the relia-
bility of the conclusions subsequently drawn from this
type of reconstitution. For this evaluation, the authors
performed a series of a posteriori checks and tests that
may usefully be recalled here, very briefly, as an
example. This is also a way of acknowledging that the
reconstitution of the characteristics of the English
demographic system—based on the analysis of indi-
vidual data from a sample of 26 parishes—is surely
one of the most important historical demography
investigations ever completed in recent years (its final
results are now available5).

As source material, the Anglican parish registers
pose special problems. In particular, a significant 
share of the population belonged to denominations
other than the Anglican church, and that share grew
over time. However, the reconstitution of individual
biographies within the family histories somewhat
attenuates this type of coverage error, given that 
non-Anglican families, as a rule, were not included in
the reconstructed families.6 Other types of checks were
performed, particularly for the 19th century, a period
for which the results7 can be matched against infor-
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1 See Bourdelais (1993) on aging, Brian (2001) on birth rates
under the Ancien Régime, Brian and Jaisson (2005) on the second-
ary sex ratio, and Szreter (1996) on the demographic transition.

2 See section 4 for an overview of these special modeling tech-
niques—developed by Jim Oeppen for the research project in ques-
tion—as well as for some related methods.

3 Using the method developed by Louis Henry, discussed in
Section 3.

4 Following a critical assessment of the reliability and complete-
ness of the monthly data, based chiefly (but not only) on the results
provided by the application of this technique, about a hundred of
the 530 initial parishes for which the series had been recorded were
eliminated from the final sample (Wrigley and Schofield, 1981, p. 16).
This shows the value of modern techniques of statistical analysis of
time series even at a preliminary stage of identification of under-
recording phenomena, which a more cursory examination would
not have revealed. The methods are also useful for filling gaps in
incomplete series with estimates. This is especially true when the
gaps—as is the case for the English parish series—concern only
some of many series of demographic events recorded in the same
sample to supply estimates of the components of population dynam-
ics at the overall level (see, for example, Tonini, 1993a).

5 Begun some thirty years ago in the wake of Louis Henry’s
studies, the reconstitution of family and individual histories was
long passed over in favor of the parallel enterprise of aggregate
reconstitution, completed in the early 1980s (Wrigley et al., 1997, p.
3ff.).

6 The main concern will accordingly be to check whether the
reconstituted families (presumably Anglican) can be regarded as
representative of the total population (Wrigley et al., 1997, p. 89).

7 This situation—with timing differences—is typically found in
many European countries.



mation from independent sources. The most interest-
ing feature is, no doubt, the checking of the plausibility
and internal consistency of the results of family history
reconstitution. In this field, many options are available.
The most commonly adopted (even by British authors)
is the identification and correction of recording errors,
initiated by Louis Henry (1980). Significant examples
include: (1) the procedure for estimating the under-
recording of infant deaths based on the observation of
baptismal names,8 (2) the verification of the complete-
ness of birth recordings based on the observation of
birth intervals in the event of early child deaths
(Wrigley et al., 1997, p. 108),9 and (3) the measurement
of the underrecording of baptisms (and therefore of
births) due to the length of birth intervals and the
underadministration of the sacraments.

We have dwelled on these examples drawn from the
Cambridge Group surveys primarily for one purpose: to
emphasize that these issues are one of the specific traits
of historical demography research, as they feature very
prominently at every research stage (however, we
make no pretense of conducting a thorough assess-
ment of problems and procedures concerning error
evaluation and correction). Another emblematic
example of the centrality of these issues is the recon-
stitution of the French population and the components
of its dynamics in the 19th century published more
recently by Noël Bonneuil (1997). Data quality and
completeness are the dominant issues in Bonneuil’s
work (incidentally, the data are considerably richer
and more varied than those used by Anthony Wrigley
and Roger Schofield for their aggregate reconstitution
of the English population). Bonneuil did not simply
conduct a rigorous preliminary assessment of the
quality of the basic data. He also proposed protocols
for adjusting the biases observed in the population age
structure in the censuses and for correcting the under-
recording of statistics on population movement. These
proposals come at the end of a research sequence
involving the application of an original method of
model-based reconstitution. Using data from Biraben’s
Institut national d’études démographiques (INED)
survey, Bonneuil is currently undertaking an overall
reconstitution of the population for a period that pro-
duced only fragmentary data: the sixteenth and sev-
enteenth centuries. To this end, he is relying on several
types of econometric comparison between partial time
series (Bonneuil, 1998).

Admittedly, it is often the preliminary assessment
of data quality that guides the researchers’ choice of
the most suitable methodological instruments (some-
times even beyond what might have been their natural
preference given the issues they wanted to address).
We should therefore briefly draw attention to these
initial choices before moving on to a more detailed dis-
cussion of the usefulness and limitations of some of the
most common techniques in historical demography.

III. MICRO AND MACRO IN
HISTORICAL DEMOGRAPHY:

ANTITHETICAL OR COMPLEMENTARY
APPROACHES?

The birth of historical demography as an
autonomous discipline, even in methodological terms,
coincided with Louis Henry’s development of a tech-
nique known as family reconstitution, which relies on the
statistical use of nominal sources—the most important
being, of course, parish registers (Dupâquier, 1984;
Rosental, 2003). Louis Henry’s protocol has been used
for many years without significant amendments to its
original coding. As demographers know, it enables
them to make measurements despite the lack of census
data and the imprecision of some information items in
registers of baptisms (or births), marriages, and burials
(or deaths). The method involves record linkage, i.e., the
collation of information from different sources on a
single individual or family nucleus. This allows an
accurate retrieval of some characteristics of an event
that do not appear in the record for the event—in the
case of a birth, for example, linkage may show the age of
the mother at marriage and at the birth of her 
previous children. By grouping individual data and
successive events on a family reconstitution form, demog-
raphers can reconstruct family histories and so measure
the length of exposure to the risk of experiencing vital
events. This approach ultimately yields precise,
detailed measurements of fertility and mortality.

In recent decades, the microdemographic approach,
linked to the collection of nominal data, has undergone
major change. There has been very rapid progress in
data estimation and the automation of archiving pro-
cedures. As a result, record linkage can now be applied
to much larger databases than before. Above all, it has
stimulated efforts to extend the scope of application of
nominal surveys even to sources that are not strictly
demographic. The accumulation of ever-expanding
databases10 has, in turn, driven historical demogra-
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8 We refer here to the custom of reassigning the name of a child
who dies in infancy to the following child.

9 After the end of breastfeeding, the death of a child actually
stimulates the return of the menstrual cycle and makes a long inter-
val far less likely.

10 See the thematic dossier entitled “Banques de données” (Data-
bases) in Annales de démographie historique, no. 2, 1998.



phers to make efforts to implement an array of often
fairly sophisticated statistical techniques.11 These are
capable of managing complex data systems and
achieving substantial progress, at least in the descrip-
tion and measurement of demographic phenomena. 
In fact, this is a process that has affected—albeit in 
different ways—both historical demographers and
demographers studying contemporary populations.12

The main difference is, perhaps, the following. Among
the second group, the collection and analysis of indi-
vidual biographies—a means of going beyond the
mere use of aggregate data—are undoubtedly much
more recent phenomena. By contrast, in historical
demography (as we shall see below), the evidence
does not suggest an outright abandonment of the
microdemographic approach. Instead, there has clearly
been a strong impulse toward the parallel develop-
ment of new analytical instruments—most notably,
based on models—using aggregate data.

This design of new modeling instruments applica-
ble to past populations relied only in part on the set of
theories and instruments already available to demog-
raphers (in particular, Lotka’s theory and its later ver-
sions) for analyzing incomplete or defective data. In
fact, the new instruments took shape in a period, the
early 1970s, when the enthusiasm for the opportuni-
ties afforded by nominal surveys may have begun to
fade. It was not yet possible to foresee—at least realis-
tically—the new momentum that the growth of infor-
mation technology would impart to this field of
historical demographic research. Without minimizing
the major contribution of other researchers to the rise
of model-based aggregate reconstitutions of past pop-
ulations,13 we can state that the most fertile method-
ological path was opened by Ronald Lee (1974), with
what has become known as inverse projection. This pro-
cedure allows the reconstruction, from a series of
hypotheses, of the main parameters of a population
and their changes over time. Apart from the initial and
final population size, the only data used are the annual
time series of births and deaths. In one of the sections
below, we use selected details to illustrate the later
developments of this type of methodological
approach. For the moment, it is interesting to note that
the need for a fuller description of the mechanisms of
a demographic system was not totally satisfied by the
application of the nominal family reconstitution

method. Setting aside the previously discussed issue
of whether the results can encompass unreconstituted
families as well as reconstituted ones, the method does
not allow the construction of a net maternity function.
There are two reasons for this. First, its analysis of fer-
tility is confined to fertility within marriage; second,
the method faces many obstacles in measuring adult
mortality.

The techniques of model-based reconstitution range
from Ronald Lee’s inverse projection and its later vari-
ants and elaborations to Jim Oeppen’s back projection,
used in Anthony Wrigley and Roger Schofield’s first
reconstitution of the English population (1981), up to
generalized inverse projection, in some ways a more flex-
ible tool, developed later by Jim Oeppen (1993a and
1993b) himself (according to the information available,
the third method might rely on one of the first two for-
mulations). To ensure that the expected results are suf-
ficiently consistent with the reality under study, all
these techniques require the fulfillment of a large set
of assumptions concerning the share of information
about the demographic system that can be directly
deduced from the data. In particular, users need to
postulate the form of the age-specific fertility and mor-
tality functions. Such information—often gathered
from small samples—can hardly be obtained except by
analyzing individual data.

There are several ways of viewing the complemen-
tarity between the different methods of historical
demography—from those using individual data to
those allowing aggregate reconstitutions by means of
suitable models. Modeling techniques reveal the
underlying trends and thus identify the distinctive
phases of change in demographic regimes, the turning
points, and possible splits along geographic lines; 
we can then investigate these in greater detail by 
analyzing individual data. In exchange, the latter 
may sometimes provide valuable indications about 
the choice of new models best suited to identifying 
the structural characteristics of the demographic
system that might not have been initially spotted
through reconstitutions based on aggregate data
alone.14

Using partly different methods and benchmarks,
the large-scale surveys by INED on the French popu-
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11 The difficulties were greater, no doubt, for the older members
of the profession and for those who lacked an initial solid training
in statistics.

12 See, for example, on mortality studies, Caselli, 1995, p. 1532.
13 We are thinking in particular of the reconstitution methods of

Jean Bourgeois-Pichat (1951) and Étienne van de Walle (1974).

14 In this respect, the most convincing example may be drawn
from the recent publication of the results of the sample survey con-
ducted in England on individual data (Wrigley et al., 1997, p. 515ff.).
The results of nominal reconstitutions have actually highlighted
major changes, over the long periods examined, both in the fertility
tempo (variations in the mean age of childbearing) and in the age
distribution of mortality. This has made it possible to revise and
adapt the previous assumptions made in the application of back pro-
jection to the English population.



lation (of which the complete results are now avail-
able)15 and by the Cambridge Group on the English 
population abundantly illustrate the value of a com-
prehensive, detailed vision of the demographic history
of a country (France or England) that can be obtained
by combining the results of vast aggregate reconstitu-
tions and those of surveys that cover smaller samples
but are based on the analysis of individual biogra-
phies.

In the following paragraphs, we shall therefore
attempt a brief discussion—with no claim to exhaus-
tiveness—about specific aspects of the techniques 
for analyzing individual data and aggregate reconsti-
tution models. Our emphasis will be on some of the
more interesting recent developments in both
approaches. Concerning the analysis of individual
data, we shall give a concise description of the intro-
duction into historical demography of event history
analysis (the analysis of biographies or life courses),
which has been applied only recently to individual
parish data.

For brevity’s sake, however, we shall not address
the many techniques of aggregate data analysis rou-
tinely employed by historical demographers. As a rule,
they are simply adaptations of well-known analytical
instruments—commonly used in other branches of
demography16—to the sources specific to historical
demography. They are abundantly discussed else-
where in this manual.17

IV. ISSUES AND NEW DIRECTIONS IN
THE ANALYSIS OF INDIVIDUAL DATA

There are several different sources in historical
demography that can directly supply individual data.
Depending on the context, record linkage itself can be
applied in different ways, which cannot be fully
described here. In our rapid summary, we shall there-
fore confine ourselves to emphasizing some issues in
the application of the particular technique of nominal
data analysis known as nominal reconstitution of fami-
lies. As formulated by Louis Henry (Fleury and Henry,

1976; Henry and Blum, 1988),18 it relies on the extrac-
tion of data from marriage, birth, and death registers,
in the absence of status data. However, we should note
that, in many countries (such as Italy, Sweden, and
Belgium), the relative abundance of status animarum
(literally, “state[s] of souls” or population registers)
ought to entail a change in the reconstitution tech-
nique—as has actually happened in some cases: 
individual and family life courses have now been
enhanced with status information deduced, at differ-
ent moments, from nominal lists of inhabitants.

As the method proposed by Louis Henry is now
familiar to all historical demographers, we shall not
describe the entire procedure for reconstituting fami-
lies and then obtaining fertility, marriage, and mortal-
ity indicators from family and individual histories.
Instead, we shall dwell at greater length on some
aspects that we find particularly interesting:

• the impossibility of reconstructing in identical
detail the different components of the
demographic system

• the problem of the representativeness of results
and the possible alternatives for attempting to
optimize the cost/benefit ratio of the
reconstitutions

• the biases that can diminish the credibility of
measures obtained from nominal reconstitutions,
mainly due to the difficulty of continuously
observing individual life courses

1. The Limits of Family Reconstitution

As regards the first point, the aspect worth noting
is that the technique turns out to be far better suited to
the analysis of fertility (for which it was actually
designed) than to the study of mortality and nup-
tiality. Absent any status data, it is in fact almost
impossible to extract reliable information on the never-
married rate from family reconstitutions; likewise, it is
very difficult to use nominal reconstitution to deter-
mine a net reproduction function—and thus a rough
estimate of the intrinsic growth rate of the population
studied. These shortcomings seem hard to overcome
within the framework of Louis Henry’s method. Often,
however, we can add information (even of a sporadic
nature) on population size and structure—generally, if
the study is at the parish level, a few status animarum
will suffice. We can then deduce, even with standard
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15 The results of the INED surveys, unlike those of the Cam-
bridge Group on the English population, have never been collected
in a single volume. For the nominal survey, see esp. Henry, 1972a
and 1972b; Henry and Houdaille, 1973; Houdaille, 1976; Henry 1978.
The results of the survey on aggregate data were published in 1975
in a special Historical demography issue of the journal Population. For
a description of the data, see Séguy, 2001.

16 For a fairly complete overview of these methods, see Del Panta
and Rettaroli, 1994.

17 Particularly in vol. 1 and the methodological chapters of vols.
2, 3, and 4.

18 The first of these two publications (Fleury and Henry, 1976) is
a small manual (1st ed. 1956) that provides a very precise and
detailed description of the family-reconstitution protocol. The
second (Henry and Blum, 1988) gives the methods for analyzing
data from the reconstituted families.



aggregation techniques, a series of indicators that may
help to fill out the demographic picture supplied by
the nominal reconstitution.

2. Representativeness of Results

Perhaps the most acute problem concerns the 
representativeness of the results of nominal reconsti-
tutions from parish data. First, it is well known 
that individual and family mobility—along with a
broad set of causes intrinsic to the nature of the 
data and to the linkage procedures—is often responsi-
ble for a low yield on reconstitutions. Second, as a 
rule, there is no guarantee that the families whose 
complete life courses can be determined are represen-
tative of the socioeconomic conditions and demo-
graphic behaviors of the total population to be
examined. In addition to this issue of representative-
ness in the parish or community, there is the problem
of whether the communities or parishes analyzed are
representative of all the communities or parishes in the
region or country.

The large-scale surveys by INED in France and the
Cambridge Group in England have been conducted, as
we know, on samples of parishes or villages deemed
to be potentially representative, to a certain degree, of
the total (rural) population of the respective countries
in different ways and hence, presumably, in demo-
graphic terms as well. Admittedly, we can raise the
yield of reconstitutions and at least partly neutralize
the mobility effect by working on large populations.19

This approach was made possible by the computer,
which has quickened data-archiving procedures and
allowed the development of now well-tested automatic
linkage procedures.20 In any event, the reconstitution of
families in a large demographic set—even if it consists
simply of parishes or localities forming a representa-
tive sample—does offer a major advantage: the results
can later be analyzed in greater detail, even from a
diachronic standpoint, which is usually impossible
when working on a handful of parishes.

Another approach, from a rather different research
angle, offers unquestionable benefits at least in con-
ceptual terms: the reconstitution of genealogical lineages.
These enable demographers to track, from generation
to generation, through the successive cohorts, all the
demographic events occurring in a group of prede-
fined family stocks.21

As a rule, genealogical studies are either descend-
ing or ascending. Descending genealogies are re-
garded as the more productive for historical
demography, as their practical consequence is to
supply family reconstitutions. Ascending genealogies
are mainly used in genetics, for example to identify
hereditary characteristics. They are less suitable for
estimating demographic indicators because of the dif-
ficulty of locating all the individuals in the most
distant generations—especially persons without off-
spring. In any event, methodological instruments have
been developed to try to overcome the limitations due
to the inadequacy of data sources in both approaches.

The aim is to try to follow each individual from
birth to death even beyond the boundaries of his or her
parish or community of origin and thus to analyze (1)
geographic mobility and (2) social mobility over time by
combining the demographic histories of successive
generations. To some extent, the genealogical
approach facilitates the identification of differential
demographic behaviors (between family stocks, of
course, but also between different social groups, as
between successive generations). In certain condi-
tions—most notably, when we can assume negligible
information loss due to emigration—it also allows us
to estimate the size of the observed population at dif-
ferent points in time (Rallu, 1992). This yields indica-
tors that are totally unobtainable with classic nominal
reconstitutions, such as empirical birth, marriage, and
death rates. The linkage of these information items on
genealogical lineages with nondemographic informa-
tion also offers an interesting variety of applications—
particularly, as one can easily imagine, in genetics 
and biomedical research (Chapter 96). By contrast, the
evidence suggests we must be less optimistic about 
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19 The leading example of an exhaustive nominal survey is
undoubtedly the reconstitution of the Francophone population of
Quebec by a University of Montreal research group (Charbonneau
et al., 1987).

20 Various programs are now available that even provide a com-
plete, automated family reconstitution. The most notable is the one
developed by the University of Montreal for reconstituting the Fran-
cophone population of Quebec (Charbonneau et al., 1987). Note,
however, that these programs are generally not easy to adapt to
sources whose characteristics differ from those for which they were
initially designed. By far the most serious problem to solve is the
standardization of nominal information (correction of reading and
transcription errors, but also, and more important, the variants in
name forms).

21 The sample of 3,000 French families (Dupâquier, 1984, p. 128)
is well known in the world of genealogical research. It seeks to
reconstruct until the recent period the male genealogical lineages
derived from original couples (early nineteenth century), with the
aim of describing geographic and social mobility in nineteenth- and
twentieth-century France. Many other interesting comments, on the
implications of the genealogical approach in historical demography,
are to be found in the monograph entitled Démographie historique et
généalogie published by Annales de démographie historique in 1984.
Lastly, we should recall the pioneering study by Andrea Schiaffino
(1979, reprinted 1993) on fertility in Bologna in the late nineteenth
century, based on the longitudinal analysis of the descendants of 532
first marriages registered in the city in 1871.



the real capability of the genealogical approach 
to solve—in terms of more strictly demographic
results—the problems that cannot be solved via
nominal reconstitutions covering a small number of
parishes or communities. We shall return to these
issues later on.

3. Tracking Life Courses

One example will suffice to illustrate the difficulty
of fully tracking individual life histories: the obstacles
encountered when seeking to measure the risk of
dying in adulthood and the different alternatives that
have been proposed to achieve this. Usually, the indi-
cator cannot include the never married, except those
who died in the parish studied. But, even for the ever
married and widow(er)s, it will not do to restrict the
risk-of-dying indicator to individuals belonging to the
subset of “closed” families.22 This would drive us
toward an overestimation of mortality, as emigration
introduces a selection in favor of individuals who have
died at earlier ages.23

Louis Henry drew attention to the problem on
several occasions, proposing increasingly refined solu-
tions (Gautier and Henry, 1958; Henry, 1967; Henry,
1976); later, Jacques Dupâquier took up the subject
(1978). In substance, we can try to retrieve the indi-
viduals—spouses or widow(er)s—whose dates of
death are unknown by identifying the likely intervals
within which the deaths occurred. However, depend-
ing on the type of information used to define the inter-
vals, we may introduce biases, if the probability of
observing an individual—and hence the probability of
occurrence of a given event that would attest to the
individual’s presence—is not independent of the age
at death (Blum, 1987, p. 40).

Alain Blum (1987) has explored a more “correct”
method, at least in conceptual terms. In keeping with
Louis Henry’s suggestions, it involves the compilation
of two different tables showing the upper and lower
boundaries of possible mortality in the set of individu-
als studied. The novelty lies in the fact that the upper
boundary of the interval in which the death should
occur is estimated from information on fertility—more

precisely, the mean birth intervals. For an individual
who has had n children, the method basically consists
in using the analysis of the fertility of the population
studied to estimate the likely date at which (s)he
would have had an (n + 1)th child.24

At the price of various methodological subterfuges,
we can thus obtain information on adult mortality
from nominal family reconstitutions. Nevertheless, it
remains very incomplete. In particular, there will be no
observations on older ages. Modeling (Blum and
Bringé, 1992) therefore seems the logical path to follow
in order to obtain plausible estimates of the total sur-
vival function by combining the probabilities of infant
death—whose computation involves narrower risk
margins—with the probabilities of adult death.

Naturally, when we can supplement the informa-
tion on life histories gathered from family reconstitu-
tions by information drawn from the nominal use of
census sources, we can correspondingly reduce the
adult mortality indicator’s margins of approximation
(Bideau and Brunet, 1993). The effect of exits from
observation due to migration can then be estimated
with a far smaller margin of error. Section VI of this
chapter will deal precisely with how the application of
sophisticated statistical techniques creates possibilities
for the combined use of nominal status sources and
movement sources.

V. DATA SERIES AND MODEL-BASED
RECONSTITUTIONS

As noted earlier, there have been major advances,
especially since the 1970s, in the methods for reconsti-
tuting the history of the main structure and movement
indicators for past populations in the absence of full
data. The development and application of new recon-
stitution methods have provided answers to a series of
questions on the components of past-population
dynamics hitherto visible only in theory. The pioneer
in this field is unquestionably Ronald Lee (1974), with
his earlier-mentioned formulation of an original recon-
stitution method subsequently known as inverse pro-
jection (IP).25 At first, however, IP did not have the
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22 “Closed” families are defined as those for which the date of
marriage and the dates of death of the spouses are known. To deter-
mine the exact ages at death, we also need to know the dates of birth
of both spouses.

23 In fact, it is obvious that the probability of leaving the obser-
vation field through migration and thus the frequency with which—
for this reason—the family history cannot be “closed” increase as the
individuals grow older. In a manner of speaking, the older the age
at death, the greater the likelihood that the individual has migrated
before dying. The deaths of younger persons are therefore over-
represented.

24 The method proposed by Alain Blum has been criticized by
Steven Ruggles (1992) who, using micro-simulation procedures, has
found that it yields reasonably correct estimates of mortality when
migration flows are intense, but can lead to significant overestima-
tion of mortality when the migration flows are reduced. The limits
of the method, Ruggles contends, stem from the fact that (unlike
reality) it does not link the duration of intervals between successive
events (used to estimate the upper boundary of the individuals’
presence) to the probability of migration (Ruggles, 1992, p. 517).

25 On the genesis of the method, see Ronald Lee’s recent account
(2004, esp. p. 1–4).



reception it deserved. Its application potential did not
fully materialize until its author developed a second
version (Lee, 1985) that made it possible to abandon
the overrestrictive hypothesis of a zero net migration
over the entire time interval examined. In any event,
the debate over the use of models for reconstituting
past populations was triggered by the publication of
Anthony Wrigley and Roger Schofield’s famous book
(1981), based on a different method devised by Jim
Oeppen: back projection (BP).26 In some ways inspired
by Ronald Lee’s technique, BP enabled Wrigley and
Schofield to paint a broad picture of demographic
change in England spanning more than three cen-
turies. Their work sparked a lively methodological dis-
cussion and stimulated other reconstitution projects in
different geographic environments.

Space precludes our giving a full account of the
lively, fertile debate fueled for many years by the
inventors of IP and BP, and many other specialists in
their wake (Lee, 1985; Wachter, 1986; Bonneuil, 1992).
But it is this debate that has, among other things, led
to the formulation, by Jim Oeppen (1993a) himself, of
a new algorithm for reconstituting past populations:
generalized inverse projection (GIP). Its advantage is high
flexibility,27 while enabling demographers to perform
a more rigorous analysis using the same information
required for BP. However, we shall confine ourselves
to a few brief remarks on the potential and limitations
of IP, especially as, in its various versions now avail-
able,28 this reconstitution method has been by far the
most commonly used in historical demography in
recent years.

In its author’s own words (Lee, 1993, p. 8), we can
say that IP is a very simple demographic method for
estimating the levels of a population’s fertility, mortal-
ity, and age structure and their changes over time, from

available time series of births and deaths and some
data on population size. It is important to specify that
the inversion is logical and not temporal, in the follow-
ing sense: it does not project the sequences of births,
deaths, and age structures on the basis of distributions
of specific fertility and death rates as in normal projec-
tions; instead, it uses time series of births and deaths to
compute sequences of rates and age structures.

Assuming, for simplicity’s sake, zero migration
flows, let us therefore try to summarize in a few words
the idea underlying Ronald Lee’s model. We assume
that we know the initial population’s size and age
structure, and that the age distribution of mortality
complies with that of a model (for example, one of
Coale and Demeny’s families of model life tables29). If
so, there will be only one distribution of probabilities
of dying (derived from the family chosen) that, applied
to the population’s initial age structure, will give the
exact number of deaths recorded that year.30 If we also
know the total births in the first annual interval con-
sidered, and if we apply this distribution of probabil-
ities of dying (which complies with the relationship
indicated earlier) to the initial age structure, we can
deduce the age structure at the start of the following
year.

Having chosen a uniparametric family of life tables,
we can estimate the probability qx,t of dying between
ages x and x + 1 in the time interval t, t + 1 by means
of the following formula:

qx,t = 1qx + ktdx [1]

where dx = 2qx - 1qx, and 1qx and 2qx are the probabilities
of dying between ages x and x + 1 obtained from two
tables in that family (called table 1 and table 2, the first
reflecting a higher mortality than the second). The two
tables should be chosen so as to encompass, as fully as
possible, the change in mortality of the population
studied during the period examined.

The probabilities 1qx and 2qx (and hence dx) depend
only on age (meaning that they remain identical for
each calendar year), while kt depends only on time (its
value, determined for each year, being identical at all
ages).

Equation [1] can be resolved if we know kt, whose
value we can obatain by applying the following equa-
tion (demonstration not provided here):
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26 Inverse projection could not be applied to the English popula-
tion for it requires a fairly accurate value for the initial population
size—information unavailable for sixteenth-century England.

27 Theoretically, GIP allows the model to incorporate all types of
supplementary information. The fundamental difference between IP
and GIP (Barbi and Rosina, 1997) lies in the treatment of migrations.
In IP, migration rates are estimated from a net migration computed
from empirical data (deduced from the comparison between move-
ment data and census data); in GIP, by contrast, they are obtained
with the reconstitution procedure (consistently with the same logic
that informed BP). It would be interesting to test the application of
IP and GIP to the same database. However, this is not possible for
the moment, as Jim Oeppen’s program is very sophisticated and
hard to use (except for its author!).

28 In this area, we can also mention—despite its being based on
slightly different logical premises—a program developed by Salva-
tore Bertino and Eugenio Sonnino (1995): stochastic inverse projection
(SIP). Although it is an original micro-simulation model, it basically
uses the same inputs and produces the same outputs as the most
common inverse-projection methods.

29 Coale et al., 1983.
30 The program actually uses two life tables, derived from the

same model. They are uni-parametric tables, in the sense that they
specify different levels of life expectancy at birth but have the same
structure. Between the two tables, the model interpolates (or extrap-
olates beyond) a third table that belongs to the same family and that,
once applied to the age distribution of the population, provides the
number of deaths occurring in the year.



where Dt is the (known) number of deaths recorded in
year t, and D1 and D2 are respectively the deaths that
we would have obtained by applying the probabilities
of dying of tables 1 and 2 to the population’s age struc-
ture in t.

Thus, once we have determined the value of kt

(which we may regard as a mortality adjustment factor)
for the period (t, t + 1), we can use equation [1] to calcu-
late the complete distribution of qx,t values for the same
period, since kt depends not on age but only on time.

Having thus obtained the distribution (qx,t) of the
probabilities of dying for period (t, t + 1), we can use
them to project the population’s age structure between
t and t + 1. Simultaneously, we deduce an estimated
life expectancy at birth (e0) for each year.

We can repeat the procedure, in an altogether com-
parable manner, from year to year,31 which will enable
us to reconstruct not only an estimated life expectancy
at birth but also an age distribution for each calendar
year. If we further assume a model of age-specific fer-
tility, we will be able to redistribute total births, year
by year, as a function of the mother’s age and hence
determine an overall fertility indicator as well (total
fertility rate or crude reproduction rate).

Our highly simplified description of the procedure
enables us to emphasize the advantages, but also the
limitations, of this reconstitution method. First, we
should note that the method, now often tested (Lee,
1985; Breschi, 1990; McCaa and Vaupel, 1992), has dis-
played outstanding robustness with respect to the diver-
sity of the mortality and fertility models used, as well as
to the changes in the initial age structure, rather quickly
“forgotten” during the projection (Wachter, 1986).

By contrast, IP is extremely sensitive to errors on the
total size of the initial population—errors that grow
over time for decreasing populations. In addition, sys-
tematic errors in birth and death series produce heavy
estimation biases.

These phenomena confirm the need, even in the
present context, of an accurate prior assessment of the
reliability of the basic data. We should ponder the fact
that the IP procedure merely translates the rather scanty
information available on the changes in the population
studied, these changes being expressed in terms of for-
mally more refined indicators (the translation is
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achieved with the aid of fairly rigid assumptions, even if
they are, at first glance, acceptable). Indeed, if the basic
information is not sufficiently accurate, no method,
however ingenious and sophisticated, can ever supply
indicators—or, rather, estimates—closely reflecting a
real situation that we cannot observe directly.

Nevertheless, having mentioned the robustness of
the procedure with respect to the chosen model of
mortality, we must admit that the hypothesis of a con-
stant age distribution of mortality over time signifi-
cantly restricts the power of inverse projection, as
formulated by its inventor. The hypothesis is not very
realistic if applied to historical periods characterized
by frequent epidemics. Some of these often serious
outbreaks could certainly strike all population strata
indiscriminately and catastrophically. More com-
monly, however, they had a heavy selection effect by
concentrating their effects on specific categories, most
notably children. For the years marked by mortality
spikes, we could obviously adopt (within the proce-
dure) a different model for redistributing age-specific
death rates, if we had at least summary indications on
the nature of the event (typically, an epidemic) and
hence on its possible differentiated effects. In dealing
with catastrophic events such as the plague, historical
demographers have sometimes assumed that mortal-
ity was neutral as far as age structure is concerned,
impacting the entire population with a roughly iden-
tical force. Noël Bonneuil (1993) accordingly proposed
to modify the procedure for distributing the age-
specific death rates. He suggested adopting the stan-
dard model for deaths that would have been observed
in the absence of a crisis and distributing the excess
proportionally to the population age structure.32

In sum, there is ample room for amending and refin-
ing the procedure in this area. One alternative to the
most commonly used mortality models (Coale et al.,
1983; Ledermann, 1969) is William Brass’s relationship
system (1971), already applied by Jim Oeppen to GIP
(Wrigley et al., 1997). The system might make it easier
to incorporate any additional information, particularly
from independent sources, on the characteristics of the
mortality of the period33 (doing this would also grad-
ually modify the mortality structure over time, or in
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31 Applying an only slightly more complex procedure, we esti-
mate annual net migration (using our knowledge of at least two
population data items at the start and end of the reconstitution
period) and therefore, by means of a subsequent model, its age dis-
tribution. The migrants distributed by age are then incorporated into
the reconstitution, in a manner comparable to the procedure used in
any ordinary projection.

32 This implies identical ratios of crisis mortality at all ages. This
idea was proposed by Robert McCaa (1993) and introduced into the
most recent version of the “Populate” program.

33 Brass’s logit system is actually very useful when there exists an
empirical life table for the population studied (or a table which, in any
event, is assumed to be more consistent than a theoretical model with
the age distribution of mortality in the population). In these cases,
both tables used in the IP procedure to establish the death distribu-
tion, year after year, can be drawn, precisely, from the empirical table
by keeping its structure (b parameter) constant and increasing or
decreasing the a parameter, which determines the survival level.



specific years).
In cases where we have information on the age dis-

tribution of deaths in addition to the time series of
deaths (a rather frequent occurrence, especially from
the 19th century onward), another alternative is avail-
able: a modified version of IP, which its author
describes (Rosina, 1994, 1996) as differentiated inverse
projection or DIP. In many cases, DIP improves the esti-
mate of survival levels and also yields indications on
the typology of mortality.34

We have very little room here for a fuller discussion
of this highly fertile and stimulating field of varied
methodological proposals, although they do fall
within the scope of reconstitution models operating on
aggregate data. Earlier, we mentioned Noël Bonneuil’s
original method for reconstituting the 19th-century
French population. Such a method appears, among
other things, to have a structure closely tied to the data
available in a particular historical and geographic
context. It thus seems hard to generalize to other situ-
ations without some basic adjustments.35

For a diametrically opposite solution, let us take the
case where our information is supposedly confined to
a time series for births and our goal is to obtain an esti-
mate of the population’s size and, possibly, its age
structure. We can cite two different methodological
proposals. They are described in two publications:
Noël Bonneuil’s book (1993) and a paper by Massimo
Livi Bacci and David Reher (1993). Despite their dif-
ferences, both solutions involve (1) the reconstitution
of cohort-specific mortality starting from birth (they
therefore rely on vague general information on the
characteristics of mortality in the period and geo-
graphic area studied) and (2) an assessment of the
intensity and structure of net migration—a more diffi-
cult task. These situations seem, to us, representative
of many others where data are almost totally lacking.
Clearly, the priority here is to estimate the margins of
approximation and to determine whether their size
(usually rather large) is at least compatible with the
research goals pursued.

Let us return to the most robust reconstitution tech-
niques already described at length (chiefly IP and GIP)
for one brief comment: the production of series of

demographic indicators that we can easily obtain
thanks to them has already made it possible, in many
cases, to offer an extremely useful frame of reference
for the characteristics and dynamics of past demo-
graphic systems.

Such results take on a special value when we can
link the demographic series to comparable series of
indicators reflecting economic or other conditions (for
example, climatic) that may influence the demo-
graphic regime. In historical demography, as in the
other branches of demography, the vast field of causal
research is one of the most fascinating, but also one of
the most arduous to explore—for two reasons: first, the
chronic shortage of quantitative information needed;
second, the difficulty of formulating and hence verify-
ing the plausible models describing the relation-
ships between the demographic system, the natural-
environment system, and the socioeconomic system.
The massive study by Anthony Wrigley and Roger
Schofield on England is, in this respect as well, an
essential benchmark;36 however, it is also a model that
may be hard to imitate, owing to the difficulty of
obtaining the same quantity of historical economic
data in other contexts.

The techniques most widely used today for analyz-
ing the short-term relationships between economic (or
meteorological) indicators and demographic indica-
tors—but also to interlink demographic series—are
common to econometric research and presuppose a
consolidated theory on which we can rely to define the
model’s specifications (Tonini, 1993b, p. 16). In short,
we need a very specific hypothesis on the meaning of
the possible relationships between the variables
studied. The most commonly used solutions are the
distributed-lags models, applied by Ronald Lee (1985)
in his study on English series, and by Patrick Galloway
(1994) in a large-scale research project on the demo-
graphic system’s responses to environmental and 
economic conditions, spanning four countries of
northwestern Europe, between the mid-fifteenth and
early 20th centuries. In distributed-lags models, the
analysis rests on the following principle: the effects of
a change in, say, the nutrition level (flagged by price
observations) will not be confined to the demographic
indicator examined (number of deaths, mortality rate,
etc.) in the year in which the variation occurs; it may
also influence a certain number of later years—or
months, if the observation is monthly. The existence of
such short-term relationships may therefore be effec-
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34 Taking, for example, two broad age groups (0 to 9 years and
10+ years), the program will follow the procedure that allows total
deaths to be distributed into annual age classes separately for each
group, by identifying for each group the survival level compatible
with the total number of deaths. In the final stage, the complete
results allow a comparative assessment of mortality trends in the
two different age groups.

35 The method in question, at least for the 1856–1906 period, is
based on the age distribution of deaths and so requires data typi-
cally unavailable for the oldest periods (Bonneuil, 1997).

36 The volume (Wrigley and Schofield, 1981) contains, among
other things, an important study by Ronald Lee entitled “Short-term
variation: vital rates, prices, weather.” It is a fundamental contribu-
tion to the analysis of relationships between the demographic
system, the natural environment, and the economic system.



tively identified by the models discussed above, which
begin by eliminating the trend component, i.e., by
reducing the series to stationarity conditions.

More recently, to study the short-term relationships
between demographic and economic series, several
researchers have used far more sophisticated statisti-
cal methods for analyzing time series, such as Vector
AutoRegressive Moving Average (VARMA) models. Their
main difference with econometric models based on
distributed-lag regressions is that they are less struc-
tured (Tonini, 1993b): they posit a theory, at the most,
for the choice of explanatory factors, and let the data
suggest the form of the model. There is, for now, a fair
amount of disagreement about whether these analyti-
cal methods can address the questions raised by his-
torical demography research in a satisfactory manner
and thus, ultimately, about whether they can clarify
the mechanisms used by the demographic system to
respond to stimuli from the economic and environ-
mental system. Ronald Lee’s highly critical verdict
(1993) is particularly worth noting. He argues that
structured econometric models remain a far more
prudent means of attaining these objectives. In fact, all
of the studies based on the use of modern statistical
methods are rather explicitly informed by a different
research philosophy that may be summed up as
follows: we should not establish a priori the direction
of relationships between the variables studied (see, for
example, Entorf and Zimmermann, 1990); the set of
potential linkages between the data should thus be
determined on a purely empirical basis.

VI. STATISTICAL METHODOLOGY
AND HISTORICAL DEMOGRAPHY

While historical demography has developed spe-
cific techniques for studying past populations—often
needed to offset the chronic shortage of data—statisti-
cal methods have always been crucial to an under-
standing of past demographic dynamics.

Let us therefore review very briefly some of the sta-
tistical applications proposed in the literature and the
new research approaches offered by available
methods, most notably the analysis of individual data.

1. Analysis of Aggregate Data

Thanks to the results of observations and studies that
have allowed the construction of demographic indica-
tors at a fairly detailed level, the number of investiga-
tions of geographic variations—of mortality in
particular—has been growing steadily since the 1970s.
The approach known as ecological is chiefly based on

factor analysis methods or, in their broadest sense, mul-
tidimensional analyses. The goal has been to link mor-
tality indicators with contextual external variables,
such as socioeconomic or health conditions, assumed to
have a potential influence on the risk of death. Many
valuable studies concentrate on this specific approach.37

Researchers have also started to apply the ecological
approach, albeit more belatedly, to historical periods, in
particular the ones closest to us: the 19th and early 20th
centuries. In addition to mortality, these studies cover
fertility, marriage, and the identification of differential
demographic regimes. The approach here is purely
descriptive. It is largely focused on the identification of
specific profiles, typologies or models of demographic
behavior at the aggregate level.

This type of analysis, as noted earlier, rests prima-
rily on the availability of aggregate statistics drawn
from status data (such as censuses) and movement
data or special surveys: in the 19th century, such mate-
rial started to become available on a reasonably regular
basis in many regions, in Italy and elsewhere in
Europe. From these sources, we can often calculate or
enumerate not only the standard demographic indica-
tors, but also other variables in areas such as socio-
economic conditions, farming systems, occupational
classification, some information on health status, edu-
cational attainment, and so on. While displayed as
aggregate data, such inputs are well suited to multidi-
mensional analysis. The basic scientific goal is always
to determine geographic differences in behavior.
Thanks to the links between variables that can be
established with these multidimensional analyses, we
can, to some extent, begin to examine the causal mech-
anisms underlying the differences observed.

The choice of the methods mentioned above is
guided not only by technical criteria concerning the
form of data availability—the data are aggregated,
although the aggregation sometimes involves a very
refined level of territorial division, even down to basic
communities—but also by conceptual motives. The
contextual indicators computable from status data, for
example, are seen as measuring variables that influ-
ence the demographic parameter studied: death rate or
probability of dying, total fertility rate, mean age at
marriage, never-married rate, etc.

The ecological approach, however, has well-known
limitations. While offering a rich and interesting
description of phenomena, it does little to identify
causal relationships. But its main shortcoming is inher-
ent in the type of data employed and the time scale of
the indicators. Because the approach uses aggregate

Chapter 126/Methods of Historical Demography 607

37 For a selection, see: Castiglioni et al., 1991; Pozzi, 1990, 2000;
Lesthaeghe, 1992.



data on entire populations or subgroups of individu-
als, the subject of the investigation is not the specific
risk factors for a given behavior, but their proxy or,
more precisely, an approximation of their proxy con-
sisting of indicators of the group’s average behavior
(Caselli, 1995). Also recall that one of the major unre-
solved problems of ecological analysis is its inability to
allow for the time that a context variable may require
to influence the demographic process leading to the
event studied.

Another area of methodological exploration that
also concerns historical demography is the interpreta-
tion of time series for rates or probabilities in three
dimensions: age, period, and cohort.

The reading of cohort indicators and their relation-
ships with period measures have consistently inter-
ested historical demographers ever since Louis Henry
stressed their potential via nominal reconstitution.
Indeed, historical demography—most notably in the
area of fertility analysis—was the first discipline to
emphasize the importance of a combined reading of
behavioral changes by cohort group and of period
variations. This approach has long captured the atten-
tion of researchers seeking an overall interpretation of
fertility trends but also, and above all, an identification
of the start of the transition process for reproductive
behaviors and their control.

The analysis of fertility through the family reconsti-
tution technique thus clearly requires putting individ-
ual data in perspective. By contrast, the cohort analysis
of aggregate data is a more recent development in his-
torical demography.

The demographic use of specific statistical 
models to measure and identify the three different
components of a matrix of rates or probabilities by 
age, period, and cohort (APC) is recent. In any event,
the APC approach (see Volume I, Chapter 18) remains
a descriptive approach that seeks to define a time
frame of reference for the processes but cannot replace
a causal analysis. As we know, demographers are
applying APC models in an effort to distinguish the
weights of the age, period, and cohort components in
the explanation of the internal variability of a matrix
of rates or probabilities.38 An understanding of the dif-
ferent dimensions of the phenomenon analyzed can

only help to move through the later stages of causal
analysis.

The application of this type of statistical techniques
can have highly stimulating effects in historical
demography. If we are trying to reconstruct matrixes
of probabilities of dying for sufficiently long periods,
it is certainly worth describing the change in the age
distribution of general mortality or of mortality in spe-
cific age groups by identifying the effects of periods or
cohorts whose mortality diverges from the standard
underlying level. We can thus specifically identify (1)
period effects, due, for example, to epidemic crises or
cycles, which were extremely frequent in the past, and
(2) cohort effects, understood as the delayed conse-
quences of events affecting particular cohorts, such as
cohorts born in an unusually adverse period. With this
technique, we can therefore begin to study the selec-
tion effect of a given epidemic—such as the plague—
on certain cohorts by identifying its impact on the
population’s age structure (Rosina et al., 1999).

In this area, we should mention the application of
the age-period-cohort approach to the life tables of
Italian cohorts born between 1882 and 1953 (Caselli
and Capocaccia, 1989). One of the study’s main aims
was to determine, by means of a log linear function,
the relationship between child and adolescent mortal-
ity and adult mortality. The theoretical frame of refer-
ence is precisely the one just mentioned, i.e., the
potential consequences, in survival terms, of unusu-
ally adverse conditions experienced by certain cohorts
in childhood. Such conditions may exert a positive
selection effect by eliminating the weakest individuals
at early ages. As a result, they may increase the statis-
tical weight of the most robust individuals and dimin-
ish the cohort’s mean mortality at older ages. If,
instead, the main consequence of the event is to
weaken the survivors, the cohort’s adult mortality will
be higher. Without going into the details of the mod-
eling results, when we can take account of age cohort
interactions in the mortality variations, we can pin-
point the specific cohort effect by underlining the
linkage between (1) the probability of dying in adult-
hood and (2) child and adolescent mortality. The
model also allows a fairly specific analysis of interco-
hort differences in mortality by clearly identifying the
most disadvantaged cohorts.

2. Analysis of Individual Data

Our knowledge of the differences between demo-
graphic regimes and of the changes in processes over
time is steadily advancing. Hence it is ever more rele-
vant and necessary to seek methods and forms of
information analysis with which we can identify the
true relationships underlying the data. To do this, we
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38 As we now know, APC models face identification problems
(see vol. 1, chap. 18). In fact, it is impossible to estimate all the param-
eters simultaneously because of the linear dependence between the
three variables involved. As a result, the models linking the depend-
ent variables (rates or probabilities) to the three components (age,
period, cohort) do not have a single solution, given that period = age
+ cohort. Therefore, we can obtain identical descriptions of data from
different sets of parameter values; equally well, non-different groups
of parameters may lead to very different interpretations. The only
solution to the identification problem is to impose mathematical con-
straints on the model coefficients (Martelli, 1997).



must search for causes.
Such analysis makes it more vital than ever to take

account of individual behaviors and the sequence of
phases and choices that determine them. Concretely,
this means that analysis, even in historical demogra-
phy, now tends to reappraise the individual approach
in terms of life courses.

The limits of the classic method of nominal family
reconstitution have been recalled earlier; as we
stressed, the yield of reconstitutions—measured by the
numbers of individuals or couples under observation
at different moments—can be significantly improved
through the joint use of status data and movement
data (Bideau and Brunet, 1993; Ge Rondi, 1988; Man-
fredini, 1996). This improvement is, as we know, per-
fectly feasible and rich with potential for many
countries, thanks to the existence of records updated
on an annual, multiannual, or even continuous basis:
status animarum (nominal registers of religious origin)
and anagrafe (civil registration) in Italy, “population
books” in Belgium and Germany, parish registers
tracking household changes in Scandinavia, and so on.

The aspect to stress here, however, is not so much
the possibility of improving the yield from reconstitu-
tions. The far more important task, taking Louis
Henry’s basic intuitions as a starting point, is to
amplify the concepts underpinning such techniques in
order to arrive at the statistical analysis of individual
data.

As emphasized earlier, the powerful growth of
information technology, especially since the 1980s, has
had two consequences. First, it has allowed the collec-
tion of enormous databases and facilitated their man-
agement. Second, thanks to ever more effective
algorithms, it has solved many of the problems
involved in the linkage of documents pertaining to a
single individual taken from different sources (status
data, movement data, cadastral data, etc.). Today, it is
far easier than in a still recent past to achieve a rapid
reconstitution of life histories for a large number of
persons who were active in a given period of variable
length and were registered in nominal sources during
that time.

Such possibilities may actually enable demogra-
phers to overcome many of the limitations specific to
classic nominal reconstitutions by altering the per-
spective from which reconstituted event histories are
viewed. We can thus switch from an often selective
analysis—such as that of nominal reconstitution—to a
study that treats individual histories as a sequence of
transitions between different statuses. The transitions,
which may involve different time intervals or dura-
tions, are marked by the events. In this approach, we
can read a life course as a sequence of events and sta-
tuses along a time line (individual age or the time

elapsed since a previous event), between a given
instant that serves as the starting point and another
that marks the exit from observation. To these recon-
stituted biographies, we can apply the many statistical
techniques of regression analysis grouped under the
name of event-history analysis (Alter, 1998).

Since our focus is on the advantages of moving from
old forms of demographic analysis to new ones, it is
interesting to note that we are not witnessing a con-
ceptual break, particularly in historical demography:
the fundamental principles of the statistical analysis of
event histories were already present in Louis Henry’s
system and spelled out in the rules of family reconsti-
tution. Indeed, in his famous monograph on the town
of Crulai in Normandy, Henry had explicitly argued
that the tracking of life histories would have been a
valuable approach. The only reason that kept him from
pursuing it was the lack of suitable statistical tools at
the time.

In an interesting work on the links between nominal
reconstitution of families and event-history analysis,
Myron Gutmann and George Alter (1993) have
stressed the resemblances and discontinuities between
the two techniques by summing up the main limita-
tions of the first in three points: rigidity of analytical
rules for arriving at the computation of demographic
indicators,39 impossibility of conducting multivariate
analysis, and difficulty of analyzing event sequences.

In reality, the notion that the understanding of indi-
vidual demographic processes implies a continuous
observation over time—already present in nominal
reconstitution—is also the basic premise in event-history
analysis.

In nominal reconstitutions, however, the rigidity of
the rules for calculating demographic indicators
entails a sizable loss of information by excluding all
the data for which a truncation boundary cannot be
determined. The analysis is thus confined to a subset
of the universe analyzed—with all the problems this
implies for assessing their representativeness. Actu-
ally, this limitation may be partly overcome, as noted
earlier, by using supplementary sources of informa-
tion, such as nominal status sources (e.g., censuses or
tax lists), that may provide a clear end point for the
observation.

Determining a specific moment in which the indi-
vidual enters the observation field means that, if we
know the starting point, we can identify with certainty
the period of exposure to the risk of experiencing
certain events. That said, if we know the sequence of
events on the time scale, we can apply a series of sta-
tistical methods to analyze the durations and occur-
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39 This rigidity underlies the selectivity of the data used with
respect to the data gathered initially.



rence rates of the events for all individuals exposed to
the risk (Yamaguchi, 1991). Of course, there are differ-
ent ways to describe the event histories: number of
persons in a given status, mean time spent in a given
status, rate of transition between statuses, distribu-
tions of durations between transitions, and so on
(Gutmann and Alter, 1993).

The analysis of event histories also allows a fuller,
multivariate analysis. Whether we choose continuous
observation or discrete observations, regression 
techniques enable us to measure the extent to which
certain individual or family characteristics can influ-
ence the likelihood of a transition between statuses,
interstatus durations, or the rate of occurrence of a
given event. Event-history analysis also allows us to
take account of the succession of events in an individ-
ual life and of how yesterday’s events can influence the
likelihood of a later event (Courgeau and Lelièvre,
2001).

For historical demographers, life histories are cer-
tainly nothing new. However, the collection of ever
more massive amounts of data and the enormous
financial and labor costs needed to create event histo-
ries via linkage may find a practical justification if these
data are then properly analyzed. The aim of the exer-
cise must be to identify and describe the true relation-
ships between the data. One can then move from the
description and its attendant hypotheses to the confir-
mation and explanation of the relationships.

As noted earlier, the data from which we can recon-
struct life courses may consist of movement data and
status data from nominal lists or censuses. Movement
data give us the dates of occurrence that tell us about
the main stages in a person’s life (birth, death, mar-
riage, and, with greater difficulty, migration). Status
data provide information on individual characteristics
and attributes at a given instant or at successive
moments.

When information abounds—for example, in Italy,
where there are annual nominal status sources going
back several centuries—we can reconstitute long por-
tions of life histories in two steps. First, we establish a
nominal link between successive lists. Second, we
introduce the event dates from the continuous record-
ings into the life histories on an annual basis. In that
case, the observation measurement unit is the year,
and the biography naturally becomes a reconstitution
in discrete durations. Where population registers (vital
statistics) are available, the identification of attributes
and the dating of events are very often combined in
the same source; the life history is automatically gen-
erated by the reconstitutions performed on a routine
basis. In both cases, the biographical reconstitutions
are amenable to event-history analysis (Lagazio and

Pagani, 1996).
The life histories thus identified are not always

complete, however: they are beset by well-known cen-
soring problems.40 Both right-censoring and left-
censoring are common in life histories reconstituted
from historical sources. Observations often end before
the analyzed event occurs (right-censoring). In certain
cases, on the contrary, we can determine that an indi-
vidual has already experienced the terminal event
without our being able to date its occurrence (left-
censoring).

Censoring must not be linked to the analyzed event,
nor must the mechanism that causes the censoring
enable us to predict the transition studied in any way.
This essential notion was already explicit in Louis
Henry’s nominal reconstitution; Henry duly under-
scored its importance in his description of the possi-
bility of “closing” families (Fleury and Henry, 1976).
Both types of censoring can be resolved by applying
suitable techniques of statistical analysis. Likewise,
solutions have been proposed to overcome the diffi-
culties involved in the use of fragmentary data, in 
particular the discontinuous data obtained by 
reconstituting life courses from civil registration
records (Courgeau and Najim, 1995; Bonneuil et al.,
2004).

Two other aspects of historical individual data
should be emphasized (Diamond et al., 1993). Such
data may be subject to recording errors that involve
omission or to reporting and linkage errors. Such
errors weigh on the computation of transition lengths
and thus on the final estimate of the transition.

In addition, unobserved and hence unidentifiable
factors may influence the processes studied. We will
have to make allowance for these latent variables by
looking out for them in the statistical analysis and
inserting them into the models, so that we can accu-
rately quantify the effect of the measurable variables.

In demography, the techniques of event-history
analysis were first applied to the study of mortality
(Hobcraft and Murphy, 1986). Today, demographers
also tend to use them in the analysis of other demo-
graphic phenomena such as fertility, nuptiality, and
migration. In historical demography, the first attempts
at application concerned data from population regis-
ters, which are particularly well suited to the study of
event histories (Gutmann and Watkins, 1990; Kertzer
and Hogan, 1989).

The technique has now been rapidly disseminated
via applications covering a wide range of biographical
data. One of the most interesting applications concerns
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40 For a clear definition of censoring and truncation, see Trussell
and Guinnane (1993); Yamaguchi, 1991.



the analysis of infant mortality, which has consistently
played a leading role in the quest for a unifying theory
of demographic transition (Lynch and Greenhouse,
1994; Lee et al., 1994; Breschi et al., 1997). Thanks to the
methods suitable for aggregate data, our knowledge of
the changes in infant mortality is making great
progress; but the determination of the underlying con-
ditions of such changes is important as well. For
example, demographers have empirically observed
massive variations in infant mortality levels between
social classes, ethnic groups, and cultural groups. As
we explore in ever greater detail the variables linked
to infant mortality, it is interesting to study, for
example, the potential influences of family factors on
the risk of death, such as the family’s general health
conditions (which we can approximate, among other
ways, via the infant and child mortality of the same
mother’s earlier children), its socio-occupational
status, or its display of protective behavior toward
children. To these variables operating at the family
level we can add others concerning the environment
and the community of residence, such as season of
birth, crisis experience, and economic conditions.

If we have long-term data and can link them to the
environment, we can also measure the lagged effect of
childhood living conditions on adult mortality (Alter
and Oris, 2002; Bengtsson and Lindstrom, 2000). This
causal investigation even extends to the prenatal
period. A recent study used multivariate regression
analysis to track the birth cohorts of a sample of 16,000
European aristocrats born in the years 1800–1880. It
found significantly shorter adult life expectancies
among daughters conceived by fathers over 45. The
method identified a strictly gender-specific effect: the
authors found no evidence of a negative relationship
between the father’s age at conception and life
expectancy for male children (Gavrilova et al., 2003).

Fertility studies are equally of interest in method-
ological terms (Mroz and Weir, 1990). We can use event
histories to study if a woman is likely to give birth again
and in what time frame the event may occur. The risk
of giving birth and of parity progression can also be
measured as a function not only of the woman’s demo-
graphic characteristics (age, length of marriage, birth
cohort, etc.), but also of factors directly linked to repro-
ductive choices, such as the effect of replacing a child
who died in infancy, or the physiological impossibility
of conception due to breast-feeding. A number of the
attributes included in the model will not remain fixed
for the entire observation period but will vary over
time, and their treatment will require the use of mul-
tivariate regression that will take proper account of
time-dependent variables.

In conclusion, event-history analysis is a promising

tool for causal research even regarding past popula-
tions. A final point concerns the great variety of rela-
tionships that can be analyzed with these methods.
The occurrence exposure rate for a given event or the
probability of its happening can be influenced by
many independent factors. Let us assume that the
dependent variable is adult mortality. An event-history
regression model will enable us to establish relation-
ships with equal ease between (1) the variables that
pertain to the personal sphere (such as sex or year of
birth) or identify family status (socio-occupational cat-
egory, migration status, family composition) and (2)
covariates acting at the community level (economic
fluctuations proxied by prices, temperature, crises).
Some of these factors may vary in the course of an indi-
vidual life; we can then take such variations into
account when determining exposure to the risk of
dying. The new feature here is that the researcher can
check the effect of macroscopic variations—such as
economic or climatic fluctuations—at the individual
level and the individual response to them, even on
small populations. Such versatility makes the event-
history method a key instrument for analyzing living
conditions in pre-industrial societies by once again
combining the micro and macro approaches into a
single structure.

VII. KINSHIP AND ENVIRONMENT

Another significant feature of contemporary histor-
ical demography is the growth in studies based on
genealogical data. To some extent, this development
carries on an old tradition. In the early 1950s, 
Louis Henry began his quest for sources that might
provide information on “natural” fertility levels. He
first considered published genealogies. But he soon
realized that using such sources could create social-
selection effects that might bias the demographic con-
clusions. Henry soon opted instead for parish
registers, to which he had been introduced by the
Canadian Jacques Henripin, then an intern at INED.41

Yet he did not entirely abandon the use of genealogi-
cal documents: they enabled him to produce his first
major monograph (Henry, 1956), and he continued to
explore their biases.

This early use of genealogies to supply basic infor-
mation for demographic reconstitutions was hardly
confined to France (Hollingsworth, 1957). In the past
twenty years or so, it has enjoyed a revival thanks to the
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powerful momentum of historical demographic
studies on China. The country has a wealth of kinship
data on descendants of a common ancestor, often span-
ning many generations (Lee and Campbell, 1997). They
therefore constitute, if not the sole source, at least a
major documentary series for reconstructing the main
demographic variables of ancient China over the long
term (Peng and Hou, 1996; Zhao 1997). However, there
has been considerable debate over the risks of bias
induced by this type of document. In a recent summary,
Zhongwei Zhao (2001) focuses on the demographic-
selection effect of the sources, whose presentation
implies that the lineages under study were reproduced
from generation to generation. The author concludes
that the effect of this selection bias is concentrated in
the initial generations, and that its intensity is inversely
proportional to the genealogical depth available. Zhao
relies on microsimulation, one of the techniques now
commonly used to measure the potential biases
entailed by the use of genealogies, whether precon-
structed or reconstituted by the demographer: it allows
to measure the gap between the observed data and the
data that would presumably result from the interaction
of what are regarded as plausible demographic vari-
ables (Smith and Oeppen, 1993).

A second use of genealogical data combines histor-
ical demography and genetics. It too has a long tradi-
tion, as it intersected the study of human settlement
through the tracking of the spatial diffusion of genetic
malformations (Jacquard, 1970). The compilation of
large bases of nominal data by historical demogra-
phers has given a new impulse to this field of study,
which can simultaneously (1) identify the immigrant
couple(s) initially responsible for the spread of a
genetic disease in their host country and (2) trace set-
tlement processes at the regional level (Tremblay et al.,
2003; Zeegers et al., 2004). Using its own specific
sources, this approach thus bolsters geneticists’ efforts
(Cavalli-Sforza et al., 1994) to reconstitute the dissem-
ination of human settlements across the planet.
Another use of genealogical databases derived from
historical demography is the analysis of potential
demographic effects of consanguinity, particularly on
infant mortality (Eberst Dorsten et al., 1999).

But, if we look in a totally different direction, the
growth of genealogical databases also illustrates how
studies on nominal data are providing historical
demography with new approaches. At the outset, it
will be recalled, Louis Henry’s establishment of his-
torical demography went hand in hand with a non-
nominal use of parish register data. Family
reconstitutions served to produce aggregate data, off-
setting the lack of series comparable to those produced
by administrative statistics beginning around 1800.

Since the 1980s, the methods of life course statistical
analysis have enhanced the potential for investiga-
tions, particularly of a causal nature. But the compila-
tion of genealogical databases goes even further by
calling into question the observation unit of reference.
Between the population, defined as a macroscopic
aggregate, and the individual, captured at the micro-
scopic level, we are witnessing the emergence of a
mesoscopic level that may radically reshape the prior-
ities and explanatory frameworks of historical demo-
graphy. Its observation unit is the interpersonal
configuration in which each individual operates.

This shift has occurred gradually, starting with a
question at the intersection between historical demog-
raphy and family history: What was the actual avail-
ability of kinship in traditional societies? How did the
number of kinship ties in the widest sense (mother and
father, grandparents, siblings, etc.) change during a life
cycle? This question, which, for a long time, could be
addressed only via microsimulation (Le Bras, 1973),
can now be tackled more directly—and more pre-
cisely—thanks to the advent of large databases with a
family component. Post et al. (1997) do this for the
Netherlands using information on 160,000 individuals
for the period 1830 to 1990. But this wholly demo-
graphic approach to the issue is clearly incapable of
transcending a purely formal vision of kinship, in
which ties are defined by a degree of genealogical
proximity, but not by their effective degree of activa-
tion or by their effects on ego. To sum up, we could
say that the approach is useful for defining the widest
boundaries of kinship in a given sociohistorical
context, and that we can then measure the intensity of
family mobilization actually observed against this 
theoretical denominator.

How can we break out of the confines of the house-
hold—a unit that long enjoyed the more or less explicit
preference of historical demography—without over-
stating the importance of the extended family? How
can we conceptualize a kinship network whose bound-
aries are intrinsically variable? To find the proper com-
promise and identify the boundaries of the family ties
actually mobilized, many authors use indirect meas-
ures. In his study on the protective effect of the
extended family on the mortality of illegitimate chil-
dren, Anders Brändström (1997) looks at the geo-
graphic distance between related individuals. He relies
on the database compiled in Umea on the Sundsvall
region of Sweden in the mid-19th century: this
involved a comprehensive enumeration and genealog-
ical linkage of the population of several contiguous
parishes. Brändström observes that an unmarried
mother whose parents resided in the parish in which
she gave birth was significantly more likely to see her
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children survive. In addition to Derosas (2002), a recent
review study by Frans van Poppel (2000) suggests the
degree of generality of this result at the European level
for infant mortality in the aggregate.

The study of family proximity also enables us to
reassess the relative influence of kinship networks on
the geographic direction of migrations, as Bonneuil et
al. (2004) show using the database of the “3,000 Fami-
lies” survey (see footnote 22). The authors of the study
have created individual files for each person in which
the demographic, geographic, and social characteris-
tics of ego are correlated with those of all the person’s
kin. We can thus observe the impact of each individ-
ual movement on the other kin: does it take ego away
from, or bring ego closer to, his/her parents, siblings,
aunts and uncles, etc.? The study breaks with the
increasingly widespread notion that migration is
chiefly determined by interpersonal networks, and in
particular by kinship networks. The authors show that
most family constellations (if we use the term for a
given kinship tie) do not “explain” the destinations
chosen by migrants. Migration does not bring related
persons closer—or, if it does, the effect is weak. From
a complementary viewpoint and using the same data,
Kesztenbaum (2004) observes that, on the whole, inter-
nal migrants seldom choose as their destinations the
localities in which their relatives resided. These coun-
terintuitive results reveal the contribution of a
genealogical unit of observation: it enables us to
analyze a representative national sample, chosen
independently of the phenomenon studied; by con-
trast, studies based on the observation of migrant pop-
ulations may sometimes overrepresent networked
individuals to the detriment of those who have dis-
persed toward seldom-chosen destinations.

These studies also show that extended kinship is not
an intrinsically relevant unit for observing individual
behavior (Plakans and Wetherell, 2003). To move out
of the confines of the household, we must objectify the
nature of the actual relations between members of a
kinship group. With this aim in mind, historical
demography is beginning to share the social sciences’
growing interest in the study of interpersonal rela-
tionships (Lemercier, 2005). The practical result is a
new approach to database design. It is no longer
enough to collect biographical or intergenerational
information (i.e., on individual life courses); we 
must now combine this with relational data, such as
the choice of godparents at baptism and marriage 
witnesses.

This information can be used in different ways. One
solution is to objectify it in the form of indicators—an
approach well suited to samples of lineages that do not
share the same environment, such as national samples.

We can thus observe the extent to which members of
a given lineage choose kin as marriage witnesses. This
indicator arguably enables us to distinguish between
autocentric lineages, in which the lineage and reference
group coincide, and exocentric lineages, whose
members do not share personal ties (Rosental, 1999).
We can then incorporate the variable into logistic
regressions measuring its relative power to explain
sociodemographic behaviors, as against the classical
attributes of ego such as age, gender, and social status
(Bourdieu et al., 2000).

A second solution consists in the use of measuring
instruments derived from network analysis (see Chapter
137, this volume). It is suitable for analyzing lineages
that all function in the same social space. One example
is the pioneering study by Cristina Munno (2005,
2006), which offers a genealogical and relational recon-
struction of the entire population of a wool-producing
town in Venetia in the 19th century. By combining
event-history analysis and network analysis, the
author seeks to determine the extent to which the inte-
gration of households into the social fabric of the
parish determines their demographic characteristics,
such as mortality and geographic mobility.

Besides their intrinsic contribution, studies of this
kind are important because they clearly show that the
analysis of genealogical databases calls for a sociohis-
torical approach—in the sense in which, for example,
the nature of interpersonal networks depends on social
position. This stands in contrast to the drift toward
sociobiological approaches, which, through the use of
contemporary statistical tools, revive the quest for a so-
called genetic heredity of behavior. Geneticists are
often the first to warn demographers and historical
demographers against the simplistic nature of such
determinism, and the interpretative reductionism that
informs it. To take just one example, Westendorp and
Kirkwood (2001), using a genealogical database on the
English nobility for the period 740 to 1995, claim to
demonstrate “influences” of parental longevity on off-
spring lifespan. But they follow this up immediately
with an assertion that the result does not, in itself,
imply a hereditary mechanism. To show the limits of
the finding, the authors introduce an environmental
variable easily available in their database: the age at
death of ego’s spouse. They see this as a convenient
indicator of the influence of the environment on ego’s
mortality, and effectively illustrate its importance.

The scope of Westendorp and Kirkwood’s study
does not require them to define in greater detail what
constitutes the “environment.” But, as it happens, the
notion is now under intense investigation. The devel-
opment of historical demography in the 1950s was
informed by an organic and broadly biological
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approach to population, which still permeates some
contemporary work. However, the renewal of statisti-
cal methods coincided with a deeper change. Along-
side historical demography—which, as its name
indicates, is a demographic enclave in the land of
history—we are witnessing the emergence of a social
and political history that sees population as the
product of social and political dynamics.42 If we
confine our analysis to the most quantitative aspects,
we can observe this change in all the studies that
examine the direct and indirect effects of social
arrangements on demographic behaviors—instead of
treating demographic dynamics as the outcome of
more or less endogenous variables (such as fertility
and mortality), or as the mechanical product of eco-
nomic conditions. The link between population and
social policies becomes the focus of the analysis.

The United Kingdom has proved a particularly
fertile terrain for such explorations: a growing number
of historians are combining the study of populations
with that of the Poor Law system. Given the wide vari-
ations in poor relief from one parish to another, and
the fact that it could involve a large share of the pop-
ulation, we may legitimately ask whether it might be
an explanatory factor in accounting for local demo-
graphic differences. Andrew Blaikie (1998), for
example, has studied the effects of local social protec-
tion (as well as the effects of family configurations) on
infant mortality in two Scottish parishes. But the
scholar who has unquestionably gone furthest in using
the Poor Law system as the key to understanding all
of 19th-century English demographics is Steve King.
In addition to the classical sources of historical demog-
raphy, he examines all the documentation produced by
Poor Law administration—most notably the “pauper
letters” sent to local authorities to request and justify
relief. King uses these sources in two ways. First, the
quantitative analysis of the content of these docu-
ments—of which tens of thousands survive—gives
clues about the boundaries of kinship regarded by the
“overseers” of poor relief as relevant and capable of
being called upon. Admittedly, King is not the first to
qualify the assumption, introduced by Peter Laslett, of
“nuclear hardship”—i.e., that English households
could not count on support from their kinship group.43

Rather, King’s originality is his incorporation of 
quasinarrative sources, far removed from the tradition
of historical demography, into the social history of
population.

A second use of these sources consists precisely in

matching them against households’ sociodemographic
trajectories. King begins by noting the existence of
demographic “sub-groups,” i.e., households display-
ing a propensity for a specific behavior such as high
infant mortality, illegitimacy, early marriage, or high
fertility.44 These concentration phenomena have been
known for a long time, and not only in England. As
they are often reproduced by successive generations,
they are readily interpreted in genetic or culturalist
terms.45 True, they do not overlap conventional socio-
logical variables such as occupation or land-tenure
status. But King re-examines the issue in terms of the
Poor Law criteria, distinguishing between the lineages
that never require relief, those that fail to emancipate
themselves from need, and those that seek relief 
either frequently or occasionally. These categories,
drawn from sources that are unconventional in 
historical demography, turn out to provide far more
effective explanations of behaviors. King attributes
this to the different paths to marriage followed by the
poor, and to the impact of these differences on their
later life cycle.

On another scale, many demographic differences
between parishes become easier to understand when
we analyze the differences in the volume of poor relief
distributed and in the procedures for doing so—such
as cash payments, medical examinations, and hand-
outs of food or clothing—whose practical effectiveness
could vary. These differences, in turn, depend on the
balance of power within the elites and between the
elites and the rest of the population, as well as on pres-
sure from neighboring parishes that did not want to
see an influx of paupers ill-protected by their native
villages or towns. In another area, the study by Frans
van Poppel et al. (2005) on three provinces of the
Netherlands reveals the contemporary spread of this
type of approach, which is profoundly reshaping the
picture of the population drawn by historical demog-
raphers. Using an excerpt of the “Historical Sample of
the Population of the Netherlands,” which seeks to
document 76,700 life courses between 1812 and 1922,
the authors show that the provincial environment—
principally, health conditions—has an even stronger
long-term effect on infant mortality than social status.
Moreover, far from displaying a linear uptrend or
downtrend, social inequality in the face of infant mor-
tality fluctuates over time, precisely as a function of the
environment. This finding has a major methodological
implication: it demonstrates the low relevance of
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studies covering a brief time period.
In sum, contemporary demographic research no

longer sees the population as an organic whole or as
an entity automatically influenced by economic con-
straints. The approach that is gaining ground views the
population as the product of sociopolitical power
plays. In methodological terms, this vision requires
demographers to widen the range of sources used, and
to develop, if need be, statistical methods combining
paths (intra- or intergenerational), social networks
(both inside and outside the family), and environmen-
tal variables.46 If these steps are taken, the demo-
graphic approach will help us to interpret, in a broader
perspective, the ways in which societies are continu-
ously shaping themselves.
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Direct demographic measures are typically derived
from counts of events and corresponding measures 
of exposure times. The resulting rates and their 
derivatives will be accurate as long as all events and
exposures are reported and correctly classified, for
example, by age. In many countries lacking fully
developed administrative systems and with popula-
tions that include substantial proportions with limited
education, accuracy of reporting and classification
cannot be assumed. As a general rule, these countries
come mainly from the ranks of developing countries,
with developed countries enjoying accurate data.
However, it should be remembered that being a devel-
oped country is neither a necessary nor a sufficient
condition for accurate data: death registration in the
United States has only been regarded as adequately
complete for measurement purposes since the mid
1930s, and births were adjusted for underregistration
until the late 1950s; similarly, data on international
migration are of dubious quality almost everywhere,
developed and developing alike, partly because
administrative systems are not well developed in this
area.

Indirect estimation techniques have been developed
over the last 50 years to provide adequate measures of
demographic processes in situations in which direct
measures were too inaccurate to be informative. The
basic philosophy underlying indirect estimation, con-
ceived and largely developed by William Brass, was to
take advantage of the most reliably reported portions
of data, and discard the rest. The techniques can be
divided into two broad groups. One group uses 
consistency checks between different measures of the

same underlying phenomenon to explore likely accu-
racy, and then applies simple models of data errors to
arrive at plausible corrections. The second group uses
robust indicators of an underlying phenomenon, even
though the indicator may be affected by other factors.
An analytical method is then used to obtain an esti-
mate of the underlying phenomenon itself by allowing
for the effects of these other factors on the indicator.

A key characteristic of indirect techniques is the 
use of simple questions that can be included in data
collection exercises conducted by interviewers with
limited education and short training. In almost all
cases it is possible to include the questions needed in
population censuses. Several of the early methods
were developed by Brass expressly to make use of
information that was already often collected by demo-
graphic inquiries, but for which no systematic analyt-
ical methods existed for converting the information
into standard demographic measures. In the last
couple of decades, the need for indirect estimation
methods for national measures of two key demo-
graphic phenomena, fertility and child mortality, has
been greatly reduced by the development of stan-
dardized though complex event history questionnaires
for use in sample surveys. Indirect estimation methods
have remained important, however, in the measure-
ment of adult mortality and international migration,
and for small-area estimates of fertility and child 
mortality for which the small samples necessitated by
complex data collection instruments cannot provide
adequate disaggregation.

The two types of indirect estimation will be illus-
trated in the next section. Subsequent sections will
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then discuss the more widely used methods according
to the demographic process measured: fertility, child
mortality, adult mortality and migration. Within each
section, one or more methods will be discussed and 
an application illustrated; modifications of the main
methods will be discussed briefly.

I. TWO TYPES OF INDIRECT
ESTIMATION

Estimation methods can be divided into two
groups. An example of each group, both originally
developed by Brass, will be given. The first group con-
sists of those methods that can be literally called indi-
rect. A data collection exercise collects information on
a population characteristic that can be reported on rea-
sonably accurately. The characteristic in question must
be strongly influenced by the demographic process of
interest, but will also be affected by other factors not
of direct interest. Analytical methods are then used to
transform the characteristic into a pure demographic
measure, by allowing for the influences of other, extra-
neous factors. The second group of methods consists
of those methods that are primarily consistency checks.
Two (or more) different measures of the same demo-
graphic process are compared. Adjustment (if neces-
sary) is made on the basis of prior knowledge of the
error processes that would result in the inconsistencies
observed. Reliance is placed on the portions of the
alternative pieces of information that are expected to
be most accurate.

The classic example of an indirect method is the 
procedure for estimating childhood mortality from
summary birth history data, in which women report
the number of children born alive and the number that
were born alive but have since died. These data permit
the calculation of the proportion of dead children
according to the age group of mother. The proportion
of dead children for women of a particular age group is
primarily determined by the overall level of childhood
mortality, but it is also affected by the age pattern of fer-
tility. In an early-childbearing population, children of
women of a particular age have been exposed to the
risk of dying for longer than in a late-childbearing
population. By allowing for the age pattern of child-
bearing (through ratios of average parities in succes-
sive age groups), proportions dead of children given
birth by women classified by standard 5-year age
groups can be used to estimate conventional probabil-
ities of dying between birth and specified exact ages of
childhood.

A good example of a consistency check is what is 
commonly referred to as the P/F ratio method for

measuring fertility. Information is available on two
indicators of the same process: the number of children
ever born by women classified by age group, and the
number of children born in a defined time period
(usually 1 year) by age group of mother. These data
permit the calculation of the average number of chil-
dren ever born by women by age group and of age-
specific fertility rates. If fertility is not changing and
there are no selection effects at work, cumulated 
age-specific fertility rates will provide measures of life-
time fertility equivalents that can be compared to the
recorded levels of lifetime fertility. The reported life-
time fertility is denoted by P for parity, the lifetime fer-
tility equivalents obtained by cumulating age-specific
fertility rates are denoted by F. The ratios of P to F, age
group by age group, provide indicators of the consis-
tency of the two types of information.

Once the comparison for consistency has been
made, there is the possibility for adjustment. If the P
and F values are consistent, there is no indication of
error and no need for adjustment, but if they are not,
a plausible adjustment can be made in some circum-
stances if there is some prior knowledge about the
likely nature of data errors.

II. ESTIMATION METHODS 
FOR FERTILITY

1. Indirect Estimates

Indirect estimates of fertility are mostly based upon
age distributions, and represent different systems of
reverse projection. In a closed population, the number
of children of a given age represents the survivors of
the number of births that occurred that number 
of years earlier. The primary influence on the number
of survivors is the earlier births, and the secondary
influence is childhood mortality. If allowance can be
made for the deaths, by reverse projection, for example,
the number of births can be estimated. If the entire pop-
ulation can also be reverse-projected to the same time
point, the birth rate can be estimated, and if the female
population of childbearing age can be estimated, the
general fertility rate (GFR) can be estimated. Reverse
projection in this simple form requires only data on the
age distribution of the population and knowledge of
mortality rates over the preceding few years.

This approach to fertility estimation dates back
many years. In practice, it is not very useful: it only
provides estimates of (at best) the GFR, rather than
estimates of more standard measures such as the Total
Fertility Rate; age distributions are affected by typical
age reporting errors (generally reducing the number of
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children reported as being under age 5 years), 
introducing a (downward) bias into fertility estimates
for recent periods; child mortality (and especially
trends in childhood mortality) may not be accurately
known; and the age distribution may be affected by
migration.

The Own Children method (Cho et al., 1986) is a
variant of the reverse-projection methodology that
provides standard age-specific fertility rates. Informa-
tion within a data source (such as relationship to head
of household) is used to match children in a particular
household to a likely mother in the same household.
The information on age of child provides information
on when the births occurred, while information on age
of mother minus age of child provides an indication of
the age of the mother at the time of the birth, and thus
a basis for estimating age-specific fertility. The method
has been widely used with census data, particularly
for East and South East Asia, where age distributions
are of good quality.

The use of stable and quasistable population analy-
sis techniques (Coale and Demeny, 1968) can also be
thought of as a form of reverse projection. Standard
age distributions reflecting known, fixed fertility and
mortality schedules are used as reference patterns
against which an observed age distribution is com-
pared. Some single characteristic of the age distribu-
tion, such as the proportion under age 15, which is
believed to be fairly accurately observed even in situ-
ations in which age reporting is of poor quality, is 
generally used as the starting point. Adjustment for
mortality is then made either directly, if an estimate of
child mortality is available, by matching the propor-
tion under age 15 against stable populations which
have the same childhood mortality as that of the pop-
ulation being studied, or indirectly, if no estimate of
childhood mortality is available, by matching against
stable populations with the same rate of growth as the
population being studied.

The development of mathematical expressions to
represent unstable age distributions gave rise to a
method of reverse projection proposed by Preston
(1983). This method is appealing because it does not
require estimates of mortality per se, but rather an 
estimate of the general age pattern of mortality. It is
also appealing because it makes use of the entire age
distribution, and linear methods for fitting. In an
unstable but closed population, the proportion of the
population of a particular age, c(a), is a function of the
current birth rate, b, the current probability of surviv-
ing to age a, p(a), and the sum of age-specific growth
rates below a, R(a). Thus

c(a) = b p(a) exp(-R(a))

where

Preston expressed the odds ratio of dying by age a
as equal to a constant fraction of the odds ratio of
dying by age a in a standard mortality schedule or
model life table. Thus

(1 - p(a))/p(a) = g {(1 - ps(a))/ps(a)}

Substituting in for p(a) and rearranging gives the
relationship

1/{c(a) exp(R(a))} = 1/b + (g/b){(1 - ps(a))/ps(a)}

Thus the reciprocal of the proportion age a adjusted
for the sum of growth rates from age 0 to age a is lin-
early related to the odds ratio of dying by age a in the
standard life table, with intercept equal to the recipro-
cal of the birth rate and slope equal to the ratio of the
proportional factor linking the actual and model odds
ratios to the birth rate. Even better, if child mortality is
known, from some independent source, the expression
can be rewritten

p(5)/{c(a) exp(R(a))} = 1/b + (g/b) {(ps(5) - ps(a))/ps(a)}

where p(5) and ps(5) are the actual and standard prob-
abilities of surviving to age 5. This formulation is to 
be preferred because much of the variability between
human mortality schedules and between different
families of model life tables is the relationship between
mortality before and after age 5.

Although the Preston method appears to make very
effective use of both data and theory in a combination
that should be robust to error, in practice the method
has performed rather poorly. At best, the only fertility
estimate it produces is of the birth rate, and this esti-
mate turns out to be sensitive to selection of points to
fit. Age misreporting is the most likely explanation of
the problem.

2. Consistency Checks

The principal consistency check method in fertility
estimation is the P/F method outlined earlier, whereby
fertility rates for a recent period (for example from
vital registration) are compared with lifetime fertility
measures (for example from a census question on chil-
dren ever born). Age-specific fertility rates cumulated
across age groups provide cumulative fertility meas-
ures F(a) that are equivalent to lifetime fertility meas-
ures at exact ages. For data tabulated by 5-year age
groups, the cumulative fertility to the beginning of a
given age group is just the sum of age-specific fertility
rates for younger age groups multiplied by 5 (to allow
for the fact that each woman spends 5 years in a 5-year

R a r x dx
a

( ) = ( )Ú0
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age group). Lifetime fertility measures P(i), however,
are averages for women within a 5-year age group. A
method is therefore needed to interpolate between the
cumulative fertility measures at exact ages to approx-
imate lifetime fertility measures for an age group.
Various ways of carrying out this interpolation have
been developed. The original method, proposed by
Brass (1975), used a very simple fertility model (a third
degree polynomial) to interpolate between cumulative
fertility to the beginning of an age group and cumula-
tive fertility at the beginning of the next age group in
order to arrive at an estimate of average cumulative
fertility F(i) in the age group. The polynomial was
fitted using either the ratio of fertility in the age group
15 to 19 years to that in the age group of 20 to 24 years,
or the mean age of childbearing.

Once the P and F values for each age group have
been calculated, P/F ratios can be calculated for each
age group. The ratios indicate the consistency of the
current and lifetime fertility information, but may, if
certain assumptions about data errors can be made,
also provide a basis for adjustment. Say that the data
on children ever born come from a census question.
Experience suggests that in some cultures older
women may omit some of the children they have given
birth to, if for example the children have died or
moved away. In these circumstances, the P values for
older women will be biased downwards, but those for
younger women will be more accurate. If the data on
births by age of mother come from a vital registration
system that only covers 80% of the national popula-
tion, there will be too few births registered, but the
undercoverage of births may be roughly constant at all
ages of mother. If so, the age-specific fertility rates and
the F values derived from them will all be too small by

a factor of 0.8. Under these circumstances, the P/F
ratios for younger women should be an approximately
constant 1.25, reflecting the underregistration of births
and reasonable accuracy of the Ps, but should drop for
older women as the Ps become biased downwards. An
estimate of fertility better than either source on its own
can then be obtained by adjusting the age-specific fer-
tility rates by the P/F ratios for younger women. In
practice, of course, the assumptions will only approx-
imate reality, or may not even do that if fertility is
changing rapidly, so adjustment may not be possible.
The consistency check and the pattern of P/F ratios by
age will always be informative, however.

The original method was slightly modified in the
United Nations (Hill et al., 1983) Manual X. The 
interpolation procedure between successive cumula-
tive fertility observations was based on a regression
equation. Model fertility schedules were generated 
by the Coale-Trussell (1974) fertility model for a range
of model parameters and combined with likely age
distributions of women within 5-year age groups
given different levels of fertility. Table 127–1 shows an
application of the method to data from the 1992 census
of Zimbabwe. The P/F ratios (column 5) rise steeply
with age of mother, from below unity in the first two
age groups to nearly 1.5 for the women over 40.
Clearly, the two sources of fertility data are far from
consistent, but as they are the ratios give little clue as
to which source of data should be regarded as more
accurate. Knowledge of the specific situation suggests
that changing fertility may explain much of the
pattern.

A further modification of the interpolation proce-
dure is proposed by Brass (1981), making use of his
Relational Gompertz fertility model, which is particu-
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TABLE 127–1 Application of P/F Ratio Method. Zimbabwe, 1987 and 1992

Age Group Age-Specific Average No. Parity P(i)/F(i) Average No. Hypothetical Ph(i)/F(i)
Fertility Rate of Children Equivalents of Children Cohort

(1992) Born (1992) From f(i)s Born (1987) (1987–1992)
f(i) P(i) F(i) P¢(i) Ph(i)

15–19 0.099 0.189 0.220 0.86 0.170 0.189 0.86
20–24 0.223 1.119 1.158 0.97 1.311 1.138 0.98
25–29 0.204 2.537 2.234 1.14 2.983 2.364 1.06
30–34 0.177 4.021 3.174 1.27 4.533 3.402 1.07
35–39 0.141 5.278 3.957 1.33 5.913 4.147 1.05
40–44 0.074 6.262 4.441 1.41 6.770 4.496 1.01
45–49 0.026 6.738 4.690 1.44 7.262 4.464 0.95

Total average 4.72
fertility rate

Source: United Nations (Hill et al., 1983) Manual X.



larly convenient for fitting to lifetime fertility data or
their equivalents. The Relational Gompertz model can
be fitted to the cumulated age-specific fertility rates to
age a as a proportion of total fertility, F(a)/TF, or to
ratios of successive cumulative values, F(a)/F(a + 5),
and the model parameters estimated. The model
parameters can then be used with the standard
average parity distribution values of the model,
Ps(i)/TF, to estimate the expected average parity in
each age group as a proportion of total fertility,
Pe(i)/TF. An estimate of total fertility can then be
obtained for each age group i as the ratio of observed
parity, P(i), to the expected proportion of total fertility
represented by average parity at that age group, based
on the model fitted to the Fs.

The exact method used to apply the P/F Ratio
method makes little difference to the results obtained,
since all that the methods are doing is using different
ways of interpolating between observed cumulative
fertility levels. The factors that do make a difference to
the results are fertility trends and data errors that do
not fit the very simple models specified. Results for
women in the age group 15–19 are often unreliable,
perhaps because of more complex error patterns affect-
ing very young women. Fertility trends result in P/F
ratios that deviate from unity, as noted above with
regard to the Zimbabwe example, but a basis for
adjustment can sometimes be obtained if data are
available on children ever born from two successive
surveys. If the two surveys are separated in time by
approximately 5 years, the parity distribution for a
hypothetical intersurvey cohort can be created by
chaining together the parity increments for true
cohorts aging from one survey to the next. This parity
distribution for the hypothetical cohort, with an
explicit time reference, can then be compared with the
cumulated age-specific fertility rates from the second
survey. Table 127–1 (columns 6 to 8) shows the appli-
cation of this technique to the Zimbabwe data, com-
bining the 1992 census data with data from a 1987
intercensus survey. The hypothetical cohort P/F ratios
still start below unity for the youngest women, rise
moderately to values slightly over 1.0 for the central
ages, and then fall again. This application confirms
that fertility trends were largely responsible for the
pattern of P/F ratios in column 5, and also suggests that
young women may underreport children ever 
born, while women over 40 may also omit some of
their lifetime births (note that the average parity of 
45- to 49-year-old women in 1992 is lower than that 
of 40- to 44-year-old women in 1987). The application
suggests that an upward adjustment of about 5 percent
to the reported age specific fertility rates would be
appropriate.

The P/F ratio methodology can also be applied 
to data specific by birth order. For example, cumulated
first birth rates can be compared with proportions 
of women who report having had at least one child.
The assumptions about error are then that women 
are less likely to underreport ever having had a child
than underreporting the number, and that first 
births are as well reported as all births. In practice,
these assumptions about error are rather strong, and
the order specific methodology has not been widely
used.

3. Combined Indirect Estimates and
Consistency Checks

Parity progression ratios are useful for studying
long-term trends in family building behavior, and the
techniques of indirect estimation and consistency
check can be used in the process. Distributions of
women after the end of childbearing by number of
children ever born permit the calculation of parity 
progression ratios, and performing the calculations by
age group provides an approximate time reference for
the measures of fertility. Such ratios may be affected
by age misreporting and omission of children from
women’s reports, but consistency checks of the meas-
ures for similar time points from successive surveys
can demonstrate whether or not data errors are impor-
tant (Feeney, 1988). Indirect estimation can then be
invoked to fill in the incomplete fertility records of
women who have not yet reached the end of child-
bearing in order to use these incomplete records as a
basis for calculating parity progression ratios. Current
age-parity–specific fertility rates are used to project
future births of each parity for each age group of
women, in order to fill in the truncated birth histories.
This procedure will of course damp trends, because
current levels are being assumed to apply to future
childbearing of all cohorts.

III. ESTIMATION METHODS FOR
CHILD MORTALITY

1. Indirect Estimates

Indirect estimates of child mortality, using data
from population censuses and large-scale surveys,
have contributed enormously to our knowledge of
child mortality levels and trends in the developing
world. The recent widespread use of birth history
surveys, in programs such as the World Fertility
Survey and the Demographic and Health Surveys, 
has provided alternative, direct estimates of child 
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mortality at the national level in a large number of
countries, and has also contributed to our knowledge
of the factors associated with child mortality differen-
tials. However, the indirect estimates included in cen-
suses still provide the only viable way of examining
small-area variations in child mortality in much of the
developing world.

a. Method Based on Proportions of Children Dead

The method is based on proportions dead of 
children ever born by women, as classified by age. 
The basic questions are very simple: How many children
have you given birth to? and How many of them are 
still alive? It is claimed that better results can be
obtained by breaking the question down into three:
children still alive and living at home, children still
alive but living elsewhere, and children that have died.
The questions can be further refined by asking about
boys and girls separately. The analysis uses age of
mother as a proxy for exposure to risk of the children.
Other things being equal, older women have children
exposed to the risk of dying for longer, and thus have
higher proportions of dead children for a given level
of childhood mortality, than do younger women. The
proportion dead within a given age group is also
affected by the age pattern of fertility. In an early child-
bearing population, average exposure time of the chil-
dren of mothers of a given age group will be longer
than in a late childbearing population, so the propor-
tion dead will be higher for the same overall level of
mortality. For simplicity, assume that women in a pop-
ulation bear all their children at one age. For women
of exact age 30 who bore all their children at exact age
23 years, the proportion dead will measure (other
things being equal) the probability of dying by age 7
years, 7q0. For women of exact age 30 years who bore
all their children at exact age 25 years, the proportion
dead would measure the probability of dying by age
5, 5q0.

Brass (1964) developed the first analytical method
for such data by modelling proportions dead for stan-
dard 5-year age groups using a single model life table
and a simple polynomial fertility model with varying
age locations. He related the model proportions 
dead, age group by age group, to probabilities of 
dying by exact ages of childhood. A particular appli-
cation used an indicator of the age location of child-
bearing, the ratio of the average numbers of children
given birth to women in the age groups 20 to 24 years
and 25 to 29 years, P(2)/P(3), to select appropriate
factors for converting proportion of dead children into
probabilities of dying between birth and exact ages of
childhood.

The method has been subject to a number of modi-
fications over the years. Sullivan (1972) used a wider
range of model life tables to model proportions dead,
and proposed a regression-based method to obtain
conversion factors based on observed values of
P(2)/P(3). Trussell (1975) proposed a set of regression
equations based on a range of fertility models derived
from the Coale-Trussell (1974) fertility model and a
wide range of model life tables. Preston and Palloni
(1977) proposed a method for using the ages of each
mother’s surviving children to infer the distribution of
children by duration of exposure. The United Nations
Manual X (Hill et al., 1983) presented a rather simpli-
fied version of the Trussell procedure.

The precise method of allowing for exposure time
makes little difference to the results obtained relative
to other data errors and to assumptions about another
factor that affects the relationship between the pro-
portion dead and probabilities of dying by exact ages
of childhood, namely the age pattern of child mortal-
ity. Both model simulations and extensive experience
have shown that that the probability of dying by age
5, 5q0, is robustly estimated by the proportion dead
among children given birth by women aged 30 to 34
years, over a wide range of age patterns of early child
mortality. However, infant mortality (based on pro-
portions dead among women aged 15 to 19 years) and
the probability of dying by age 2 years (based on the
proportion dead among children ever born by women
aged 20 to 24 years) are not robustly estimated, partly
because they are sensitive to the assumed pattern of
childhood mortality and partly because of selection
biases.

The second major breakthrough in the use of data
on children ever born and surviving was the recogni-
tion that estimates of the time reference of the estimate
based on each age group of women could be derived
if the rate of change of mortality could be assumed to
be approximately constant. Feeney (1980) developed a
method for using the proportion dead for each age
group of women to derive an estimate of the infant
mortality rate and the years to which it referred. The
basic idea is that both the average exposure time of
children and the average time ago to which that expo-
sure refers increase with age of mother. Under condi-
tions of constant child mortality change, the pace of
change does not materially affect the time to which
each estimate refers. The United Nations Manual X
provides conversion factors based on parity ratios for
estimating the reference dates of successive estimates.
One of the important results of being able to locate esti-
mates in time is that results from different surveys can
be compared for consistency. Each estimate of nq0 can
be converted into a common indicator (5q0 is normally
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used) using a system of model life tables. The esti-
mates of 5q0 can then be plotted against time and the
consistency of successive surveys assessed. Results of
the application of the Manual X method to data from
the 1992 Zimbabwe census are shown graphically in
Figure 127–1.

Further developments of the method have explored
alternative controls for exposure to risk. One of the
problems with the age based method is that early child
bearers tend to be selected for low socioeconomic
status and thus higher than average child mortality.
This effect is clearly visible in Figure 127–1. Thus esti-
mates based on proportions dead of women under age
25 tend to be above the population average. Sullivan
(1972), Trussell (1975) and the United Nations Manual
X provide factors for converting proportions dead by
5-year duration of marriage groups into standard risks
of dying in childhood. The advantage of this approach
is that the estimate for the first duration group, which
gives an estimate with a reference period closest to the
survey date, avoids the selection bias that affects the
young age groups, since all socioeconomic groups are
represented by children in the first duration of mar-
riage group. The problem is that age at marriage may
not be closely related to age at initiation of childbear-

ing, particularly in populations with significant levels
of premarital fertility. To avoid this problem, Hill and
Figueroa (2001) have proposed a method based on
time since first birth, but the method has not yet been
tested widely enough to draw conclusions about its
usefulness.

b. The Previous Birth Technique

A second indirect approach to the estimation of
child mortality is the previous birth technique (Brass
and Macrae, 1984). This approach is intended for
application in settings in which registration or notifi-
cation of births occurs, but recording of child deaths
may be incomplete. At the time of a delivery, the
mother-to-be is asked whether she has had a previous
birth, and, if so, whether the previous birth is still alive.
The proportion dead of the previous births closely
approximates the probability of dying by age 2, 2q0,
approximately two years earlier. The simple questions
can be added to a registration system (if a high pro-
portion of births are registered) or to clinic record-
keeping systems (if a high proportion of births occur
in clinics). Even if proportions of births covered by the
record-keeping system are not very high, it may still
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be argued that trends in 2q0 will approximate popula-
tion trends. However, concerns about selection bias or
changing compositions of births recorded over time
(particularly if the data are to be used for evaluating a
program that aims to change that composition) may
weaken possible interpretation.

2. Consistency Checks

Consistency checks have not played an important
role in the development of measurement methods for
child mortality (except for comparisons of consistency
of alternative indirect estimates for similar time
periods, noted above). Although in theory it is possi-
ble to compare a time sequence of births and child
mortality estimates with the surviving population of
young ages, in practice misreporting of ages of young
children and uncertainties about true fertility levels
make it impossible to draw conclusions about the child
mortality element.

IV. ESTIMATION METHODS FOR
ADULT MORTALITY

Large numbers of methods have been developed for
measuring adult mortality, but the performance of the
methods is often less satisfactory than in the areas of
fertility and child mortality. As a result, firm informa-
tion about current patterns, levels and trends of adult
mortality is lacking for much of the developing world.
One of the main reasons for the uncertain perform-
ance of the available methods is age misreporting.
Exaggeration of age is an important error in many
developing countries, and it affects all the available
estimation methods to a greater or lesser extent.

1. Indirect Estimates

Indirect estimates are based on data on survival of
relatives. Methods have been developed for three
types of relative: parents, spouses and siblings.
However, data on parental survival (and particularly
survival of mother) are much more widely available
than data on spouses or siblings, and more effort has
been put into the development of analytical methods
for parental survival than into methods for other types
of relative. The presentation here therefore will focus
mainly on parental survival methods.

a. Parental Survival Method

The basic questions needed to apply the parental
survival methods are very simple: Is your father alive?

and Is your mother alive?. Given that the respondent’s
mother must have been alive at the respondent’s birth
(and the father at the respondent’s conception), the
respondent’s age provides a measure of the duration
of exposure to risk of the parent. If all births occurred
to mothers at exact age 25 years, the proportion of
mothers alive among respondents aged exactly 20
years would approximate the probability of surviving
between ages 25 and 45, l(45)/l(25). If all fathers were
exact age 30 years at the conception of their children,
the proportion of fathers alive would approximate
l(50.75)/l(30), assuming the gestation period to be
three quarters of a year. In practice, of course, women
bear children at a range of ages from about 15 to 50
(and men beget children at an even wider range of
ages). The proportion of those exact age 20 with a sur-
viving mother (or father) is thus a weighted average
of a range of 20-year survival probabilities.

The proportion of respondents in a given age group
with a surviving parent depends primarily on the level
of adult mortality, but also depends on the age pattern
of childbearing. The analytical methods for parental
survival data (Brass and Hill, 1973; Hill and Trussell,
1977; Timaeus, 1992) have all used model fertility and
mortality schedules to model relationships between
proportions with a surviving mother (or father) in a
given age group and a standard life table conditional
survivorship probability. The method is applied by
using a standard indicator of the age location of child-
bearing (the average age of parent for a cohort of
births) to control for differences in proportions with
surviving parents that result from differences in age
patterns of childbearing in order to convert each pro-
portion into a life table survivorship probability. Thus
in the United Nations Manual X version of the survival
of mother method,

l f(25 + N)/l f(25) = a(N) + b(N) M + c(N) 5PSMN-5

where l f(25 + N)/l f(25) is the probability of female sur-
vival from age 25 to age 25 + N, M is the mean age of
mother for a cohort of births (usually for data avail-
ability reasons a recent cohort, for example births
occurring during the last 12 months), 5PSMN-5 is the
proportion of respondents in the age group (N - 5, N)
with a surviving mother, and a(N), b(N) and c(N) are
constants estimated by regression analysis of model
simulations.

The survivorship indicator estimated from parental
survival is not a current estimate but rather an estimate
of an average of mortality conditions over the expo-
sure period (determined by the age group of respon-
dents). Brass and Bamgboye (1981) have proposed a
simple method for deriving an estimate of time loca-
tion in the past of each estimate. Because mortality
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risks increase with age, the time reference is more
recent than the midpoint of the exposure period, but it
is still the case that estimates of female mortality based
on survival of mother data for respondents aged
between 15 and 50 years generally refer to time periods
from 7 to 15 years before the interviews. As with indi-
rect estimates of child mortality, the ability to locate
adult mortality estimates in time makes it possible to
compare consistency of estimates between surveys as
well as track trends in mortality.

Parental survivorship methods have been widely
applied, but with mixed results (for a review, see
Timaeus, 1991a). There are some theoretical reasons for
cautious interpretation. It is only persons with surviv-
ing children whose survival gets reported, and the sur-
vival is then reported in proportion to the number of
surviving children; any correlation between survivor-
ship and numbers of surviving children (whether
through a fertility or mortality differential) will mean
that parental survival proportions are not representa-
tive of the population at large. An attempt to limit
responses to one per parent by restricting analysis to
firstborn or eldest surviving children was not success-
ful (Hill, 1977). There are also well-established data
accuracy problems, most notably age misreporting
(exaggeration of age of respondent increases apparent
survival time and biases mortality estimates down-
wards) and what has been dubbed the adoption effect
(young children with a dead parent appear to be
reported as for a surviving adoptive parent, biasing
upwards proportions with a surviving parent). The
adoption effect is particularly important for respon-
dents under 15, but age exaggeration may become a
problem at almost any age thereafter. Finally, adults
with high fertility are overrepresented.

A modification of the basic technique has been
developed by Timaeus (1991b) to avoid problems with
adoption. In some surveys, data have been collected
on parental survival at the time of the survey as well
as at some point in the past such as first marriage. The
proportions with a surviving parent at first marriage
whose parent has died by the time of the survey reflect
parental mortality after the respondent has passed the
stage of life during which adoption is possible, thus
avoiding the adoption effect, and also reflect quite
recent mortality risks, reducing the time ago of the ref-
erence periods of the estimates. Timaeus developed a
method for analyzing such data using fertility, mortal-
ity and marriage models. Unfortunately, the necessary
data have not been widely collected, so despite the
method’s promise, it cannot be widely applied. The
only survey vehicles in which it has been applied are
complex fertility surveys of the Demographic and
Health Surveys program phase 1, so experience is

lacking on how the method would perform in, say, a
population census.

b. Spouse Survival Technique

Attempts have also been made to use information
on survival of spouses as a basis for indirect estimates
of adult mortality (Hill, 1977). In theory, such methods
should work quite well: the problems with parental
survival of adoption and multiple responses are
removed, the spread of ages at marriage is narrow, and
the mortality experience reflected is quite recent.
However, in practice, the problems with data errors
have been found to be formidable. To avoid effects of
remarriage, it is necessary to specify a first spouse, but
then misreporting current spouse as first spouse, or
adopting a different standard of marriage for surviv-
ing partners versus those that may have died, become
problems. Also, in populations affected by HIV/AIDS,
correlations between spouse mortality may be quite
high, resulting in selection biases leading to an under-
estimation of adult mortality.

c. Sibling Survival Technique

The third type of relative used for indirect estimates
of adult mortality is siblings. On average, for respon-
dents age 15 years or older, siblings born to the same
mother are distributed by age approximately equally
on either side of the respondent’s age. Thus if mortal-
ity risk is constant with age or changes linearly with
age, the proportion surviving of a respondent’s sib-
lings should closely approximate the probability of
surviving to the age of the respondent. Hill and
Trussell (1977) first suggested the use of sibling sur-
vival data for estimating mortality, and used fertility
and mortality models to examine the relationship
between proportions with surviving siblings and stan-
dard life table survivorship values. They confirmed
that the relation between the proportion of surviving
siblings and survivorship to the age of the respondent
was extremely strong. Timaeus et al. (2001) have since
modified Hill and Trussell’s approach to reflect the fact
that the dispersion of childbearing within families is
smaller than the dispersion of fertility at the popula-
tion level.

Despite its theoretical appeal, sibling survival in its
indirect form has not been widely used to estimate
mortality. The questions needed are not as simple as
they at first appear: How many brothers/sisters (siblings)
did your mother give birth to in total? and How many
brothers/sisters (siblings) born by your mother are still alive
now?. Note that asking separately about brothers and
sisters provides estimates of mortality by sex. One
problem with the questions is how to make clear that
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the respondent should not include him or her self. A
second problem is that the respondent simply may not
know about children born and died before the respon-
dent reached an age to be aware of such matters.

A modification of the sibling method has been
developed to measure maternal mortality (Graham 
et al., 1989). The questions are changed to focus only
on numbers of sisters who survived to reach some life
milestone such as marriage or age 15, the number of
those who have since died, and, for the dead sisters,
whether she was pregnant, delivering a child, or had
delivered within the 2 months before death. The risk
of maternal death was modeled as a modified fertility
function, and for each age group the relation between
the proportion of sisters dead of maternal causes and
the lifetime risk of maternal death was modeled. The
approach has mainly been used in small surveys, and
results across age groups have been pooled into a
single estimate. Unfortunately, this single estimate has
a reference date about 12 years before the survey,
reducing the value of the method for monitoring 
purposes.

The development of the indirect sibling method 
for estimating maternal mortality led to the inclusion
of full sibling histories in a number of DHS surveys
(Stanton et al., 1997). The data collection required 
is much more complex (for each sibling: name, 
sex, whether still alive, how old if still alive, and if not,
year of death, age at death, and, for dead sisters,
whether the death met a time of death criterion to be
regarded as a maternal death). These data provide a
basis for the direct calculation of mortality risks and
maternal mortality risks, but initial assessments of
data quality suggest substantial omissions of sibling
deaths more than 6 years before interview (Stanton 
et al., 1997).

2. Consistency Checks

Consistency checks in the estimation of adult 
mortality consist primarily of comparisons of the age
pattern of deaths with the age pattern of the popula-
tion. Brass (1975) was the first to propose the use of
consistency checks to estimate death registration cov-
erage. In a closed population, the birth (or entry) rate
is equal to the sum of the death rate and the growth
rate. Such a relation is necessarily true for any age
segment of a population. Thus

b(a+) = r(a+) + d(a+)

where b(a+) is the “birthday” rate (or entry rate) for the
age segment a and over (equivalent to the birth rate for
the total population), r(a+) is the growth rate of the
population over age a, and d(a+) is the death rate over

age a. In a stable population, the growth rate is 
constant at all ages. If the “birthday” rate (i.e., the 
rate of entries) is calculated only from the age distri-
bution, but the death rate is calculated from recorded
deaths of completeness c (constant at all ages) relative
to the population coverage, the relationship then
becomes

b(a+) = r + (1/c)do(a+)

where do(a+) is the death rate based on reported 
deaths. Plotting the observed death rate against the
observed entry rate for a range of ages a thus permits
(if the assumptions of stability, and constant death cov-
erage, hold) the estimation of both the stable growth
rate r and the reciprocal of the coverage of the death
records c.

If two successive population counts are available,
the assumption of stability can be relaxed (Hill, 1987).
Assuming that census coverage is constant by age, but
may change from count to count, the relationship
becomes

b(a+) - ro(a+) = k + (1/c)do(a+)

where ro(a+) is the observed growth rate over age a, k
is the natural logarithm of the change in coverage from
the first to the second count divided by the length of
the intercensus interval in years, and c is the coverage
of death recording relative to the average coverage of
the two counts. Figure 127–2 shows the application of
this method to data for males from the 1982 and 1992
censuses of Zimbabwe, using deaths by age recorded
in the form of household deaths by age and sex in the
12 months before the 1992 census.

Equations for stable and closed general populations
have also been exploited for comparisons between age
distributions and distributions of deaths by age. In a
stable population, the population age a can be
expressed in terms of the deaths over age a and the
stable rate of growth (Preston et al., 1980):

N(a) = SD(x) exp(r*(x - a))

If deaths are reported with completeness c relative to
the population count, the ratio of the population age a
based on the above expansion of deaths at ages above
a to the reported population age a estimates the value
of c. If the stable growth rate is not known, the use of
a range of growth rates can be used, with the one that
gives the closest approximation to a consistent set of
estimates of c across age groups being selected as the
best single estimate.

Bennett and Horiuchi (1981) generalized the above
relationship to apply to all closed populations, replac-
ing the product of the stable growth rate and the age
difference between the population and the deaths
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(x - a) in the above relationship by the sum of the
observed growth rates between a and x.

These consistency checks between age distributions
and age at death distributions can be thought of as
extensions of conventional intercensus survival
(whereby intercensus cohort mortality is estimated
from cohort decrements between one census and the
next) with the intercensus survival (or population age
structure) estimates of adult mortality being compared
with the estimates based on deaths by age. Assump-
tions about the nature of the errors (typically that
errors are invariant with age) then permit adjustments
of the original data and improved estimates of 
mortality.

These consistency checks have been very widely
applied to death distributions obtained from regis-
tered deaths and from census or survey questions on
recent household deaths. Experience suggests that the
methods that assume stability are becoming increas-
ingly inappropriate as populations in the developing
world destabilize. The methods that do not assume
stability appear to work very well in populations with
good quality age reporting (Chinese populations, for
example) as long as the coverage of deaths is high
enough to be representative of the true age pattern of

deaths; coverage less than 60% of those deaths that
should be included is likely to give rise to selection
bias and lead to unsatisfactory results. In populations
with substantial amounts of age misreporting of a 
nonrandom nature, results can be disappointing.

V. ESTIMATION METHODS 
FOR MIGRATION

Direct measures of migration are often weak even
in developed societies, so it might be expected that
indirect estimation procedures would be well devel-
oped. In fact, however, the development of estimation
procedures for migration has also lagged those for 
fertility and mortality. Even those methods that have
been developed have not been widely applied: uti-
lization of available data has been no faster than the
development of methods.

1. Indirect Estimates

Indirect estimates have been largely limited to the
use of information on residence of children or siblings
to estimate emigration (Zaba, 1986). Mothers are asked
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how many surviving children they have, and how
many of those live in the same country. For the sibling
approach, respondents are asked how many surviving
brothers and sisters (born of the same mother) they
have, and how many live in the same country as the
respondent and how many live elsewhere. Models 
of fertility and emigration are used to develop
methods for deriving estimates of migration from 
the data, usually limiting analysis to the native-born
population.

2. Consistency Checks

Consistency checks have followed lines similar to
those used for adult mortality. For example, inter-
census estimates of migration computed from cohort
changes in numbers of migrants can be compared with
direct measures of numbers of migrants available from
administrative records (Hill, 1987). Use of an appro-
priate study population (for example, the nonnative
population to study immigration) concentrates the
numbers of events and improves robustness. As
always, to use consistency checks as a basis for adjust-
ment requires assumptions about patterns of data
error. These assumptions (constant coverage by age,
for example) may often be more problematic in the
case of migrants than in the case of deaths or births.

CONCLUSIONS

Techniques for estimating fertility, mortality and
migration in developing countries from less than
optimal data have been developed over the last 40
years, and have contributed enormously to our knowl-
edge of demographic conditions in the developing
world. Over that same period, conventional data on
event frequencies—registration of births and deaths—
have not improved greatly, though population cen-
suses have become much more an established part of
routine and have in many cases improved in quality
also. The other major change in demographic meas-
urement has been the widespread use of complex data
collection instruments, particularly birth histories, that
permit direct estimation of a number of demographic
processes. However, because these instruments are
elaborate, they are typically only used for small
samples, which in turn provide limited geographic or
other detail. Indirect estimation procedures, including
both indirect methods and consistency checks, remain
important as ways of producing estimates for small
population subgroups and for tracking trends. The
procedures have become increasingly sophisticated
and robust over time, but assumptions about true

demographic patterns or error patterns still have to be
made to interpret results. Purists sometimes find this
indirectness distressing, whereas pragmatists accept
what they can get.
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One alternative to the analytical approach based on
mortality curves by age, sex and possibly cause, is to
use the life tables produced in some countries to create
what are known as model life tables—tables defined
numerically, or by the analytical relationships between
the “parameters” and other mortality functions, and
intended to represent average mortality scenarios at
different levels. Broadly speaking, model life tables are
used whenever a life table calculated for a given period
or place is applied to other populations, either in order
to estimate missing data or to predict mortality.

I. MODEL LIFE TABLES BASED ON
REGRESSION METHODS AND ON

DATA FROM DEVELOPED COUNTRIES

The first attempt to construct a model life table sum-
marizing the mortality patterns of several countries
was published in 1944 by Frank Notestein et al., in The
Future Population of Europe and the Soviet Union, a study
whose aim was to project the population of Europe
and the Soviet Union. The authors calculated the
regression coefficients relating 5qx and e10 for 5 £ x £ 85
on the basis of European life tables used for the 
projections. Using regression techniques, values for 
e10 were obtained from the observed 5qx from x = 5 to x
= 20, and these estimated average life expectancies at
ten years were then used to correct the 5qx for x ≥ 25.

1. The United Nations Tables

Most sets of model life tables were developed
through applying regression methods to an array of

life tables estimated from relatively reliable data. Vasil-
ios Valaoras elaborated the first collection of such
model tables for the United Nations in around 1955,
using data from 158 tables essentially from developed
countries; some of them had been smoothed using ana-
lytical or graphical techniques (United Nations, 1955,
1956; United Nations, 1956). A chain regression
method of mortality probabilities (both sexes com-
bined) linked successively 5q0 to 1q0, 5qx to 5qx-5, etc.,
according to the quadratic relation:

5qx = A + B 5qx-5 + C 5q2
x-5

where the least squares method is used to estimate
parameters A, B and C for each value (5, 10, . . . , 80) of
x. These are called one entry tables (1q0). Forty tables
were created in this way for values of 1q0 from 
20‰ to 330‰ (‰ = per 1,000), corresponding to life
expectancies at birth varying from 19 to 72 years. From
these tables, model tables for each sex were then estab-
lished for the total population, by applying standard
(fixed) models of age differences in mortality by sex.
Ruben Gabriel and Ilana Ronen (1958) criticized this
chain method for estimating mortality rates with 
second degree terms, showing that this approach intro-
duced a systematic bias and, in particular, overesti-
mated expectation of life by approximately two years
on average. With linear regression, they then calcu-
lated the probabilities 4q1, 5q5, . . . , 5q80 from infant 
mortality 1q0:

nqx = A + B 1q0

nonetheless drawing attention to the fact that a quad-
ratic relation would be preferable for estimating 4q1, at
least for extreme values of 1q0. Their aim was to esti-
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mate missing data in countries with incomplete—even
quasi-nonexistent—or defective statistics.

2. The Princeton Tables

It quickly became evident, as shown notably by
Sully Ledermann, Jean Bréas and Jean Bourgeois-
Pichat (Ledermann, 1955; Ledermann and Bréas, 1956;
United Nations, 1962; Bourgeois-Pichat, 1963), and
Paolo De Sandre (1973, 1974), that a mortality sched-
ule could not be adequately characterized by a single
parameter. In 1964, Ramakrishna Kurup (cited by
Valaoras, 1973) produced five groups or families of
model tables, each corresponding to a level of socioe-
conomic development. In 1966, Ansley Coale and Paul
Demeny published four families of model tables con-
structed from 193 male and female life tables, the 
great majority from European populations or those of 
European origin:

• the East family, based on 31 tables (5 from Austria,
13 from Germany, 4 from Czechoslovakia, 6 from
Central or Northern Italy, and 3 from Poland),
characterized by relatively high mortality during
childhood and at ages above 50 years compared
with other adult ages;

• the North family, summarizing 9 tables (4 from
Norway, 4 from Sweden and 1 from Iceland), 
and characterized by relatively low mortality
levels below the age of 1 year and above 45 or 50
years.

• the South family, based on 22 tables (5 for Spain, 
8 for Portugal, 5 for all Italy, 1 for Sicily and 3 
for Southern Italy), characterized by relatively
high mortality below the age of 5 years and 
over 65 years, but relatively low between 40 
and 60 years.

• a residual group, called the West family, was
constructed from 130 other national tables for
countries with relatively good statistics (7 from
Australia, 4 from Belgium, 7 from Canada, 11 from
Denmark, 11 from England and Wales, 1 from
Estonia, 4 from Finland, 16 from France, 5 from
Ireland, 3 from Israel, 6 from Japan, 1 from Latvia,
1 from Luxembourg, 10 from the Netherlands, 12
from New Zealand, 2 from Northern Ireland, 7
from Scotland, 5 from Sweden, 3 from Taiwan, 4
for the white population of South Africa and 10
from the United States).

A matrix of correlation coefficients was estimated
for each family, and separately for men and women,
between log(1q0), log(4q1), log(5q5), . . . , log(5q75) and
both e0 and e10. As the male mortality indicators were
not as well correlated as female mortality indicators,

the authors first created a set of female model tables,
using least squares linear regression on life expectancy
at 10 years (e10) of nqx, for low values of e10, and of
log(nqx) for high values of e10, and an average of the
values of nqx obtained through the two regressions for
the values of e10 in between. Each family of models
included 24 mortality levels defined by female life
expectancies at birth from 20 to 77.5 years, by steps of
2.5 years. Ansley Coale and Paul Demeny then derived
the corresponding male model life tables, based on
standardized differences in sex-specific mortality. The
tables were closed using a life expectancy at 80 years
estimated by a regression on the number of survivors
at 80 years.

In 1983, Ansley Coale, Paul Demeny and Barbara
Vaughan completed this set of model life tables by cal-
culating a 25th level, corresponding to a life expectancy
at birth of 80 years for women, and extending table
estimates to the age of 100 years. Above 80 years,
however, the Gompertz formula, based on the hypoth-
esis that instantaneous death rates, m(x), grow expo-
nentially with age, was used to calculate the survival
curve lx.

In 1989, Ansley Coale and Guang Guo revised these
model tables for very low mortality levels (e0(F) over
75 years). They modified the tables at three levels:

1. for ages above 80 years, they replaced the
exponential growth hypothesis of m(x) by a
hypothesis of a linear decrease of the 

ratio .

2. they constructed new model tables, from ages 0 to
100 years, for female life expectancy levels of 77.5
and 80 years for the West family, from 72.5 to 80
years for the East and from 65 to 80 years for the
South family of models.

3. they estimated new model tables, common to the
various family types, for female life expectancies
of 82.5 and 85 years.

Their creators believed that these tables could prove
useful for projections in 1989; in fact, from this point
of view they very quickly became obsolete as, ten years
later, women in some countries had already reached
this level.

3. The Ledermann Tables

After demonstrating that entering a model table
through a parameter other than the one used to con-
struct it introduced a risk of bias, Sully Ledermann and
Jean Bréas (1956) analyzed the principal components
of 157 tables which enabled them to identify three vital
components of age-specific mortality:

ln 5

5 5

m
m

x

x-
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1. the first component close to e0 depends especially
on mortality between 10 and 45 years

2. the second component is defined by mortality
over 40 years

3. the third component summarizes mortality over
the age of 70 years.

Based on this analysis, Sully Ledermann (1969) then
defined seven sets of one-parameter model tables and
three two-parameter sets:

1. One-parameter Sets

For an entry X, the set is constructed on the relation:

log(qj) = aj0 + aj1 log(X) + sje

where aj0, aj1 and sj are three parameters, e being a
normal variable with a mean of zero and a standard
variation of 1.

The seven parameters included are:

set 100: 100 - e0(MF)
set 101: 5q0(MF)
set 102: 1q0(MF)
set 103: 15q0(MF)
set 104: 20q30(MF)
set 105: 20q45(F)
set 106: T50+ = 44,93 + 0,5046t50+ - 0,5587f

where t50+ is the observed death rate over 50 years and
f is the proportion (%) of those aged over 65 years
among the population aged over 50 years.

2. Two Parameter Sets

For two parameters X1 and X2, the set is constructed
on the relation:

log(qj) = bj0 + bj1 log(X1) + bj2 log(X2)+ sje

where bj0, bj1, bj2 and sj are four parameters and e a
normal variable with a mean of zero and a standard
variation of 1.

The three pairs of parameters entered are:

set 1: 5q0(MF) and 20q45(F)
set 2: 15q0(MF) and 20q30(MF)
set 3: 15q0(MF) and T50+

In addition to these ten sets of single and double-
entry tables, Sully Ledermann published tables of
regression coefficients as well as indicators of variation
around the estimated central value. The probability
(‰) at 85 to 89 years is calculated from the probabil-
ity at 80 to 84 years, according to the relation:

5q85 = 337.8 + 0.6985q80

Henri Leridon and Laurent Toulemon (1997) demon-
strated that “the splitting of the single parameter e0(MF)

into two tables [. . .] holds several surprises: life expectan-
cies re-estimated for each sex can both be inferior (or supe-
rior) to the parameter’s value for both sexes combined.”1 The
same authors suggest a formula to correct the observed
life expectancy (EV) and provide the life expectancy to
be used (EVU):

EVU = 0.009EV2 + 0.11EV + 17.0 for 75 £ EV £ 90

The probability (‰) at 85–89 years should be corrected
as follows:

5q85 = 200 + 0.95q80

II. THE LOGIT SYSTEM

Brass’s logit system does not provide a set of model
tables but rather the relationships making it possible
to create a life table for a given population from a
known table, taken as the reference and dubbed “stan-
dard” (Brass and Coale, 1968). William Brass devel-
oped a method introduced by William Kermack,
Anderson McKendrick and P. McKinlay in 1934 (cited
by Brass, 1969) to establish longitudinal mortality per-
spectives, and based on the assumption of a constant
relationship between the instantaneous mortality rates
at age x of two succeeding generations:

or, since 

William Brass (1971a) demonstrated that the 

association is not constant and that a preferable

hypothesis is:

or
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and, after integration,

or, by definition of logit(1 - l(x)),

In practice, the standard series of survival probabilities
from birth to age x, noted ls(x) by the function logit(1
- ls(x)) is thus transformed, and the probability l(x) for
a given population is inferred from the linear relation:

logit(1 - l(x)) = a + b logit(1 - ls(x)),

which amounts to the assumption that:

The parameter a sets the level of mortality in the sense
that, if m is the median age at death in the standard
table, then

ls(m) = 0.5

logit(1 - ls(m)) = 0

and thus

logit(1 - l(m)) = a

Consequently,

– if the parameter a is positive, the probability l(m)
is superior to 0.5 and the median age will be
higher than m;

– if the parameter a is negative, the probability l(m)
is inferior to 0.5 and the median age will be lower
than m;

The parameter b translates differences in mortality’s
age structure in the sense that it controls the 
relationship between childhood and adult mortality
since

logit(1 - l(x)) - a = b logit(1 - ls(x))

and thus

– if parameter b is superior to 1, logit(1 - l(x)) - a
will be lower than logit(1 - ls(x)) and x will be
lower than the median age m whereas logit(1 -
l(x)) - a will be superior to logit(1 - ls(x)) if x is
higher than m;

– if parameter b is inferior to 1, logit(1 - l(x)) - a
will be higher than logit(1 - ls(x)) and x will be
lower than the median age m whereas logit(1 -
l(x)) - a will be inferior to logit(1 - ls(x)) if x is
higher than m;
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William Brass uses the logit system for the essen-
tially pragmatic reason that it satisfactorily describes
most mortality schedules. To give meaning to this
system, William Brass (1975) assumes that the relation

is used to define a symmetrical curve of mean a and
standard deviation b, and that any other curve with
the same form but a mean of zero and a standard devi-
ation of 1 is defined by

For each value of x, 1 - l(x) and 1 - 1* (x) are defined
as the proportion of the area under curves y and y*
between the origin and the abscissa x; the following
relationship exists between l(x) and l * (x):

logit(1 - l(x)) - a = b logit(1 - l * (x))

the quantity 1 - l(x) represents the proportion of deaths
occurring before age x, and y is the mortality curve.

This model is good for populations with mortality
close to the standard, that is for values of a not too far
from zero and values of b close to 1. For a well-chosen
standard, the parameter a varies between -1.5 and
+1.0 whereas values of the b parameter fall between 0.5
and 1.5. Guillaume Wunsch (1978) demonstrated that
b values close to 1 can, however, be as easily associ-
ated with very flawed adjustments as very good ones;
the value of coefficient b is not therefore a good indi-
cator of the quality of fit. William Brass (1971b),
Norman Carrier and Thuang-Jig Goh (1972) and Guil-
laume Wunsch (1978) all emphasized the importance
of the choice of standard. The general standard estab-
lished by William Brass summarizes the patterns
observed in Europe and, as a result, approaches the
United Nations model tables or Coale and Demeny’s
West family of models. William Brass also constructed
an African standard to correct data from countries 
with relatively high mortality in early childhood, and
André Lambert (1973) summarized mortality patterns
in Latin-American countries during the twentieth
century into a standard for each sex. Alongside this
diversification of standard tables, Basia Zaba (1979)
developed William Brass’s approach for generating 
a set of standards from a general standard in the 
following way:

ln(x) = ls(x) + yk(x) + ct(x)

where k(x) and t(x) should distort the mortality sched-
ule at over 70 years and in infancy. The WHO (Murray
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et al., 2000; Lopez et al., 2000; Murray et al., 2003) elab-
orated new standards from data from developed and
developing countries. Five strata were defined (from A
to E) varying according to the ratio of mortality at 0–5
years (5q0) to mortality between 15 and 60 years (45q15).
These tables were constructed with the aim of taking
AIDS into account. Joseph Kamara (1988, 1989) created
a three-parameter logit system which he applied to
Peru in particular (Kamara and Lansana, 2001).

III. MODEL TABLES BASED ON
REGRESSION METHODS AND DATA

FROM DEVELOPING COUNTRIES

1. The OECD Tables

From 1977, the OECD Development Centre, with
the support of the Department of Demography at the
Université catholique de Louvain, the project’s instigator,
gathered raw data on population and mortality struc-
tures in developing countries; these were evaluated
and adjusted to create mortality tables for these coun-
tries. Subsequently, model tables were put together
(Clairin et al., 1980) on the basis of data from develop-
ing countries whose mortality levels were still high,
and including only the 125 cases where it was at least
possible to estimate rates at 0, 1–4 years, 5–9 years,
. . . , 60–64 years, for each sex. The tables were calcu-
lated from unsmoothed age and sex-specific rates and
constructed from parameters adapted to the require-
ments of mortality analysis in developing countries.

Several measures were applied to the 125 tables to
evaluate the death registration, and the 21 tables with
an undercount of over 50% were rejected. The 104
remaining tables were compared with the Coale and
Demeny West model on the basis of a median life
expectancy at birth corresponding to different mortal-
ity probabilities. Four age groups were compared: 0–4
years (children), 5–19 years (adolescents), 20–44 years
(young adults) and 45–59 years (adults). This made it
possible to define 3 subgroups (A, B and C) with sys-
tematic deviations, and one residual group (D) with no
specific characteristics:

• group A has high child, adolescent and young
adult mortality, but low adult mortality,

• group B has low mortality among children and the
elderly, but high adult mortality,

• group C shows high child mortality, low
adolescent mortality, average mortality among
young adults and high adult mortality.

From the 4 groups of tables, 4 linear and quadratic
regressions were applied:

q̂x = a + b(100 - e1)

q̂x = a + b(100 - e1) + c(100 - e1)2

ln(q̂x) = a + b(100 - e1)

ln(q̂x) = a + b(100 - e1) + c(100 - e1)2

As information on infant mortality is often imprecise,
e1 was preferred to e0 and the equation regressing ln(q̂x)
on (100 - e1) was used to calculate ln(q̂x) for each group,
and only tables with probabilities falling within the
95% confidence interval defined by ln(q̂x) ± 2s were
included. Nine tables that could not be attached to 
any of the four groups were excluded, and some tables
from the residual group (D) were incorporated into
one of the first three groups (A, B or C). After these
reclassifications, 95 tables remained, distributed
between the four groups, known as regions, as indi-
cated in Table 128–1. Region A is characterized by
slightly above-average infant mortality, and a very
high excess mortality between ages 1 to 9 years which
declines until 25 years. Above this age, mortality is
below average and becomes increasingly so with age.
Region B’s mortality pattern is almost the inverse of
region A’s. In region C, mortality deviates from the
mean less markedly than in regions A and B. The mor-
tality structure in region D (residual group containing
40% of the 95 tables) has no relative deviation of over
5%. Not only is there no obvious regional homogene-
ity but, for a same country, the tables can be classified
into different regions according to the period and
context. Substantial changes in health conditions
affecting these countries have at times transformed
radically age structures and mortality levels.

Two models were created: the first used regression
and the second was based on median regional 
standards.

The model based on regression was founded on the
relations:

ln(nq̂x) = ax ln(q(1)) + bx for one parameter

ln(nq̂x) = ax ln(q(1)) + bxn(q(2)) + cx for two parameters

The publication contains all the regression coefficients
that make it possible to calculate the models, for men
and women separately, for the five regions (A, B, C, D
and the four groups combined, termed E), and for the 7
one-parameter sets (1q0, 5q0, 15q15, 20q25, 15q35, 100 - e0 and
100 - e1) and the 6 two-parameter sets (1q0 and 15q15 or 20q25

or 15q35, as well as 5q0 and 15q15 or 20q25 or 15q35) that combine
information on both juvenile and adult mortality. The
most precise single entry sets are those in which 20q25, 
100 - e0 or 100 - e1 are used as the entry parameter. For
two-entry sets, 5q0 is the best first entry associated with
one of three parameters (15q15, 20q25 or 15q35).
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The OECD model tables stop at 65 years as most life
tables end at 65 or 70 years; in cases where they are
taken further, death rates tend to take on unrealistic
values above this age. For probabilities above 65 years,
the authors recommend linear extrapolation of their
logarithms. Guillaume Wunsch (1984) considers it
preferable to adjust a 3rd degree polynomial to the
probabilities 5q50, 5q55, 5q60 and 5q95 (assumed equal to 1),
and to use it to interpolate the probabilities between
65 and 95 years.

For each region, an e0(M) can be associated with an
e0(F), and vice versa, using regression equations,
although this may be imprecise if there is substantial
variation around the central values. The document
provides the regression coefficients, calculated for life
expectancies at birth between 30 and 70 years. Region
D has excess female mortality (women’s life
expectancy lower than men’s) for life expectancies
lower than 37.1 years.

The OECD publication includes separate standard
tables for men and women, and for all families (A, B,
C, D and E). For each family and each sex, these stan-
dard tables use median probabilities at every age.
Using these standards is identical to Brass’ logit
approach.

The OECD model tables are the first to be created
from mortality data from developing countries whose
poor quality affects the precision of the estimates pro-
vided. The families do not always correspond to
precise geographical areas. It is preferable to use
regression coefficients as some tables in annex are
abnormal and mortality at high ages is sometimes
badly estimated. The current state of computing tech-
niques means that the quantity of calculations needed
is no longer an obstacle.

2. The United Nation’s New Tables

The United Nations Population Division (1982)
applied stricter selection criteria to data gathered by
the OECD Development Centre. It included only 
36 tables, some of which had been smoothed or 
corrected. Gaining with respect to data quality,
however, entailed losses in terms of representation.
Mortality was divided into four sets or “patterns”: the
Latin American, Chilean, South East Asian and Far
Eastern patterns, the average of the four groups
known as the “overall average pattern.” The model
tables were elaborated on the basis of principal com-
ponents analysis.

The Latin-American pattern is characterized by
excess childhood mortality, the Chilean pattern by
excess infant mortality, the Southern Asian pattern 
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TABLE 128–1 Tables Used to Construct the Organization
for Economic Co-operation and Development Models

Region A
(23 tables)
Senegal Paos Koto (1963/1965)
Tanzania, rural (1967)
Jordan, East Bank (1960/1962)
Jordan, West Bank (1975)
Jordan (1960/1962)
Kuwait (1970)
Tunisia, total population (1966)
Tunisia (1965/1967)
Algeria residents (1965/1967)
Greater Algiers (1965/1967)
Algeria, urban (1966)
Paraguay (1971/1973)
Peru (1960/1962)
Philippines (1958/1961)
Philippines (1969/1971)
Sri Lanka (1951/1954)
Thailand (1959/1961)
Costa Rica (1962/1964)
El Salvador (1949/1951)
Guatemala (1963/1965)
Panama (1959/1962)
Panama (1969/1971)
Belize (1969/1971)

Region B
(16 tables)
Mauritius (1951/1953)
Reunion (1966/1969)
China Taiwan (1939/1942)
China Taiwan (1955/1957)
China Taiwan (1970/1971)
Malaysia, west (1969/1971)
Malaysia, rural west (1969/1971)
Malaysia, urban west (1969/1971)
Sabah (1969/1971)
Singapore (1956/1958)
Singapore (1969/1971)
Surinam (1950/1951)
Guiana (1959/1961)
French Guiana (1960/1963)
Trinidad and Tobago (1945/1947)
Trinidad and Tobago (1950/1961)

Region C
(17 tables)
Cameroon—Bamileke (1965)
Mauritius (1961/1963)
Mauritius (1971/1973)
Kuwait (1975)
Argentina (1959/1961)
Chile (1929/1932)
Chile (1939/1942)
Chile (1951/1953)
Uruguay (1962/1965)
Costa Rica (1972/1974)
El Salvador (1970/1972)

Mexico (1959/1961)
Mexico (1968/1971)
Barbados (1959/1961)
Barbados (1969/1971)
Puerto Rico 1949/51
Puerto Rico 1959/61

Region D
(39 tables)
Ivory Coast, Bouake

(1961/1962)
Guinea (1954/1955)
Upper Volta (1960/1961)
Liberia PGS, urban (1971)
Reunion (1960/1963)
Seychelles (1960)
Tanzania, urban (1967)
Jordan, East Bank

(1971/1973)
Morocco Cered 1st pas.

(1972)
Tunisia, urban

(1965/1967)
Tunisia, rural (1969)
Tunisia, urban (1969)
Argentina (1970)
Colombia (1950/1952)
Colombia (1963/1965)
Afghanistan (1973)
Afghanistan, rural (1973)
Afghanistan, urban (1973)
Bangladesh (1963)
Bangladesh (1965)
Bangladesh, rural (1963)
Brunei (1970/1972)
Republic of Korea

(1966/1967)
Hong Kong (1959/1962)
Iran (1975)
Pakistan (1963)
Pakistan (1965)
Pakistan (1968)
Thailand, sample (1965)
Thailand (1969/1971)
El Salvador (1960/1962)
Honduras (1960/1962)
Mexico (1938/1941)
Nicaragua (1939/1941)
Nicaragua (1962/1964)
Belize (1945/1947)
Belize (1959/1961)
Puerto Rico (1969/1971)
Dominican Republic

(1968/1971)



by excess juvenile and elderly mortality and, finally,
the Far Eastern pattern, by excess mortality at older
ages. The overall pattern is close to Coale and
Demeny’s West Model.

IV. APPLYING MODEL TABLES TO
DATA FROM DEVELOPING NATIONS

In order to apply model tables to data from the devel-
oping world, not already smoothed by some model
(including one of the model tables), life tables were
compiled from data gathered at the demographic sur-
veillance sites at Agincourt (South Africa), Bandafassi
(Senegal) and Matlab (Bangladesh), and published by
the International Development Research Centre (IDRC,
2003, taken from http://web.idrc.ca, January 22, 2005).
These INDEPTH sites (International Network of field
sites with continuous Demographic Evaluation of Pop-
ulations and their Health in developing countries)
possess data on the number of deaths by age, as 
well as on the person-years at risk during the 
period 1995–1999. These are recent data. The 
estimated tables are similar to those presented by 
the IDRC http://web.idrc.ca/fr/ev-43000-201-1-DO_
TOPIC.html, 22nd January 2005). For the Agincourt
(South Africa) and Matlab (Bangaldesh) sites, the IDRC
used values of nax corresponding to high mortality
countries (over 0.107), whereas we estimate nax in line
with the observed level of infant mortality (under
0.107). On the Agincourt site (South Africa), mortality
under five years is low (15‰ for infant mortality and
18‰ for juvenile mortality) in relation to the national
average estimate (infant mortality estimated at 45‰,
http://www.measuredhs.com, January 22, 2005). On
the Bandafassi site, infant and juvenile mortality is high
(above 107‰). As for the Matlab (Bangaldesh) site,
mortality among the under-5s lies between the high
level (above 100‰) and low level (less than 30‰), with
infant mortality higher than juvenile mortality. This
mortality pattern falls between the Bandafassi
(Senegal) pattern of high infant and juvenile mortality,
and that of Agincourt (South Africa), characterized by
low infant and juvenile mortality. The two graphs
below present the death rates observed in each of the
three populations (Fig. 128–1).

The three empirical tables were then estimated
using the different systems of model life tables. The
main results are summarized in the graphs in Figure
128–2.

At Agincourt (South Africa), most models overesti-
mate mortality among children aged under one year,
under five years and even under fifteen years, more for

boys than girls. Male mortality between 20 and 25
years is precise enough whereas female mortality is
estimated in diverse fashions. Mortality between 30
and 50 years is underestimated substantially. As for the
two summary mortality measures—life expectancy at
birth and at ten years—their estimates carries a
maximal error of 10%.

The model life tables make a much more accurate
estimation of Bandafassi (Senegal) mortality sched-
ules, even if there is still a 30% gap between the
observed and estimated mortality for some model
tables.

Matlab’s (Bangladesh) mortality is less well mod-
elled than Bandafassi’s. With respect to mortality
among the under-15s, the Coale and Demeny model
tables underestimate by close to 50% mortality proba-
bilities under one, five or fifteen years. On the other
hand, mortality between 20 and 25 years is clearly over-
estimated (up to five times for men by the Ledermann
set).

In conclusion, these applications show that the
model tables remain adequate for estimating global
mortality levels, such as life expectancy at birth or at
10 years. Their ability to represent the age structure of
mortality, on the other hand, varies enormously, and
no system of model tables stand out as clearly better
than the others. The new United Nations model tables
or the OECD tables, based on data from the develop-
ing world, have no advantage over other, older tables
constructed from developed countries’ data.

CONCLUSION

Henri Leridon and Laurent Toulemon (1997) com-
pared the different model life tables (United Nations,
1956; Princeton, 1983; United Nations, 1982; OECD,
1980; and Ledermann, 1969) for female mortality cor-
responding to a life expectancy at birth of forty years.
There is clearly (see Table 13.6, page 233) enormous
variation in the probabilities 1q0 (between 126 and
216‰), 4q1 (between 89‰ and 253‰), 5q40 (between
43‰ and 94‰), and 5q70 (between 200‰ and 395‰),
which reflects the fact that many mortality patterns
may exist for the same life expectancy at birth.

Although one might have expected model tables
based on data from developing nations to have an
advantage, this is in no way born out by the three
applications presented. Only life expectancies at birth
or at ten years are well reproduced by the model
tables.

Almost twenty years after the publication of the
OECD and United Nations model life tables, it would
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FIGURE 128–1 Age-specific death rates observed at Agincourt, Bandafassi and Matlab.
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FIGURE 128–2 Results obtained with the different model life tables systems.

undoubtedly be useful to make an inventory of the
new tables available for developing countries, and to
repeat the exercise to establish new model tables or
complete the existing ones, as the WHO did in the year
2000 when it wished to take AIDS into account.
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APPENDIX 128–1 Model life table estimates of various indicators from three life tables

1. Male mortality indicators

1q0 5q0 15q0 5q20 20q30 e0 e10

Agincourt site (South Africa): male sex
Actual data 0.01501 0.03229 0.03856 0.01135 0.17014 66.12 58.46
United Nations model tables (1955) 0.01501 0.02275 0.02747 0.00673 0.05671 71.12 62.91
Coale and Demeny model tables2 (1983) 0.05276 0.06712 0.07779 0.01211 0.08896 63.49 58.40
Ledermann system1 (1966) 0.04268 0.05148 0.06052 0.01205 0.08074 65.77 59.66
Ledermann system (1966) 0.02914 0.03674 0.04650 0.01535 0.09639 65.68 58.49
Brass’s logit system4 (1968) 0.01918 0.04114 0.05548 0.01106 0.07417 67.07 60.55
United Nations model tables II3 (1981) 0.06059 0.08045 0.09134 0.01069 0.09664 62.48 58.30
OECD model tables (1983) 0.04210 0.05891 0.06774 0.00764 0.07650 66.17 60.59

Bandafassi site (Senegal): Male sex
Actual data 0.13860 0.25462 0.28137 0.03016 0.18520 44.76 50.53
United Nations model tables (1955) 0.13860 0.20139 0.23060 0.03429 0.17879 47.84 50.78
Coale and Demeny model tables (1983) 0.16426 0.27062 0.30175 0.03445 0.17879 43.35 50.47
Ledermann system1 (1966) 0.18006 0.27262 0.31187 0.04697 0.23345 39.93 46.47
Ledermann system (1966) 0.17868 0.27308 0.30699 0.03497 0.17289 43.03 50.63
Brass’s logit system (1968) 0.12920 0.22073 0.26837 0.04023 0.20263 44.44 51.67
United Nations model tables II(1981) 0.12199 0.17743 0.20397 0.02601 0.19092 49.09 50.51
OECD model tables (1983) 0.17295 0.25525 0.28737 0.02263 0.17009 44.81 51.23

Matlab site (Bangladesh): Male sex
Actual data 0.04703 0.06222 0.07150 0.00305 0.05798 66.95 61.79
United Nations model tables (1955) 0.04703 0.06657 0.07604 0.01178 0.07696 65.52 60.49
Coale and Demeny model tables (1983) 0.02894 0.03436 0.03998 0.00687 0.05607 69.10 61.74
Ledermann system1 (1966) 0.05534 0.06900 0.08112 0.01540 0.09809 62.35 57.40
Ledermann system (1966) 0.06446 0.08049 0.08987 0.00922 0.06359 64.98 61.03
Brass’s logit system (1968) 0.02870 0.05442 0.06987 0.01143 0.07024 67.23 61.77
United Nations model tables II(1981) 0.03781 0.04719 0.06087 0.00576 0.07433 67.76 61.61
OECD model tables (1983) 0.03874 0.05397 0.06209 0.00717 0.07293 67.06 61.15

Notes:
1 Life expectancy at birth, both sexes (entry)
2 Coale and Demeny network
Agincourt and Matlab = western network
Bandafassi = southern network (high mortality under 5 years)

3 United Nations network
Overall model for all the sites

4 Brass system
African standard

(continues)
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APPENDIX 128–1 (continued)

2. Female mortality indicators

1q0 5q0 15q0 5q20 20q30 e0 e10

Agincourt site (South Africa): Female sex
Actual data 0.01663 0.03369 0.04056 0.00989 0.08070 74.43 67.26
United Nations model tables (1955) 0.01663 0.02493 0.02985 0.00695 0.05756 70.85 62.81
Coale and Demeny model tables2 (1983) 0.01258 0.01438 0.01619 0.00203 0.02838 76.04 67.21
Ledermann system1 (1966) 0.03269 0.04032 0.04719 0.00864 0.06231 70.23 63.41
Ledermann system (1966) 0.02471 0.03179 0.04089 0.01358 0.08522 68.11 60.62
Brass’s logit system4 (1968) 0.02102 0.03878 0.04934 0.00761 0.04682 73.88 67.35
United Nations model tables II3 (1981) 0.03011 0.03771 0.04122 0.00267 0.06284 74.16 67.35
OECD model tables (1983) 0.05944 0.03734 0.04259 0.00409 0.04726 74.41 67.51

Bandafassi site (Senegal): Female sex
Actual data 0.11639 0.21740 0.26434 0.03146 0.14292 47.56 52.35
United Nations model tables (1955) 0.11639 0.16738 0.19113 0.02785 0.14768 52.20 53.42
Coale and Demeny model tables (1983) 0.14965 0.25978 0.29396 0.03051 0.15036 45.25 52.30
Ledermann system1 (1966) 0.15561 0.25069 0.29199 0.04496 0.20138 42.61 48.41
Ledermann system (1966) 0.16574 0.26175 0.29640 0.03228 0.15106 44.72 52.04
Brass’s logit system (1968) 0.12840 0.20930 0.25070 0.03388 0.17066 47.54 51.86
United Nations model tables II(1981) 0.10238 0.16409 0.19195 0.02655 0.16739 51.33 52.32
OECD model tables (1983) 0.14166 0.21987 0.24945 0.02615 0.16136 47.71 52.03

Matlab site (Bangladesh): Female sex
Actual data 0.05944 0.07910 0.08537 0.00681 0.04876 67.08 62.93
United Nations model tables (1955) 0.05944 0.08400 0.09566 0.01415 0.08679 63.25 59.40
Coale and Demeny model tables (1983) 0.03176 0.03963 0.04572 0.00649 0.05937 69.81 62.89
Ledermann system1 (1966) 0.04332 0.05552 0.06530 0.01164 0.07712 66.33 60.56
Ledermann system (1966) 0.05725 0.07248 0.08047 0.00711 0.05077 67.03 62.58
Brass’s logit system (1968) 0.03671 0.06523 0.08161 0.01190 0.06980 66.97 62.36
United Nations model tables II(1981) 0.04821 0.06534 0.07322 0.00637 0.06441 67.85 62.87
OECD model tables (1983) 0.04731 0.07005 0.08007 0.00785 0.07308 67.58 63.03

OECD = Organisation for Economic Co-operation and Development
Notes:
1 Life expectancy at birth, both sexes (entry)
2 Coale and Demeny network
Agincourt and Matlab = western network
Bandafassi = southern network (high mortality under 5 years)

3 United Nations network (2)
Overall model for all the sites

4 Brass system
African standard
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STATISTICAL ANALYSES, 
SPECIFIC TOOLS AND

QUALITATIVE APPROACHES

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

This second part brings together a number of methods that are auxiliary or supple-
mentary to demography and are either simply borrowed from other disciplines, or the
result of recent developments in particular methods which, while not entirely uncon-
nected with demography, evolved out of (or are being developed from) exposure to
approaches prompted by other disciplines. They cover a wide range of different stand-
points from the philosophy of science to the most practical statistical methods. There
are three main focal points to this section: the application of specific statistical methods
to demography, how individual studies can inform demographic analysis, and the
value of qualitative approaches in demography.

First, however, Hubert Gerard looks in Chapter 129 at the constraints on (in theory,
at least) any attempt at theorization, especially verifying a theory in demography. As
in any other social science, it is often impossible to satisfy all these constraints, and it
would certainly have been extremely discouraging to commence this treatise on that
basis, however logical that might be. But this vexed issue had to be addressed, even if
only to agree on the overarching need to know one’s limitations: the advancing of any
particular theory should always be subject to a note of caution as to its universal 
applicability.

No less if not more demanding is the search for proof. Albeit one of the most quan-
titative social sciences, demography like all its fellow disciplines is all-but unable to
furnish certain and incontrovertible proof of any causal link. In most cases, the best that
can be established is some probability. And even that requires the basis of real causal-
ity to be established. A number of causal models can and must be defined so as not 
to stray from the objective. This is the topic addressed by Josianne Duchêne and 
Guillaume Wunsch in Chapter 130.



In the following two chapters, Laurent Toulemon reviews various general statistical
methods that are particularly useful in demography: multidimensional exploratory
analysis (Chapter 131) and regression analysis (Chapter 132). In both cases, the author
highlights the value of these methods to demography, exemplified by particularly appo-
site cases in point from the literature.

Two Chapters then set out to look further into the issue already raised at several
points in preceding volumes in relation to particular topics—that of the individual level.
While the quantitative analysis of collective macro data is central to the demographic
approach, the main aim of which is to understand the driving forces of population
development, the question arises as to whether the micro individual behavior 
component of the mechanisms observed may undermine the undertaking at the final
explanatory stage. The further the discipline advances, the more acutely its initial
approach is felt to be approaching its limits. The issue then is about going back to the
individual level. But how and using what methods? There are many possible answers
to this. An outline of just three alternatives is given here.

In Chapter 133, firstly, Francesco Billari puts the question of whether there is really
an unbridgeable gap between the micro and macro approaches, or whether an
improved dialogue between the proponents of both might be mutually informative and
advance matters somewhat more or somewhat better towards the ultimate explanation;
although that may still be as unachievable a quest as finding the Holy Grail.

In Chapter 134, Dominique Tabutin addresses the less far-reaching but also more
practical topic of developing individual demographic indicators that can in many cases,
if not provide firm answers, then at least dispel some ambiguities, by verifying whether
the ostensible findings from aggregate indicators are borne out at this more forensic
level of study.

In Chapter 135, Alberto Palloni and Paolo De Sandre return to more traditional con-
cepts of demographic analysis, but also come at explanatory research from a different,
more advanced and detailed angle through further mathematical analysis of all-order
and order-specific fertility.

The two concluding chapters move into an entirely different field, showing how
areas which demographers would certainly be misguided in regarding as the preserve
of sociology can inform demography. More specifically, Michel Bozon demonstrates in
Chapter 136 the benefit that demographic research could derive from a more frequent
and purposive use of qualitative methods, while Alexis Ferrand and Ainhoa de Fed-
erico de la Rúa offer insights into the potential that an emerging field of sociological
study—network analysis—offers for many issues in demography.
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In demography, as in social sciences generally,
theory is a polysemous term whose different meanings
have their own relevance and value. Proof of this can
be found in scientific periodicals, in the chapters of this
book, or in systematic studies, such as those of Peter
Swanborn (1990) or Robert Merton (1945). The latter,
published 60 years ago, has become a classic but
remains completely current. A number of these mean-
ings can be arranged along a continuum, progressing
from a precisely defined and elegantly rigorous
theory1 to one that is flexible enough to encompass 
virtually anything.

This chapter does not pontificate on what is a “real”
theory, reducing all other types to more or less close
approximations; it seeks instead to present an
approach—already shared by many demographers
and social science researchers—that engages the
problem of theory building and of defining theory in
a less doctrinal fashion, one closer to research as prac-
ticed. Rather than defining theory at the outset and
then presenting ways of constructing it, I prefer to start
with the process of theory building, the process that
leads to the construction of one or more theories, that

compares theory with reality, and that incorporates
these findings into a new theory, which itself is sub-
mitted to the process of testing and synthesis.
Although I find it useful to present this process in a
sequential manner, starting with formulation of the
initial question and progressing through theory revi-
sion, in actual research, the process has no mandatory
path. At any time, it may set off in a number of direc-
tions, according to the needs of theory building.2

I. THEORIZATION

Without becoming mired in discussions about the
definition of science while nonetheless aligning myself
with Jean Ladrière (1996), who characterizes the sci-
entific process as both reflexive and prospective, I pos-
tulate that science can be viewed simultaneously as the
controlled production and communication of knowl-
edge.3 I also attempt to demonstrate that theory build-
ing is the suitable procedure to ensure this control. For
a demographer to maintain a critical distance from his
or her research, to open it up to new avenues of think-
ing, and to better communicate the findings, it is essen-
tial to be aware of all the twists and turns of its layout,
its rationale and foundations, its explicit premises, its
strengths and weaknesses, its potential and limits.

C H A P T E R  
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1 Such as Johan Galtung’s definition of theory (1973, p. 451), “as
a set of hypotheses structured by the relation of implication or
deducibility,” or that of Paul-Marie Boulanger (1980, p. 11), “a theory
is a system of hypotheses relating to a determined factual object,
such that each element in the system is either an initial proposition
(axiom, postulate, datum), or a logical consequence of one or many
of these initial propositions.” As Hubert Blalock posited (1971b,
p. 156), such theories are far from frequent in social sciences.

2 This was also emphasized by Hox and Mellenbergh (1990, 
p. 133). 

3 This material is largely based on my contribution at the Chaire
Quetelet, 1987 (Gérard, 1989).



1. Definition

I define theory building as “a process of critical sys-
tematization of acquired knowledge in a designated
corpus of specified propositions generating hypothe-
ses that can be tested against empirical evidence”
(Gérard, 1989, p. 271).

First, the process is continuous throughout the
research, ideally moving along four fundamental axes.
The first axis refers to the scope of the burgeoning
theory; this scope is limited to a single situation or spe-
cific cases or is more broadly applicable, even claim-
ing universal validity. The second axis concerns the
theory’s formulation; it ranges from theories that are
formulated in ordinary language and are relatively
imprecise in the definition of concepts and of the rela-
tionships linking them to highly formalized theories.
The third axis refers to the qualities of the theoretical
framework organized in this way, moving from the
simple juxtaposition of propositions to their integra-
tion into a hypothetical-deductive corpus.4 The set of
statements organized to create testable hypotheses are
tested against empirical evidence, and the extent of
testing forms the fourth axis, which ranges from sets
that have never been empirically tested to sets that
have already been confirmed or refuted by means of
relatively substantial testing.

This process begins as soon as the initial question is
formulated, and its progression along the four axes is
far from linear because of opposing movements of
expansion and contraction. Expansion broadens the
developing theory’s scope, for example, to include a
greater number of concepts or to identify new dimen-
sions of existing concepts and give greater complexity
to their relationships. Contraction encourages a more
rigorous definition of concepts and of their interrela-
tionships, even to the point of reducing their scope,
eliminating concepts that escape precise definition, or
spelling out the theory’s scope more rigorously. This
dual movement condemns theory building to be
forever incomplete and theory to be no more than an
instrument of ephemeral knowledge, constantly to be
questioned and improved.

Second, the process is one of critical systematiza-
tion, aiming to build a set or a designated corpus of
propositions in a critical way with clear awareness,
explicit formulation, elucidation, justification, and
evaluation of what is being constructed, of the manner
in which it was achieved, and of its underlying ration-
ale. This type of systematization should make it easier
to move ahead on the four axes and should indicate

the direction, the detours, and the furthest recesses of
theorization. To do this, the concepts and their inter-
relationships, which together make up the various
propositions integrated in this corpus, must have been
defined beforehand in a critical manner.

Third, systematization is related to acquired knowl-
edge, a generic expression designating the theories and
findings of research carried out in identical or neigh-
boring fields—whose relevance for the current
research should be specified—and all the a priori
beliefs, attitudes, value judgments, and stereotypes,
which in subtle and hidden ways inevitably introduce
all kinds of biases into the research. Rather than ignor-
ing them, these biases need to be spelled out, criticized,
and selected; those that seem relevant for the current
theorization should be incorporated, and the others
should be controlled for as far as possible.

Fourth, the acquired knowledge, thoroughly scruti-
nized and critically assessed in this way, is then trans-
formed into propositions integrated into a designated
corpus—a set of propositions whose characteristics
and claims have been made explicit and evaluated. In
demographic areas of study, this corpus rarely consists
of a deductive set of propositions clearly defining its
basic5 and derived concepts and of its postulates6 and
the propositions inferred from them. Instead, it is a
composite set, with contours in need of definition, and
one integrating, in a relatively precarious manner,
empirical generalizations or propositions founded on
analogy, plausibility, or common sense, whose quality
needs to be evaluated.

Fifth, identifying and understanding the character-
istics and claims of this set, or designated corpus,
depend on the manner in which its constituting 
statements and their relations are designated. Each
proposition and every relation between propositions
should be assessed in terms of their theoretical foun-
dations and how they stand up in the face of empiri-
cal testing.

Sixth, from this set, which is defined, evaluated, and
justified in the manner previously described, should
follow hypotheses that can be tested against reality. Theory
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4 These are logically deduced from postulates that are not 
necessarily all true or sure (Lalande, 1988, p. 430).

5 The basic concepts, also known as primitive concepts, are stated
and often defined from the very beginning of theory building,
during the course of which they continue to be added to. They are
based on other theories, earlier research, premises stated from the
outset, or empirical observation. Their meaning should be stated
explicitly without requiring any justification from the elements of
the theory being developed.

6 Like primitive concepts, postulates are assertions posited as
though they should be accepted as such, that do not need to be
derived from the theory being constructed nor tested by it. This
should not prevent us from supporting them up as much as possi-
ble and justifying their selection for the relevant theory.



built in this way operates as a tool for the production 
of knowledge, rather than being a mere statement 
summarizing the end results of research. “Taking 
note of new knowledge, theory acts above all to
display, or ruthlessly expose, everything that con-
tributes to formulate new questions and put forth new
hypotheses to answer them, hypotheses elaborated in
such a way as to be themselves testable” (Gérard, 1989,
p. 172–273).

2. Basic Principles of Theory Building

If, like Mario Bunge (1975, p. 197), we admit that
“no technique exists that makes it possible to construct
a theory ab initio,” it is nonetheless possible to suggest
some principles that ease progress along the four axes
and preserve the theory’s status as an instrument of
knowledge. I discuss four of the principles: trans-
parency, clarity and precision, empirical testing, and
relativity of the theory.

The whole process of theorization, from before the
initial question through the results of empirical testing
and their integration into a theory, should be as trans-
parent as possible to the researcher and to those to
whom the research will be communicated. Flaws,
weaknesses, and badly constructed concepts or inter-
relations between concepts should not be disguised,
nor should the a priori ideologic positions or precon-
ceptions be concealed. Everything should be exposed
to the critical evaluation of the author and his or her
readers. The researcher needs to know himself and to
make that knowledge known; he needs to openly state
a priori his personal choices, even his feelings about his
research object. He should be aware of his discipline’s
presuppositions and of the theories, methods, and
techniques he is using. He should always know and
explain what he is doing, how he is doing it, and why.

The principle of clarity and precision is fundamental
for theory building to progress, even though it tends
to lead to contraction rather than expansion. It should
therefore be used with care to avoid hindering the type
of creativity that thrives in blurred areas, a more fertile
soil for developing new concepts or new dimensions
of already established concepts, and for adding to the
analytical tightness to the relations linking them. This
principle leads to tracking down all implicit postu-
lates, to understanding their relevance, and to defin-
ing concepts and the chosen interrelations with greater
precision, while making explicit their necessary char-
acteristics. It helps to explain the relations established
between the different propositions integrated by the
theory.

It may seem astonishing to consider empirical testing
a principle of theory building. Testing often is rele-

gated to the end of the process of theorization, and
Hubert Blalock (1969, p. 5) even recommends a divi-
sion of labor between those who build theories and
those who test them. However, I consider theory and
empirical evidence as obligate partners, whose rela-
tions are admittedly rather complicated. Theorizing
can as easily take off from an abstract question, such
as from one or more empirical observations. Theory
and reality are in constant dialogue throughout the
entire process to confirm or refute what one or the
other suggests, to open up new avenues, and to refer
to those that have already been traveled. As it pro-
gresses, theory will attempt to demand more from
empirical evidence than mere illustrations or cursory
analogies. For its part, empirical evidence will demand
well-structured concepts and relations between these
concepts to be able to elaborate relevant indicators for
these very concepts and their associations, thereby
answering theory’s demands. To make this dialogue
more relaxed and effective, it is also necessary to rely
on such artificial constructs as the main and auxiliary
theories proposed by Hubert Blalock (1990; 1971a;
1969, p. 5, 151–154).

The principle of the theory’s relativity highlights the
fact that theory is a tool for producing knowledge, not
an end in itself. It claims no truth for its statements 
but presents itself as an ephemeral structure that can
always be shaken by empirical testing and whose
premises can be questioned at any time.

3. Markers for a Course with No
Compulsory Route

Each research process is necessarily unique and is
designed according to numerous elements arising
simultaneously from the question studied, from the
number and quality of studies already carried out on
the topic, from the researcher’s own characteristics,
and from the objectives and conditions of research.
Nevertheless, the course that research follows can use-
fully be marked by key points, or moments, when the
decisions to be made involve the whole of the theo-
rization process. I identify six moments: the initial
question, the main theory, the auxiliary theory, the
manner of testing them against empirical evidence, the
techniques used for testing, and the results.7 Even if,
logically, they are set down in sequence, in practice,
they are articulated in various ways that do not have
to follow a linear direction; at any point, they often
come back to earlier moments.
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work of Josianne Duchêne and Guillaume Wunsch (1985), who
added the statistical model.



The initial question (i.e., object of the research) sup-
posedly precedes all the other moments, but the latter
may lead the researcher to specify, direct, and trans-
form the question in various ways, depending on the
case, or even to replace it with another one.

The process of theory building begins as soon as the
initial question is formulated; so do elaboration of the
main theory—the set of propositions constructed 
theoretically as well as empirically—and generating
hypotheses to be tested empirically. In most cases, schol-
ars present this main theory in ordinary language, even if
they take particular care to construct clearly and explic-
itly the concepts to be used and their interrelations.

In general, the main theory cannot be directly tested
against empirical evidence; it needs to be adapted to
the concrete conditions of the testing procedure and to
the real possibility of collecting and analyzing empir-
ical data to test the hypotheses. The concrete condi-
tions are determined by the objective of the research
undertaken (e.g., responding to a request from a min-
istry or another organization, a term paper, longer-
term academic research) and by the researcher’s own
ability, the time available, and the financial and tech-
nical resources at his or her disposal. Moreover, gath-
ering and analyzing empirical data generally involves
translating concepts and their connections in terms of
the indicators required by the testing method and tech-
niques selected. Adapting and translating the main
theory in this way gives rise to one or more auxiliary
theories, which should be used to assess if these neces-
sary adjustments to the main theory, together with the
new propositions that had to be postulated to do this,
do not excessively reduce the possibility of empirical
testing.

Equally important in the process is selecting a
testing procedure. This choice also influences the for-
mulation of the auxiliary theory or theories and indi-
rectly influences the main theory that will actually be
tested. Without assessing the different procedures
available, I discuss quantitative and qualitative proce-
dures and the procedures that use data that is or is not
specific to a given research.

Despite the fact that some authors8 have 
asserted the primacy or even the exclusivity of quan-
titative methods for conclusive hypothesis testing,
others9 have attempted to give rigor and quality to

qualitative methods in this field. It appears completely
legitimate to choose between the two types of proce-
dures or to combine the two. Because these procedures
have very different requirements in terms of opera-
tionalizing concepts and their associations and of the
type of data needed, their auxiliary theory or theories
are also different.

To test a theory against empirical evidence on the
basis of data collected expressly for this purpose will
undoubtedly meet fewer constraints than to do so
using existing data gathered for other study purposes.
The choice between these two types of data has a
bearing on the auxiliary theory and, in some cases, on
the main one.

The same applies to the techniques of observation and
analysis used for testing. Far from neutral for the
research, they are hedged in by various postulates and
constraints that must be taken into consideration in the
auxiliary theory and often in the main one.

After the results are in, they need to be assessed 
with respect to the main theory to ensure that all 
the hypotheses that the main theory required to be
tested have been. If they have not, it is imperative to
specify those parts of the main theory that have effec-
tively been tested and, if need be, to decide on how the
other results can be used. When the research is over,
its findings should make it possible to appreciate the
extent to which the main theory answered the initial
question and to outline new directions for future
research.

In practice, the researcher simultaneously works on
the main theory, auxiliary theories, empirical testing
procedure and techniques, and to some extent, the
results themselves. This is generally the case in quali-
tative approaches and frequently so in quantitative
ones, even in research based on extensive and specific
observations that require the first draft of main and
auxiliary theories to have been formulated and the
testing procedure to have been chosen before starting
to collect the data.

The research’s key points or moments presented
earlier are useful points of reference, but they are in no
way a recipe. Each investigator must make the best
possible use of them for the research in progress.

II. MAIN THEORY

Developed from an initial question about a given set
of facts about the research, the main theory is a struc-
tured set of statements, from which are inferred
hypotheses to be tested. This main theory and its
derived hypotheses claim to reconstruct, partially but
meaningfully, the initial set of facts. Usually, the latter
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8 Even Pau1 Lazarsfeld (1970), who was open to qualitative
approaches, believed that the existence of a relation between two
variables can be truly tested only by statistical analysis or experi-
mentation and that qualitative studies lead only to confirmation or
corroboration.

9 Examples include Michael Huberman (1981), Michael Huber-
man, and Matthew Miles (1991), as well as the work of Barney Glaser
and Anselm Strauss (1970).



is already partially constructed from other theories or
from other types of knowledge, such as common
sense.

To speak of a partial reconstruction is to recognize
that theorizing is not about explaining the data’s
tiniest details or all the earlier constructions but is con-
cerned with reconstructing the data set in a partial and
simplified manner and according to a certain number
of reasoned choices explained and assessed by the
theory.

Although partial, this reconstruction is nonetheless
meaningful; it makes sense in relation to the set of facts
(or gives them meaning) and highlights from that set
the elements that are essential and sufficient for that
theory’s project. The essential and crucial elements are
those deemed necessary for the reality itself of the facts
being reconstructed; they are sufficient from the
moment they allow its complete reconstruction, at
least relative to the theorization project. A theory
aiming to account for high fertility in Africa recon-
structs this fact differently when read from the per-
spective of demographic theory, economic theory, or
sociologic theory.

When elaborating the main theory, three elements
are particularly important: conceptualizing or con-
structing concepts, establishing relations between
them to build premises and hypotheses, and organiz-
ing these assertions into a structured and coherent
whole, which was previously called the designated
corpus.

1. Conceptualization

a. An Absolute Necessity

Although often neglected in general research
methodology textbooks in demography and other
social sciences, the question of conceptualization is all
the more important that social scientists generally use
ordinary language rather than neologisms or formal
terms or terms sufficiently formal not to be open to
interpretations other than the intended one.10

One exception is demographic analysis stricto sensu; its
key concepts are rigorously defined, leave little room
for various interpretations, and are usually directly
measurable.

Everyday language enables us to communicate well
in daily life. Up to a point, it makes it possible to label
objects, express our moods, think, and communicate.
Given the semantic and emotional load it has accu-
mulated over time, it also works as a lens that distorts

our perception. Words have an interpretative role that
creeps into speech and affects our views. For instance,
in the animated and sometimes violent debates at sci-
entific meetings, speakers can use the same words,
such as demographic policy, but give them different
meanings without ever being aware of it. In the demo-
graphic literature, anyone can see the ambiguous
nature of much-used concepts such as development,
elementary needs, family, family head, household,
education, and the desired, expected, or ideal number
of children. It is therefore essential to break with the
polysemy that words carry and to use words from
everyday language in such a way as to make them rig-
orously and clearly express the only meaning we wish
to give them.

An important postulate of our process is that con-
cepts do not exist in themselves; they exist only
through creation, use, and convention. In a given dis-
cipline or even more in its schools of thought, some
concepts are created in a similar way and even codi-
fied in specialized dictionaries.11 It is useful to stan-
dardize concepts in such a way as to make possible the
communication of knowledge or its accumulation
through time. Nonetheless, variations whose scope
fluctuates according to the concepts, the discipline, the
schools of thought, and other elements, including the
context or evolution of the facts themselves, are also
acceptable.

For several decades, civil marriage or its equivalent
seemed to be the incontrovertible original event for
legitimate childbearing, the main source of fertility in
most Western countries. Evolution of the types of
union since the 1970s has altered the demographic and
social meaning of marriage radically enough to make
it necessary to modify the standard concepts associ-
ated with it.

All investigators claiming to do scientific research
must have a firm grasp on the conceptualization of all
the terms they use, and these should be similarly
understood by those to whom the research is pre-
sented. This level of understanding is produced
through a new, well-explicated definition of concepts,
or by adopting a particular conceptualization recog-
nized by the researchers and those interested in
reading the research’s results, or by accepting, most
often implicitly, the conceptualization generally held
by the research’s actual and potential readers and
shared by the author. As the audience widens, their
understanding of concepts risks becoming that of
common sense, with all the imprecision and semantic
variability that goes with it.
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Giovanni Sartori (1984).

11 For instance, in demography, Louis Henry (1981) or Roland
Pressat (1979).



b. A Complex and Finely Shaded Process

Concept building or conceptualization means
giving a word a precise meaning in a manner that is
relevant and grounded in sound reasoning and craft-
ing it such that it designates the very objects related to
that meaning. It also means breaking with the other
meanings and emotional values attached to the word;
this is often the most difficult task, so much so that
some words need to be treated with extreme caution
or even completely avoided. To different degrees, this
is the case for ethnic groups, ethnic cleansing, race, and
assimilation of foreigners.

The conceptualization should be relevant and built on
solid foundations. Relevance is assessed against the aims
of the given theorization and research. An exploratory
study on the link between infant mortality and
mothers’ educational levels, based on national aggre-
gate data, may rely on concepts defined in a relatively
crude manner; this would be unacceptable, however,
for a study of the influence mothers’ education has on
infant mortality in a particular country.

The foundations of conceptualization can arise from
three main registers:

1. From theory, when concepts are constructed
from an earlier theory or from an original use of
diverse theoretical considerations

2. From empirical observation, when priority is
given to individuals’ life experiences and conceptual-
izations or to name and conceptually abstract new
empirical observations

3. From usage, if we seek to explain how the
concept is generally constructed within a particular
discipline (as is generally the case with dictionaries),
within one of its schools, or even by a particular author
and, in some cases, by common sense

The process of conceptualizing can be grounded in 
the interaction between these three registers and be 
so intimately interconnected that it is often difficult 
to find out which one is at work in a particular
instance.

Examples are provided by two definitions of popu-
lation policy, one rooted mainly in use and the other
in more theoretical considerations (Gérard, 1983). Def-
initions, as we shall see, are important but not suffi-
cient parts of conceptualizing.

Deborah Oakley (1977) carried out a content analy-
sis of 34 definitions published between 1940 and 1975
by well-known demographers or political scientists
such as David Glass, Joseph Spengler, Alfred Sauvy,
Kingsley Davis, and Hope Eldridge. Oakley observed
widespread agreement on the fact that population
policy is a governmental action (mentioned in 30 of 34

definitions) that influences or acts on (33 definitions)
demographic variables (25 definitions), directly or
indirectly (27 definitions). Opinions are more divided
on whether nongovernmental organizations should be
included (11 in favor, 17 against) and whether the
action should be intentional (13 in favor). From this
analysis, the Oakley discerns a definition of population
policy based on those used by the scientists studied:
“Governmental population policies are those actions
of government that affect or attempt to affect the
balance between births, deaths, and migration of
human beings” (Oakley, 1977, p.18).

I wish to define population policy with respect to 
a question: To what extent can a society voluntarily
control its demographic processes? On the basis of
mainly theoretical considerations, I suggest the fol-
lowing definition: “A population policy is a system of
integrated programs created and implemented with
the explicit aim of guiding or changing population
dynamics in a particular direction” (Gérard, 1983,
p. 25). Such a definition makes sense only with respect
to the question asked and in no way represents the 
definition of a population policy in itself.

Conceptualization should give words precise meanings
to remove all uncertainty or avoid possible mistakes.
If a definition that states and gives meaning (i.e., a
declarative definition12) can largely reduce or even elim-
inate all ambiguity, it often remains inadequate for
giving the desired meaning with precision and for
identifying all the objects that it should designate. As
a consequence, it is essential to identify the concept’s
every characteristic by distinguishing the characteris-
tics that are necessary, without which the intended
meaning cannot be given and no object can therefore
correspond to this concept, i.e., from those that are con-
tingent, whose presence or absence in no way affects
the concept’s meaning. A concept’s whole set of char-
acteristics and their division into necessary or condi-
tional subsets constitute the concept’s comprehension.13

The process of constructing a concept to which a word
is attached requires that its comprehension be delin-
eated with care. After this designation established, the
selected word no longer refers to anything else, except
in a purely contingent manner, and no other word
should be used to give this meaning.

In the text (Gérard, 1983, p. 13–26) from which the
declarative definition of population policy has been
taken, the concept’s comprehension consists of the fol-
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13 Some authors also talk of the concept’s intention or connotation.

According to André Lalande (1988), these do not exactly mean the
same thing; in the context of this chapter, however, they are used
synonymously.



lowing: (1) to fall under the authority of an organiza-
tion with powers of decision and implementation in
the population sphere; (2) to be action oriented, made
up of a set of integrated programs; (3) to have been
deliberately created and implemented; (4) to guide or
change population dynamics as such, not only one of
its components; (5) to have a scientific and ideologic
basis for setting the desired population targets, the
means to reach these, and the ultimate objectives that
these population goals should make it possible to
achieve, such as development or well-being, for
example. Of these characteristics and given the
purpose of the suggested conceptualization—to know
the extent to which a society can voluntarily control its
population dynamics—the first four are necessary, and
the fifth is contingent.

Conceptualization should make it possible to specify
flawlessly all the objects encompassed by the established
meaning and to exclude all others with equal rigor. In
this manner, the concept’s extension (some authors also
speak of denotation) is established, which consists in
setting up the criteria according to which every object
can be evaluated without risk of error. These criteria
are necessarily intimately linked to all the concept’s
necessary characteristics, because the latter, taken
together, are the only ones to establish the concept’s
meaning. To make things easier, Giovanni Sartori
(1984) suggests constructing an operational definition, a
definition in extension, restricted to observable or even
measurable characteristics and providing criteria
better adapted to locating and, if necessary, to meas-
uring the objects, even at the expense of reducing the
concept’s comprehension,14 albeit only up to a level
considered acceptable.

Using the population policy example, a concrete
policy could be viewed as falling under the compass
of the suggested definition if (1) it comes within the
province of national government or of a political body
answerable to it, insofar as it has the power to decide
and implement the policy; (2) it constitutes a system of
programs, not a series of measures taken independ-
ently; (3) its demographic objectives are explicitly
stated; and (4) its relation to population dynamics as
such is clearly explained.

Close to definitions in extension is the usual prac-
tice of associating a given word with a specific combi-
nation of observations—to indicate, for example, the
factors in a factor analysis or some other constructions
of empirical data reached through various statistical
method, or through thinking and trial and error. The

choice of words often seems left to chance or to the
researcher’s creativity. From the perspective taken here
on conceptualizing and to break with the range of
meanings and emotions attached to everyday lan-
guage, it would be best to consider factors or other sets
of empirical data as indicators of necessary character-
istics of concepts to be constructed “in comprehen-
sion.” The gap is often wide between what is proposed
here and what is done in practice.

Concepts deserve particular attention and effort.
Concepts are constructed to serve as tools of controlled
knowledge, specifying single meanings for terms. The
tools of controlled knowledge should make it possible
to understand concepts in the same way when used 
in the context of the theory. Evidently, all other 
concepts—the secondary concepts used to construct
the theory’s concepts—need to be understood in the
same unequivocal manner.

Should we therefore define all the secondary, terti-
ary, and higher-order concepts? Would there be no end
to it? A healthy approach would be to construct all the
concepts used, whatever their order, unless there are
good reasons to believe that these concepts have a
single, obvious meaning for everybody or that the pos-
sible range of semantic variation remains within the
accepted limits to keep the same comprehension of key
or primary concepts or because their precise meaning
is of little relevance.

2. Establishing Relations 
between Concepts

The concepts constructed in this way are then
related to one another to elaborate the theory’s propo-
sitions and the hypotheses to be tested. As with the
concepts themselves, these relations should be con-
structed in an appropriate and well-founded manner,
to give them precise content. Their appropriateness is
assessed with respect to the theory’s objectives (i.e., to
explain, predict, or act) and to the proposition’s place
within the theory being constructed.

The foundations or bases of the relation to be con-
structed can be (1) a system of postulates deemed sat-
isfactory, when the proposition has been derived in a
deductive manner; (2) findings from earlier studies
that have held up to critical re-examination and that
may not relate to the society under observation; (3)
results of exploratory research; (4) a generalization
from singular observations, if its grounds are explicitly
stated and appraised; (5) the a priori argument, whose
foundations the investigator attempts to spell out and
critically examine; or (6) other elements as long as they
are explained and stand up to critical evaluation.
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These foundations are not equivalent and do not
endow the constructed relations with the same valid-
ity; hence, the importance of identifying them and 
submitting them to fine critical analysis.

The exact content of these relations, except during an
exploratory stage, cannot be elucidated merely by jux-
taposing statements or through empirical observa-
tions. For example, since 1964, fertility has been falling
in European countries, and divorce rates started to
rise, slowly at first and then much more rapidly. In
another example, Algeria’s total fertility rate was 5.4 
in 1991, with infant mortality at 74 per 1000; 10 years
later, in 2001, the rates stood at 3.1 and 55 per 1000,
respectively.15

As with concepts, relations should be defined “in
comprehension,” and their necessary characteristics
should be identified so as to operationalize the rela-
tions, because such operationalization is essential to
testing. How can these relations be given an exact
content, or how can accurate relations be constructed
between events (e.g., , the number of births and infant
deaths) or between some variables (e.g., education)
and some observed behaviors at the individual or
aggregate leve (e.g., breast-feeding)?

For a first approximation, let us look at two main
types of relations or models of relations: causal and
systemic. In causal models, the constructed associa-
tions aim to clarify how effects are produced by earlier
or at least concurrent causes (see Chapter 130). In the
systemic model, the constructed relations form the
framework of a system whose elements are in constant
interaction. In the first case, we talk about causes,
factors, favorable or unfavorable conditions, direct or
mediated determinants, dependence, function, influ-
ence, or impact.16 In the second, we find terms such as
information flows, their transformation into action,
regulation, balance, retroactions, positive or negative
circle, and so on, although without completely reject-
ing any causal perspective.

Elucidating a relation implies laying bare its mecha-
nisms and assessing the validity of our knowledge
about them. The relationship between women’s edu-
cation and lower fertility levels in a high-fertility
African country is a case in point. We may believe that
education provides women with the necessary infor-
mation for reducing their fertility. However, we need
to ascertain that this is effectively the case, that classes
are taught on this specific topic in the school program

taken by the women and that the women have 
sufficiently assimilated this information to put it into
practice when they need to. We may instead assume
that education introduces women to social groups
characterized by a cultural model17 of lower fertility or
by a greater openness to cultural models competing
with the dominant one and more oriented toward
reduced fertility. In the latter case, we would need
serious analytic grounds to put forth such a thesis and,
if possible, have substantial empirical evidence to
sustain it.

Spelling out the mechanisms of this relation 
makes it possible to specify its content, which may
prove much more complex than initially expected, and
to identify the necessary characteristics. It also high-
lights possible intermediate terms between the related
concepts and other elements that may be related to
these intermediate terms. It therefore provides a
clearer insight into the other characteristics of the 
relationship.

A standard set of questions18 provides useful guide-
lines to help specify the relation’s mechanisms. Origi-
nally devised for the causal approach, these questions
seem to have wider application.

1. What model does the relation refer to: causal
model, systemic model, or other types, such as rela-
tions of belonging, implication, or reference?

2. Does the relationship go in a particular direction
and, if so, which? Does it start from one of the two con-
cepts involved (i.e., irreversible relationship), or can 
it start from one or other of the two (i.e., reversible 
relationship)? In the latter case, we could also specify
the possible conditions, such as time constraints on
reversibility.

3. Is the direction positive or negative? Is it associ-
ated with an increase or a decrease of one of the given
concept’s characteristics?

4. With what level of certainty does the association
occur? If it does so with complete certainty, the rela-
tion is deterministic; if not, it is stochastic.

5. Does it occur immediately (i.e., concurrent rela-
tionship), or does it involve a time lapse (i.e., sequen-
tial relationship)?

6. Are the two concepts involved sufficient to 
establish a relationship (i.e., sufficient relationship), 
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15 According to data from Population et sociétés, 1991, no. 225, and
2001, no. 370.

16 These terms are not all synonymous, and authors often prefer
one or another without explaining the reasons for their choices or
the exact meanings they give the terms. It is time to change this 
practice, which makes empirical testing impossible.

17 “Cultural models crystallize and interpret the influence that
different elements of the sociocultural system may have, even by
chance and in an ephemeral way, on procreation, mortality or special
mobility; in so doing, they form the type of mental orientations and
behavior that society exudes, suggests and values with respect to
each risk and to which the subjects adhere undoubtedly more uncon-
sciously than consciously” (Gérard, 1995, p. 48).

18 Inspired by Hans Zetterberg (1965, p. 69–74).



or is another concept essential (i.e., conditional 
relationship)?

7. Can the primary concept be replaced by another
one, giving the same result for the other concept (i.e.,
contingent relationship), or is it indispensable (i.e.,
necessary relationship)?

To illustrate, let us take the example of the associa-
tion between women’s education and reduced fertility
in an African country. Education would introduce
women to a social world characterized by a cultural
model of reduced fertility, one competing with the
dominant model. As a consequence, it leads them to
identify with this alternative model, to wish for fewer
children, and to behave accordingly. This relation
belongs primarily to a causal model; it can be broken
down, however, into several relations of a different
type.

One is a relation of belonging that educated women
have with a particular social universe. This relation has
a direction, starting from education, and it is not
reversible.19 It is neither positive nor negative, but it is
possible to foresee a minimum education threshold
necessary to belong to this world. Even without much
information, a stochastic relationship can be assumed,
although it would be necessary to estimate its proba-
bility. The relation is sequential, except perhaps for
women with educated mothers; it is not necessary if
education is not the only condition for belonging to
this group and if it can be replaced by economic status.
Neither is it sufficient if schooling does not prove to be
the only characteristic on which this group is founded
and perhaps not even the main one.

Another type is a relation of reference to a particular
cultural model This relationship has a direction,
moving from the group to which an individual belongs
toward the cultural model; it is not oriented positively
or negatively. It is stochastic if we assume that some of
the group’s women do not share this particular cul-
tural model for various reasons, which would have to
be studied in another research. It is concurrent even if
we admit that the reference does not occur immedi-
ately on entering the group.20 It is not sufficient, given
the assumption that some women in the group may
not adhere to this cultural model. It is necessary from
first principles, because reference to a cultural model
is posited as inescapable.

A determinant relation starts from the cultural model
and ends in specific mental, behavioral, and physio-

logic elements that characterize the individual with
respect to procreation.21 This determining relation
implies that the cultural model defines the limits of
possible variations of the specific mental (e.g., repre-
sentations, knowledge, opinions, attitudes, projects),
behavioral (e.g., sexual relations, contraception, abor-
tion), and physiologic (e.g., fecundability, infecund
periods, intrauterine mortality, likelihood of twins)
elements. This determinant relation is irreversible, and
it is neither positive nor negative. It is also stochastic
but highly probable. It involves a time lapse, one dif-
ficult to define, between the model’s assimilation
through socialization and its realization under social
control; it is necessary and sufficient.

It is more problematic to try to describe causal rela-
tions between specific individual elements in this case,
lacking any reference to a well-defined population. A
first causal relationship starts from mental elements,
proceeds through behavioral ones, and ends up with
physiologic elements. Moreover, all kinds of causal
relations exist between specific elements, including
mental (e.g., effect of knowledge on attitudes, effect of
attitudes on projects), behavioral (e.g., effect of fre-
quency of sexual relations on contraceptive use, effect
of contraceptive failure on abortion), and physiologic
(e.g., effect of intrauterine mortality on temporary infe-
cundability) ones. Relations can be observed that have
their roots in physiologic elements and that influence
mental and behavioral elements (e.g., lower fecundity
brings about a greater lack of precision in the projected
birth spacing and number of children or leads to lower
contraceptive use). Despite the problems involved, it
also seems useful to try to assess whether the cultural
model is more closely related to aspirations, motiva-
tions, and projects than behavior or whether it affects
behavior first.

This effort to spell out relations is rather onerous
and involves many postulates that may hinder theory
building. However, it makes for much more precise
empirical testing.

3. Organizing a Set of Propositions

After they are made explicit on solid and rational
grounds, the propositions are related in such a way as
to form a coherent set or a set with at least some degree
of coherence. This set defines the theory and gives rise
to the hypotheses to be tested. Some of these proposi-
tions making up the theory’s theoretical underpin-
nings or acting to link with other propositions are
postulated without having to be tested within the
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educated mother implies that the young girl is more likely to be 
educated herself.

20 We could also assume this reference to have developed before
entering the group if a person strongly wishes to join the group.

21 More detail on specific individual elements can be found in
Gérard (1995, p. 46–47, 55–57).



current research because they already have been con-
firmed empirically or because they have been intro-
duced through speculations deemed sound. Some
propositions are undoubtedly better founded and
more clearly explicated or relevant than others. When
aware of this, it becomes possible to identify the
theory’s weak points, which may need to be strength-
ened at times.

In principle, the theory’s propositions should be
articulated into a hypothetical-deductive whole. Even
though greater flexibility may be called for in demog-
raphy and the social sciences in general, it seems
essential to spell out how the different propositions fit
together by identifying all the postulates—whatever
their soundness and plausibility (assuming that we
can evaluate them) and whatever their number (often
quite high)—and to explicate as much as is possible
and without forgetting to mention the manner in
which the other propositions and hypotheses are
linked to these postulates and themselves connected.
This view on the organization of propositions and
hypotheses follows the style of what Lee Freese (1980,
1981) calls systematic theory.22

III. AUXILIARY THEORY

To test the main theory empirically, it needs to be
adapted to the concrete conditions of this testing, to
the real possibility of observing the hypotheses to be
tested, and to the testing models and techniques to be
used. This adaptation requires a language other than
that of the main theory: the operational language
(Blalock, 1971a, p. 23–24). As Hubert Blalock points
out, these two languages are interconnected neither
naturally nor by definition, and it is essential to bind
them to each other by stating the necessary postulates
that, if not grounded in solid reasoning, can imperil the
testing process.

Adapting the main theory and translating the
hypotheses into operational language are the two tasks
of the auxiliary theory. As a result, the auxiliary theory

gains from being closely linked to the construction of
the main theory.

1. Adapting the Main Theory

The concrete conditions to which the main theory
needs to be adapted depend on the researcher and 
the research environment. First, it depends on the
research’s main purpose, such as work within the
framework of a teaching program, a conference paper,
an article or book, a study commissioned by a ministry
or an international organization, or research within a
long-term contract. Also important are the time avail-
able to carry out the research, the financial and tech-
nical resources at the researcher’s disposal, and the
idiosyncrasies of his or her training and preferred
work methods (i.e., quantitative methods or specific
statistical techniques, interdisciplinary comparative
approaches, and qualitative approaches). The condi-
tions also relate to the object of study, depending on
the degree to which it has already been studied and on
the wealth of data available.

The auxiliary theory must take account of the real
possibilities of observing the hypotheses to be tested
through observation of the concepts in all their wealth
and many dimensions or through the relations estab-
lished between them. In this regard, the connection
between the main theory’s language and the opera-
tional one to be developed by the auxiliary theory
raises a considerable problem. This is discussed later
with respect to the study of indicators. Usually, the
auxiliary theory enforces greater precision in the defi-
nition of concepts and their relations and reduces the
scope of their claims. In some cases, the main theory
must be scaled down to remain the theory to be tested
empirically.

The testing models and associated techniques also
impose constraints, postulates, and predetermined
forms for receiving the observed data on the concepts
and their relations.

Several auxiliary theories are often needed, such as
when combining testing models, when working with
several populations for which the same indicators are
not available, or when we wish to use parallel indica-
tors within the same population. If, a priori, several
auxiliary theories seem to better corroborate or refute
the hypotheses to be tested, if at least the results con-
verge, it remains to know how to integrate the find-
ings, especially if they diverge, including what
procedures to use, which techniques, at what condi-
tions, and at what cost in terms of new premises to be
posited.

The auxiliary theory makes it possible to specify the
main theory’s real scope, to construct the necessary
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22 According to Lee Freese, systematic theory is expressed in
everyday language without needing to use mathematical formula-
tions, although these are not precluded. It defines and gives foun-
dation to concepts and to the relations between them, and it
dissociates basic propositions from derived ones. Lee Freese also
writes, “Systematic theories resemble hierarchies of propositions in
which the more specific, ordinary propositions may be deduced
from the more general theoretical propositions according to the
deductions rules of ordinary language” (Freese, 1980, p. 196–197).
This systematic theory, according to Freese, belongs to the type of
theories that Hans Zetterberg (1965, p. 94–100) called axiomatic, and
it has been used in the work of Wesley Burr and colleagues (1979)
in family sociology.



indicators for some concepts and relationships, and to
assess whether the adjustments made to the main
theory reduces its compass too much. The precision of
the main theory’s scope is achieved (1) by appreciating
how much is lost through the constraints imposed by
the researcher’s and the research environment’s con-
crete conditions; (2) by specifying its precise subject
matter, which may be more restricted than the one ini-
tially envisaged given these constraints; (3) if it has not
already been done in the main theory, by indicating the
population to be studied and the parts of it which will
be observed.

If necessary, indicators are constructed23 for concepts
and their relations emerging from the hypotheses to be
tested by identifying and appraising the postulates
needed to accept that the selected indicators properly
represent the concepts and their relations and to accept
not to observe this or that concept, or part of a concept,
or this or that relation, or part of a relation that, for
reasons to be elucidated and understood, would not be
observable.

The loss involved in all these adjustments should 
to be assessed. When the loss is too great, it may be
preferable to discard the main theory and elaborate
another one that is more open to empirical testing.

2. Indicators

The scientific use of the term indicator is flexible
enough to be conceptualized in various ways. Here, an
indicator denotes something observable and poten-
tially measurable that encapsulates a given concept or
relation.

Definitions “in comprehension” specify the charac-
teristics of concepts and the links between them and
classify them as necessary or contingent. For instance,
the concept C is defined by C1, C2, and C3 as neces-
sary characteristics and by C4, C5, and C6 as contin-
gent characteristics. To observe C, the indicator should
grasp each of the necessary characteristics, C1, C2, and
C3, in as much as the following ideas are true:

1. There is no necessary connection between some
of these characteristics. If such were the case, observ-
ing the relation’s starting characteristic would be
enough: if C1 leads necessarily to C2, observing C1
and C3 suffices; if the relation between C1 and C2 is
both necessary and reversible, it is enough to observe
one or the other, as well as C3.

2. No other concept, C¢, necessarily characterized by
C8 and C9 and necessarily or contingently character-

ized by C1, C2, and C3, exists. In this case, to observe
C, an indicator is needed which ensures both that C1,
C2 and C3 are present, and C8 and C9 are absent. For
instance, let us suppose fertility planning to be charac-
terized necessarily by (a) a project concerning the
number of births, (b) the behavior to achieve this, (c) a
project to space births, for each birth, and (d) the behav-
ior to achieve this. If I wish to look at planning only
from the point of view of the number of births among
couples no longer procreating because the woman has
reached menopause, I need to make sure that a and b
are present and that c and d are absent.

When some necessary characteristics of a concept 
or a relation cannot be observed, we can attempt to
observe instead one or more instrumental variables,
preferably necessary ones, or one or more conse-
quences, preferably necessary ones. Alternatively, we
can give up any attempt to observe them. In any case,
it is important to be aware of the biases this introduces
and to evaluate them as well as possible.

To study couples who plan only the number of
births—who are necessarily characterized by the two
elements a and b and by the absence of elements c and
d, we could do the following:

1. We can keep as the indicator an almost necessary
consequence in our societies: the number of two births.
This means including couples who also plan birth
spacing and those who do not plan births because their
fecundity level is low and excluding couples who plan
only family size but have fewer or more than two
births.

2. Use an instrumental variable very common in the
society studied, such as including sterilized couples
only, if we already know that sterilization is commonly
used by couples not wishing to have more children.
This means including couples planning only the
number of births this indicator adds, those who plan
birth spacing, and those who, although not planning
numbers of births, were sterilized for other reasons; it
excludes couples who plan numbers of births but do
not use sterilization.

Whatever the problems encountered and the solu-
tion chosen, the procedure must always control and
critically scrutinize our research practices. We must be
aware of what we are doing but keep a critical distance
from it to appreciate the consequences for hypothesis
testing.

Whatever the case, an indicator should do the 
following:

1. Be observable and, if necessary, measurable
2. Be highly predictive or have a good grasp of the

particular concept or the relation studied
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3. Be connected exactly to the concept or relation,
with respect to the observed content (i.e., all, some, or
only one of the necessary characteristics or one of the
necessary consequences, the very likely consequences,
the necessary instrumental variables, or the highly
probable instrumental variables) and with respect to
the observation’s accuracy (i.e., the concept’s or 
relation’s reality or reality itself and, in the case of a
gradient, the level of the concept or relation).

4. Be valid by representing the concept or relation
studied properly, which can be recognized from the
information collected in item 3.

5. Be faithful or reliable by always relating to the
same content of the concept or relation

The indicators’ validity and reliability determines
their scope. In principle, to have universal application,
the indicator must apprehend all the necessary char-
acteristics. If not, its range is relative and must be
reconfirmed every time.

The question of indicators changes when the
research begins with data already collected in its 
raw form or after statistical analysis and when we
reflect on the concepts or relations to which these 
data may correspond. This problem is far from simple,
and its solution seems to involve much coming and
going between the data and the construction of con-
cepts and relations. For instance, (1) at the start, one or
several pieces of information suggest a possible
concept; (2) we then attempt to construct this concept
and identify its characteristics, separating them into
necessary or contingent types; (3) subsequently, we go
back to the facts to find data for necessary characteris-
tics for which we have none; and (4) we return to
concept building to adjust it more closely to the avail-
able data. Evidently, these steps should be well
founded and explicated.

CONCLUSIONS

The whole theorization process may appear highly
persnickety, uselessly rigid, and at risk of producing
meticulous, even obsessive, minds rather than partic-
ularly creative ones. What has happened to freedom of
thought, the freedom to combine words into sentences
that are striking, that arouse debate, and that make
clear what the real stakes are, how rich society is, and
so on? Nothing in the theorization procedure seems to
bridle this freedom. In elaborating a main theory, the
researcher can proceed freely and creatively at first.
However, if he or she wishes to go beyond preaching
to the converted to produce and communicate knowl-
edge that everyone can understand and master, theo-

rization must be transparent and precise, and empiri-
cal testing can strengthen these desiderata.

In practical research, theory building follows no
mandatory course. To facilitate the presentation,
however, I have followed a linear sequence to high-
light the key moments of critical reflection, the ele-
ments to include, and the postulates to accept where
and when they are essential for the process to continue.
This does not seem to me more inflexible, persnickety,
or obsessional than some statistical technique or
content analysis. However, the latter methods are often
assisted by computer programs that enable the re-
searcher to avoid appreciating the degree of labor and
meticulousness necessary to apply such techniques.

Undoubtedly, theorization as presented in this
chapter will need to be refined and perhaps even sim-
plified. It nonetheless seems to be adequate to ensure
the controlled production and communication of
knowledge needed for all scientific study.
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One of the main objectives of science is to explain
how things work. If some events are interdependent,
explanation aims at disentangling the mechanisms
that cause these events to occur as they do. Although
the scientific approach is not necessarily causal,
because science is also interested in functional depen-
dences and in noncausal interdependencies (Robert
Franck, 1994), the explanation objective is often
achieved through causal analysis. We can therefore
refer to causal explanation as the objective of basic
research in social science. According to Edgard Morin
(1985), “Explanation is a path which makes it possi-
ble to acquire objective knowledge by attempting to
understand the causal relationships between objects as
opposed to understanding based on inter-subjective
knowledge, on self-identification with others.”1 Most
philosophers and scientists acknowledge that expla-
nation is basically investigation into causes, if we take
into account a broad definition of cause.

In social science, causal modeling has become an
important research tool in recent decades. The Simon-
Blalock method for analyzing simple causal structures
and the Sewall-Wright path analysis are at the root of
many methods that have been developed to test causal
hypotheses in social science. In his original article,
Sewall Wright (1921, cited by Wright, 1968, p. 325)
emphasized the fact that path analysis was developed
“as a method of measuring the direct influence along

each separate path in a system and thus of finding the
degree to which variation of a given effect is deter-
mined by each particular cause.”

Causal modeling is one of the main objectives of
econometrics. The terminology of the dependent and
independent variables used, for example, in linear
regression models conveys the idea that a group of
variables has an effect on the dependent variable. Con-
sequently, the essential role of econometrics is to 
estimate and test the explanatory models derived from
economic theories. In the preface of his book Causality
in Economics, Sir John Hicks (1979) indicates two impor-
tant tasks for economic theory; the first is descriptive,
and the other is analytic in the sense that it is used as a
means to explain: “We ask not merely what happened,
but why it happened. That is causation.”

Epidemiology is a field in which the analysis of
causal relations has been significantly developed. In
their publication on epidemiology, Milos Jenicek and
Robert Cléroux (1982) affirm that research into the
causes of a disease and its persistence within a human
population is one of the main objectives of epidemio-
logic research. Causal modeling of the process of 
morbidity has become a basic aspect of epidemiology
and a good example of the experimentation model 
that applies to human populations. However, Daniel
Schwartz (1989) concluded his presentation to the
Chaire Quetelet 1987 by pointing out “that it is always
possible to act without understanding.”2

These examples show that causal explanation seems
to be one of the main objectives of the sciences that
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deal with human populations. However, this view is
contested by some researchers in social sciences.
According to Carol Gould (1983), for example, causal-
ity applies to the subject’s relationship with the object
but not to the subject’s relationship with another
subject, because causal explanations of human actions
are incompatible with the freedom of the individual.
Even if we accept Gould’s ideas regarding the fact that
human actions are guided by a goal, these views do
not necessarily lead to the rejection of causality in
social science. Carol Gould’s argument, according to
which objective conditions are necessary but not suffi-
cient conditions of human actions, suggests only that
strict determinism is not applicable in this field. If
weaker definitions of causality are adopted, the ques-
tion “what is the cause of human behavior?” remains
a relevant one. Another criticism leveled against the
Durkheim-like causal explanation in sociology was
highlighted by Claude Javeau in his book, Leçons de
Sociologie (1986). For this author, causes alone do not
give meaning to social processes such as revolutions.
We must also discover their reasons and motives.
According to Javeau, the cause of a revolution is the
ruling classes’ abandonment of power, the motive is the
will of the dominated classes to take power; the reason
is their desire to relieve their misery. This view does
not seem to be in contradiction with a causal explana-
tion. Claude Javeau’s example could be interpreted by
a causal chain or a causal process,3 which would coincide
with current views on causality. Consequently, there is
no reason to distinguish between causal explanation
and the search for meaning, because the causal theory
that we are testing can take into account (under causes)
the reasons and motives of social actions.

In this context, we would like to develop two points:
the concept of cause and effect in social science and the
statistical modeling of causality.

I. CAUSE AND EFFECT IN 
SOCIAL SCIENCE

There is no unanimously accepted definition of
causality. A large part of the debate on causality 
is rooted in the fact that scientists use the term cause
with different meanings.4 In epidemiology (Jenicek,
2003), a classic distinction relates to the difference

between risk factors (i.e., modifiable causes such as
smoking) and risk markers (e.g., age or sex), which
cannot be modified. The same distinction is used 
by Paul Holland (1986) in statistics; he distinguishes
causes that can be manipulated from attributes (e.g.,
age) that cannot. In social sciences, we speak of deter-
minants or factors rather than causes, without gener-
ally making a distinction between risk markers and
risk factors.

To what extent does an effect follow its cause? In
addressing this point, we separate the deterministic
theories of causality from the nondeterministic theories
(Karhausen, 1996). Although causality in social science
is primarily stochastic because the multiple causes of
social phenomena cannot all be known, examining the
deterministic theories of causality is a useful frame of
reference. Even in social sciences, many researchers still
refer implicitly to the deterministic nature of causality.
Several concepts examined within this context, such 
as the disjunction or the conjunction of causes or the
asymmetry between causes and effects, have their
counterparts in the probabilistic approach.

A well-known supporter of the deterministic theory
of causality was John Stuart Mill, and his ideas were
outlined in A System of Logic (1843, republished in
1889). For John Stuart Mill, the cause of a phenomenon
is a combination of all its conditions. When all the nec-
essary conditions are present, they make up the suffi-
cient condition. “The cause, then, philosophically
speaking, is the sum total of the conditions positive
and negative taken together; the whole of the contin-
gencies of every description, which being realized, the
consequent invariably follows” (Mill, 1889). More
recently, the “necessary and sufficient” approach of
causality has been supported primarily by Richard
Taylor. For him, “X is the cause of Y” means that X and
Y are two conditions (or combinations of conditions)
that occur and that each one is (given all the other con-
ditions that occur) necessary and sufficient for the
other one to occur (Taylor, 1966).

A complex version of John Stuart Mill’s “combina-
tion of all the conditions” was developed by John
Mackie (1974). Let ABC

–, for example, be the conjunc-
tion of sufficient factors for Y to occur. For illustration,
Y is the start of a fire, A is the occurrence of a short-
circuit, B is the presence of flammable materials, and
C
– is the lack of a smoke detector and extinguisher (i.e.,
the combination of positive and negative conditions in
Mill’s terms). According to John Mackie, ABC

– is a
minimal sufficient condition for Y. There are, however,
other possible minimal sufficient conditions, such as
LBCD

—, in which L represents lightning striking the
house, D represents the absence of a lightning con-
ductor, and so forth. The disjunctive plurality of the
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finite number of conjunctions ABC
– » LBCD

— » . . . »
KMG is a necessary and sufficient condition for the
effect (i.e., the “complete cause” of Y). Each element
(e.g., A) of one of the conjunctions (e.g., ABC

–) is an
insufficient but necessary part of a condition, which is
unnecessary but sufficient for the effect (i.e., A is an
INUS condition for Y).

1. Temporal Anteriority of the 
Cause over the Effect

An important aspect is the symmetry of the relation-
ship between the cause X and the effect Y. If X is a nec-
essary and sufficient condition for Y, then logically Y is
a necessary and sufficient condition for X. To guarantee
asymmetry between the cause and the effect, David
Hume (1739, republished 1968) imposed the temporal
precedence of the cause over the effect. For this author,
simultaneous causality does not exist because “if one
cause were co-temporary with its effect, and this effect
with its effect, and so on, it is plain there would be no
such thing as succession.” All the objects would coexist,
which would lead to the annihilation of time itself.
David Kline supported the point of view of David
Hume on the basis of the special theory of relativity
(Kline, 1980). He starts with the counter-example given
by Richard Taylor and taken up in a similar counter-
example by Myles Brand (1976): If a force is exerted on a
locomotive L at time t1, it is simultaneously exerted over
the wagon C. This implicitly presupposes that causal
information is propagated from L toward C at a speed
equivalent to or greater than the speed of light. This
would produce an infinite relative mass that would
require the deployment of an infinite force to move it,
which is impossible. Kline concluded that for cases of
simultaneous causality to have a chance of being veri-
fied, the events concerned should be distinct, linked
causally, and not separated spatially.5

While acknowledging that no real cases of retro-
causality have been observed, Michel Ghins (1989)
argues in favor of the conceptual possibility of such a
retrocausality in physics. He concludes, however, by
stating that the possibility of retrocausality does not
imply the possibility of influencing the future. Huw
Price (1996) also examined the issue of the possible
reversibility of the arrow of time and supported the
idea of temporal symmetry in physics. James Griesmer
(1991) insists that the asymmetry of the relationship is
a necessary but not sufficient condition for establish-
ing causality: All asymmetric relationships are 
obviously not causal.

The condition of temporal precedence of cause 
over effect has been adopted by most causal theories
because it enables differentiation of causal relations
from false associations (Pearl, 2000). However, if
several causes contribute to the effect, it is also fre-
quently necessary to take into account the temporal
sequence on which these causes occur. This is the
reason why we have put forward a causal model
where the effect (in this case, the death of an individ-
ual) would be the result of different states in which this
individual had lived during his or her life, with the
state defined as the conjunction of relevant variables
for the effect, the time lived in each state, and the order
of temporal succession of these states (Wunsch et al.,
1996). The causal sequence can also be introduced 
into a path analysis. The main problem with these
approaches is the lack of adequate data, except in 
cases of detailed individual longitudinal observation.

2. Probabilistic Theories of Causality

In many cases, purely deterministic causality is 
difficult to defend. If we opted for a combination of
causes, and if on the basis of this combination, we pre-
dicted the occurrence of an event, this event should
occur in all of the predicted cases. If the event occurs
only in one-half of the cases, something must be incor-
rect in the deterministic theory. There are two possible
explanations. According to the first explanation, the
phenomena are by nature deterministic, but the theory
is badly specified considering the limits of our knowl-
edge, or our method of observation is prone to random
errors. Within this hypothesis, there are “hidden vari-
ables” that, if they were discovered, would enable 
a deterministic description. This was the position
adopted by Albert Einstein about the nondeterminis-
tic nature of quantum mechanics. In the second case,
we are faced with the presence of intrinsically non-
deterministic phenomena; in this situation, no addi-
tional information can lead to forecasts devoid of error.
In the field of human actions, we are often faced with
nondeterminism, even if choices are made with cer-
tainty (Wunsch, 1988). Consequently, there is a funda-
mental source of fuzzy causality in social sciences,
because the events are the results of human actions,
and these can be considered to a great extent as non-
deterministic. This justifies a probabilistic approach to
causality, including statistical modeling.

Several probabilistic theories6 of causality have been
developed. Among the most interesting approaches is
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that of Wesley Salmon, which was based on the
concept of statistical relevance (i.e., S-R model) (Salmon,
1971). Later, Salmon (1980, 1984) developed a qualita-
tive theory of probabilistic causality based on the
concept of process, interaction, and conjunction of
processes, meant to complete the S-R model based 
on conditional probabilities. According to Salmon, a
causal process is that which transmits a marker, or a
signal, of information, energy, or a causal influence
from one region of space-time to another. The S-R
model is therefore only the basis of a causal explana-
tion, which needs to explain the ongoing causal
process. According to the S-R model, let a property C
divide a population A (a reference class) into two sub-
groups AC and AC

–. The property C is said to be sta-
tistically relevant for an attribute B in A if P(B/C) ≥
P(B/C

–
). For example, P(B/C) is the probability of cure

(B) for a reference class of patients suffering from lung
cancer who are taking a medicine (C). For those who
are not taking the medicine, the probability of a cure
is equal to P(B/C

–
). We observe (Holland, 1986) that the

determination of a possible causal impact necessitates
at least two causes, C and C– in the present case. If the
medicine is an effective treatment, we should observe
a significant increase in the probability of cure in the
cases in which the medicine is taken compared with
the probability in cases in which the medicine is not
taken. For example, if P(B/C) = 0.20 and P(B/C

–
) = 0.10,

the probability ratio (or relative risk) is equal to
P(B/C)/P(B/C

–
) = 2 (i.e., there is twice a likelihood of cure

for those who are administered the medicine com-
pared with the control group subjects who have not
been given the medicine). C can be considered in this
case as a cause of B. The example shows that, if we
follow Salmon, a correct probabilistic explanation does
not require high probabilities. What counts is the sta-
tistical relevance of the factor (i.e. a significant differ-
ence between the a priori and a posteriori probabilities,
or between the results of the target group and the
results in the control group).

The reference class should be selected as the great-
est homogeneous class to which the event belongs.
Unfortunately, in most cases, we do not know how to
partition the population into the largest group of
homogeneous cells (i.e., we do not know all the rele-
vant factors). In the example, if the treatment and the
control groups do not differ other than in the fact that
one takes and the other does not take the medicine, the
difference between the two groups would be due
(except for random errors) to the factor that separates
the population—in this case, the fact of taking or not
taking the medicine. In reality, the exposed and unex-
posed groups frequently differ in other factors. For

example, the treatment can be administered to patients
suffering from cancer in hospital M and the results
compared with those obtained from hospital N, where
this treatment is not used. In this case, the sampling is
not perfect because the patients who attend hospital N
may have characteristics (e.g., age, social status) dif-
ferent from those of the patients attending hospital M,
and the difference between M and N can result from
the treatment itself and from the other confounding
variables that were not controlled for.

The preceding approach is a specific case of the
counterfactual theory of causality, whose origin goes
back to David Hume. A contemporary version,
adapted to epidemiology, is presented by George 
Maldonado and Sander Greenland (2002). A target
population, B, is receiving preventative treatment
against an illness (e.g., influenza). During a specified
period, let A1 be the incidence of new cases of influenza
observed within this exposed population. What would
have been the incidence if this same population B had
not had the treatment (i.e., counterfactual situation)?
Let A0 be this incidence. In this case, the causal contrast
is written in terms of relative risks: RRcausal =
(A1/B)/(A0/B). The problem lies in the fact that we do
not know A0 as it is a counterfactual and therefore
hypothetical situation. We must therefore find a 
substitute for the frequency (A0/B); let this be, for
example, (C0/D), where C0 is the incidence of new
cases in another population D, which this time does
not take the medication. In the case of an imperfect
substitution, the causal contrast could be subject to
bias as a result of the presence of confounding vari-
ables (LaLonde, 1986) (see Chapter 15). Consequently,
the problem consists of choosing the correct substitute.
Double-blind randomization would very probably be the
best solution in this example. However, this approach
is experimental and frequently impossible for ethical
or practical reasons. In a nonexperimental approach
that, for example, compares a target group receiving
treatment with a control group that is not receiving
treatment, for which a priori randomization cannot be
carried out, we can use the approach proposed by Paul
Rosenbaum and Donald Rubin (1983) using propensity
scores. It is a matter of pairing the observations that
have the same propensity score to see whether the
treatment is effective or not. The propensity score is
defined as the conditional probability of receiving the
treatment, taking into account the co-variables ob-
served. This method makes it possible to adequately
control the explicit variables (Rubin and Neal, 1992),
but it cannot guarantee the avoidance of potential
errors introduced by the presence of implicit or hidden
confounding variables.
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II. CAUSALITY AND 
STATISTICAL MODELING

Although this chapter is devoted to methods of sta-
tistical analysis, epistemologically, there is no reason 
to limit the determination of causal impact in social
science to multivariate statistical methods. In 
some cases, the theory of information, simulation, 
or acyclic directed graphs, for example, can also de-
scribe the causal mechanism; there are close analogies
between the acyclic directed graphs and some 
statistical methods that are examined later. In other
cases, qualitative approaches can be used to shed new
light on causal relations that are difficult to understand
through other methods. However, most of the work
carried out in social science is based on statistical mod-
eling, because many studies are carried out in nonex-
perimental contexts,7 in which the researcher is not
necessarily aware of all the relevant variables. In this
case, the absence of checks in the experiment should
be compensated by a series of conditions that should
be set (and fulfilled) if statistical methods are used in
a causal perspective. However, a statistical model,
such as logistic regression, can be used for explanatory
ends without explicitly referring to the causal structure
of variables.

1. Causal Precedence and 
Longitudinal Analysis

Any cause needs a period of time, however short,
in which to exercise its effects. The importance of the
effect can vary over the period between the appear-
ance of a cause and the measurement of its effect. 
This fact is illustrated by Harry Gollob and Charles
Reichardt (1987) by means of a situation that is easy to
understand for everyone. If two aspirins are taken to
get rid of a migraine, the effect can be nil 2 minutes
after ingestion, substantial after 30 minutes, close to
maximum after 2 or 3 hours, very reduced after 5
hours, and once more nil after 24 hours.

If the only information available is cross-sectional,
the causal effects are generally estimated on the basis
of models that are also cross-sectional and that con-
sider only the relationships between the contemporary
values of the different variables. These models do not
make it possible to specify the relationships between
the value at a given time of one or more variables and
the value at a previous period of some of these vari-
ables and other variables. Among the conditions that

justify the use of a confirmatory analysis to evalu-
ate the scientific usefulness of causal hypotheses,
Lawrence James, Stanley Mulaik, and Jeanne Brett
(1982) called on the condition of stability of the struc-
tural model (i.e., the invariance) over a certain period
of the parameters of the equations. Harry Gollob and
Charles Reichardt (1985) demonstrated that this
hypothesis is neither a sufficient condition nor a 
necessary condition for the cross-sectional model to
produce nonbiased estimates of causal effects. For
example, if the variables X and Y are standardized in
two simple models (Fig. 130–1) and if R is the correla-
tion coefficient between Xt-1 and Yt-1, we can write b*
= b + R jY, where jY is the path coefficient between 
Yt-1 and Yt. Consequently, b* is a biased estimator of b
as long as R jY is different from zero. Moreover, if the
structural stability condition is not respected, the fact
that X is the cause of Y is translated by a longitudinal
causal system (Fig. 130–2). In this case, if the variances
of X and Y and the correlation between X and Y are
the same in t - 1 and in t, b* = b[jX / (1 - jX jY)] will
be a nonbiased estimate of b if jX = 1 / (1 + jY), where
jX is the path coefficient between Xt-1 and Xt. This rela-
tionship is nevertheless as difficult to satisfy as when
R jY = 0.

The best method to estimate causal effects is to
adjust longitudinal models to individual longitudinal
data, while taking into account the presence of con-
textual effects if it is justified (Courgeau, 2003). If 
we only have cross-sectional data, Harry Gollob and
Charles Reichardt (1985 and 1987) suggest applying
longitudinal models with latent variables where unob-
served variables are substituted for unavailable vari-
ables. To identify this model, additional hypotheses
must be set; for example, if the variables are stan-
dardized, the equality of the correlations between the
periods t and t - 1 and jY = R(Yt-1) - b R(Yt-1, Xt-1). Lon-
gitudinal models with latent variables are preferable to
cross-sectional models because they oblige researchers
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to clarify their hypotheses. However, estimation prob-
lems can be avoided only by collecting longitudinal
data and using longitudinal models, such as life-
course analysis (see Chapter 23). However, every pop-
ulation is heterogeneous (see Chapters 10 and 21), and
prospective longitudinal data can be affected by selec-
tion bias (e.g., the most vulnerable individuals die
before others, the strongest individuals migrate and
therefore leave the field of observation). Moreover, ret-
rospective longitudinal data depend on memory recall
and are therefore not always reliable due to recall
lapses.

2. Correlations and Causal Relations

Paul Games (1990) draws attention to the fact that
methods based on correlations, such as multiple
regression, partial correlation, structural equation
models, path analysis, and every method applied to
data collected without experimental control, do not
enable us to draw conclusions concerning any causal
effect. They can only suggest hypotheses on causal
relations that must be tested later; association does 
not necessarily mean causation. These methods are too
often used incorrectly to discover causal relations,
whereas they were developed to test hypotheses
regarding these relations. Sewall Wright, the initiator
of path analysis, very clearly defined the objectives of
this method in 1934: “It has been emphasized that the
method of path coefficients is not intended to accom-
plish the impossible task of deducing causal relations
from the values of the correlation coefficients. It 
is intended to combine the quantitative information
given by the correlations with such qualitative infor-
mation as may be at hand on causal relations to give 
a quantitative interpretation” (Wright, 1934, p. 193).

When all the variables are observed on a longitudi-
nal basis, they can be integrated into a linear and recur-
sive causal model, which fulfills the following four
conditions: (1) it includes neither causal loops nor

reciprocal causal relations; (2) all the relations between
variables can be expressed as linear equations; (3) the
error terms are not correlated among themselves; and
(4) the independent variables of each equation are not
correlated with any error terms. Such a model, includ-
ing three variables for example (Fig. 130–3), can be
translated by the following set of equations:

Xt-1 = eX

Yt = bXY Xt-1 + eY

Zt+1 = bXZ Xt-1 + bYZ Yt + eZ

The path coefficients bXY, bYZ, and bXZ are estimated
by least squares regression methods such that

bXY = (sY/sX) / RXY

bYZ = (sZ/sY) (RYZ - RXY RXZ)/(1 - R2
XY)

bXZ = (sZ/sX) (RXZ - RXY RYZ)/(1 - R2
XY)

In a recursive longitudinal model, the direct and
indirect effects can be estimated through path analy-
sis, which applies to continuous data (Kendall 
and O’Muircheartaigh, 1977; Herbert Asher 1976).
Christopher Winship and Robert Mare (1983) extended
its use to discrete data, and Thomas Wilson and
William Bielby (1983) applied it to polytomic data.

In the case of probabilistic causal relations between
dichotomous variables, Frederick Ellett and David
Ericson (1986a, 1986b) show that the b coefficients and
three other measurements of association:

covXY = P(X « Y) - P(X) P(Y)

covXY/P(X) = P(Y/X) - P(Y)

covXY/sX sY = RXY

can give only a qualitative measurement of the 
different causal impacts. The signs of these indices
indicate whether the causes are positive or negative.
They cannot provide quantitative measurements of the
causal impact of one dichotomous variable on another
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dichotomous variable. Ellett and Ericson (1984) also
developed an approach based on conditional proba-
bilities to analyze probabilistic causal systems with
dichotomous variables. According to Gürol Irzik
(1986), Wesley Salmon’s approach (1984), which is also
based on conditional probabilities, provides the same
numeric results as those of causal modeling applied to
dichotomous variables. The debate remains open with
regard to the adequacy of methods based on correla-
tion coefficients for measuring the causal impact of
dichotomous variables.

3. Reciprocal Causal Relations and
Temporal Precedence of Cause over Effect

The most frequently mentioned limitation of recur-
sive models is the fact that they postulate the absence
of a reciprocal causal relation. These reciprocal causal
relations between, for example, X and Y are usually
represented in graphs as X ´ Y without any reference
(explicit or implicit) to the temporal precedence of the
cause over the effect. To eliminate ambiguity on this
point, it would be useful to employ any one of the 
following representations:

Xt Æ Yt+1 and Yt Æ Xt+1

Xt Æ Yt+1 Æ Xt+2

Yt-1 Æ Xt Æ Yt+1

If the system is not in equilibrium (Strotz and Wold,
1960), it is not certain that different formulations will
lead to the same results. With these notations, the non-
recursive model can be substituted with a model that,
of the four possible models, requires the fewest obser-
vations. For the model to be recursive, the error terms
must not be correlated among themselves, and the
independent variables of each equation must not be
correlated with any error term. If the systematic mea-
surement errors of variable Y in time (t - 1) and (t + 2)
are avoided and if the possible common causes of the
error terms are explicitly introduced into the model,
most models can be made recursive, and as a result,
we can avoid the maximum likelihood or the least
squares method of estimation at two or three levels.
David Sanders (1980) applied recursive (ordinary least
squares) and non-recursive (two-stage least squares
and maximum likelihood) models to the same data.
Each of these methods provides results that partially
contradict those obtained using the other methods.

4. Covariance Structure Analysis

The recursive linear model is sometimes pre-
sented as a specific case of covariance structure 

analysis,8 combining the path analysis approach with
regard to causal structure and the factor analysis
approach for the relations between latent variables and
their indicators. The use of this method became wide-
spread due to the development of software such as
LISREL (Jöreskog and Sörbom, 1996) and EQS (Bentler,
1989), among others. The ordinary least squares used
by the correct recursive linear model exactly identified
the result, and the maximum likelihood used by the
software LISREL provide the same results as long as
the matrix of correlations not include any random
components, which amounts to presuming that large
enough samples are being used. Bruce Biddle and
Marjorie Marlin (1987) advised against using LISREL
with small samples. Moreover, Peter Bentler and Paul
Dudgeon (1996) examined the consequences of not
respecting the hypotheses of the model in the case 
of nonexperimental studies, notably the hypothesis 
of distribution normality. Various solutions have,
however, been suggested to take into account the non-
normality of variables (Shipley, 2000). If we construct
latent variables from several indicators using the
LISREL or EQS software, we should be aware that this
procedure is not equivalent to a regression by ordinary
least squares, which would take into account the 
factor scores resulting beforehand from factor analysis
applied to the indicators. Some studies have extended
the approach to latent dichotomous variables (Eshima
et al., 1996) and to multinomial variables (Moors, 2003,
provides an example of the application). As is the case
for path analysis, we must emphasize the fact that 
the sole analysis of covariance structures with latent 
variables cannot confirm a causal relation; causation
needs modeling, background knowledge, and ex-
planatory theory. A detailed discussion of this issue is
provided by Judea Pearl (2000). However, it enables
certain structures to be disconfirmed (or falsified) in
favor of others that are better suited to the available
data.

5. The Concept of Functional Relation

Stanley Mulaik (1986 and 1987) suggested using the
functional relation concept with a view to synthesiz-
ing the deterministic and probabilistic formulations of
causal relations between continuous variables. This
concept makes it possible, according to Mulaik, to
unify different models such as analysis of variance, the
generalized linear model, structural linear equations,
and log-linear models. It is a case of setting hypothe-
ses whose cause variable values determine not the spe-
cific effect variable values but rather the conditional
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probabilities with which the different values of the
effect variable are observed.

6. Correlation and Causal Link between
Dichotomous Variables

Frederick Ellett and David Ericson (1986b) located,
in social science research and in the philosophy of
science, four conceptions of the correlation between
two dichotomous variables X and Y.

First, the social science researchers Patricia Kendall
and Paul Lazarsfeld (1950) and the science philosopher
Ernest Nagel (1961) use the conception according to
which two dichotomous variables X and Y are posi-
tively (or negatively) correlated if, and only if, the
probability of X and Y minus the probability of X mul-
tiplied by the probability of Y is greater (or less) than
zero. It can be shown that

P(X « Y) - P(X) P(Y) =
P(X « Y) P(X

– « Y
–
) - P(X « Y

–
) P(X

– « Y) = covXY

Second, for the science philosophers Hans 
Reichenbach (1956) and Patrick Suppes (1970), two
dichotomous variables X and Y are positively (or nega-
tively) correlated if, and only if, the (conditional) prob-
ability of Y if X minus the probability of Y is greater (or
less) than zero. If P(X) > 0, it can be shown that

P(Y/X) - P(Y) = [P(X « Y) P (X
– « Y

–
)- 

P(X « Y
–
) P(X

– « Y)]/P(X) = covXY/P(X)

Third, according to a third conception used by
Wesley Salmon (1980), two dichotomous variables, X
and Y, are positively (or negatively) correlated if, and
only if, the (conditional) probability of Y if X minus the
(conditional) probability of Y if X

– is greater (or less)
than zero. If 1 > P(X) > 0, one can show that

P(Y/X) - P(Y/X
–
) = [P(X « Y)P(X

– « Y
–
) -

P(X « Y
–
)P(X

– « Y)]/[P(X) P(X
–
)]

= covXY/s2
X

= bXY

Fourth, social science researchers such as Herbert
Asher (1976), Hubert Blalock (1964), and Herbert
Simon (1957) use the fourth conception, according to
which two dichotomous variables X and Y are posi-
tively (or negatively) correlated if, and only if, the 
coefficient f is positive (or negative). If 1 > P(X) > 0 and
1 > P(Y) > 0, the coefficient f is defined as

fXY = [P(X « Y)P(X
– « Y

–
) - P(X « Y

–
)P(X

– «
Y)]/[P(X)P(X

–
)P(Y) P(Y

–
)]1/2

= covXY/(sX sY)
= rXY

= bXY sX/sY

These four measurements of association have the
same sign (i.e., the covXY sign). Consequently, all the
measurements lead to the same qualitative conclusion
that X is not a cause of Y if they are equal to zero or
that X is a positive (or negative) cause of Y if they are
greater (or less) than zero.

A quantitative approach to causality attempts to
establish whether X is a cause of Y and to measure the
degree of causal influence that X has over Y. However,
from a quantitative point of view, it is possible to show
that if 1 > P(X) > 0 and 1 > P(Y) > 0,

covXY < covXY / P(X) < bXY (1)

covXY < fXY (2)

and if fXY > 0, it satisfies one of the following three
inequalities:

covXY < fXY < covXY/P(X) (3.1)

covXY/P(X) < fXY < bXY (3.2)

bXY < fXY (3.3)

Frederick Ellett and David Ericson (1986b) stated
the following:

If some effect B has two causes, A and C, and if A is a suffi-
cient cause of B, or if A is a probabilistic cause of B (with prob-
ability 1), in general, the correlation between A and B must
be nonnegative but it need not equal 1. If A is a probabilistic
cause of B (with probability p < 1), then the sign and the mag-
nitude of the correlation will depend on background assump-
tions involving certain features of the other causes of B. . . . If
A and the other causal factor are uncorrelated, the correlation
between A and B will be non-negative, but in general, it will
not equal p. If the expectation of A and the other causal factor
is zero, or if A and the other factor are maximally negatively
correlated, the correlation between A and B can be negative.
We also claimed that the INUS conception of causation and
the INUP9 conception of causation produce results which 
parallel those obtained for the probabilistic conception.

III. TOWARD AN EVIDENCE-BASED
DEMOGRAPHY

Causal relations cannot be highlighted by using sta-
tistical methods only. A statistical model can be suit-
ably adapted to available data, and the results can be
statistically significant. However, this does not mean
that it alone can result in causal inference. Like medi-
cine, in which evidence-based scientific conclusions
(see Chapter 52) prove essential for patient survival,
we can conclude this chapter by emphasizing some
conditions that must be fulfilled if we wish to respond
to causal-type questions.
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According to Mark Elwood (1988), a causal influ-
ence necessitates the following questions. What
hypothesis is being tested in this study? How has the
observation been carried out (e.g., is it an experimen-
tal study or not; is it cross-sectional or longitudinal)?
Which population has been observed? What was the
main result? At the level of internal validity, have the
results been influenced by observation errors, by con-
founding variables, or by randomness? The following
questions could also be added. If a statistical model
has been used in a nonexperimental approach, does
the model fit well with the data?10 If several models fit
equally well with the data, have we used the simplest
one, and if not, why not? With regard to causality, are
the observed variables in the correct temporal order?
Is the relation between presumed cause and effect a
strong one? How does the effect differ according to the
variation of the cause? Is the presumed causal relation
observed within different subpopulations? At the level
of external validity, can the results be extended to
cover the whole population? For example, in the case
of a longitudinal study, to what extent does loss from
observation affect the extrapolation of the survey
results to the general population? Can the results be
extrapolated to other populations? Are the results con-
sistent with those of other studies? Are they plausible
with regard to what we already know about the subject
and according to the underlying theory of the study?
These questions are applied at various degrees accord-
ing to whether the research is descriptive, explanatory,
or intervention based. It is nevertheless useful to ask
them, before coming (often too quickly) to any con-
clusions on the cause-effect relationship.
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Basic demographic data for a population are most
often reported by age, sex, and year. Demographers
may work with regional population counts by sex and
age at different dates or events (e.g., births, deaths,
marriages, entries or exits) categorized by sex, age, and
year.

In addition to these fundamental components,
demographic analysis can incorporate complementary
information, such as rank among children of the same
mother for births; causes of death; and reason, place of
origin, or place of destination for migrations. The data
can be extended to other areas for analysis dealing
with more complex phenomena (e.g., transition to
adulthood, which is marked by the occurrence of mul-
tiple events) or when the population is divided into
groups with multiple characteristics (e.g., regions de-
fined by a set of demographic and socioeconomic 
characteristics).

Regression models seek to separate the contribution
of each factor to variation in the phenomenon being
studied and can be seen as methods of standardiza-
tion (see Chapter 132). Conversely, multidimensional
exploratory methods serve to identify the global struc-
ture of the data and summarize it using indices con-
structed after the fact, with reference to optimality
criteria based on the proportion of information ex-
plained. In this chapter, I present techniques for
exploratory analysis of data and then describe several
methods of multidimensional analysis and classifica-
tion used in demography.

I. EXPLORATORY DATA ANALYSIS

Methods for exploratory data analysis are character-
ized by the refusal to impose an a priori model on the
data. Their goal is to summarize as best as possible the
structure of the information present in the data. Given
a set of data, exploratory methods use different
graphic procedures to summarize the variables, first
individually and then in groups. They are also useful
for identifying points that are outliers with respect to
this structure.

Exploratory data analysis can focus on the distribu-
tion of a single variable, on conditional distributions,
or on relationships between several variables. Once
considered too simple for statisticians, this form of
analysis has spread widely thanks to improved soft-
ware, and it is now part of the basic statistical toolkit
(Cleveland, 1993; 1994; Erickson and Nosanchuk, 1992;
Hartwig and Dearing, 1979; Tukey, 1962). The practice
of exploratory data analysis can also profit from the
application of insights from statistical graphics (Tufte,
1990, 2000; Bertin, 1967). Eugen Horber (2004) has 
provided a well-annotated bibliography.

1. Distribution of a Single Variable

The box-and-whiskers graph, or box plot, is an effi-
cient way to represent the distribution of a variable
(Tukey, 1988; Chambers et al., 1983). Take, for example,
a variable X defined by n elements and a set of values
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{xi}i=1,n. This set of possible values can be described by
a five-number summary. The median M divides the set
into two equal parts; one-half of the elements has
values lower than the median, and the other half has
higher values. Around the median, the first and third
quartiles Q1 and Q3 separate elements arranged by
order of value into four quarters of equal size. Outside
of the interquartile range [Q1; Q3], limiting values are
defined to show the maximum dispersion of the vari-
able. First, the limits within which the values should
normally be found are calculated, with the interquartile
range serving as a reference to determine the normal
range of variation; m = Q1 - 1.5 (Q3 - Q1) and m¢ = Q3
+ 1.5 (Q3 - Q1) are, respectively, the lower limit and
the upper limit that can be assigned to this distribu-
tion. The observed extreme values m1 and m3 are,
respectively, the smallest value larger than m and the
largest value smaller than m¢. Most often, m1 and m3

are the extreme values taken by X. If this is not the case,
values outside the interval [m1; m3] are considered to
be outliers and are explicitly indicated as such. The
distribution of X is represented by a box from Q1 to Q3,
including the median M and whiskers linking the quar-
tiles to the limiting values. Values outside the limits are
shown as single points to complete the graphic (Fig.
131–1A). Sometimes, extreme values whose distance
from the quartiles is more than three times the
interquartile range are indicated using different points
(NIST/SEMATECH, 2004). In the fictional example
provided, the distribution of the variable X has a
longer tail in the direction of the higher values; the
median is toward the bottom of the box, the top
whisker is longer than the bottom whisker, and there
is an outlier in the upper half of the box.

Extreme values should first be verified, because the
assumption is that they result from an error in meas-
urement, coding, or data entry. They can then be the
subject of a specific study justified by their exceptional
position, or they may be suppressed when studying
the distribution of X. The treatment and possible sup-
pression of these outlying points is the first step in the
examination of data. However, the general form of the
distribution depends on the scale used to observe X,
and scale may also influence the diagnosis of extreme
values. If a transformation of X is observed instead of
X itself, the form of the distribution is changed. For
example, Figure 131–1B shows the logarithmic trans-
formation ln (X) instead of X. An extreme value is now
observed in the direction of the minimum values.

2. Conditional Distributions

Conditional distribution is particularly useful for
comparing different distributions. Let us start with a

very simple example using demographic data by age
and by year, such as the probability of first birth for
French women between the ages of 15 and 49 years, 
as observed from 1946 to 1989 (Ni Bhrolcháin and
Toulemon, 1996; Rallu and Toulemon, 1993).

The series of age-specific birth probabilities, pre-
sented in two graphs for clarity (Fig. 131–2), can be
summarized in a series of box plots graphed by 
age (Fig. 131–3) or by year (Fig. 131–4). Figure 131–3,
which presents a series of box plots by age, shows 
that probabilities before age 25 are more variable 
than those at older ages during the period under study.
The distributions are not symmetric at young ages or
at older ages. The distribution of probabilities at young
ages is more spread out in the direction of the 
low values, whereas at older ages, the reverse is true.
In both cases, the extreme values are found at the end
of the period, showing that birth probabilities in the
1980s are moving away from the distributions in
earlier years, falling at young ages and rising at older
ages.

The same data are presented from a different angle
in Figure 131–4, which shows years along the x-axis
and, for each year, the distribution of birth probabili-
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FIGURE 131–1 A: Example of a box-and-whiskers plot. 
B: Example of a box-and-whiskers plot after transformation of X to
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ties for ages 18 to 37 years. The compression of
interquartile intervals Q1 to Q3 is clearly visible in this
graph. The probabilities are less and less differentiated
by age; the decrease in probabilities at young ages
stretches the distribution toward the lower end,
whereas at the other end of the distribution, the
maximum value decreases. Starting in 1973, the ex-
treme values decrease; on one end, the minimum prob-
ability (at age 18) falls, and on the other end, the ages
where fertility is highest spread out around age 29
years.

The exploration could be made more precise by
separating the data in Figures 131–3 and 131–4 into
subsets. For example, Figure 131–3 could be separated
into two figures showing the distribution of birth prob-
abilities at each age for the periods 1946 to 1972 and
1973 to 1989, whereas Figure 131–4 can be divided by
separating groups younger than 28 years, for whom
fertility has been declining since 1973, from older
groups, for whom fertility is stable or rising.

After having described the distribution of birth
probabilities according to each of the variables age and
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year, it is possible to show variations in fertility by age
and year simultaneously (see Chapter 7). Year and age
can be used as geographic coordinates to map a land-
scape where altitude represents the variable of interest
(here, the age-specific probabilities of first birth).
Several possible representations are included in stan-
dard spreadsheet software, including the level curve
(i.e., contour plots). In these figures, popularized
among demographers by James Vaupel, Bradley
Gambill, and Anatoli Yashin (1985), years are placed
on the x-axis and ages on the y-axis, as in Lexis dia-

grams, and each age-year cell is shaded based on the
value of the variable under study. This shading makes
level curves visible, and the cartography makes it pos-
sible to observe all of the values taken by the varia-
ble of interest at a glance. Figure 131–5, for example,
which presents the same data as in the previous
figures, shows that the age when the probability of a
childless women giving birth to a first child drops has
grown steadily since the late 1950s. The increase in fer-
tility in older ages preceded the decrease in fertility at
young ages by 20 years.
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3. Associations between Variables

The relationship between two variables can also be
represented graphically by designating one variable
on the x-axis and the other on the y-axis (Mosteller and
Tukey, 1977). In graphs that cross two series of vari-
ables (i.e., scatterplots), each element is represented by
a point; if the points are years, they can be connected.
This is illustrated in Figure 131–6, which plots first
birth probabilities in France for ages 25 to 30 against
probabilities at age 24 for the years 1946 to 1989. The
strong correlation between fertility at different ages
reflects simultaneous variation at all ages from one
year to another, a period effect. Figure 131–6 also
shows a change in this relationship between 1947 and
1964, when the probabilities are strongly correlated
among each other (see Fig. 131–6, black points), and
the more recent period, where the significant decline
in probabilities at age 24 is not accompanied by an
equivalent decline at older ages (see Fig. 131–6, white
points).

This type of figure can be generalized as a matrix of
graphs (i.e., scatterplot matrix) presenting, for n vari-
ables described simultaneously, a table with n rows

and n columns and with each cell (row i, column j)
occupied by a graph comparing variables i and j.

4. Exploratory Analysis to 
Validate Models

The results of exploratory data analysis are rarely
published as such. These analyses are useful as ways to
become familiar with the data, but they do not provide
easily quantifiable results. Nevertheless, exploratory
data analysis is not solely limited to this first contact
with the data. It can also be used as a tool to validate
model-generated results. For example, in a study on
the determinants of fertility decline in developing
countries (Mauldin et al., 1978), different regression
models were developed as part of an attempt to sepa-
rate or quantify the proportion of the decline due to
economic development (i.e., social setting) and to
family planning programs (i.e., program effort). The
various regression models were compared and vali-
dated using exploratory techniques applied to the
residuals of different models rather than to raw data.
Figure 131–7 shows how exploratory analysis can be
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used to validate models. The magnitude of the residu-
als left by each model can be compared using box plots.
The table referred to in the sixth box-and-whiskers plot
in Figure 131–7 presents residuals from a model that
includes an interaction between intensity of family
planning program effort and socioeconomic context.

Exploratory analysis of the residuals confirms the
regression results. Intensity of program effort is the
primary factor differentiating country-specific fertility

rates; residuals are smaller for model 3 than for model
2. There is also an interaction between family planning
effort and socioeconomic context; differences in fertil-
ity due to the intensity of family planning programs
are larger when the socioeconomic context is favor-
able. The two factors are correlated; family planning
programs are more common and more active in coun-
tries where the socioeconomic situation is favorable. It
is possible to estimate an indirect effect of socioeco-
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nomic setting, because socioeconomic characteristics
partially explain the presence of a family planning
program.

The principal contribution of the exploratory analy-
sis is to highlight the extreme values of the residuals

for each model, showing which countries do not
conform to the common model defined by each regres-
sion. There was almost no decline in fertility in Iran
between 1965 and 1975, despite the presence of a
family planning program introduced in 1967, whereas



Egypt, Turkey, Cuba, and Singapore experienced
larger declines than would be predicted by the models.

II. METHODS FOR
MULTIDIMENSIONAL ANALYSIS 

Methods of data analysis deal with the common
structure of different variables and aim to summarize
the associations and oppositions among variables 
in the best way possible. For instance, the scatterplot
could be generalized to more than two series by 
considering all the values taken by a set of variables
(e.g., rates, probabilities) as points in a multidimen-
sional space, a space with as many dimensions as 
there are variables. Given a set of observations of these
variables, this type of plot produces a cloud of 
data that the analyst seeks to represent in the best way
possible, losing as little information as possible and
using the smallest possible number of indices. 
For example, in 1959, Sully Ledermann posed the
question of the number of indices necessary to describe
a mortality table and proposed “a solution independ-
ent of all a priori assumptions as to the structure of the
phenomenon being studied” (Ledermann and Breas,
1959).

These methods of data analysis are all based on the
effort to summarize the global structure of the data
with a limited number of indices by reducing the
number of dimensions of the information. We start by
illustrating these principles using a concrete example
and then present specific methods of analysis.

1. Principal Components Analysis

Following Sully Ledermann and Jean Breas, we
consider the set of 157 mortality tables that served as
the base for the construction of the model life tables
published in 1955 by the United Nations (United
Nations, 1955). These life tables can be described as a
set of multidimensional data: two series of probabili-
ties of death, one for men and one for women, defined
for different countries (of which many are European)
at different periods (groups of years from the early
20th century). For each sex, country, and group of
years, we have a series of death probabilities for the
age groups 0, 1 to 4, 5 to 9, . . . , 75 to 79, 80 to 84, or
the series 1q0, 4q1, 5q5, 5q10, . . . , 5q80.

The data are treated as 157 individuals (the life
tables or country-years) characterized by their values
on 38 variables (18 probabilities of death and life
expectancy at birth for each sex) and represented by
157 points in a 38-dimensional space. The probabilities
by sex and age are strongly correlated with each other.

In countries (or periods) where mortality is high, it 
is high at all ages and for both sexes. This empiri-
cal observation is represented geometrically by the
lengthened form of the cloud of data. Sully Ledermann
and Jean Breas first presented 157 pairs of two proba-
bilities (5q30 and 5q40, for men) as points on a two-
dimensional graph (Fig. 131–8).

The cloud of points obtained by this method is two-
dimensional. It can be represented on a new set of two
axes, g1 and g2, chosen such that g1 corresponds to the
major axis of the ellipse formed by the 157 points, with
the axis representing the most inertia, and g2 is per-
pendicular to g1. The same principle—looking for the
axes that contain the most inertia, that is, the axes
along which the cloud of data points is most spread
out—is then applied to the complete set of data series.
Each data series (18 age-specific death probabilities
and a life expectancy for each sex) is first transformed;
the probabilities are replaced by their logarithm and
the life expectancy by the logarithm of 100 years minus
the life expectancy [ln (100 - e0)]. The variables are next
centered and scaled1 and each series is represented as
a point in a 38-dimensional space. The 157 series form
a cloud of 157 points in this space. If the mortality prob-
abilities were all independent from each other, the
points would be spread out in the shape of a sphere;
because they are correlated with each other, the cloud
is shaped like an extended ellipse.

Just as the pairs 5q30 and 5q40 were represented along
the axes g1 and g2, the set of 38 transformed probabili-
ties is analyzed along a certain number of axes. The
first axis is chosen in the direction that maximizes
inertia; the second axis is chosen according to the same
rule, but with the constraint of being orthogonal to the
first, and so on.

Principal components analysis is based on the cor-
relation matrix for the 38 scaled and centered variables
(Lebart et al., 2000).2 The eigenvalues of this matrix are
calculated along with the axes that correspond to
them. The coordinate of each life table on each axis is
a linear combination of the values taken by the vari-
ables in the table.

The coordinate on the first axis best summarizes the
position of each table with respect to the others in the
sense that, of all the combinations of variables, 
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1 Variables are centered by subtracting their mean; the mean of
the centered variable is 0. Variables are scaled by dividing by their
standard error; the variance of the scaled variable is equal to 1.

2 This work, the most recent in a long series of publications by
the same authors, sometimes collaborating with Alain Morineau and
Jean-Pierre Fénelon, offers an instructive overview of these methods
and a complete bibliography covering French-language and English-
language sources. Bry (1995, 1996) also offers brief graphical and
mathematical presentations of these methods.



the coordinate on the first axis represents the largest
proportion of the variance within the set of life tables.
The first axis is therefore the best summary represen-
tation of the cloud. Similarly, the plane formed by the
first two axes is the best two-dimensional representa-
tion, with each table represented by two coordinates
on this plane.

To present summary indices that offer a concrete
interpretation, the authors suggest restricting the
analysis to the first three axes and then rotating these
axes to give them a meaning more directly related 
to the mortality rates. The first three axes represent,
respectively, 81.5%, 7.4%, and 3.7% of the total inertia
of the cloud. The authors replace them with three new
axes produced by two successive rotations. The first
rotation, in the plane of the first two axes, transforms

axes (1,2) into (1¢,2¢); the second rotation, in the plane
(2¢,3), transforms these axes into (2≤,3≤), as indicated in
Figure 131–9. The first of these new axes corresponds
to the general level of mortality and is very strongly
correlated with the mortality of men between the ages
of 10 and 34 years and women between ages of 5 and
44 years. It contributes 77% of the inertia. The second
of the new axes (9.5%) represents adult mortality after
age 30, and the third axis (6.5%) represents mortality
at extreme ages, younger than 5 and older than 70
years (see Fig. 131–9). By construction, the cumulative
inertia in the first three axes is conserved (92.6%), but
the new axes correspond more closely to entries in the
life tables. Sully Ledermann (1969) continued along
this path in proposing single and double entry tables
based on this principle.
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2. Multiple Correspondence Analysis

Principal components analysis is based on the infor-
mation contained in the correlations between different
quantitative variables. When information is collected
in the form of categorical variables, correspondence
analysis is the method of choice (Lebart et al., 2000).

Given two variables X and Y, information is presented
in a contingency table or cross tabulation, which di-
vides the population according to the two variables
simultaneously. Each row of the table x, corresponding
to a value of the variable X, can be considered as an
individual with a profile representing its distribution
according to Y and a weight proportional to the
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number of individuals with the value x. We then
compare each individual row x to the profile repre-
senting the average distribution of the variable Y. This
comparison generates a distance between points x,
which defines a cloud of individual rows in the space
of values of the variable Y. The cloud of individual
rows has defined axes of inertia, each of which is asso-
ciated with an eigenvalue representing the proportion
of inertia contained in the axis. Similarly, the individ-
ual columns y are distributed in a space defined by the
possible values of X. The axes of inertia of these two
clouds are associated with the same eigenvalues and
can be linked by formulas known as transition formu-
las; both individual rows and individual columns can
be represented in the same space.

Correspondence analysis can be generalized to
include more than two variables. The method can be
used to analyze vast sets of categorical variables, such
as variables gathered in surveys. For a given variable,
each value becomes an individual that takes its coor-
dinates in the space defined by the set of other vari-
ables. As in principal components analysis, results are
summarized using a limited number of dimensions,
and the cloud of individual values is observed along
the successive axes or in the multidimensional space
defined by the first axes of inertia. Multiple corre-
spondence analysis has been established and used 
in very diverse contexts, particularly in optimal scal-
ing research based on categorical responses. Michel
Tennehaus and Forrest Young (1985) describe some of
the different labels for this method.

3. Active Variables and 
Illustrative Variables

The choice of variables used to summarize is arbi-
trary to some degree. For example, Sully Ledermann
and Jean Breas (1959) reinforced the coherence of the
set of mortality probabilities by adding life expectancy
at birth—itself a summary of the life table—to the
series of 18 probabilities for each sex. Alternatively,
they could have not included life expectancy in the cal-
culation of the axes of inertia, but instead used life
expectancy at birth as an illustration of the axes by
seeing where this indicator was located in the space
defined by the three principal axes.

When analyzing data, it is always possible to 
supplement the active variables used to construct 
the axes of inertia with illustrative variables that do 
not contribute to the inertia of the cloud but illustrate
the results by characterizing either diverse groups 
of individuals (for categorical variables) or specific
directions in the variable space (for quantitative 
variables).

4. Canonical Analysis

Canonical analysis is a very general method, of
which multiple correspondence analysis, linear regres-
sion, and discriminant analysis can be considered 
particular cases (Lebart et al., 2000).

Given a group of variables X and another group of
variables Y defined for the same individuals, the goal
of canonical analysis is to look for the linear combina-
tions x and y that maximize the correlation between x
and y. In an analysis of cause-specific male mortality
in the age groups of 25 to 54 years and 55 to 79 years
in different Italian provinces (Caselli and Egidi, 1981)
(see Chapter 55), two sets of data are examined 
for each of 54 Italian provinces. The provinces are
described by mortality from 16 groups of causes of
death and by 38 variables related to socioeconomic
conditions in the province (i.e., external variables). In
the first step of the analysis, two principal components
analyses are used to summarize the structure of each
set of variables. A principal components analysis,
including all of the variables, weights the external vari-
ables heavily. There are twice as many external vari-
ables as mortality variables, so this analysis provides
very little additional information. Principal compo-
nents analysis of the external variables makes it possi-
ble to suppress 11 redundant variables, reducing the
number of external variables to 27. Canonical analysis
shows four axes representing dimensions of cor-
relation between provincial cause-specific mortality
among men younger than age 55 and the socioeco-
nomic characteristics of provinces. The first axis asso-
ciates degenerative diseases, diseases of the digestive
system, and accidents to variables measuring eco-
nomic development, confirming the excess mortality
of the north of Italy already revealed in the preceding
analyses. The second axis associates diseases of the res-
piratory system and infectious diseases with indicators
of poor economic conditions and indicators of isola-
tion; a high proportion of bachelors and widowers 
and areas with mountains or inland hills. The correla-
tion between cancers of the respiratory system and 
pollution and, at older ages, the consumption of to-
bacco appears more clearly using canonical analysis
than by comparison of the two principal components
analyses, although the dimensions demonstrated are
not a priori optimal for describing the variation across
provinces in cause-specific mortality or in socioeco-
nomic conditions.

Canonical analysis is difficult to apply and to use,
but it subsumes different methods of analysis as 
particular cases. If a group of variables Y is reduced to
a single variable y, canonical analysis is equivalent 
to a linear regression of y on X. If X and Y are cate-
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gorical variables, the analysis becomes correspon-
dence analysis.

III. METHODS OF CLASSIFICATION

1. Ascendant Hierarchical Classification

Methods of data analysis can be used to summarize
the structure of a set of data. Methods of classification
are their complements. They are used to construct
homogenous groups without specifying the criteria
that define this homogeneity. The optimal classifica-
tions are those that minimize intragroup variance (i.e.,
variance among the members of a single group) and
maximize intergroup variance (i.e., variance across
members of different groups). The data set is repre-
sented as a multidimensional cloud, constructed from
the full set or after having reduced the number of
dimensions using a preliminary analysis. Groups are
then constructed by minimizing the distance between
members of the same group and maximizing the dis-
tance between members of a different group. The most
frequently used methods are hierarchic classification
methods. The principle of these methods is simple.
First, the two closest individuals are grouped together,
and the position of that group is calculated. The next
two closest individuals or groups are then classed
together. There are different types of classification
methods, depending on how the position of a group,
the distance between an individual and a group, and
the distance between two groups are defined.

Each classification can be associated with the pro-
portion of inertia that it absorbs, and the total inertia
of the cloud can then be decomposed into the sum of
the intergroup inertia and the intragroup inertia. Intra-
group inertia is smaller when the members of the
group are close, that is, when the grouping is appro-
priate. The association between group and inertia
makes it possible to assign an index of inertia to each
group. A hierarchic tree can then be drawn by placing
each group along an x-axis according to the reduction
of inertia associated with the grouping. Starting from
the first grouping of two individuals and ending with
the last grouping that gathers two groups into one
single group, it is possible to see at what point the
groupings become too costly in terms of the loss of
information and to choose an optimal number of
classes.

Figure 131–10, borrowed from France Meslé and
Jacques Vallin (2002), summarizes classifications of
four groups of 28 European life tables for men and 
for women in 1965 and 1995. For both sexes, hetero-
geneity across countries is best summarized by a

dichotomy in 1995, whereas the trees for 1965 show
more varied levels of groupings. For male mortality, a
clear division between the western and eastern parts
of the continent develops over the course of the period.
By 1995, there are two very different groups of life
tables; these groups almost exactly replicate the old
political separation of the continent, with the exception
of Portugal, which is grouped with the eastern coun-
tries because of its high adult mortality. For women,
the countries of Central and Eastern Europe are
grouped with Western Europe in 1995, with the excep-
tion of Bulgaria and Romania, which are grouped with
the countries of the former USSR. These classifications
do not provide explicit information on the details of
the life tables that produce them, but they do show the
uniqueness of the countries of the former USSR and
the sex-specific divergence of the countries of the old
Soviet bloc from other countries.

2. Discriminant Analysis 
and Segmentation

Multiple discriminant analysis can be a useful tool
for data taking the form of a set of variables X and a
variable y defining fixed classes of individuals. These
methods are used to determine the linear combination
of X variables that best separates the different classes.
They are particularly useful if one wants to assign a
class to individuals for whom the X variables are
known but the y variable is unknown (Lebart et al.,
2000). If y takes only two values, discriminant analy-
sis is equivalent to a linear regression of y on X.

A competing approach to this problem is offered by
segmentation methods based on decision trees, in
which a series of choices is used to segment the pop-
ulation into subgroups assigned to one or the other
class, rather than applying a linear combination of X
variables. There are three primary advantages to these
methods. First, the decision rules are easily readable
and interpretable. Second, any kind of X variable can
be used, without prior coding. Third, the method is
robust to outliers and accepts missing data. These
methods are especially efficient for prediction. They
are not based on any model built a priori, and they
follow specific strategies of inference. For instance, the
replication of the same method on subsets of individ-
uals leads to a “decision forest,” which leads to a very
robust set of results; the predictive value of these
methods is much better than for other strategies
(Breiman, 2001). These methods are now used in
demographic research. In a recent demographic appli-
cation, Francesco Billari, Johannes Fürnkranz, and
Alexia Prskawetz (2000) studied differences in the
transition to adulthood in Austria and in Italy. These
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researchers constructed three sets of variables based on
the dates of different transitions to adulthood collected
by Family and Fertility Surveys: leaving school, first
employment, leaving the parental home, first union,
first marriage, and birth of the first child. For each of
these transitions, they define dichotomous occurrence
variables (i.e., quantum: whether the event took place),
continuous calendar variables (i.e., timing: the age at

which the event took place3), and placement with
respect to the other transitions in four categories (i.e.,
sequencing, or placement relative to each of the other
transitions: before, at the same time, after, neither took
place). These variables are used along with sex, age
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3 For individuals who have not experienced the event, the age at
the time of the survey is used.



group, and cohort to best separate the respondents
from Austria and Italy, using a sequence of tests to
build a decision tree.

This decision tree is presented in Figure 131–11.
Each ellipse presents a comparison between the dates
of two events or of an event and an age. Depending on
whether the first event takes place before (<), after (>),
or at the same time (=) the second event or whether no
event already took place (n.o.), the decision is made to
put the individual on one branch or the other of the
decision tree. The first test (which comes first because
it is the most efficient and therefore the better predic-
tor) is based on the comparison between marriage and
first union; if the dates of these two events are differ-
ent, the individual is assigned to the left part (most

probably leading to Austria). If, the end of studies took
place after the age of 14, the decision is made that the
individual is supposed to be Austrian. Two tests are
sufficient to isolate a group of 2807 Austrians and only
253 Italians. If marriage and first union were simulta-
neous or did not occur (i.e., right branch of the tree),
the next test is based on a comparison between union
and the birth of the first child. The principal result of
this method in that example is the demonstration of
the importance of sequencing of transitions to adult-
hood in distinguishing the two countries: Austrians
are differentiated from Italians by having different
dates of first union and first marriage, children born
before the first union, and simultaneous first employ-
ment and completion of schooling.
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Compared with classic demographic methods,
which are attached to the timing of one or another
event, this type of method can simultaneously capture
the ensemble of transitions to adulthood. This analy-
sis shows that it is the existence or absence of inter-
mediate steps that best defines the differences between
young adults in these two countries. Italians seem to
be characterized by the simultaneity of familial pas-
sages; marriage is the first union, and there are no
births before that union. Conversely, among the 
Austrians, steps toward economic independence
appear to take precedence: first job (often simultane-
ous with the end of schooling) and departure from the
parental home.

CONCLUSIONS

Methods of exploratory data analysis have three
principal goals. First, by refusing to pose a priori
hypotheses and by using criteria based on all available
information, they make it possible to quickly identify
the global structure of information. Second, they reveal
outlying points (which could result from errors in
measurement, coding, or data entry); because they are
iterative in nature, they are a way to prepare for more
detailed analyses.

Thanks to the progress of statistical software and
spreadsheets, it is possible to become familiar with a
complicated data set relatively quickly. Methods of
exploratory data analysis provide varied tools for syn-
thetic description that are complementary to methods
of demographic analysis.
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Regression techniques have grown in popularity
and sophistication, and they have earned a rightful
place in every demographer’s toolbox (Hoem, 1991).
However, despite attractive flexibility and power, they,
like all methods of demographic analysis, demand care
in use and application.

The chapter begins with a description of features
common to all analytic models, followed by an account
of regression specifics. I conclude with an overview of
different types of regression.

I. MODEL CONSTRUCTION

Even basic parameter estimation, such as the calcu-
lation of crude death rates, depends on an underlying
model (Keilman, 1993). Although frequently over-
looked in practice, a careful understanding of the
underlying model is essential for proper interpretation
of results.

1. The General Model

We begin with a simple example. Suppose we
observe the ratio m = D/P, in which D is the number of
deaths in a given year, and P is the average annual
population. Then, m is a rate, expressed in events per
person per year. The simplest (and most naïve) inter-
pretation of m depends on two assumptions:

1. Homogeneity: the rate m applies to all individuals
in the population and does not vary among
individuals with sex, or age, or other
characteristics.

2. Independence: the risk of death of any individual is
proportional to the duration of exposure (e.g.,
once having moved into the area, incoming
migrants face the same risk per unit time as
original inhabitants).

Homogeneity is unsupported by the evidence so
any interpretation of crude death rates, whether in
comparing two populations against each other or
making comparisons within one population across
time, will be limited by the extent that the homogene-
ity assumption is violated.

Independence between mortality and external per-
turbations such as migration is often easier to accept
because the perturbations are usually relatively small
compared with the size of overall mortality.

In terms of statistical inference, exploratory or pre-
dictive methods can be used to describe the data as
accurately as possible or to forecast with the least pos-
sible error future or unknown results (Breiman, 2001)
(see Chapter 131). To link these data to the real world,
it is necessary to come back to the modalities govern-
ing the construction of the data and the transition from
the real world to the data (which are constructed and
not given) and then from the data to the real world
(Cox, 2001).

The lesson is that results can be interpreted only
within the framework of a general model. We will
build that model in three steps.

Step 1. Construct a general model of the real world
with measures or indicators that capture the behavior
of interest (e.g., mortality, fertility) and the relation-
ships between the measures.
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Step 2. Within the framework of the model, calcu-
late results. The formalization of the model in step 1
makes it possible to estimate model parameters, to
perform tests of statistical significance, and to assess
goodness-of-fit.

Step 3. Link back to the real world, using the model
parameters obtained in step 2 to describe real world
behavior. The more complex the model, the more dif-
ficult it may be to make that link, but it is still critical
for simpler models.

For the previous example, we construct the death
rate m, intending to measure the general level of mor-
tality (step 1). We calculate the rate (step 2) and then
examine the results and build conclusions on mortality
(step 3). If we see a secular decrease in the value of our
model parameter, m, we conclude that the general mor-
tality level in our population also decreased over time.

In practice, our model is only a rough representa-
tion of reality. For example, although populations are
never homogeneous, we still calculate crude death
rates but warn the reader about their limitations. The
more we want our models to reflect reality, the more
sophisticated our models become; for example, we
may construct more homogeneous groupings (such as
by calculating age- and sex-specific death rates) and
formalize the relationships between groupings. For
this, regression models are the tools of choice.

Before describing regression models, let us examine
two assumptions formalized in regression but 
also common in the estimation of demographic rates,
even if in an implicit manner, and contrast their 
interpretations.

For assumption, the rates we observe are the con-
sequence of forces that each individual may experience
in a probabilistic way. We begin by assuming the
opposite, for example, by supposing that the popula-
tion can be disaggregated into two distinct groups:
those who are fated to die within the year (probability
of death = 1) and those who will survive (probability
of death = 0). In this case, the calculation of the death
rate is exactly the proportion of persons who will die,
and it suffices simply to enumerate these two groups.
The measured rate represents the proportion fated to
die, not the overall death rate of the population. The
comparison between two populations will then focus
on the proportion fated to die in both populations, not
on the overall mortality. This assumption is often
unrecognized in demography, so much so that a for-
malization of it has been described as a “new para-
digm” (Courgeau and Lelièvre, 1996). We will return
to this point later.

For assumption 2, the rates we observe are the result
of an underlying stochastic process. The time path of

mortality across years is interpreted as being decom-
posable into an underlying secular trend and random
fluctuations around it. In the long run, we seek to iden-
tify the random component (e.g., year-to-year varia-
tions in influenza) from the secular trend.

We often consider survey results as if they were
coming from one sample among the universe of all
possible samples. These super-population models let
us describe annual variations as a realization of indi-
vidual variations (as in assumption 1) and macro vari-
ations, some of which are themselves stochastic. This
is the basis for testing whether a particular annual
variation in rates is exceptional or not (Suchindran 
et al., 1979; Udry et al., 1979).

2. Regression Models

Regression models are characterized by a dependent
(sometimes called endogenous or response) variable,
usually denoted y, and one or more independent (some-
times called exogenous or factor) variables, X, related by
the equation y = f(X). In general, we seek to estimate f
based on the observed data. Most often, we postulate
that the function f applies at the individual level (i.e.,
for an individual i), and we estimate the parameters of
a relationship y(i) = f[X(i)].

Once X, y, and the general form of f have been 
constructed (step 1), regression consists of choosing 
a particular and specific form for f that satisfies 
some optimality constraint, usually resulting from
trade-offs between simplicity of form and fit to the
data.

a. Linear and Least Squares Regression

The simplest form of regression is linear regression:
X is composed of one or more variables x1 . . . xp, and
we write the following:

(1)

We are usually not concerned with the particular
values taken by each X variable, but rather the manner
in which y varies across individuals i, with each 
individual being characterized by the values of the
variables X. Assumptions about e allow us to make
estimates of the parameters a and therefore of the value
of the function f that minimizes the values of e. In least
squares regression, we calculate the values of the
parameters a that minimize the sums of squares (thus
the term least squares) of the residuals, e(i).

The Gauss-Markov theorem states that if certain
conditions on e apply, least squares regressions have
several highly desirable properties. The conditions are

y i a x i ij j
j

p

( ) = ( ) + ( )
=
Â e

1
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that e must have a zero mean, and that its variance, s2,
is the same for all observations and independent of the
values taken by X; in that case, the estimate of a based
on least squares criterion is unbiased and of minimum
variance among the unbiased estimates.

The Laplace-Gauss theorem further states that if e
follows a normal (or gaussian) distribution, the distri-
bution of the parameters a can be estimated and 
statistical tests of significance can be performed.

b. Log-linear Models and Likelihood

In demography, we often use log-linear models,
which are based on a different formulation of f (Hoem,
1987). When y is a rate, the log-linear model presumes
a linear relationship between the logarithm of y and
the variables X:

(2)

For any individual, we cannot observe the true
underlying event rate, y(i), but we see the outcome 
of the event. In this case, the least squares method 
does not apply, and we use the maximum likelihood
criterion to find the values of the parameters a
that maximize the probability of seeing the y(i) that 
we do (see Chapter 8). We create a likelihood function
that conditions the observed data on the parameters 
a and then find the values of a that maximize the 
likelihood.

In practice, it is often easier to work with the loga-
rithm of the likelihood function than the likelihood
function itself. Because the logarithm is a monotonic
function, the values of a that maximize the likelihood
will also maximize the log likelihood. If L is the likeli-
hood and A is the universe of individuals at risk for
the event, the log likelihood over all individuals is
given by the following equation.

(3)

We estimate the most likely value of a (i.e., the one
that maximizes L), and then we get an estimate of the
function f.

c. Comparisons of Models

After the general framework has been defined (step
1), we can use it to analyze and compare models of
increasing complexity. More sophisticated models can
fit the data better—but any improvement in fit (e.g., 
by decreased mean squared error or by increased 
likelihood) must be checked against simpler models 
to determine whether the improvement occurred by
chance.
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II. WHY REGRESSION?

The regression approach has two compelling
advantages. First, explicit specification of an equation
such as y = f(X) allows for the identification of the sep-
arable contributions of each independent variable x to
the variability in y. Second, regressions make it easier
to analyze alternative model specifications.

1. Correlation between 
Independent Variables

Regression treats each of the independent variables
in an identical way. In practice, we often distinguish
between one of the X variables as the variable of inter-
est (e.g., x1) for its effect on y, and one or more other X
variables as confounders (e.g., x2), whose effect we
wish to control.

In that case, we could compare a model including
only x1 [y = f(x1)] with one including both X variables
(i.e., y = f[x1, x2]).

The first model lets us see how y varies with x1 in a
crude or uncontrolled way, whereas the second lets us
see how y varies when x1 changes and x2 is held con-
stant. This is a type of standardization. We examine the
effect of x1 on y, with this effect assumed to be constant
whatever the level of x2 may be. These adjusted varia-
tions differ from crude adjustments if two conditions
hold: x2 has an effect on y once adjusted for x1, and x1

and x2 are not statistically independent (i.e., the distri-
bution of x1 differs over groups selected by their value
of x2). From this perspective, regression is a form of
standardization midway between direct and indirect
standardization (see Chapter 15). It offers two advan-
tages. First, it is possible to standardize across many
confounding variables. Second, the model lets us test
the hypothesis of independence. This lets us think of
regression as an enhanced form of indirect standardi-
zation (Hoem, 1991).

2. Interaction Effects

Sometimes, the way that y varies with x1 can differ
depending on the value of another variable x2. In that
situation, there is an interaction between x1 and x2 in
their effect on y. The interaction between the xi terms
can be weak in the sense that the effect of x1 on y can
vary with x2 but without changing the sign of the x1

effect, or it can be strong if the sign of the x1 effect
changes (see Chapter 15). When the interaction is
weak, sometimes it is possible to re-express the xi

terms in a way to minimize the interaction, but when
the interaction is strong, in a strict sense, it may not be
possible to speak of “the” effect of x1 on y, because the
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effect is sometimes positive and sometimes negative,
and it cannot be summarized by a single value.

Regression allows us to compare the fit of models
with and without interactions. They provide one (but
not the only) criterion for evaluating the importance of
including interactions in a model.

3. Choosing a Model

Even without considering interactions, we can
combine p potential independent variables into 2p pos-
sible models. Systematic comparison and evaluation of
all possible models is usually impossible. Some statis-
tical software applications include procedures that 
can automatically select independent variables that
meet certain statistical properties, such as stepwise
selection. Forward stepwise selection first chooses the
single independent variable whose inclusion improves
model fit the most; subsequent independent variables
are added to improve overall fit, building on the pre-
viously selected variables. Backward stepwise selec-
tion proceeds in the opposite direction by sequentially
dropping the variable that adds the least to overall fit.
Some procedures use a mixed strategy of both forward
and backward steps, and they may allow the specific
inclusion of certain key independent variables.

As in any standardization, the choice of the model
can have a critical influence on any result. The choice
of an optimal model depends on two disparate criteria:
one related to step 2 and the other related to steps 1
and 3.

a. Statistical Criteria: Step 2

In a strict sense, it is only possible to compare two
models that are nested: one model with a number of
independent variables, X1, and the second comprising
all of the X1 variables plus additional variables X2. The
null hypothesis is that the additional X2 variables do
not add any explanatory power. In practice, even when
the null hypothesis is true, additional explanatory
variables can improve model fit through randomness
alone. For a test of the null hypothesis, we choose a
critical value a, often 5%, which represents the chance
we are willing to take that, through randomness alone,
we could see an improvement in model fit even though
the X2 had no real contribution, leading us to conclude
erroneously that X2 had a real effect on y. After a crit-
ical value has been chosen, we can calculate the level
of improvement in model fit needed to meet the
threshold. If including the X2 produces a larger
improvement, we say that the effect of X2 on y is sig-
nificant. More precisely, this means that if the observed
improvement in fit would have been observed with

probability less than a under the null hypothesis, we
reject the null hypothesis and accept the alternative
that the X2 do affect y.

Why is 5% the critical value? In general, the choice
is a compromise. We want a high enough critical value
so that we will know if the X2 variables contribute to
the model, but we also want a low enough value to
avoid being fooled by random chance that they con-
tribute when they do not. To ensure that we are not
fooled, we would choose a low numerical critical value
that is difficult to meet, such as 1 in 1000. In that case,
if the X2 variables did not truly contribute to the model
we would run only a 1 in 1000 risk of being fooled into
thinking that they did; the test of the hypothesis would
reveal only highly significant relationships.

However, with such a low critical value, not being
able to reject the null hypothesis does not mean that
the null hypothesis is true (i.e., that the X2 terms have
no role in the model). In choosing a threshold that is
so difficult to meet, we run the risk of overlooking
important effects. The power of a test is its ability to
ferret out true relationships and to reject the null
hypothesis when it is false. In most cases, the power
of the test cannot be estimated. However, it increases
with the level a; with increasing the probability to
reject erroneously the null hypothesis if it is true (i.e.,
no real effect of X2 on y), we also increase the proba-
bility to correctly reveal that the null hypothesis is false
(i.e., the variables X2 have an effect on y).

Raising the level a increases, by definition, the risk
of erroneously believing a relationship to be signifi-
cant. This is called type I error, and in general, the 
scientific community is very concerned about this type
of mistake. Peer reviewers of articles submitted to jour-
nals usually set by default a maximum critical value of
5% (i.e., when there is no effect, they are willing to tol-
erate a risk of 5% that you would erroneously conclude
that there was, which means that one erroneous result
will be given for each 19 cases without a conclusive
result).

Type II error, the risk of erroneously overlooking a
significant result when it truly exists, is considered a
less damaging error. The inability to reject the null
hypothesis is viewed as leaving the question incon-
clusive and in doubt, rather than proof of no relation-
ship. It is the researcher’s responsibility to reduce the
risk of type II error as much as possible by ensuring
that his or her research is properly performed, with
sufficient sample sizes and correct methods.

b. Balancing Theory and Practice

The power of a test depends on effect size and
sample size. Given a particular set of data, there are
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two ways to improve the power of a test to identify
significant variables: one good; the other, bad. The
proper way is to clarify as precisely as possible the
alternative hypothesis. For example, if the analyst sus-
pects that females experience lower death rates than
males, but the test has insufficient power to spot this
effect, he or she can construct the null hypothesis
“female mortality is the same or higher than male 
mortality.” Rejecting this null hypothesis leads to the
conclusion that “female mortality is less than male
mortality.” We then perform the hypothesis test with a
10% critical value, and we reject the null hypothesis
only if there is a difference in the supposed direction:
females, rather than males, experience lower mortality.
Under the null hypothesis, the critical value is one-half
of 10%, or 5%. The trick consists of trading off the
ability to spot higher female mortality for more power
in detecting lower female mortality. If the a priori
assumption about the relationship between female and
male mortality is wrong, we are worse off; we are
pointing more precisely but in the wrong place. We
need as much knowledge as possible about the subject
to produce the best testable hypotheses.

The wrong way to improve test power is to specify
the null and alternative hypotheses after having 
examined the data. One variant of this approach is to
perform many analyses and present only those with
significant results. For example, with a 5% critical
value and 20 different tests, even when the null
hypothesis is true, we will erroneously find, on
average, one positive result, and there is more than an
even chance of finding at least one (falsely) positive
result: 64% if the tests are independent and less if they
are linked. If we present only significant results at a
nominal 5% critical level, we will overstate the find-
ings because the real critical value for the multiple
comparison problem is much higher than 5%.

This is a very common type of error. In France, a
physician reported that the number of births varied
with the phases of the moon after having performed
30 separate tests (Toulemon, 1986). For another
example, numerous researchers have reported a link
between breast cancer and the contraceptive pill,
including one meta-analysis (CGHFBC, 1996) that
reviewed the studies available at the time. One-half of
the studies concluded that no significant link was
found, and the other half concluded just the opposite.
However, among the studies that found a link, the
groups at risk were never exactly the same; some
studies found a higher risk for women who had never
borne children, some found it for female smokers, and
others found it for women who had started using the
pill at an early age. Even if the null hypothesis of no
statistical relationship were true, if each study had per-

formed 20 tests to publish one positive result, it would
be entirely consistent to see one-half of the studies
(rather than 5%) finding an erroneous link between
breast cancer and use of the pill. Moreover, the studies
finding a link are published more often and faster than
those that reported no link. Although there is still
doubt about an overall link, one study appears to
support the conclusion that the link reported by these
studies are consistent with random chance and that
there may not be a significant link between breast
cancer and use of the pill (Lê, 2002; Marchbanks et al.,
2002).

c. Nonstatistical Criteria: Steps 1 and 3

Model specification does not rely solely on statisti-
cal criteria, nor is the choice of the model specific to
regression problems. Three examples are discussed in
this section.

In example 1, interactions are ignored. In calculat-
ing the total fertility rate (TFR), each age gets an equal
weight, and in essence, it is simply the sum of the 
age-specific rates. The TFR, reported in units of chil-
dren per woman, is based on the artifice of an artificial
(or synthetic) cohort (see Chapter 14). To analyze
changes in fertility over time, calculation of the 
TFR represents a mean rate, or a regression in which
fertility is a function of age and time. However, in 
most developed countries since the 1980s, age-specific
fertility rates have decreased at the youngest ages 
and increased at older ages. There is a strong interac-
tion between age and year (see Chapter 15), and it is
therefore not possible to speak strictly about a rise or
fall in fertility. It is only by the convention of an artifi-
cial cohort that we can examine the change in the TFR
over time. We can see evidence of the interaction by
examining how the mean age of childbearing changes
over time.

In example 2, significant explanatory variables are
omitted or overlooked. We know that the age of 
marriage strongly influences the risk of marital dis-
solution. To measure its change over time, we could
describe a model in which the risk of divorce depends
on the age at marriage and the year of marriage. One
implicit model is that it is the age at marriage that
specifically affects the risk of divorce. An increase in
the mean age at marriage is accompanied by a decrease
in the proportion of marriages at very young ages and
a decrease in the overall divorce rate. An alternative
model is that the age at marriage is an indicator of mar-
riage at young ages, but the proportion of early mar-
riages is fixed although the mean age at marriage rises.
In the latter model, the significance of age at marriage
changes with the year of marriage. A marriage at age
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25 in the year 1980 occurs at the mean age at marriage,
whereas a marriage at age 25 in the year 2000 is among
the youngest quintile. Accordingly, a regression that
examines changes in divorce over time may omit age
of marriage because the same age of marriage at two
different times has a different meaning; comparable
ages are incomparable. Instead, we could introduce a
variable that measures precocity of marriage, con-
structed to be statistically independent from the year
of marriage and which splits each year’s marriages
into earlier or later groups (Hoem, 1996). When the
meaning of a value of an explanatory variable changes
according to the value of the variable of interest, it is
often better to omit this explanatory variable or to con-
struct a new indicator variable that is statistically inde-
pendent of the variable of interest.

In example 3, several alternative strategies are 
possible. In studying marital dissolution, should we
standardize for prenuptial cohabitation, the number of
children, or premarital births (Toulemon, 1995)? The
answer is not straightforward, and each model focuses
on a specific question for which it was constructed
(step 1). None of these models may be considered as
the best one, giving the only answer. The usefulness
and validity of the conclusions (step 3) depend more
on the general model (step 1) than on the specific 
estimation (step 2).

4. Regressions and Demographic Analysis

a. Sex, Age, and Period

Demographers focus on three particular variables:
sex, age, and period. Each of these must be carefully
handled.

Male-female differences rarely can be reduced to a
simple difference in levels, and in general, it is prefer-
able to estimate one regression for each sex, which is
equivalent to taking into account all possible interac-
tions between sex and other independent variables.

In the previous section, we saw that age occasion-
ally is better interpreted in a relative rather than
absolute sense. In general, when studying nuptiality 
or migration, a good model systematically tries to
eliminate age effects so that when all relevant variables
are taken into account, the remaining effect of age on
demographic behavior disappears. This happens, for
example, in migration studies in which age effects and
residence duration effects diminish when family status
(e.g., marital status, number of children), housing
status (e.g., owner, renter), and profession are taken
into account. Age in and of itself is not a variable that
directly affects mobility, but life cycle events (e.g., 
marriage, divorce, children leaving home, buying or

selling a house) that are associated with age
(Courgeau, 1985) are the variables affecting migration.
When studying mortality, we could equally imagine
that specific biologic indicators of aging or of health
could substitute for age in determining risk of death.
Nonetheless, we are not yet there, and age continues
to be a key variable in describing demographic behav-
ior. Calculating rates by age can be easy and informa-
tive, but we must keep in mind that systematic use of
age as an explanatory variable can be abused.

After age and sex, period also holds a special 
place. When an individual’s characteristics change,
there is, by definition, a statistical dependence of 
that variable with time. To measure the effect on
behavior of that variable, we can use event histories,
in which time plays a peculiar role. The unit of analy-
sis is no longer the individual but his or her complete
biography, described as the succession of durations at
which we observe the occurrence of events (see
Chapter 23).

b. Regression Complements Demographic Analysis

A great advantage of regression is that it allows us
to be more specific and precise in our analysis and then
use the results in a conventional demographic context.
For example, age- and parity-specific fertility rates 
calculated by regression methods show that, between
1975 and 1989 in France, the period fertility rate fell for
women younger than 28 years of age having their first
birth and rose above that age, whereas the rates for
women having a second birth rose over all age groups.
However, these changes in the period rates can be
described in terms of quantum and tempo. The mean
age at birth of first child rose, and parity progression
ratios from zero to one child and from one to two chil-
dren remained stable. Having their first child at a later
age, women have less time to have a second child. The
period fertility instant rate rose, but the length of dura-
tion at risk decreased, and the total fertility rate was
constant (Rallu and Toulemon, 1993). This insight
would not have been available if we were limited only
to regression analysis.

III. TYPES OF REGRESSION

All forms of regression are based on the same
general principles and seek a form that minimizes
error (when we can directly measure the dependent
variable) or maximizes the likelihood (when we can
only observe the realization of an event). The choice
between the two often depends on the characteristics
of the dependent and independent variables.
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1. Dependent Variables

Dependent variables can take several forms: quan-
titative variables, proportions, or rates. Characteristics
of each of these types determine the type of regression
used (Leridon and Toulemon, 1997).

Linear regression is designed for models character-
ized by quantitative dependent variables that can be
measured along an additive scale, such as the number
of children or the amount of income. We then examine
how a change in one of the independent variables, Dx,
translates into a change in the dependent variable, Dy,
through some constant ratio a (i.e., Dy = a Dx). For
several X variables, we often write an equation similar
to the following:

(4)

Additive dependent variables can always be trans-
formed if needed to make interpretation easier. A
common and useful transformation is the logarithmic
transform, which makes proportional comparisons
easy because it transforms differences into ratios.
Then, a change in one of the independent variables, Dx,
is related to a change in the dependent variable, Dy, by
exp(a Dx), and the change is proportional to the value
of y: Dy = y a Dx. For several independent variables, we
often write an equation of the form:

(5)

or

(5¢)

and

(5≤)

These rates are most often interpreted on a multiplica-
tive scale and are useful for studying relative risks or
relative growth rates, such as in studies of income.

Probabilities are well modeled with a logit, or 
log-odds, transform. This transformation corresponds
to the hypothesis that Dx is related to Dy in a way 
that is proportional both to y and to (1 - y): Dy =
y(1 - y) a Dx.

If y is the probability that an event will occur, then
y/(1 - y) is the odds of the event, and we can model
the logit in the now familiar regression context:
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2. Independent Variables

Explanatory variables can be quantitative or cate-
gorical; in the latter case, we often transform variables
that take p categorical values into p dichotomous
dummy variables; we create indicator variables xp

where xp = 1 if x = p and xp = 0 if x π p.

3. More Complex Models

Regression methods have grown in number and
sophistication as models have become more complex.
Among the refinements most often used in economet-
rics are seemingly unrelated regression (SUR) systems
of equations, which exploit correlations between dif-
ferent dependent variables measured over the same
individuals; models with endogeneity, which allow for
multiway dependencies among the independent vari-
ables; multilevel models, which allow for the unified
handling of individual and group-level variables (see
Chapters 24 and 133); and log-linear models, which
build on structural effects and groups of variables
without making the distinction between dependent
and independent variables (see Chapter 92). The
description of these models is beyond the scope of this
chapter.

CONCLUSIONS

Regression methods have become indispensable in
demography. They have allowed for the formalization
of previously implicit hypotheses in the estimation 
of demographic rates (Courgeau and Lelièvre, 1996),
and they allow us to generalize from the usual 
standardizations.

They also encourage the investigation and evalua-
tion of many alternative model specifications by com-
paring their statistical significance. On a spectrum
from crude rate models in which each independent
variable’s effect on the dependent variable is measured
in isolation, “all other things kept unequal” (Héran,
1996), to full models in which the effect of each 
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variable is measured, “all other things being equal,”
regressions allow us to measure and to test different
intermediate formulations.

Regressions, like the other methods of analysis, can
be understood only as being the middle step of a three-
step process. Upstream from the regression, step 1 con-
sists of defining the general model that links the data
collected and the relationships between data to the real
world. Downstream, conclusions are drawn from the
results of the regression by linking back from the
model to the real world.

Regression and classic demographic analysis com-
plement each other. Some insights can be derived only
by building on the structure of classic demographic
behavioral relationships, but at the same time, reg-
ression analyses have quickly become essential in 
summarizing the diversity of behavior by using inde-
pendent variables other than age and sex.
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I. MACRO 1–MICRO 1: WHY DO
DEMOGRAPHERS NEED TO 

BRIDGE THE GAP?

Demography can be defined as the study of human
populations (Caselli et al., General Introduction). Pop-
ulations are by definition aggregates of individuals,
and they constitute entities at the aggregate or macro
level of analysis. In the past, demography could be
said to be a macro-demography, because individual 
lives entered in formal analysis when contributing to
numbers of events, persons, years, and survivors—
also the statistical analyses used to be located at the
macro-level. During the last decades of the 20th
century, a micro-demography emerged with a specific
emphasis on the unfolding of individual-level demo-
graphic trajectories and on the consequences of in-
dividual heterogeneity for the study of population
dynamics. The gap between macro-demography and
micro-demography has since then undoubtedly
widened, and this is rightly seen as a problem. This
chapter documents the emergence of this gap and the
answers to the challenges posed by macro-micro-micro
links in other disciplines. It also focuses on recent pro-
posals to bridge this gap and avoid a conflict between
macro-demography and micro-demography.

Some hints about the reasons micro-demography
has emerged can be found by having a look at disci-
plines that are strictly linked to demography and that
have attempted micro-founding the study of specific
types of behavior using some type of “methodologic

individualism” approach. We look at three disciplines
in particular: ecology, sociology, and economics. In
ecology, what is defined as individual-based modeling
(IBM) for the study of animal and plant populations
has emerged starting in the mid-1970s as a research
program that has lead to significant contributions. In a
review, Grimm (1999) discussed 50 IBMs of animal
populations published mostly during the 1990s.
According to Grimm and Railsback (2005), individual-
based models in ecology fulfill four criteria. First, 
they explicitly consider individual-level development.
Second, they represent explicitly the dynamics of the
resources an individual has access to. Third, individu-
als are treated as discrete entities, and models are built
using the mathematics of discrete events rather than
rates. Fourth, they consider variation between indi-
viduals of the same age. Individual-based models in
ecology are aimed at producing “patterns” that can be
compared with patterns observed in reality (Grimm
and Railsback, 2005).

In sociology, the approach proposed by James
Coleman (1990) proposes to found social theory ulti-
mately on the micro-level decisions of individuals.
Coleman suggests a three-part schema for explaining
macro-level phenomena, consisting of three types of
relations: (1) the macro-to-micro transition, which is
how the macro-level situation affects individuals; (2)
purposive action of individuals, which is how indi-
vidual choices are affected by micro-level factors; and
(3) the micro-to-macro transition, which is, how
macro-level phenomena emerge from micro-level
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action and interaction. Figure 133–1 represents
Coleman’s conceptual framework. It is embedded in
the notion of “social mechanism” as the key concept to
explain behavior in the social sciences, a concept pro-
posed by Hedström and Swedberg (1999), who see the
three types of relationships as situational mechanisms,
representing the case in which “the individual actor is
exposed to a specific social situation, and this situation
will affect him or her in a particular way”; action 
formation mechanisms, representing “a specific com-
bination of individual desires, beliefs, and action
opportunities (that) generate a specific action”; and
transformational mechanisms, specifying “how these
individual actions are transformed into some kind of
collective outcome, be it intended or unintended.” The
framework is very similar to the one presented
recently by Daniel Courgeau (2003) in a review on the
macro-micro link.

The micro level is now the natural point of depar-
ture in economics and when pointing to the macro level
as the important outcome. As observed by van den
Bergh and Gowdy (2003, p. 65) “During the last
quarter century, the microfoundations approach 
to macroeconomic theory has become dominant.”
Mainstream economics, also known as “neoclassic”
economics traditionally considers a “representative
agent” that maximizes a potentially complex utility
function subject to potentially complex budget con-
straints. This and other hypotheses lead to mathemat-
ically tractable models of macro-level outcomes. The
new home economics approach that exactly applies the
toolkit of neoclassic economics to demographic choices
has been a key to the success of the work of Gary
Becker (1980). This approach has reached a level of

maturity that can be attested to by looking at recent
textbooks on the subject (Ermisch, 2003) and at the
importance of the literature on population economics
(Zimmermann and Vogler, 2003). That we ought to
start from the micro is also clearly stated by an econo-
mist who is particularly interested in population
matters, Jere Behrman, who states, “For both good con-
ditional predictions and good policy formation regard-
ing most dimensions of population change and
economic development, a perspective firmly grounded
in understanding the micro determinants—at the level
of individuals, households, farms, firms, and public
sector providers of goods and services—of population
changes and of the interactions between population
and development is essential” (Behrman, 2001, p.
317–410). The attention on the policy relevance of
research on population (including policy implications
of results) is undoubtedly the main characteristic that
comes to the surface when looking at research on pop-
ulation economics. Micro-based theories of behavior
are used to cast “conditional prediction” of reactions
to a given policy, with these reactions affecting macro-
level outcomes. Within economics, several scholars
have objected to the neoclassic paradigm from various
perspectives (Behrman, 2001, offers objections to cri-
tiques concerning population-development relation-
ships). Of particular interest for the reasoning of this
paper are the critiques on mainstream economics that
concern the assumption that agents are homogeneous
and the lack of explicit interaction between agents
(Kirman, 1992). Kirman’s point is that even if individ-
uals are all utility maximizers (an idea that has also
been criticized by several scholars), the assumption
that the behavior of a group of heterogeneous and
interacting agents can be mimicked by that of a single
representative individual whose choices coincide with
the aggregate choices of the group is unjustified and
leads to misleading and often wrong conclusions. To
overcome this micro-macro “aggregation” problem,
which is the transformational mechanism in
Coleman’s scheme, some economists have proposed to
build models that resemble that of IBM in ecology.
Models in agent-based computational economics
explicitly allow the interaction between heterogeneous
agents (Tesfatsion, 2001).

Let us now consider the approach of “micro-demo-
graphy.” The success of “micro-demography” is
strictly linked to the emergence of the life course
approach as an interdisciplinary program of study in
the social and behavioral sciences (Dykstra and van
Wissen, 1999) and to the development of appropriate
statistical tools and data collection efforts (see Chapter
23). The life course approach has been under develop-
ment since the mid-1970s (Mayer, 2000; Mayer and
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Tuma, 1990). In their end-of-millennium review, Giele
and Elder (1998) identify four chief elements as fun-
damentally shaping individual biographies; the first
three are individual development (i.e., human agency),
history and culture (i.e., location in time and place),
and social relations (i.e., linked lives). In terms of the
classification of social mechanisms by Hedström and
Swedberg, location in time and place and linked lives
are potential factors in situational mechanisms,
whereas human agency is a potential factor in action
formation mechanism. The intersection of such ele-
ments constitutes the fourth chief element: the timing
of lives. Figure 133–2 shows the framework adopted
by the life course approach. A set of interconnected tra-
jectories lies at the heart of the life course analysis; tra-
jectories are themselves shaped by events. The key
elements outlined by Giele and Elder are naturally
linked to notions used to define the coordinates of pop-
ulations in demography. The human agency concept
lies behind the use of age as a privileged time axis.
Location in time and, to an extent, the idea of linked
lives suggest cohorts or groups of cohorts as basic
descriptive units for comparison. History and culture
emphasize the importance of period and location in
space. Because events lie at the very heart of the tra-
dition of demography, it is not a surprise that the life
course approach has been particularly influential in

demographic research from a substantive point of
view (Dykstra and van Wissen, 1999) and from a
methodologic point of view, with a field of life course
analysis emerging as an important part of research in
population (Billari, 2003). Different from the concep-
tual frameworks developed in rational choice sociol-
ogy or in economics, the life course approach does not
explicitly provide a model for the micro-to-macro link
(i.e., a scheme including a transformational mecha-
nism). For this reason, the diffusion of the life course
approach has so far probably contributed to widen the
gap between scholars focusing on macro-level issues
and those focusing on micro-level issues.

An important discussion of the tensions between
what we may call macro-demography and micro-
demography is made by Ronald Lee (2001). Lee says,
“Demography is changing in profound ways, in its
methods and topics of research, and in its training.
There is less aggregate level (macro) analysis and more
individual level (micro) analysis. There is less empha-
sis on process and dynamics, and more emphasis on
individual decisions about demographic behavior.
There is less formal demography, and more data analy-
sis. There is much less funding of aggregate demogra-
phy and formal demography, and much more funding
of micro level empirical studies. Formal demography
is not the same thing as aggregate or macro demogra-
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phy. There is also micro level formal demography, and
much formal demography integrates micro and macro
approaches. But for the most part, when I refer to
formal demography, I will have in mind either macro
level or integrative formal demography” (Lee, 2001, p.
1). Lee connects the rise of micro-demography to some
factors, of which some are important for our argument.
First is the increasing availability of survey data, con-
trary to the situation in the past, when data were
mostly arising from aggregate-level population statis-
tics. Second is the importance of the links with eco-
nomics, particularly the development of the New
Home Economics approach centered on the work of
Gary Becker. Third, the links with other disciplines
have pushed demographers to try to communicate as
much as possible with colleagues from neighboring
disciplines, and as we have seen before, micro-foun-
dations have become important in neighboring disci-
plines. Lee concludes that demography is abandoning
its core, mostly macro and mostly formal, and that this
is a danger, because “key issues are macro demo-
graphic” (Lee, 2001, p. 3).

In the remainder of this chapter, I argue that there
should be no “disciplinary soccer game”1 between
macro-demography and macro-demography. Micro-
demography could and should be directed to the study
and explanation of the key macro demographic issues
mentioned by Ron Lee and should not limit itself to
explaining how life courses unfold. I first review the
way the macro-micro transition is dealt with (an issue
that is discussed in depth in other chapters of this
book). The next section discusses in particular the links
between formal demography and statistical demogra-
phy as related to the gap between micro-demography
and macro-demography. I then present some chal-
lenges that are not solved if an explicit model of 
the macro-micro-macro link is unavailable. The next
section of this chapter discusses the importance of
looking at both levels when analyzing empirically
demographic behavior. Choosing to adopt a Coleman-
type of framework to bridge the gap and in parallel to
approaches such as individual-based modeling in
ecology, I propose simulation as a way to perform the
micro-macro transition. A later section of this chapter
discusses the potential role of computer simulation,
particularly agent-based computational demography
to bridge the gap between micro and macro, and the
test ideas on transformational mechanisms. In the last
section, I discuss research directions.

II. FORMAL DEMOGRAPHY AND
STATISTICAL DEMOGRAPHY: THE

PARADIGM SHIFT

Formal demography has traditionally developed
the advanced means of dealing with macro-level data
that are presented in the first volume of this book, 
and these methods are proudly exhibited as flagship
achievements of demography by Lee. Some specific
examples are important. The approach developed for
the analysis of demographic rates was specifically
aimed at the analysis of homogeneous groups in a
population (Henry, 1972), although Louis Henry took
heterogeneity into account in his analysis of the com-
ponents of fertility (see Chapter 34). Mathematical
models of population dynamics that have been used
in demography and in ecology have treated tradition-
ally populations in an aggregate fashion and used 
differential calculus to derive results that are beautiful
and useful at the same time (see Chapter 20). 
Age, period, and cohort models have been developed
to analyze macro-level data with the aim of decom-
posing the effect of those three main factors (see
Chapter 18).

In the first volume (fifth part) of this treatise we find
a discussion of new pathways for formal demography.
These pathways have been important in shaping the
shift from macro-demography to micro-demography.
First of all, the importance of recognizing that 
demographic “agents” are heterogeneous has brought
important attention to the possible fallacies we incur
in as we use mean rates as measures of the micro-level
hazard of experiencing a demographic event. The
importance of heterogeneity beyond traditional vari-
ables such as age, sex, cohort, and period was recog-
nized by actuaries as early as the 1930s (Perks, 1932).
The work of Vaupel and his colleagues (see Chapter
21) has shown that ignoring changes in the composi-
tion of a cohort leads to wrong inference about the
dependence on age of the force of mortality. Since then,
the importance of micro-level variation in frailty (also
known as unobserved heterogeneity) has become
primary in the interpretation of changes in demo-
graphic rates; this has been a key issue since the late
1970s for the statistical analysis of micro-demographic
data. A similar movement toward including the possi-
bility that individuals are heterogeneous has existed in
ecology and economics.

The success of micro-demography is even more
linked to what we could define as the new statistical
approach to demographic data: “event history analy-
sis.” Although event history analysis clearly shares
common origins with formal demography and with
life tables (e.g., the title of the widely cited paper by
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David Cox [1972] “Regression models and life-
tables”), its development in the 1970s has been very
much independent of progress in formal demography,
with some exceptions. Early links between event
history analysis and formal demography from the
probabilistic and statistical point of view have been
present in the work of Jan Hoem (Hoem, 1991; Borgan
and Hoem, 1988; Hoem, 1976, 1987). The general idea
of Hoem’s approach was to show that macro-level
quantities actually used in formal demography 
could be embedded in a probabilistic setting and be
naturally linked to regression models. These regres-
sion models could be linked to indirect standardiza-
tion techniques, focusing on counts, or to micro-level
event history models. In their 1989 manual, Event
History Analysis in Demography, Daniel Courgeau and
Éva Lelièvre linked event history analysis to formal
demography, explicitly saying that the move from lon-
gitudinal analysis in formal demography to event
history analysis marked a paradigm shift in demo-
graphic research (Courgeau and Lelièvre, 1996). Since
then, event history analysis had an important impact
on demographic research, an impact that is likely to
have triggered reactions such as the one documented
earlier by Ron Lee, given a possibly excessive focus on
the micro side (see Chapter 23).

The diffusion of event history analysis as the main
technique for micro-demography has taken advantage
of the theoretical basis of the life course approach,
including the explicit reference to age, period, and
cohort as key dimensions of that approach (see Fig.
133–2). The link was evident especially among scho-
lars on the border between sociology and demography.
Mayer and Huinink (1990), for instance, discussed the
use of event history analysis to estimate age, period,
and cohort effects—seeing event history analysis as a
“farewell to Lexis,” implying that in the era of micro-
level data, age-period-cohort analysis would have
overcome its classic problems deriving from the use of
macro-level data (see Chapter 18). Event history analy-
sis could be a way to fit micro-level age-period-cohort
models when having access to detailed micro-level
data, as shown in the application by Billari and Rosina
(1998) to mortality in pre-transitional settings.

Fortunately, although the focus of studies using
event history analysis has mainly been on the micro-
level, on what in terms of Figure 133–1 we would call
“action-formation mechanisms,” some later studies
have included macro-level determinants, seeing the
timing of events as affected by “situational mecha-
nisms” in a multilevel settings. Earlier papers have
included macro-level covariates in micro-level event
history models. Blossfeld and Huinink (1991) included
a measure of the business cycle in an event history

model of the timing of first marriage and of first birth.
Later, event history models were generalized for the
inclusion of unobserved heterogeneity at the aggregate
level, creating fully multilevel event history models
(see Chapter 24). These models have been system-
atized in their discrete-time version (Barber et al., 2000)
and in their continuous-time version, with a general-
ization to multilevel and multiprocess event history
models (Lillard and Panis, 2004).

The development of multilevel event history analy-
sis has influenced data collection. More advanced
demographic data collection efforts that are based on
micro-level data (e.g., getting information by individ-
ual- or household-level interviews) are more and more
oriented toward the collection of macro-level data,
including time-varying macro-level data. Axinn and
colleagues (1997), with their Neighborhood History
Calendar, design an instrument that is aimed at col-
lecting neighborhood- or community-level histories to
be used as inputs in multilevel event history models.
This instrument could provide useful retrospective
reports of a community history. An example of the
outcome of such instrument is show in Table 133–1.
The need to complement micro-level histories with
macro-level time-varying data has been influencing
recent efforts to collect internationally comparable
demographic data. The Generations and Gender
Program launched by the UN/ECE in 2000
(UNECE/UNFPA, 2000) includes the collection of ret-
rospective and prospective individual-level survey
data, complemented by the development of a longitu-
dinal contextual-level database, allowing for a fully
multilevel approach to the analysis of demographic
event histories (Spielauer, 2004).

From the micro-level statistical modeling point of
view, the study of situational mechanisms, including
those due to unobserved factors, is allowed by statis-
tical modeling techniques and increasingly by the col-
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TABLE 133–1 Example of the
Outcome of Aggregate-Level 

Data Collection using a 
Neighborhood History Calendar:

Number of Neighborhoods with a
School within a 15-Minute Walk

Year Number Percent

1964 42 32
1974 86 65
1984 93 70
1994 113 86
1996 119 90

From Axinn et al., 1997, p. 371.



lection of relevant paired micro- and macro-level data.
Part of the micro-macro opposition within demogra-
phy is overcome at least on this side. What event
history models, including their multilevel generaliza-
tion, could not and cannot do, by definition, is to
bridge the final gap, specifying how “transformational
mechanisms” lead from micro-level to macro-level
outcomes. We shall return to this point later.

III. ON EMPIRICAL ANALYSES:
MACRO-LEVEL CORRELATIONS AND

TRUE MICRO-LEVEL EFFECTS

The risk of incurring in an ecologic fallacy (i.e., 
the inference that a macro-level relationship reflects 
a micro-level relationship) has been one of the 
motivations to introduce multilevel analysis in the
social sciences and to move away from a pure macro-
demographic approach (see Chapter 23). However,
critics of micro-demography have rightly underlined
the risk of incurring in an atomistic fallacy (i.e., the 
lack of attention to the context in which individual
demographic action occurs) (Courgeau, 2003). At 
the beginning of this chapter, I argued that the life
course approach provides a natural framework to
study the impact on demographic choices of the macro-
level context, the meso-level context constituted by 
relevant individual interactions among members of a
group (Lelièvre et al., 1997), and micro-level determi-
nants. The next section is devoted to bridging the gap
from the micro to the macro level (and to the aggrega-
tion issue represented in the rightmost arrow in Fig.
133–1), and this section describes the issue from an
empirical point of view, focusing on examples related
to fertility.2

1. Are Micro-level Data Panaceas for
Causal Analysis in Demography?

At the individual level, most studies report that
cohabitation has the effect of lowering fertility. De Rose
and Racioppi (2001), in analyzing data from Fertility
and Family Surveys (FFS) with a multilevel statistical
model, show that expected fertility in European coun-
tries is lower for cohabiting couples compared with
married couples.3 The causal relationships between
partnership status and fertility are, however, not
simple to isolate. The first issue that comes to mind is

“macro”: Some of the countries with the highest pro-
portions of cohabiting couples and earlier ages at first
union formation also have the highest levels of fertil-
ity in Europe. We know that macro-level relationships
are subject to ecologic fallacy. Nevertheless, having
access to micro-level event histories is no panacea for
the study of causal relationships, because causal rela-
tionships may be estimated in a biased way in stan-
dard event history models. For instance, using United
States data, Brien and colleagues (1999) show that the
timing of partnership formation and of nonmarital
conception depend on common unobserved factors; in
other words, people may get married or start cohabit-
ing because they plan to have a child. This type of
unobserved heterogeneity, in part “shared” by two
demographic processes—and often used in analyses 
of mortality to assess the role of common factors 
that affect the survival of two related individuals 
(see Chapter 21)—makes it difficult to evaluate the
outcome of event history models using a causal inter-
pretation. A solution is to use multiprocess event
history models, explicitly allowing for the presence of
correlated unobserved factors affecting more than one
demographic choice at a time (Lillard and Panis, 2004).
Using those models, the causal impact of being in a
union has been confirmed by studies that take into
account the presence of unobserved heterogeneity, and
a comparative study between West Germany and
Sweden has shown that for the hazard of first birth the
distinction between marriage and cohabitation is not
significant in Sweden (Baizán et al., 2004). Another
point that seems clear at the micro level is the rela-
tionship between the number of unions and fertility;
most scholars see separation or divorce as having an
intuitive “clearly negative effect on fertility” (Pinnelli
et al., 2002, p. 79). This intuitive idea may also be chal-
lenged, especially in reference to very low fertility set-
tings, to hypothesize that in some specific situations
the dissolution of a union may have a positive impact
on fertility—union dissolution may trigger fertility. We
can consider a simple, paradoxical example. In a case
such as the one observed in lowest low-fertility coun-
tries, childlessness is relatively rare, and so is the situ-
ation of living as a single forever, but the progression
to higher parities is also at particularly low levels. This
implies that almost all couples have one child and that
not very many progress to a second child. If the rule is
one child per couple, the only way to reach replace-
ment is to have individuals experience two-couple
relationships! Children may be union-specific capital,
symbols of the partners’ commitment to their relation-
ship (Griffith et al., 1985). Single-country analyses have
shown that the first “shared” birth of a couple has a
major commitment value (Vikat et al., 1999), although
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from Billari (2005).

3 Pinnelli and collegues (2002) provide a more detailed discus-
sion on this issue.



the effect tends to disappear with higher parities
(Buber and Fürnkranz-Prskawetz, 2000). Evidence for
the commitment value of a first shared birth has also
been detected in the FFS analysis by Thomson and 
colleagues (2002).

Micro-level data alone are no panacea for assessing
causality in studies concerning demographic choices.
From the purely micro point of view, there is no war-
ranty that the outcome of an event history model gives
the causal account of the process. Event history mode-
ling does not rule out the presence of unobserved 
heterogeneity, and this implies that the outcome of
models based on analyses of micro-level data are not
to be taken as true causal effects, although discussions
in the econometric and epidemiology literature
provide a series of tools to assess such effects 
(Billari, 2006).

2. Macro-level Correlations and 
Micro-level True Effects

Macro-level correlations between indicators are not
necessarily linked to causal relationships at the micro
level. The risk of incurring in the so-called ecological
fallacy is one of the main justifications to move from
macro-demography to micro-demography. We have,
however, seen that using a micro-demographic
approach does not necessarily lead to grasping causal
relationships. What can macro-level relationships tell
us? We argue that they help us to start considering the
links between macro and micro, that is, the “situational

mechanisms” of Figure 133–1. If “micro matters,” as
Behrman (2001) rightly claimed, we should be aware
that macro also matters. Simple correlations can tell us
about changes at a general level and give hints on sit-
uational mechanism and on the interaction between
situational and action formation mechanisms 
(i.e., macro-micro interactions). The latter can be
grasped in a better way using comparative research
and/or multilevel modeling.

In the literature, a great deal of attention has been
given to the fact that the cross-country correlation
between total fertility rates and the share of women
participating in the labor market has changed from
negative to positive for Organization for Economic
Cooperation and Development (OECD) countries.
Billari and Kohler (2004) argue that this is one of the
several cross-country correlations that have changed
in correspondence with the emergence of lowest low
fertility in Europe during the 1990s. The attention
given to the study of the relationship between total fer-
tility and labor force participation has been much more
meticulous than any dedicated to the changing rela-
tionships between fertility and other related behav-
iors.4 Figure 133–3 shows analyses for countries of the
Council of Europe, including the correlation of total
fertility rates and mean age at first marriage, the per-
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4 An exception is Dalla Zuanna (2001), who documents the
change in the correlation between total fertility rates and the share
of nonmarital births in 16 Western European countries from 1981 to
1996.



centage of nonmarital births, and total divorce rates.
For all three indicators, the correlation with total fer-
tility rates changes to become positive during the
1990s. Two lessons can be drawn. First, there is an
additional fallacy with respect to the ecologic fallacy
when looking at macro-level cross-country relation-
ships; it is what we may call a situational fallacy. Cross-
country correlations refer only to specific periods, and
they may change and even shift in direction as the 
relevant institutional context of decisions change.
Second, changing correlations may help us in dis-
cussing the potential role of situational mechanisms;
even if at a micro level marriage is conducive to higher
fertility, a macro-level focus on marriage may not 
necessarily be conducive to higher fertility.

Comparative research and multilevel statistical
models are useful to understand that there is no such
a thing as a “true” causal effect, independent on the
context, even at the micro-level. This seems a relatively
obvious assertion, but in our opinion another key
problem of micro-demographic approaches is to
ignore that conclusions based on micro-level analyses
are to be declared conditional on the context they are
embedded. Cohabitation and marriage have different
impacts on fertility (e.g., in the United States, Spain, or
Sweden), and the same is true for the impact of divorce
on subsequent lives. Referring again to the framework
of Figure 133–1, the action-formation mechanism may
assume different configurations according to the situ-
ation they are inserted in. This can be summarized in
the notion of macro-micro interaction effects; some
micro-level effects can be different in different macro-
level contexts. Some examples of such interactions in

terms of multilevel statistical modeling are presented
by Courgeau and Lelièvre (see Chapter 23). This is
shown in an example about educational enrollment
and the timing of first birth in young women’s lives.

Most literature on the impact of pregnancy on stu-
dents focuses on analyzing the United States (and
rarely the United Kingdom) and stresses that becoming
a mother has the effect of pushing women out of edu-
cation. In terms of micro-level event history modeling,
this translates to saying that when women become
pregnant (ignoring cases of abortion), their hazard of
dropping out of education increases substantially
(Billari and Philipov, 2004). However, leaving educa-
tion is seen as a major prerequisite to become a mother
(Blossfeld and Huinink, 1991). Billari and Philipov
(2004) conduct a comparative analysis using multi-
process event history models to evaluate the (causal)
impact of leaving education on the hazard of first birth
and the (causal) impact of the conception leading to the
first birth on the hazard of leaving education. Some
results in terms of log-hazard related to the change in
the relevant time-varying covariate are reported in
Table 133–2. Table 133–2 offers two basic messages.
First, it is true that finishing education triggers the
transition to motherhood, because being involved 
in education has low compatibility with the role of
mother. Nevertheless, the impact is different in differ-
ent contexts, with the lowest levels in countries with a
high welfare state support (Nordic countries) and a
high support from parents and relatives (Italy and
Spain). Looking at the impact of becoming a mother on
educational career, the picture shows that the micro-
level effect can be exactly opposite: Becoming a mother
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TABLE 133–2 Estimate from a Series of Multiprocess Event History Models of the Impact of Concluding Education on
the Hazard of First Birth and of the Impact of Conceiving the First Birth on Concluding Educationa

Finland Norway Sweden Austria Belgium France Germany Switzerland Greece Italy Spain

Impact of 0.75 1.02 0.90 1.17 1.75 1.50 1.52 1.02 1.26 0.79 0.68
concluding
education
on first
conception
hazard

Impact of first -0.60 -0.60 -0.83 0.22 0.80 0.43 0.27 -0.71 0.10b -0.60 -0.56
conception
on the
hazard of
concluding
education

a Age at conception leading to first birth is estimated as age at first birth minus 9 months and using the Fertility and Family Surveys data
for 11 European Countries.

b The effect is not statistically significant.
From Billari and Philipov, 2004.



slows down the exit from education in Nordic countries
(where welfare support may help mothers to continue
their education at a slower pace) and in Italy and Spain
(where the support is likely to come from parents and
relatives). Becoming a mother accelerates the end of
education in other Western European countries. The
sign of the effects and the nature of action-formation
mechanism may vary with the context and compara-
tive research contributes to illuminate this weakness of
pure micro-demographic analyses.

IV. FROM MICRO TO MACRO: THE
ROLE OF AGENT-BASED

COMPUTATIONAL DEMOGRAPHY

Using sophisticated multilevel models and compar-
ative analyses, we can study macro-micro relation-
ships, particularly the situational and action-formation
mechanisms of Coleman’s framework depicted in
Figure 133–1. The missing part of the micro-macro gap
concerns transformational mechanisms. How do we
get from the findings and the ideas of micro-demo-
graphy back to the macro level? This is perhaps the key
issue raised by authors who think that demography
should give answers about population processes at the
macro level.

I previously mentioned the debates about aggrega-
tion problems that often pervade neighboring disci-
plines, particularly economics. Without the strong
paradigm of the “representative agent” that underlies
mainstream economics, demography has to solve
aggregation problems taking into account that demo-
graphic choices are made by heterogeneous and inter-
acting individuals and that demographic choices
sometimes are made by more than one individual (e.g.,
couple, household). For these reasons and for the
natural links to current micro-demography, computer
simulation provides a way to transform the micro into
macro without having to impose assumptions on the
micro level one would not like to impose (e.g., homo-
geneity, lack of interaction). This is the way some schol-
ars in neighboring disciplines have chosen when
introducing individual-based modeling in ecology. The
literature on agent-based modeling in social sciences
has flourished. This has particularly been the case in
economics (e.g., agent-based computational econo-
mics), political science (Johnson, 1999), and to a lesser
extent, sociology (Macy and Willer, 2002; Halpin, 1999).

Agent-based computational demography (ABCD)5 is a
set of tools that models population processes, includ-
ing their macro-level dynamics from the bottom up,

starting from assumptions at the micro level (Billari
and Prskawetz, 2003). ABCD includes microsimulation
that has been used to derive macro-level outcomes
from empirical models of micro-level demographic
processes (i.e., event history models) and formal
models of demographic behavior that describe micro-
level decisions and for which we are also interested in
macro-level outcomes.

Demography has for a long time been using simu-
lation techniques, and microsimulation has become
one of the principal techniques in this discipline; it is
a widely discussed and applied instrument in the
study of family and kinship networks and family life
cycle (Tomassini and Wolf, 2000; Hammel and
Wachter, 1996; Ruggles, 1993; Wachter, 1987; Hammel
et al., 1979). Microsimulation has also been widely
used in the study of human reproduction and fecund-
ability (Nakazawa and Ohtsuka, 1997; Riley and
Sheps, 1966), migratory movements (Courgeau, 1995),
or whole populations (Land, 1986), and its role has
been discussed in the general context of longitudinal
data analysis (Wolf, 2001). Evert van Imhoff and
Wendy Post (1998) provide a general overview of the
topic. Microsimulation has been used to study and
predict the evolution of population using a model for
individuals.

What does ABCD add to demographic microsimu-
lation in helping to bridge the gap between micro-
demography and micro-demography? The emphasis
of demographic microsimulation has been on the
macro-level impact of a certain set of parameters 
estimated at the micro-level from actual empirical 
data. There has been no particular emphasis on 
the theoretical side. Agent-based models do not ne-
cessarily include only parameters estimated from 
actual empirical data, but it may include parameters
that are relevant for a specific theoretical meaning.
Microsimulation is to the event history analysis what
macrosimulation (i.e., population projection based on
aggregate-level quantities as in the cohort-component
model) is to traditional, macro-level, formal demogra-
phy. ABCD is the micro-based functional equivalent of
mathematical demography. As outlined in Axelrod
(1997, p. 4), agent-based computational modeling may
be compared with the principles of induction and
deduction. “Whereas the purpose of induction is to
find patterns in data and that of deduction is to find
consequences of assumptions, the purpose of agent-
based modeling is to aid intuition.” As with deduction,
agent-based modeling starts with assumptions.
However, unlike deduction, it does not prove theo-
rems. The simulated data of agent-based models can
be analyzed inductively, however the data are not from
the real world as in the case of induction.
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There are reasons why ABCD may help bridging the
macro-micro gap in demography (Billari et al., 2003,
offers a full discussion). First, it is relatively easy to
include feedback mechanisms and to integrate micro-
based demographic behavioral theories (and results
from individual-level statistical models of demo-
graphic behavior such as event history models) with
aggregate-level demographic outcomes. This ability to
include feedback is possibly the most important
advantage of ABCD models. In such models, space
and networks can be formalized as additional entities
through which the agents will interact. Second, com-
pared with mathematical modeling, it is relatively easy
to introduce heterogeneous agents that are not fully
rational—hence, the paradigm of the representative,
fully rational agent that has and often still penetrates
many economic and sociologic applications can easily
be relaxed in agent-based modeling. Third, when
building agent-based computational models, it is
indispensable to adopt simple formulations of theo-
retical statements. Although agent-based modeling
employs simulation, it does not aim to provide an
accurate representation of a particular empirical appli-
cation. Instead, the goal of agent-based modeling
should be to enrich our understanding of fundamen-
tal processes that may appear in a variety of applica-
tions. This requires adhering to the KISS principle,
which stands for the slogan “keep it simple, 
stupid” (Axelrod, 1997). Fourth, using agent-based
approaches, it is possible to construct models for
which explicit analytic solutions do not exist, such as

social interaction and generally nonlinear models.
Agent-based models are used to understand the func-
tioning of the model and the precision of theories need
not be limited to mathematical tractability. Simplifying
assumptions can then be relaxed in the framework of
an agent-based computational model. As Axtell (2000)
observed, even when models can be solved analyti-
cally or numerically, agent-based modeling techniques
may be applied because their output is mostly visual
and therefore easier to communicate to people outside
academia. In general, we can see formal modeling of
population dynamics using differential equations 
and agent-based computational models as two ends 
of a continuum along the macro-micro dimension 
(Rahmandad and Sterman, 2004). It is possible to con-
ceive “artificial societies” that need not necessarily
resemble present societies; such artificial societies can
be seen as computational laboratories that may allow
us to reproduce past macro-events from the bottom up.

An example of macro-demographic issue that can
be addressed using ABCD is the dynamics of marriage.
Billari (2000) has proposed to derive what has been
long known within demography as the shape of the
hazard rate of marriage (i.e., a macro-level empirical
regularity that has been sometimes modeled using
“demographic laws”) by simulating a marriage market
at the micro level. Todd and colleagues (2005) present
a series of such models. Figure 133–4 shows the shape
of the hazard rate of marriage derived from a model
in which individuals marry after a period of “learn-
ing” during adolescence (which has a normal distri-
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bution) as long as they find an acceptable partner who
accepts to marry them. The shape of the curve is qual-
itatively similar to the ones observed in reality.

DISCUSSION

In this chapter, Coleman’s framework for the analysis
of social dynamics was presented as a potentially unify-
ing scheme to bridge the gap between micro-demogra-
phy and macro-demography. First, the study of the
influence of macro-level factors on micro-level demo-
graphic decisions, as well as the interaction between
macro- and micro-level factors, has been pushed by
recent developments. The life course approach has pro-
vided a theoretical framework for demographic deci-
sion-making; multilevel statistical models possibly
applied to event histories have been developed as key
analytic tools; and data collection efforts with true mul-
tilevel dynamics have started and are currently planned.
With these developments, micro-level analyses that do
not take into account macro-level factors can be less jus-
tified by the difficulty of connecting the two levels.
Second, I have argued that much less progress has been
made in demography on the problem of transforma-
tional mechanism (i.e., the aggregation of micro-level
results to obtain macro-level outcomes). If we are not
willing to accept the idea of representative agents that
has helped economists to micro-found macro-econom-
ics in a formal way, ABCDs (including microsimulation)
provide an important toolkit to build a bridge from
micro-level findings to macro-level dynamics. Future
models may also be developed in a more statistical
fashion by estimating the simulation parameters more
directly from actual data.

Most of the ideas outlined for bridging the macro-
micro gap, including multilevel statistical models,
event history analysis, and the role of heterogeneity in
the population, have become embedded in the main-
stream of demographic thought. To build the final
bridge, we need to accept that computer program-
ming, specifically programming aimed at building
simulation models, must become part of the main-
stream technical tools in demography. As in the case
of other approaches, learning and interacting with dis-
ciplines that are close to demography constitute an
important advantage. Demographers ought not create
a gap between micro and macro, and the existing gap
needs to be bridged.
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Over the past 30 years, notably due to the in-
crease in surveys, demographic research has moved
increasingly toward the analysis of individual data,
with the hope of improving the explanation of
observed phenomena. We have therefore moved 
from the long-preferred macro, aggregated level to 
the micro level1 by attempting to extract the best 
from the various statistical tools available in the social 
sciences, including classification and regression 
(see Chapters 131 and 132). In a survey or a census,
individuals are characterized by age, sex, marital
status, level of education, occupation, and sometimes
by their ethnic group or religion, which make up 
the variables known as explanatory or independent.
How can dependent variables (i.e., those requiring
explanation), such as a woman’s or a man’s fertility, a
woman’s or a couple’s history regarding child mortal-
ity, or the intensity of marital mobility, be simply
defined?

Can composite indicators be created at an individ-
ual level? Can indicators be created that summarize a
life or an experience and avoid the perverse effects of
confounding variables, which in demography are fre-
quently the individual’s age, duration of marriage, or

the number of children already born? These indicators
would enable the direct comparison of individual 
fertility of women (or men) and their integration 
into individual statistical analyses or (if needed) 
the creation of groups, according to the levels of 
excess fertility or subfertility (in comparison to 
the average level) or of excess child mortality or child
undermortality.

There are sophisticated methods for analyzing indi-
vidual data based on the occurrence of events during
a given period. For example, has there been a birth (or
not) over the last 5 years? Has a child died (or not)?
Has contraception been used (or not)? Others are
based on the number of events observed during a
recent given period (the last 5 years, for example).
However, this is not the main subject here, and I will
not expand on the vast and complex issue of the sta-
tistical tools required for these analyses of individual
determinants.

The aim of this chapter is to specify to what extent
it is possible at a given time to summarize the fertility
history of a woman (or a man), the mortality history
of her children, or the history of her marital life
through simple individual indicators that are repre-
sentative of her fertility, her children’s mortality, or of
her nuptiality. Such indicators can be valuable tools for
explanatory analysis in processing abundant data,
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such as those provided by surveys such as the World
Fertility Survey (WFS)2 and the Demographic and
Health Surveys (DHS).3

I. DATA AND GENERAL PROBLEMS

The WFS surveys4 of the 1970s, the DHS surveys
from 1985, and in the Arab countries, the Pan Arab
Project for Children (PAPCHILD) surveys of the 1990s,
and the Pan Arab Project for Family Health (PAPFAM)
surveys from 2001, as well as most censuses carried out
in developing countries over the past 20 years, have
included simple questions on each woman’s total
number of live births and on the total number of these
children who died. In most cases, the fertility surveys
also provide the complete maternal history and the
survival status of each child,5 sometimes even includ-
ing the marital history (i.e., marriages and successive
remarriages with the dates of these events and the
causes of separation).

Although the total number of events experienced
since a given age (e.g., 15 years) or an original event
(e.g., marriage) up to the time of the census or survey
are individual measurements that are directly identifi-
able at the level of each woman, they are not meas-
urements of fertility, nuptiality, or child mortality
because they depend considerably on the different
characteristics of each woman, such as her current age,
age at marriage, or the duration of her marriage, to
mention only the three factors that most affect the level
of attained fertility.

Let us consider a few examples. Within the same
context, one woman declares seven live births (of
which three died); another, five (with two deaths);
another, three (with one death). Without knowing the
woman’s age or the duration of her marriage, we
cannot comment on her fertility level, and we cannot
come to any precise conclusions on the mortality level
of her children. The ratio of deceased children to the
total number of children born provides a fair idea of
their survival rate, but we do not know the time scale.
Of these three women, we cannot judge which is the

most fertile or which has had the most negative expe-
rience with regard to her children’s mortality.

The idea is to create indicators of a woman’s 
parity or of the mortality of one woman’s children
independently of variables other than fertility and
mortality, which modify the level throughout each
woman’s life.

Two approaches are possible for creating these 
indicators:

1. Adjusting the number of declared events to the
duration of exposure to risk, such as adjusting the
parity by dividing a woman’s number of declared
children by the duration of her exposure to the
risk of fertility (of which several definitions are
possible)

2. Calculating an indicator of relative level for each
individual, defined as the ratio of the number of
declared events to a theoretical (or expected)
number, taking into account notably her age and
the duration of her marriage. This process of
indirect standardization makes it possible to place
each individual (or group of individuals) in excess
fertility or subfertility, in excess child mortality 
or child submortality, in excess mobility or
submobility, and so on, compared with a standard
or average reference level.

These indicators allow much analytic freedom,
because they can be used in aggregated approaches
(e.g., comparison between subpopulations, social
groups), as well as in analyses of individual level
determinants (e.g., regressions). In the latter case, 
they make it possible to go beyond traditional demo-
graphic analysis (aggregated) and sometimes to syn-
thesize various elements of information, to better
specify risk factors or explanatory factors relevant to
the individual. Having said this, they are not without
their limitations or intrinsic problems, which we will
be able to discuss after having defined the proposed
indicators.

II. INDIVIDUAL FERTILITY
INDICATORS

The most traditional cumulated fertility indicator
and the most immediate at the individual level, which
resumes a woman’s (or a man’s) fertility history, 
is parity (i.e., the number of live-born children declared
by a woman at a given time). However, a woman’s
parity at a given time does not only depend on her 
fertility. To control for effects relating to the woman’s
age, her age at marriage, or the duration of her marital
life, the corrected parity, taking into account the 
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2 For the World Fertility Survey, the first large international
program of fertility surveys, carried out in the 1970s and 1980s.

3 For the Demographic and Health Surveys, the second large
international program of surveys, which succeeded WFS during the
mid-1980s. It is currently in its fourth phase.

4 Chapter 121 is devoted to information systems in demography.
Almost 300 national surveys have been conducted since 1970 in 120
developing countries.

5 By calculating the number of successive births and deaths, we
obtain the completed fertility and the number of deceased children
per woman at the time of the survey.



duration of the risk of fertility can be calculated, or 
a standardized indicator (e.g., duration ratio [DRAT]) 
can be created that compares a woman’s fertility to a
standard level, independent of age or the duration of
marriage.

1. From Observed Parity to 
Adjusted Parity

It is possible to directly analyze the individual par-
ities observed, and this is even common practice, but
it requires taking precautions that deprive us of a con-
siderable part of the information available. The idea 
of calculating adjusted parities resulted from this
problem.

a. Observed Parities

To study the relationship between fertility and
socioeconomic variables, many authors use parity (i.e.,
the cumulated number of live births that a woman has
had from the beginning of her reproductive life up to
the time of the survey). Most frequently, the analysis
only refers to married women. It is often available and
simple (i.e., there is no need to date the events, there
is no reference period, and therefore there are no prob-
lems in localizing the event in time).6 In statistical
analyses on observed parity, it is necessary to circum-
vent the effects of age or marriage duration. There are
several possibilities:

1. Using the parity of each woman as a dependent vari-
able, by introducing age and marriage duration among
the explanatory variables; in this case, however, a 
considerable part of the explanation focuses on these
two variables and, in particular, we must make the hy-
pothesis that the relationship between fertility and the
explanatory variables do not vary according to
women’s age or cohort.

2. Limiting the analysis to a certain age group (i.e.,
cohort) of women; in this case, several choices are
available:

a. Working on only the oldest women, those who
have more or less completed their reproductive life
(those between the ages of 40 and 49 or 45 and 49
years), but controlling for the marriage duration; the

behavior of these women is primarily anchored in
the past and the explanatory analysis will provide
little information on the reasons behind current
practices if fertility has changed recently. Further-
more, the characteristics of the women observed at
the time of the survey can differ from what it was
at the time in which they made their important deci-
sions with regard to fertility, and this temporal shift
between variables to be explained and explanatory
variables can result in significant bias and errors in
interpretation.

b. Centering the analysis on an intermediary age
group, in the prime of fertility and with sufficiently
high numbers.7

c. Stratifying the sample of mothers into age groups
and undertaking separate analyses on those in the
age groups of 25 to 34, 35 to 44, and 45 and older by
introducing marriage duration as a control variable.
This makes it possible to expose the explanatory
factors specific to these three cohort groups, to dif-
ferent histories and experiences, but it also leads 
to working on smaller numbers and to the loss of
statistical precision.

Each of these approaches has the advantage of sim-
plicity, but they also have disadvantages, particularly
that of limiting the analysis to small groups that
require, in the best cases, at least much larger samples.

b. Adjusted Parities

To retain simplicity and to avoid this limitation at
the same time, we attempted to control for age and
marriage duration by dividing each woman’s parity by
the duration of her exposure to the risk of fertility. We
create a standardized indicator, the equivalent of a rate
at an individual level.

If Pi is the parity of a woman i and ni the number of
years of exposure to risk:

For a woman with four children in 8 years, pi = 0.50;
for another with four children in 12 years, pi = 0.33.
This indicator can be used in individual and aggre-
gated statistical analyses (e.g., social groups, cohort

p
P
ni

i

i
=
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vidual and contextual fertility determinants (i.e., multilevel analy-
sis) in rural Morocco by taking the number of live-born children of
women between the ages of 25 and 39 as a dependant variable and
by introducing the age groups of 30 to 34 years and 35 to 39 years,
as well as marriage duration, among the 20 explanatory variables.
Access to the media, the contextual mortality level, age, and partic-
ularly marriage duration showed a significant effect on fertility.



groups), because it makes it possible to place women
or groups into categories of excess fertility or subfer-
tility according to an average level.

By considering only married women, n can be the
period since the first marriage, or better still, if we also
want to check periods of divorce or widowhood, the
total number of years spent in union.8 In societies in
which a considerable proportion of births occur before
marriage, the beginning of a woman’s period of expo-
sure could be fixed as being the year of her first birth
minus 1 year.9

This indicator of individual performances can be
calculated for women who are still married at the 
time of the survey or for all ever married women. It is
advisable to exclude young women (15 to 19 years)
and to limit the calculation to women who have 
been married for 4 or 5 years (or who had been married
for at least 4 or 5 years). Although the construction 
of this indicator is simple in principle, it requires
correct information concerning age at first marriage 
(or the time interval since the marriage) or the 
duration of each union, which is far from always being
the case.

These adjusted parities (by duration of exposure to
risk) have not often been used in statistical analyses of
fertility determinants.10 Nevertheless, we can mention
some studies carried out using data from the WFS of
the 1970s and 1980s (Pullum, 1987; Little, 1977).

In the same way, we can also work with births occur-
ring over a given period or within a given age range. An
already old example is provided by a study of the
socioeconomic determinants of legitimate fertility
carried out in Sri Lanka by Roderick Little and Soma
Perera (1981), from the WFS of 1975. These authors
analyzed the fertility of three large female cohorts
defined by their marriage duration11: less than 10 years
of marriage, 10 to 19 years, and 20 years and more. In
each of these groups, the women had different dura-
tions of exposure. Let us take, for example, those with
between 10 and 19 years of marriage; the duration of
exposure is complete for the first 10 years of marriage
but not for the following years (some women are at 
11 years, and others are at 19 years of marriage). To
control for these durations of exposure and be able to

compare individual fertility, the authors created, for
each woman, an indicator of the estimated number of
births over 10 years; in other words, the fertility con-
stituted between 10 and 20 years of marriage. For the
cohorts with 10 to 20 years of marriage, if N(10–19) is
the parity of a woman who has had 10 to 20 years of
marriage and M(10–19) is the number of months lived
by this woman since her 10th wedding anniversary,
the estimated number of births over 10 years would be
equal to

and so on for the other cohorts. This fertility indicator
can be used in individual analyses (e.g., regression)
and in aggregate analyses (by marriage cohort or
socioeconomic group).

c. A Variant on Male Fertility

Unions of various types, high marital mobility, 
high polygamy, and sometimes fertility outside of
marriage are characteristics of numerous societies in
sub-Saharan Africa. However, there are very few
surveys of male fertility that trace the reproductive
and marital lives of men, union by union, woman 
by woman, child by child. Nevertheless, this was the
case of a survey carried out in South Benin in 1989 
on 1650 married men aged 20 years or more (Donadjé
and Tabutin, 1994). The completed fertility of 
married men was 11.4 children, with polygamy 
affecting about one-half of them. However, in such a
context, how can the individual fertility of men be
measured?

We could have created a DRAT indicator that con-
trolled for age and marriage duration (but did not
because we had not thought of it). To take into account
the significant variability in the ages of the respon-
dents and their experiences, we should verify the
duration of each union. For each man, we calculated
the number of children per man-year by dividing the total
number of live-born children of each man (i.e., his
parity) by the total number of years spent in marriage
with each of his wives.12 To eliminate very young hus-
bands, cases of sterility, and quick divorces, this indi-
cator was calculated using men who had spent at least
5 years in union and had at least one child.

This indicator made it possible to confirm high male
fertility (the overall average was 0.30, or one child
every 3 years) and to study the social or spatial dis-
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8 If we have the required data and it is of good enough quality
to calculate it (i.e., duration of different unions or starting and
ending dates of each union).

9 Taking into account the nine months of pregnancy.
10 Without really knowing why, the number of births occurring

over the 5 years preceding the survey are often preferred, which is
a better period indicator.

11 The authors rightly preferred the duration of marriage to age
because of the rapid increase in age at marriage in Sri Lanka and the
decline in fertility that began in the 1970s.

12 More precisely, from marriage up to the age of 49 for women,
who at the time of the survey were older than 50 years or who left
their union after the age of 50 years.



parities and the individual determinants, independent
of union duration.

2. Duration Ratio

Let us consider the second approach, based on com-
paring each woman’s parity with a reference model.
We will then extend the procedure to men. With the
dual aim of avoiding the segmentation of the samples
due to the necessity of verifying both the age and mar-
riage duration and to improve the explanation, Bryan
Boulier and Marc Rosenzweig, in 1978, proposed an
individual standardized measurement of cumulated
fertility. It is an indicator of the relative fertility level,
defined as the ratio of an observed fertility to a theo-
retical fertility. For each married woman, the number
of children that she has had is compared with the the-
oretical number of children that she could have had in
a natural fertility context considering her age and
union duration. The DRAT of a woman aged a is there-
fore equal to:

where C(a) is the number of children of the woman
aged a, f(a) the natural fertility rate by age and m the
woman’s age at marriage.

This is an indirect standardization, a kind of 
replica at the individual level of the marital fertility
indicator that Ansley Coale (1973) created at the 
aggregate level.13 DRATs are fertility indicators that
make it possible to compare women (or groups of
women) who have been exposed to the risk of repro-
duction at different durations. It is advisable to calcu-
late them for women who have been married for at
least 4 or 5 years.

DRAT controls the effect of age on fertility only 
to a certain extent as we make the hypothesis that 
theoretical fertility only depends on age, thereby
excluding the role of age at marriage on fertility, 
frequently demonstrated in contemporary or historical
realities. This model also assumes that observed 
and theoretical fertilities have the same tempo. This
can lead to distortions. The choice of fertility reference
is therefore important. The series of natural fertility
rates calculated by Ansley Coale and colleagues

DRAT a( ) =
( )

( )Ú
C a

f a da
m

a

(1975)14 generally are used. However, as Bryan Boulier
and Marc Rosenzweig have already stressed, other ref-
erence models more appropriate to the population
studied can be chosen. Rather than a theoretical model
or one based on old European data, there is no reason
not to create one’s own fertility reference based on 
the realities of the country or region studied. This is
what Aloys Ilinigumugabo (1989) did in his multivari-
ate study of fertility determinants in Rwanda, for
example. The two standards (his and that of Ansley
Coale and colleagues) lead to the same relationships,
but the Rwandan standard doubles the explained vari-
ance. Another solution is to take the average fertility
by age of the country studied as a reference; the sub-
fertile women (or groups) would have a DRAT below
1, the overfertile would be above 1.

The DRAT reduces heteroscedasticity. This pro-
blem, which is quite common in regressions of the
number of children according to age, is due to the fact
that the variance of the dependent variable is related
to an explanatory variable and that it is not constant.
This is the case with the number of children whose
variance increases significantly with the age of the
women.

Without going as far as to supplant the observed
parities, DRAT has been used in a considerable
number of analyses of fertility determinants in devel-
oping countries. For example, Ron Lesthaeghe and col-
leagues (1985) took it as a dependent variable in their
study of individual and contextual effects of education
on the intermediate fertility variables in Kenya. Bruno
Schoumaker and Dominique Tabutin (1999) used it in
the same way in multilevel analyses of fertility in rural
Morocco.

a. Is it Possible to Calculate a Male 
Duration Ratio?

In the same way, in a polygamic context or one of
high marital mobility, it is possible to compare the total
number of children that a man has had with his dif-
ferent wives (successive or simultaneous) to the theo-
retical number that he would have had if each of his
wives had followed a natural (or theoretical) fertility
reference plan during the period spent with this man.

If C1, C2, C3 . . . , Cn are the number of live-born chil-
dren that a man has had with his wives 1, 2, 3, . . . , 
n, if m1, m2, m3, . . . mn are the ages of entry into union
of these women and a1, a2, a3 . . . an their ages (at the
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13 Defined as the ratio of the real number of births observed in a
population to the number of births that would have been observed
if the women of this population had had the same fertility as the
Hutterites, who had one of the highest marital natural fertility rates
in history (i.e., total fertility rate of 12.4 children per married
woman).

14 A standard series calculated from 13 populations, mainly
European, with natural fertility leading to a total legitimate fertility
rate of 11.8 extrapolated for annual age groups to calculate the
DRAT.



time of the survey if they are still married or at the end
of their union if they are no longer married), the male
DRAT is equal to

This model adopts the same hypotheses as the
female model. We should also assume, which is a con-
siderable assumption, that a man’s behavior (e.g., his
sexuality) is independent of his age (i.e., he is young
at the first union, significantly older at the nth) and the
age of the different wives in the case of polygamy (i.e.,
no extreme discriminatory behavior). The calculation
should no doubt be limited to men age 30 to 55 years.
When both spouses are still together in their first
union, the man’s DRAT is equivalent to that of the
woman’s.

3. Individual Measurement of 
Recent Fertility

If we truly wish to understand and explain the
current situation, it is not sufficient to work with
cumulated fertility indicators (e.g., those that we have
just discussed) that are based on a stock of children
constituted over many years (Farooq, 1985). In the
study of changes in fertility, we should attempt to
measure recent behavior. In most cases, the available
explanatory variables (e.g., education, place of resi-
dence, occupation, standard of living) relate to the
survey date.

It is therefore necessary to use the number of births
reported by the (married or ever married) women over a
recent period. We could take the births of the last 12
months, information that is often available in censuses
but that is sometimes of poor quality (e.g., mispercep-
tion of the reference period, nondeclaration of the birth
of recently deceased children); in detailed retrospec-
tive surveys, the information is better, but the number
of events is quite low and therefore subject to signifi-
cant sampling errors. It is better to increase the refer-
ence period.

It is most common to use the number of births that
occurred in the 3 or 5 years preceding the survey (or some-
times the interval since the first marriage when that is
less than 5 years), a kind of compromise between the
wish to study current changes and the need to mini-
mize reporting or sampling errors. Over a period of 5
years, it is even possible to study the intervals between
births for women who have had more than one child
in the period.
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The duration of exposure to marriage during this
period should be controlled for: from 5 years for a large
number of women, less for others if they were married
during the interval or have divorced. The ratio of the
number of births in interval N to the marriage dura-
tion d leads to the following indicator:

At the individual level, it is equivalent to the marital
fertility rate. This type of indicator is used as a depend-
ent variable in many studies of individual fertility
determinants in developing countries.

III. INDICATORS OF CHILD
MORTALITY PER WOMAN

A few words on the principles and data are required
before a presentation of the possible indicators.

1. Principles and Data

The study of mortality in demography remained 
for a long time very descriptive and was based on 
traditional tools (e.g., rates) (see Chapters 8, 11, and 
14) or indirect approaches (e.g., Brass’ methods) (see
Chapter 127). We were satisfied with some differential
approaches aggregated in terms of education level,
social group, and zone of residence of the mother or
the parents. It was and still is useful but completely
insufficient to explain mortality, notably in terms of
individual risk or populations at risk. Consequently,
such as was the case for fertility but with a slight delay,
during the 1980s, individual approaches were devel-
oped for child mortality that consisted of measuring
for each woman an indicator of excess or submortality
of her children compared with an average or a stan-
dard. Like any new methodology, this approach has 
its advantages and its limitations. Explanatory studies
using various methods of multivariate analyses of the
survival of children born in a recent period also mul-
tiplied, but we will not examine them here.

The creation of indicators per woman was started
and developed by James Trussell and Samuel Preston
at the beginning of the 1980s, then taken up again
during the 1990s, notably by Amadou Noumbissi.
Aimed at going beyond traditional analyses of the
determinants of child mortality, it fulfills the dual aim
of:

1. Improving differential analysis and research of 
the determinants of mortality at young ages by
integrating individual heterogeneity into the study

f
N
d

=
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of differences between groups, because at a given
age, the children of the same group are not all
exposed to identical risks of death15

2. Using in an optimal manner the mass of
individual information on mothers and their
children provided by the large samples of surveys
such as WFS, DHS, and others.16

The principle in the construction of these child mor-
tality indicators17 (CMI) at the level of each mother is
simple: we attempt to measure the relative experience
of a mother (i) with regard to infant and child mortal-
ity by dividing the number of deaths that she experi-
enced (Di) by the estimated number that she would
have had (Ei) if mortality was at a standard level 
(theoretical or empirical):

We postulate that the proportion of a woman’s 
(or a group of women’s) children who die give a 
measurement of child mortality if it is adjusted to 
take into account marriage duration or a woman’s
age.18 This idea is already old19 and is the basis for 
all indirect estimation methods (at the aggregated 
level) of child mortality from proportions of deceased
children. The different variants of the approach come
from the method adopted for estimating theoretical
deaths.

2. Trussell and Preston’s Indicators

James Trussell and Samuel Preston (1982, 1984)
developed three versions of their models that differ in
the way that they estimate theoretical deaths and in the
data required (Amadou Noumbissi, 1996, p. 91–114).
These go from the simple numbers of each woman’s
live-born and deceased children (resulting from the

CMI i
D
E

i

i

( ) =

Brass questions) to the complete description of the fer-
tility tempo by the birth dates of each child. Let us now
consider the simplest and most common method
based on the total number of live-born children and
deceased children, simple information that is available
in all surveys and in numerous censuses in develop-
ing countries, and the age and marriage duration of
each woman.

The indicator for a woman i aged j (or with mar-
riage duration j) is equal to the number of her children
who have died Di divided by an expected number of
deceased children Ei:

For a given woman, the number of deaths observed
is the product of her births Ni by the real proportion of
deceased children PDj while the number of expected
deaths is the product of her births by the theoretical
proportion adopted PD¢j:

The estimate of the expected proportion is based on
the Brass method, which makes it possible to estimate
the probability of death among children (from birth to
age a) as being the product of the proportion d( j) of the
deaths of children of mothers of a given age j by a mul-
tiplying coefficient k( j), reflecting the varying precoc-
ity of fertility (Brass, 1975):

These coefficients k( j), which are a function of the
fertility pattern, should be calculated from declared
parities according to age (e.g., 15 to 19, 20 to 24, 25 to
29 years) or according to marriage duration (e.g., 0 to
4, 5 to 9, 10 to 14 years). Rather than using the original
method of William Brass (which only uses age), we
will use the variant by James Trussell (United Nations,
1984, p. 76–86; Trussell and Hill, 1980) based on the
model life tables of Coale and Demeny.20

To estimate the expected proportion of deceased
children PD¢, we select the probabilities of dying of a
standard model life table, qs(a), and convert them into
proportions of deceased children:

PD
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( )
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15 It challenges the hypothesis of homogeneity within the group,
which is typical of aggregated analysis based on averages meant to
represent each person’s risk. All children are born with a personal
health capital that changes with varying rapidity over the course of
their lives according to the external threats that they face, their
health and nutrition, and other factors.

16 These samples are frequently about 5000 women and make it
possible to observe 15,000 to 20,000 live births.

17 An excellent presentation, critique, and illustration is made in
the book of Amadou Noumbissi (1996) on the methods of analyzing
child mortality.

18 A necessary adjustment insofar as the older the woman or the
longer her marriage duration, the older her children and the longer
they are exposed to the risk of mortality and the higher her propor-
tion of deceased children.

19 Developed by William Brass in 1964, they were then largely
improved by him and by many other analysts during the 1970s and
1980s (see Chapter 127).

20 In our opinion, nothing prevents the use of another version of
the method, such as that of Alberto Palloni and Larry Heligman
(1985), based on the United Nations’ model life tables for develop-
ing countries.



The chosen standard model life table is the one that
best represents the actual situation. James Trussell 
and Kenneth Hill (1980) give a choice between the
North, South, East, and West families of Coale and
Demeny’s tables. Alberto Palloni and Larry Heligman
(1985) propose a choice between five models of the
United Nations’ tables.21 Attempts should be made to
ensure that the number of real deaths is more or less
equal to the number of expected deaths for the whole
population.

The child mortality indicator of a woman i aged j is
calculated as follows:

This is a standardized mortality indicator as it 
takes into account the age or marriage duration of 
the mothers. Like DRAT, it can be used in individual
or aggregated analyses (in which it represents 
the average of a group). It is relatively simple to 
implement.

However, this indicator makes it possible to
measure the relative experiences of mothers with
regard to mortality, but not mortality levels them-
selves. It does not refer to any period or to a precise
age group of children; the older the women, the older
the average period and the more the age groups of
mortality concerned are extended (e.g., infants, chil-
dren, adolescents, sometimes adults). The choice of a
standard level poses a problem that is inherent to all
processes of indirect standardization, which is dis-
cussed in the section on the indicator proposed by
Amadou Noumbissi.

The Trussell-Preston indicator was used in a large
United Nations study (1985) on the socioeconomic 
differences of infant and child mortality in 15 devel-
oping countries (i.e., seven from Africa, five from Asia,
and three from Latin America) based on WFS data or
census data that included Brass’ questions. This study
uses the CMI as a variable to be explained, and accord-
ing to country, from 10 to 17 explanatory variables 
(of which some were contextual). The dozen privileged
variables22 of mother or father’s education, the 
zone and region of residence, ethnic group, religion,
income, family structure were systematically made 
the subject of univariate, bivariate, and multivariate
analyses, combining aggregated and individual analy-
ses. This methodologically pioneering study demon-
strated the benefits of using an indicator such as the
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Trussell-Preston CMI to identify the factors of child
mortality.

3. Noumbissi’s Indicator

At the beginning of the 1990s, Amadou Noumbissi
took up the generalized problem of measuring child
mortality per woman and taking individual hetero-
geneity into account and attempted to improve the
Trussell-Preston method. Preserving the approach and
the general hypotheses of the method, he proposed
simplifying the calculation of the indicator by divid-
ing the number of deaths derived from a standard
model life table by the number of deaths observed in
the whole of the population. For a woman i aged j (or
with a marriage duration of j):

where Nij represents the births of woman i aged 
j, PDij the proportion of her deceased children and PDtj

the proportion of children deceased for all women of
age j.

The formula remains the same, but the reference to
observed average mortality among women of the same
age group (or marriage duration) avoids the problems
resulting from using a standard model life table.
Amadou Noumbissi (1996, p. 98–102) has demon-
strated that the three types of indicators proposed by
James Trussell and Samuel Preston (of which the sim-
plest was presented above) were not sensitive to the
choice of model life table, with the various possible
standards leading more or less to the same results as
the reference to actual average mortality. Logically, it
is recommended to use Noumbissi’s method, which is
the simplest, and to apply it to women between the
ages of 20 and 45 or 25 and 40 years, where it is most
effective.23

Amadou Noumbissi (1996) applied these various
methods to the data from two fertility surveys carried
out in Cameroon in 1978 and 1991, combining uni-
variate and multivariate analyses and multiplying the
comparisons between different approaches. He con-
cludes that socioeconomic and cultural factors have
more weight than the bio-demographic factors of each
child, stressing the importance of the individual het-
erogeneity of the mothers’ characteristics, regardless of
social group.

CMI
D
E

D
N PD

PD
PDij

ij

ij

ij

ij tj

ij

tj
= =

◊
=

716 Tabutin

21 “Latin America,” “Chile,” “South Asia,” “Far East,” and
“General” (i.e., the average of four others).

22 Each was the subject of a chapter in the United Nations’ 
publication.

23 It is better to exclude the youngest and oldest women because
of the excess mortality of children specific to these extreme ages.
There will be a slight loss in precision due to the decrease in the
sample size, but there will be an improvement in quality.



IV. POSSIBILITIES REGARDING
NUPTIALITY

In surveys in developing countries, nuptiality is
generally treated more succinctly than fertility and
child mortality. However, the WFS of the 1970s and
1980s focused some attention on it, revealing various
elements of the nuptiality of each woman through
eight questions in the questionnaire on the history of
her current marriage and four questions on each pre-
vious marriage (if any). This information makes it pos-
sible to recreate the precise marital history of each
woman (e.g., duration of the unions, causes of break-
downs). However, in the DHS, there is little informa-
tion (e.g., date of first marriage, number of co-spouses)
on the history of nuptiality.24

The stability of marriages, the number of marriages,
and the total duration of marital life are crucial deter-
minants of a woman’s parity at a given age. All else
being equal, the more stable a woman’s marital life, the
higher her fertility. The degree of marital mobility can
also be considered as a psychosocial identity charac-
teristic of personal life. Let us consider some examples
of nuptiality indicators that can be created when past
data on each union is available.

1. Marital Stability Indicators for Women

A marital stability indicator can be computed by 
comparing the total duration that a woman has 
spent in union to the total duration she would 
have spent in union if she had not experienced any 
disruption (e.g., divorce, widowhood). The numerator
is obtained by summing the durations of all the 
unions the woman has experienced since her first 
marriage, and the denominator is equal to the 
difference between her current age and her age at first
marriage:

where Dm is the duration of each union, from the first
to the nth, xa is the woman’s current age, and xm is her
age at first marriage.

For a woman whose first union has not yet ended,
the indicator is equal to 1; as soon as there is a union
breakdown, it falls below 1, and the difference is
greater when the duration of the union is shorter. It is
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advisable to limit the calculation to women whose first
marriage goes back at least 5 years.

Inversely, a marital instability indicator can be defined
by adding all of the periods spent outside marriage to
the number of years since the first marriage:

where Hm is the series of periods of widowhood or
divorce, from the first to the nth, and xa and xm are the
current ages and the ages at first marriage. This indi-
cator is the difference of the previous one at 1.

We can calculate a relative individual marital stability
indicator by relating the indicator of a woman j of 
a given age a to the average indicator of women of 
the same age a (i.e., average of various individual 
indicators):

where MSIaT is the average indicator for all women
aged a.

A woman has a lower marital mobility if her indi-
cator is above 1 and a higher mobility if her indicator
is below 1. The values of the indicators can also be sep-
arated into a few large groups (e.g., <0.70, 0.70 to 0.85,
0.85 to 0.95, 0.95 to 1.05, 1.05 to 1.15, >1.15), and a cor-
responding category can be attributed to each woman.
Each one is therefore grouped into a type of relative
mobility (e.g., very high, high, medium, low).

2. Male Indicators for 
Polygamous Societies

In monogamous societies, the same indicators that
we presented for women can be used for men.
However, the problem is different in polygamous soci-
eties. In these matrimonial systems that frequently
combine cohabitation (more or less stable), monoga-
mous marriage, and polygamous marriage, the marital
life cycle of a man can be extremely diversified, from
monogyny to bigyny, trigyny, or higher orders, with
reversals after a marriage breakdown, all with periods
between unions and extremely variable causes of sep-
aration and conditions according to his social status
and age.

The study on male fertility in Benin (Donadjé, 1992;
Donadjé and Tabutin, 1994) aimed at measuring the
influence of different male marital models on the fer-
tility of Beninese men. From the precise fertility and
marital histories of each man (e.g., dates, durations,
causes of breakdowns, fertility in each union) four
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24 In our opinion, this is an error on the part of the designers of
these surveys, which has been condemned many times but not 
corrected in the recent phases of this program of surveys.



marital profiles combining stability and type of mar-
riage were defined25:

Stable monogamy: a man having only experienced one
union in his life, at least up to the time of the
survey

Unstable monogamy: a man having had several
spouses, but always successively

Stable polygamy: a man having taken, after his first
marriage, a second and then possibly a third or a
fourth wife, but without ever reverting to
monogamy

Unstable polygamy: a man having gone from
monogamy to polygamy, then reverting to
monogamy before possibly taking another wife.

Simple individual indicators (which require appro-
priate data of good quality) of the same type as those
established for women were created for each of these
four categories of marital profiles. They made it possi-
ble to analyze the linkages between the nuptiality of
Beninese men and their completed fertility after the
age of 55 or their number of children per woman-year,
controlling for the total duration of marriages. The
monogamous men appear to be slightly more fertile
(up to the age of 50) than polygamous men (0.35 chil-
dren per woman-year versus 0.29),26 whereas union
stability does not have a significant effect on the fertil-
ity of the monogamous or the polygamous. The role 
of the intensity and rapidity of the remarriage of 
widowers or divorced men is very important.

V. LIMITATIONS

It is unnecessary to further emphasize the advan-
tages of the individual indicators that make it possible,
at low cost, to go beyond traditional aggregated analy-
sis by controlling for the main confounding variables
from the start, which are age or marriage duration.
They make it possible to better specify the risk factors
and other individual explanatory factors by taking into
account the heterogeneity of the categories generally
used in aggregated analyses. However, it is advisable
to remember the principal limitations, which mainly
come from the nature of the information used:

Selection risk. By definition, most of these indicators,
like all the other demographic indicators created using
data from retrospective surveys, are based on declara-
tions made by the surviving women or men at the time
of the survey. All retrospective observations (see
Chapter 121) include a selection risk that is greater
with higher mortality or mobility.

Gaps between explained variables and explanatory vari-
ables. All information on fertility and child mortality is
by definition based in the past, but a past of varying
remoteness according to the type of questions and the
ages of the individuals. There is most frequently a
chronologic gap between the variable to be explained,
which is measured by these indicators, and the
explanatory variables, which in most cases are preva-
lent characteristics at the time of the survey. This
problem cannot be solved without complete social and
economic biographies (see Chapter 24).

Quality of the information. The quality of the results
depends on the quality of the data. However, we know
that all retrospective questionnaires are faced with 
particular problems. For fertility, child mortality, and
nuptiality we must rely on the memory of individuals
to gather a mass of crucial information on ages, dates,
and durations. Major errors come from omissions (e.g.,
of births and especially deaths of children), confusion
(e.g., between still births and live births), or false dec-
larations (e.g., of dates or ages). Individual indicators
are highly likely to be more sensitive to these problems
than aggregated measurements, which can benefit
from compensation effects. This type of approach is
only possible if, after rigorous verification, the data
quality proves sufficiently high.

Random fluctuations. The low number of births or
deaths of children observed for each woman is the
cause of the considerable random variability of indi-
vidual indicators. The effects can be reduced, but not
avoided, by eliminating women with exceptional char-
acteristics with regard to the phenomenon studied
(e.g., very young, short duration of a stable marriage,
not very fertile). In particular, this type of indicator is
certainly not recommended in contexts of low fertility
or low mortality.
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Conventional demographic analysis of fertility is
based on measures that require information on the
final outcomes of the reproductive process—births or
pregnancy termination—that are usually classified 
by age and less frequently classified by parity (see
Chapters 12 and 14). In the case of total births, these
measures are classic occurrence-exposure rates for
repeatable events (i.e., fertility rates and age-specific
fertility rates), whereas in the case of birth by parity,
we normally employ occurrence-exposure for non-
repeatable events (see Chapter 8). With the informa-
tion data normally available to demographers, fertility
analysis is almost always carried out using age pat-
terns of fertility and summary measures of fertility,
such as the total fertility rate (TFR) (see Chapter 14).
Information of births by parity is used less frequently,
and seldom are we in a position to evaluate patterns
of fertility by age and parity, as well as synthetic meas-
ures derived from them, such as parity progression
ratios (PPRs).

There are three problems associated with the use of
these measures. The first is that we rarely interpret
synthetic period measures such as TFR with the
caution we should employ given that these measures
are sensitive to the parity composition of women at
any given period and, therefore, to the reproductive
histories of women belonging to different cohorts. The
second is that when we do focus on parity-specific
measures, we seldom employ proper tools to establish
a relation between them and the more commonly used

age-specific rates. These relations are complex because
they incorporate information on the reproductive
history of women belonging to different age groups
and or cohorts. We rarely are able to identify patterns
of fertility by social groups within a population, and
consequently, we are unable to offer even approximate
causal interpretations.

All three problems can be addressed with microdata
retrieved from fertility or more general-purpose
household surveys that include birth histories as well
as a number of characteristics for the population being
studied. There are a number of ways to take advan-
tages of the richness of information available in these
studies to better understand fertility dynamic (De
Sandre, 2000), to properly interpret conventional syn-
thetic measures of fertility and, more generally, to
produce an integrated set of indicators with well
defined specification regarding their advantages and
shortcomings.

In fact, it has been the advent of new, more detai-
led information on fertility processes, that prompted
demographers to question the validity of conventional
measures of fertility (Keilman, 1994a, 1994b, 1999;
Rallu and Toulemon, 1993, 1994; Calot, 1994; Desplan-
ques, 1994; Festy, 1994; Ni Bhrolchain, 1994; Sardon,
1994) (see Chapter 17). They argue forcefully in
support of the use of modified procedures reflecting
better the details and nuances of birth interval dynam-
ics, which are only weakly if at all captured by con-
ventional measures, such TFR (Rallu and Toulemon,
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1993, 1994; Ni Bhrolchain, 1992; Feeney and Yu, 1987;
Palloni, 1984; Feeney, 1983). Rethinking of fertility
measures occurs on the heels, though independently,
of critiques to the theoretical framework that assigns
primacy of cohort over period approaches to the
analysis of fertility (Ni Bhrolchain 1987, 1992; Ryder,
1964, 1965; Hajnal, 1959). The revisionist approach
questions the importance of cohort effects on fertility,
plays down the relevance of cohort-based approaches,
and emphasizes instead the need to fine-tune and
adjust period measures rather than de-emphasizing
their importance on the grounds that they do not
convey properly potential cohort effects. Newly pro-
posed measuring tools can be categorized in two
classes. The first are synthetic life table-based proce-
dures that adjust for compositional effects by using full
information on birth interval dynamics and are appro-
priate as a foundation for making broader inferences
regarding the course of the fertility process. The
second are extensions of life table-based procedures
designed to adjust period-based measures of fertility
levels (quantum) for possible changes attributable to
the timing of births, not to changes in the underlying
intensity of fertility.

In this chapter, we formulate initial outlines of a
generalized framework for a new class of fertility indi-
cators that include those referred to previously as a
subclass and establish the relations between several
subclasses. The chapter stops short of evaluating the
performance of the various classes of indicators. In the
second section of the chapter, we show that conven-
tional measures of fertility are contaminated by 
compositional characteristics and derive synthetic
measures to attenuate some of the distortions they may
cause. The next section shows a general application of
synthetic procedures to identify fertility profiles by
subpopulations, and in the last section of this chapter,
we review the effects of changes in the tempo of fer-
tility on its quantum.

I. GENERAL FRAMEWORK

Paradoxically, the controversy about proper meas-
urement of fertility in general and the TFR in parti-
cular (Bongaarts and Feeney, 1998; Keilman, 1994a,
1994b; 1999; Rallu and Toulemon, 1993; 1994) is not
replicated with measures of mortality. Empirical
research suggests that cohort effects are more likely to
be present in and relevant for mortality trends than
they are for fertility. It should be in this area where
researchers could find plenty of room for controversy
and where the selection of measures should be accom-
panied by a plethora of careful justification. This is far

from being the case. In mortality analysis we rely
exclusively on the use of life expectancy (eo), a pure
synthetic indicator. This practice is generalized despite
the fact that time trends in life expectancy, for example,
conceal and confound changes that affect all cohorts
simultaneously (i.e., period effects) and those associ-
ated with particular birth cohorts (i.e., cohort effects)
as much or more than measures of total fertility do in
the case of fertility analysis. However, there is where
similarities between mortality and fertility indicators
end for there is an important difference that leaps into
the open. Whereas we can assert that a synthetic
measure of mortality, such as eo, is not contaminated
by compositional factors, it is not possible to make the
same claim about TFR. This does not refer to the fact
that both eo and TFR are functions of the population
composition according to factors that directly affect
fertility or mortality levels (e.g., education, occupa-
tion), but to a less obvious feature. The eo term char-
acterizes the experience of a fictitious cohort that
experiences an age pattern of mortality risks observed
at time t, [m(x,t)]. TFR characterizes the experience of
a fictitious cohort that experiences a sequence of
observed fertility rates [F(x,t)]. Although the sequence
[m(x,t)] constitute the primary object of interest in mor-
tality analysis, the sequence [F(x,t)] is a result not just
on fertility risks associated with women of different
parities but also of the composition of women by age
and parity. The latter introduces the same kind of com-
positional distortions that age distributions do when
comparing crude mortality rates. The value of eo is
given by the following equation:

(1)

where m(y,t) is the age-specific mortality risk at exact
age y in year t (experienced at time t by those born t -
y years before). Although one may quarrel about the
plausibility of the assumption that the entire sequence
of observed values m(y,t) can ever be experienced by
any of the cohorts contributing to it (e.g., due to pos-
sibly strong cohort effects), there is no question that
eo(t) depends on these rates and nothing else. This is
not the case of TFR.

1. Total Fertility Rate as a Function of
Age-Parity–Specific Fertility Rates

We begin with the simplest of formulations accord-
ing to which TFR is a weighted average of age-specific
fertility rates.
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where fj(x,t) is the conditional risk of a jth birth for
women aged x and of parity j - 1 at time t, and wj-1(x,t)
is the fraction of all women aged x at time t who are
of parity j - 1. Thus, wj-1(x,t) is the parity distribution
of women age x at time t. The quantity fj(x,t) is an
occurrence-exposure rate so that fj(x,t)dt, where dt is a
small interval of time, is approximately equal to the
conditional probability of having a jth birth among
women aged x and of parity j - 1. The distribution
wj(x,t) is not always the outcome of the set of observed
values of fj(x,t) because it may depend on rates other
than those we are interested in. To see this, notice that
the expression for wj(x,t) is

(3)

where fj-1(x - y, t - y) is potentially different from 
fj-1(x - y, t) for all j, x and y.

Comparisons of TFR across groups or over time
reflect disparities in the values of fj(x,t), the quantities
of main interest to the analyst, and the differences in
the distributions of women by achieved parity, a dis-
tribution that may not reflect current fertility risks at
all.1 When parity-specific fertility rates are constant,
TFR will reflect correctly the prevailing fertility levels
by parity. However, when fertility experiences short
run shocks or even longer term fluctuations, the parity
distributions at various point in time will differ as they
will reflect parity-specific fertility rates experienced
during the past. As a result TFR will not always be an
accurate measure of the period levels of age-parity-
specific fertility rates. Arguably, it is fj(t,x) that should
be the main object of fertility studies, just as m(x,t) is
the main object of interest in mortality analysis. If so,
TFR is no less contaminated than other demographic
indicators that happen to be joint functions of rates of
interest and of nuisance distributions.

The expression for TFR suggested previously also
makes salient the fact that the analogy between it and
crude mortality rates is of limited utility only. In fact,
whereas the distribution that distorts crude mortality
rates (the age distribution) is a result of past fertility
and mortality rates m(x), the distribution distorting
TFR is a function solely of the past values of the age-
parity–specific rates themselves.2

The solutions available to neutralize the aforemen-
tioned shortcoming of TFR are the same as those we
resort to in the case of mortality. The first is to recal-
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culate TFR using direct or indirect standardization (see
Chapter 15). Indirect standardization could be applied
when only the wj(x,t) terms but not when the fj(x,t) are
known. Indirect standardization requires that we
search for a standard set of age-parity–specific fertility
rates and apply them to the observed and a standard
parity distribution by age. Direct standardization
requires knowledge of both wj(x,t) and fj(x,t), as well as
a standard set of wj(x,t).

The second solution (Rallu and Toulemon, 1993,
1994; Palloni, 1984) is to create a fictitious cohort and
apply to it the observed rates fj(x,t), much as we do in
the construction of life tables for mortality or nuptial-
ity. Systematic application of fj(x,t) to an arbitrary
cohort of women results in the parity distribution
intrinsic to the fj(x,t). As a consequence, all derived
measures, including TFR, will be a function solely of
these rates, not of the joint influence of fj(x,t) and of
some potentially confounding observed parity distri-
bution. As in the case of mortality, the second solution
is preferable to the first and deserves closer scrutiny.

2. Description of the Life Table Procedure

The formulation proposed follows closely solutions
developed by Rallu and Toulemon in a recent 
paper (1994) and much earlier on by Palloni (1984). Let
us assume that we condition on age of entrance 
into union and we overlook altogether births that take
place outside a union. These assumptions are not 
limiting because the procedure can be adapted easily
to include out-of-union pregnancies. The fraction 
of a union-cohort who entered union at age y and 
who are of parity j at age x is given by the following
equation:

(4)

We use W instead of w to emphasize the fact that
this is the distribution by parity that results from the
application of the observed age-parity–specific rates.
From [4] one obtains the conditional (on age of
entrance into union) intrinsic set of age-specific fertil-
ity rates and TFR (Palloni, 1984). To calculate the
unconditional rates we integrate out the density of
ages of entrance into unions. If TFR(y) is the expected
TFR among those who enter a union at age y, then TFR
= �y [TFR(y) dH(y)], where H(y) is the distribution func-
tion of age of entrance into unions. The intrinsic values
of the age-specific fertility rates and of all other
derived quantities (e.g., TFR, PPRs, means ages at birth
for parity) are all life table quantities and therefore
possess all the virtues and shortcomings of measures
derived from a life table in the case of mortality (e.g.,
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duration and the duration distribution by parity is evaluated later
in the chapter.

2 This statement is accurate only when fertility and mortality are
unrelated.



life expectancy, mean ages at death). In particular, they
are synthetic measures and apply to a fictitious cohort.
As in the case of mortality, the life table–based quan-
tities for fertility reflect changes in quantity and
changes in tempo of fertility. This topic is discussed
later in the chapter.

3. Total Fertility Rate as a Function of
Age-Duration-Parity-Specific 

Fertility Rates

The quantities fj(x,t) are themselves a function of 
the age-duration-parity–specific rates, fj(x,d,t), and the
composition of the age group by parity and duration.

(5)

where vj-1(x,d,t) is the fraction of women aged x and
achieved parity j - 1 who have been d years in that
parity. Equivalently, these are the women who experi-
enced parity j - 1 at age x - d and have not progressed
to the next parity since. As a consequence, an age-
specific fertility rate and the corresponding TFR are
affected by composition by duration and by parity; the
fertility rate at age x is given by the following equation:

)

and

(6)

To remove the compositional effects of duration
composition from the fertility measures we can resort
to the standardization procedures (direct and indirect)
or to the life table.

4. A Generalization of the 
Life Table Procedure

The procedure described earlier (Sect. 2) can be 
generalized in a straightforward manner to deal with
composition by duration (Rallu and Toulemon, 1994;
Palloni, 1984). Assume we start with an arbitrary
cohort of women at some age y (exact age of union). We
then recursively apply the rates fj(x,d) to generate the
fraction of women at age x and duration d of parity j:

(7)
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This expression looks intractable but its application
amounts to nothing more complicated than building
several life tables by duration for each age. If durations
with nonzero risks are, say, not longer than 5 years,
then for each age we will have 5 life tables. It is easy
to calculate fj(x) from these life tables and, from these,
all other pertinent quantities, including Wj(x), F(x),
TFR, and PPRs.

Rallu and Toulemon (1994) apply the life table pro-
cedures described previously to the case of France and
compare their performance to that of conventional fer-
tility measures. They conclude that they are superior
in terms of the accuracy with which they capture
changes in fertility. In particular, they verify that the
life table-based measures lead to lower values of TFR
when the parity distributions are “too favorable” and
the values wj(x,t) are positively correlated with the
values fj(x,t) and lead to higher values of TFR when the
quantities wj(x,t) and fj(x,t) are negatively correlated.

In an earlier application, Palloni (1984) used the
same life table procedure to quantify the effects of
intermediate variables on fertility in developing coun-
tries. As this represents an extension of the life table
procedure, we will treat it separately.

II. EXTENSIONS AND APPLICATION
OF THE LIFE TABLE PROCEDURE

Although the quantities fj(x,t) or, better yet, fj(x,d,t),
are in some sense the elementary particles of fertility
measurement, an analyst may be interested in evalu-
ating the effects that certain conditions have on TFR or
on associated measures. Equivalently, the researcher
may be interested in creating scenarios by calculating
what TFR, or other fertility measures, would be if the
population distribution of conditions that directly
impact fertility were changed in a predefined manner.
A clear example of this is the evaluation of the role
played by the so-called intermediate variables 
(Bongaarts, 1978). As shown elsewhere (Palloni, 1984)
this can be achieved with an extension of the life table
procedure suggested earlier.

1. Summary of the Procedure

Consider a simple case where the researcher is inter-
ested only in quantifying the effects of oral contracep-
tion, C. The observed population is consequently
divided into those who practice contraception (C = 1)
and those who do not (C = 0). Similarly the basic fer-
tility rates, fj(x,d,t) attain two possible values, fj(x,d,t; C
= 1) and fj(x,d,t; C = 0). Assume further that through
the use of hazard models on appropriate birth interval
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data we establish that the ratio of the age-duration-
parity–specific rates for individuals practicing contra-
ception to the age-duration-parity–specific rates for
those not practicing contraception is exp(bj) = zj for
parity j, with bj < 0. Deployment of the life table pro-
cedure described before on two hypothetical cohorts,
one practicing and the other not practicing contracep-
tion, will result in two sets of fertility rates F(x; C = 1)
and F(x; C = 0) with corresponding TFR(C = 1) and
TFR(C = 0). Similarly, the procedure can produce
parity-specific measures, such as mean age and PPR
for parity j. The overall effects of C on TFR can be
gauged using the relative difference

The observed TFR is a weighted average of TFR(C
= 1) and TFR(C = 0), and the weights are given by the
observed distribution of the population according to
the trait C. The total effect, DT, can be decomposed
further into contributing parts. In particular, it is pos-
sible to estimate the magnitude of the effects of C that
operate by reducing the fertility rate at lower parities,
say at parities j < 2. This can be achieved by first cal-
culating the TFR that results after imposing contra-
ception, (C = 1), for the first- and second-order births,
say, TFR¢:

TFR¢ = [Po¢ + Po¢ * P1¢] + Sk=2,w(Po¢ * P1¢)P{j=2,k}Pj

where Pj is the observed PPR of order j and Pj¢ is the
PPR of order j estimated after taking into account 
the effects of contraception. Finally, an estimate of the
effect we seek can be calculated as the ratio Dp = [TFR¢
- TFR]/TFR, and the contribution of contraception
through the first two birth orders is the fraction Dp/DT.3

The decomposition technique can be extended
further. For example, we could investigate the effects
of contraception on the age pattern of fertility. This is
easily done computing age-specific fertility rates from
life tables for synthetic cohorts that practice and do not
practice contraception and then contrasting the two.

2. Estimation of Effects

The key quantity in the foregoing procedure is zj. To
estimate this parameter we need information on the
birth interval dynamics of a population where some
members practice contraception and others do not. A
typical source are birth histories and recollections of

DT
TFR C TFR C

TFR C
=

=( ) - =( )[ ]
=( )

1 0
0

associated behavior, including abortion, contraception,
breastfeeding, and participation in unions. To retrieve
an estimate of b we can choose between alternative
models. In what follows, we describe the use of mul-
tistate hazard models, although other models could
yield similar estimates. The idea is to represent pari-
ties 1, 2, 3 . . . as states that women attain at various
points in their childbearing history. Transitions can
only occur among successive states and only in one
direction. Whether women experience a transition
from j to j + 1 and, if they do, the timing (duration) of
such transition depend on a number of factors, includ-
ing the age at which she attained state j, behaviors
adopted during the period of time during which she
waits in state j, external conditions that take place
during her sojourn in j, and some of her more or less
permanent characteristics, such as family upbringing,
education, age at first union, and even perhaps some
community characteristics. The most general model
for the conditional risk of passing from parity j to
parity j + 1 at duration d for the ith woman has the 
following form:

fi(j) (d; x, Z(t)) = mo(d) * exp(a * X + z Z(t)) * exp(ei)

with probability Gi(j)(W) and

fi(j) (d; x, Z(t)) = 0 (8)

with probability (1 - Gi(j)(W), where d is duration in
state (parity) j for woman i, x is her current age, Z(t) is
a vector of covariates some of which are fixed (time
invariant) and others are time dependent, such as con-
traception and breastfeeding behavior, z is a vector of
effects, a is the effect of age, and ei is the effect of a
fixed (time invariant) individual unmeasured condi-
tion characteristic of woman i. Although some women
may experience a transition from state j to state j + 1,
others may never do so. An estimate of this probabil-
ity in the population is an estimate of the PPR of order
j and we have denoted it as Gj (W). This quantity can
be function of individual or contextual covariates
included in the vector W. The population based PPR is
the average of the individual probabilities of experi-
encing the transition or the average of Gj (W). The
parameters of this model can be estimated by
maximum likelihood using software such as CTM 
(Yi et al., 1987).

3. Application of Estimates

After the parameters of the model are estimated, we
can deploy the life table procedure described previ-
ously and calculate the “predicted” parity distribu-
tions and occurrence exposure rates for any desired
population profile. A population profile is simply a
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subset of the population with given values of the
vectors of characteristics Z and W. For example, if Z
and W each include only one fixed dichotomous
covariate, we will have four possible population pro-
files, a two by two table. Application of the life table
procedures described earlier using predicted occur-
rence-exposure rates for each of the four profiles will
result in four different values for the quantities of
interest, one for each cell of the two by two table,
including TFR, mean ages at parity j and PPRs. The
overall population values associated with these quan-
tities are simply their weighted averages, where the
weights are given by the proportional distribution of
the population in the two by two table.4

In theory, at least, we can generate fertility estimates
for any desired population profile we wish to study. It
is certainly possible to assess the relevance of counter-
factual scenarios involving, for example, no practice of
contraception, significant delays in the age of entry
into first union, absence of breastfeeding at higher 
parities, elimination of abortion and so forth.

4. Shortcomings

At first glance the suggested procedure may appear
exceedingly complicated due to the large number of
calculations involved. However, with the speed and
capacity of modern desktops, estimation of life tables
for various subgroups of the population cannot take
more than a few minutes of actual computer time. The
real difficulty is rooted in the decision making process
in the hands of the investigator to determine the rele-
vant subpopulations and scenarios for which calcula-
tion must be undertaken. These should be chosen so
that they correspond to theoretically relevant con-
structs and are consistent with substantive questions
and conjectures.

A second shortcoming is that we cannot ever be
certain that a particular scenario is internally consis-
tent. Imagine for example that the investigator poses a
scenario where contraception is practiced for timing
purposes in the first two parities but not thereafter.
There is nothing intrinsically difficult in the life table
calculations for such a scenario. The main difficulty is
that calculations rely on two unverifiable assumptions.
First, that the dynamic of birth intervals other than the
first two, will be the same as those we observe in the
current population even in the counterfactual scenario.

Second, that characteristics with some influence on the
birthing process will remain unchanged even after
changing the behavior in the first two birth intervals.
The first assumption pertains to interrelations between
birth intervals. It is tantamount to believing that the
estimates from the data capture thoroughly all relevant
interrelations. The second assumption has to do with
direction of causality, an issue neglected in the model
formulated previously. It is tantamount to assuming
that relevant individual characteristics are exogenous
to the birthing process of higher order.

These assumptions may not be entirely realistic, but
a similar level of unreality pervades the application of
the life table procedure itself. The implicit assumption
we make in constructing the life table is that the
observed fj(d,x,t) can prevail in an hypothetical popu-
lation even though we have no way of verifying this.
It should be remembered that these rates are cohort-
specific rates and could potentially be a function of the
past history of some cohorts. Except for the trivial case
when fertility is constant, cohorts will have different
histories and we will have no way to state unequivo-
cally that the observed values fj(d,x,t) and fj(d¢,x + r,t),
for example, can actually be experienced by members
of a single cohort.

III. ESTIMATING THE TEMPO AND
QUANTUM DIMENSIONS OF 
PARITY-SPECIFIC FERTILITY

1. An Informal Introduction 
to the Problem

Previous sections of the chapter reviewed problems
with conventional measures of fertility caused by the
fact that these measures, as other crude demographic
indicators, are the joint outcome of both rates and dis-
tributional characteristics. As in the case of mortality,
the life table approach is an attractive solution for it
attenuates the impact of distributional differences and
permits to infer the contribution of well-identified
determinants that are unequally distributed in the
population.

There is, however, another issue that requires some
attention. This is that in many situations it will be
important to parse the effects of changes in the timing
of events and of their intensity. This is a classic issue
in fertility analysis identified as the problem of disen-
tangling changes in tempo and quantum of fertility
(1999; Keilman, 1994a, 1994b; Bongaarts and Feeney,
1998; Ryder, 1964). Although less popular or less com-
monly studied, a completely analogous problem exists
in mortality analysis as well. In the case of fertility, the
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issue can be described as follows: Even when the
overall fertility level experienced by women in various
groups in a population may be identical, the timing of
their births could be different. For example, although
the total number of children born to women belonging
to different cohorts may be the same–the intensity of
fertility is constant–the youngest cohorts may be
having children earlier (anticipating childbearing) 
relative to the older cohorts. If this phenomenon takes
place over a period of time, conventional measures 
of levels of fertility or those associated with the life
table approach, will reveal changes even though all
women, regardless of cohorts, will eventually have 
the same number of children. The condition for this 
to happen is that there be a relation between fertility
rates to ensure that if women of a particular cohort
anticipate childbearing at some point during their
reproductive lives, there will be an offsetting reduction
later on.

Characteristics of a particular period, for example,
may impel anticipation (postponement) of births
without, however, altering the lifetime value of fertil-
ity. The change, however, will increase (reduce) meas-
ures of fertility for that particular period and could
incorrectly lead to the impression that lifetime fertility
levels are changing, when what is taking place is
simply a change in the timing of births. Confusion
between changes in tempo and quantum has been nor-
mally associated with conventional measures of fertil-
ity such as TFR, but they also apply to measures
derived from life table procedures.

A similar phenomenon can occur in mortality.
Suppose for example, that some cohorts experience
unusually high mortality at young ages and that, as a
consequence, these cohorts will benefit from unusually
mild mortality rates when they reach older ages.
Under some regular conditions constraining the rela-
tion between the force of mortality at various ages, it
could happen that, even though the overall life
expectancy by cohorts remains unchanged, the life
expectancy for several periods of time will experience
changes. However, because death is inevitable, the
mortality quantum is always equal to 1, whereas the
fertility quantum by birth order is usually less than 1
and can vary over time. Only tempo effects influence
mortality; in the case of fertility, both the tempo and
the quantum may change.

2. Formalization of Tempo and Quantum
Changes in Overall Fertility Rates

Assume that age patterns of fertility differ only in
their first moment so that we can speak unambigu-
ously of a younger or older fertility pattern. A regime

of fertility anticipation will occur when the population
of interest shifts from an older to a younger fertility
pattern without changes in the level of overall fertility.
To formalize this idea we first write a age-specific fer-
tility rate for time t as the product of a factor control-
ling the tempo (age pattern) and another controlling
the quantum (TFR) or

f(y,t - d) = Q (t - d)l(y, t - d)

where f(y, t - d) is the age-specific fertility rate at age
x (y) for women born in year (t - d), l(y, t - d) is an age
pattern of fertility for the same cohort, Q(t - d) is the

cohort TFR, and Changes in the

tempo of fertility imply only that while all cohorts
experience Q(t - d) = Q (for all d), the age pattern
changes so that the cohort aged z at time t experiences
f(y, t - z) = Ql¢(y, t - z), subject to the restriction

We now approximate the age

pattern of fertility appropriate for a cohort born d years
ago as

(9)

This is a representation closely related to one sug-
gested by Keilman (1994a,b; 1999). Two restrictions
must be noted. First, the function l(x) can be thought
of as a standard fertility schedule and must be a 
suitable representation of fertility in the population
being studied. Second, because we require that

for any all d, it must be the case that

for all d. It can now be shown

that the TFR at time t, Qper(t) is given by

(10)

or equivalently by

Qper(t) = Q(1 + m¢) (11)

where m¢ is the annual change in the mean of the
cohorts’ fertility schedule, such as m¢ = ∂Mcoh(t - d)/∂d,
and Mcoh(t - d) is the mean age of the childbearing
schedule for the cohort born d years before t. The latter
quantity can be approximated from the observed
annual change in the mean age of the fertility sched-
ules over a short period before t, such as between t and
t - h:

m¢ ª (1/h)(Mper(t) - Mper(t - h))
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where Mper(t) and Mper(t - h) are the period mean ages
of the fertility schedules at times t and t - h.

For all purposes, the function defined as the partial
derivative of the cohort fertility schedule is nothing
but an age pattern of fertility changes, such as f(x).
These are well known in demographic analysis dealing
with the nature of fertility behavior and can be inferred
by assuming regular and known patterns of fertility.
However, not all of them satisfy the restriction. For
example, if we assume that fertility behavior can be
represented well by a Coale-Trussell function in which
the only change is in the level of birth control, the func-
tion f(x) has a very simple form that is proportional to
the time derivative of the birth control parameter. In
this case, however, the sum of all age-specific changes
does not add up to 0. This is because when only the
birth control parameter changes, there will be also
changes in the cohorts’ completed fertility unless off-
setting changes in other parameters of the fertility
pattern take place.

3. Formalization of Tempo and Quantum
Changes in Parity-Specific Fertility Rates

Let fj(y, t - x) be the occurrence-exposure rate of
order jth at age y for a cohort born t - x years 
ago so that the corresponding cohort-specific PPR 

is Cohort-specific 

occurrence-exposure rates can also be represented as
the product of a standard pattern of occurrence 
exposure rates and a level parameter, fj(y, t - x) =
li(y, t - x)Cj(t - x)fj. To adhere to the framework devel-
oped before, assume also that Cj(t - x) = Cj; that is,
cohorts only experience changes in the age pattern of
occurrence-exposure rates, not in their overall levels.
The cohort of age z at time t experiences the rates 
fj(y, t - z) = Cjli¢(y, t - x).

Because the mean age of the jth-order rates is only
a function of the age pattern, not of the level parame-
ter, a reasonable way to represent changes in the tempo
of the jth birth is through changes in the mean age of
occurrence-exposure rates. In particular, we assume
that

(12)

subject to the constraint �(∂lj(y, t - d)/∂d)dy = 0. In
what follows we let fj(y) = ∂lj(y, t - d)/∂d, an age
pattern of changes in the parity-specific occurrence-
exposure rates. Under these conditions, we can again
derive an expression for the period PPR as a function
of the cohort PPR and a measure of the rate of changes
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in the age patterns of the occurrence-exposure rates. In
particular, the PPR of order j at time t, Rj(per)(t), will be
equal to

Rj(per)(t) = 1 - (1 - Rj)(1+hj)

where Rj is the parity progression rate for the standard
occurrence exposure rates of order j, and hj is the
annual change in the mean age of the jth-order cohort-
specific occurrence exposure rates [defined as the
product (�lj(x)dx)-1 (�xfj(x)dx)]. This expression shows
how changes in cohort measures (changes in the
timing of births) translate into period measures of the
quantum of fertility. It closely resembles the one
inferred before to link period measures of fertility and
changes in the timing of overall fertility.

From this expression we can derive a relation
between cohort-specific changes in the timing of births
of any order and period TFRs. Using the life table
approach proposed before we calculate the period
TFR, Qper(t), as

Qper(t) = S{k=o,w}[P{j=o,k}pj]

where pj is the synthetic (life table) parity progression
rate of order j. We now use the expression relating the
synthetic PPRs of order, say R, to their cohort equiva-
lent and show how the timing in births of order R
influences period TFR.

As an illustration, assume that the timing of first
birth for all cohorts experiences a change following the
pattern assumed before. It must then be the case that
Qper(t), the period TFR at time t, is equal to the cohort
TFR times the ratio of the cohort PPR of order 0 to the
period 1:

Qper(t) = Q(1 - (1 - R0)(1-h0)/R0 (13)

where ho is the annual rate of change in the mean age
of the first birth occurrence-exposure rates and Ro is
the parity progression rate associated with the stan-
dard first-order occurrence-exposure rates. The most
important implication from this expression is that to
adjust the period TFR for changes in the timing of first
birth it is not sufficient to know what ho is. We must
also account for the (scaling) effects of the standard
first-order cohort PPR Ro.

4. Three Generalizations

The foregoing relations are just a small sample of 
a much larger set of relations linking changes in
quantum and tempo of fertility of various orders. First,
it is possible to investigate the effects of changes in the
intensity (quantum) of fertility on measures of fertility
tempo (mean and variance of fertility schedule) using
overall and parity-specific fertility rates. This is the
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inverse problem treated before, albeit a less interesting
one; when intensity changes take place without affect-
ing the timing of births. Second, the assumptions made
at the outset about gradual changes across cohorts
though convenient and tractable are not very realistic
because they rely on the idea that gradual fertility
across cohorts are tenable. As indicated at the outset
there is no compelling reason to believe that any con-
sequential fertility change is purely cohort based and
that, on the contrary, there is evidence suggesting that
period effects are of equal or even more import. Third,
empirical illustrations based on historical cases and on
simulation help us understand the accuracy of the rela-
tions suggested and to appreciate the set of conditions,
some of which are more relevant than others.

These three generalizations are taken up elsewhere
(Palloni, 1984). There we develop a more extensive set
of linkages under more realistic assumptions about the
nature of fertility changes, including cases with period
changes, such as anticipation and postponement of
childbearing, that affect all cohorts simultaneously.
Empirical evaluation of relations through simulated
data reveals that there are simple ways of inferring the
nature of these changes from a very small set of
observables.

CONCLUSIONS

This chapter identifies a seldom mentioned problem
associated with conventional fertility measures and
proposes a general framework for attenuating its con-
founding effects. The gist of the problem is that con-
ventional measures of fertility may be contaminated
by the parity composition of the female population. To
circumvent the problem we propose, as have done
before us Rallu and Toulemon (1993; 1994) and Palloni
(1984), measures based on a life table approach. This
solution can be made as complex and fine-tuned as
available data allow. The life table procedure can shed
light on the nature of fertility changes and leads to
precise decomposition of changes by parity and by
determinants promoting those changes.

Life table-based and conventional measures of fer-
tility can lead to misleading interpretations that con-
found changes in the timing of fertility across cohorts
and changes in the intensity of fertility rates. Follow-
ing Keilman (1994a, 1994b, 1999), we adopt a simple
model of fertility changes and show that there are
simple relations between period-based life table meas-
ures of fertility and their cohort counterparts.

The methods described in this chapter require very
good information on the evolution of birth intervals.
These data can be obtained from a longitudinal

prospective survey following women over time or
from retrospective data on fertility histories. The latter
are readily available but are affected by recall lapses
concerning the dating of events. Longitudinal prospec-
tive surveys lead to better information on the number
and dating of events, but they are very costly to carry
out and are therefore rare. From a practical viewpoint,
the methods developed here do not always yield reli-
able results. In some cases, for example, due to inade-
quate data, the biases may be higher than in the case
of traditional period measures. One could then choose
the simplest method, as the procedures proposed in
this chapter require intensive computation and the use
of software that is not widespread. The choice depends
on the case in point.

Our review is limited in that we only focus on
effects of changes in tempo on measures of quantum
and not the reverse, rely on very simplistic represen-
tation of a regime of cohort-based fertility change and,
finally, we provide no numerical illustration of the
robustness of relations and estimates proposed.

References

Bongaarts John, 1978. A framework for analyzing the proximate
determinants of fertility, Population and Development Review, vol.
4(1), p. 105–132.

Bongaarts John and Feeney Griffith, 1998. On the quantum and
tempo of fertility, Population and Development Review, vol. 24(2),
p. 271–291.

Calot Gérard, 1994. Synthetic measures based on rates or on prob-
abilities, Population, An English Selection, vol. 6, p. 95–107.

De Sandre Paolo, 2000. Patterns of fertility in Italy and factors of its
decline, Genus, vol. 56(1–2), p. 19–54.

Desplanques Guy, 1994. Principal results of INSEE’s Family Survey,
Population, An English Selection, vol. 6, p. 109–111.

Feeney Griffith, 1983. Population dynamics based on birth intervals
and parity progression, Population Studies, vol. 37(1), p. 75–89.

Feeney Griffith and Yu Jingyuan, 1987. Period parity progression
measures of fertility in China, Population Studies, vol. 41(1), 
p. 77–102.

Festy Patrick, 1994. Does adding more variables necessarily improve
analyses? Population, An English Selection, vol. 6, p. 120–122.

Hajnal John, 1959. The study of fertility and reproduction: a survey
of 30 years, in: Milbank Memorial Fund (eds.), Thirty years of
research in human fertility: retrospect and prospects, p. 11–37. New
York, Milbank Memorial Fund, 158 p. (Papers presented at the
Annual Conference of the Milbank Memorial Fund, New York
October 22–23, 1958.)

Keilman Nico, 1994. “Period fertility indices”: a comment, Popula-
tion, An English Selection, vol. 6, p. 111–115.

Keilman Nico, 1994. Translation formulae for non-repeatable
events, Population Studies, vol. 48(2), p. 341–358.

Ní Bhrolcháin Maíre, 1987. Period parity progression ratios and
birth intervals in England and Wales, 1941–1971, Population
Studies, vol. 41(1), p. 103–125.

Ní Bhrolcháin Maíre, 1992. A critique of the cohort approach to
fertility, Population and Development Review, vol. 18(4), p. 599–630.

Ní Bhrolcháin Maíre, 1994. Past history, synthetic indicators and
period fertility, Population, An English Selection, vol. 6, p. 116–120.

Chapter 135/Cohort and Period Measures of Fertility 729



Palloni Alberto, 1984. Assessing the effects of intermediate vari-
ables on birth interval-specific measures of fertility, Population
Index, vol. 50(4), p. 623–657.

Rallu Jean-Louis and Toulemon Laurent, 1993. La mesure de la
fécondité transversale. I. Construction des différents indices, 
Population, vol. 48(1), p. 7–26.

Rallu Jean-Louis and Toulemon Laurent, 1994. Period fertility
measures. The construction of different indices and their appli-
cation to France, 1946–89, Population, An English Selection, vol. 6,
p. 59–93.

Ryder Norman B., 1963. The translation model of demographic
change, in: Milbank Memorial Fund (eds.), Emerging techniques in

population research, p. 65–81. New York, Milbank Memorial Fund,
306 p.

Ryder Norman B., 1964. The process of demographic translation,
Demography, vol. 1(1), p. 74–82.

Sardon Jean-Paul, 1994. The virtues of the synthetic index, Popula-
tion, An English Selection, vol. 6, p. 107–109.

Yi Kei Mu, Honoré Bo, Walker James, and Yates George, 1987.
CTM: A program for the estimation and testing of continuous-time
multi-state multi-spell models. Chicago, University of Chicago,
ERN/NORC (Economic Research Center/National Opinion
Research Center), 40 p. (Preliminary Draft.)

730 Palloni and De Sandre



The association of qualitative and quantitative
methods in the study of population has not always
been considered a delicate match. In British social and
cultural anthropology and French ethnology up to the
mid-20th century, it was customary to start every
population case study by its outlining structure and,
consequently, by a demographic description (Kertzer
and Fricke, 1997, p. 3–4). Marcel Mauss, in his famous
Manual of Ethnography, written in the 1930s, described
the framework of an ethnographic case study: “A
social morphology study should be completed by a
proper statistical survey in demography. We should
obtain trend statistics on each house, family, clan, tribe
(when the society has many tribes). We can measure
fertility, births by sex, morbidity, and mortality 
for which we should carefully distinguish between 
mortality by accident or violent causes and natural
mortality” (Mauss, 1947, p. 20). Thereafter, anthro-
pologists’ interest in demography declined as the
demographers developed and fine-tuned its statistical
techniques.

Demography developed its autonomy then as it
does in the current period, through the availability and
the production of large quantities of numerical data
from civil registration, censuses or registers, and single
or multiround demographic surveys. Demographers
invented increasingly sophisticated statistical methods
that were at first meant to make sense of the figures.1

At the same time, a group of demographers have

always expressed an interest in methods belonging to
anthropology or qualitative sociology, or shown a ten-
dency to engage in dialogue with representatives of
these disciplines (Courgeau, 1999; Basu and Aaby,
1998; Caldwell et al., 1988; Gérard and Loriaux, 1988;
Roussel and Bourguignon, 1976, 1979).

However, not all demographers have an open mind
about nonquantitative approaches, and interest in
cooperation with demographers is not viewed with
benevolence by all social science researchers, espe-
cially by the most qualitatively oriented among them
(Kertzer and Fricke, 1997). According to some authors,
there is a radical paradigmatic heterogeneity between
research based on quantification (to which demogra-
phy belongs) and that based on qualitative methods.
Maryse Marpsat (1999, p. 13) sums up this opposition:
“Quantitative methods are supposed to be attached 
to a strictly positivist or empirical vision inspired 
by natural sciences, which aim at testing hypoth-
eses by showing the correlation between variables, 
while qualitative methods, by the very importance
accorded to the meaning that actors themselves give 
to their own actions, are supposed to belong to other
intellectual traditions (often cited is Weber’s compre-
hensive sociology, phenomenology to which we can
attach ethnomethodology and symbolic interaction-
ism).” With this perspective, the opposition between
the science of facts and that of interpretations becomes
indomitable.

Other researchers believe that there are two 
different methods, but that they can be combined and
articulated within complex research projects and 
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multidisciplinary teams according to the issues for
analysis. I place myself unambiguously in the second
stream, in the belief that to approach demographic
issues and advance the discipline, it is possible and
desirable to associate the two types of methods and to
develop a comprehensive approach. Consequently, I
would think that demography should be less defined
by its sources or methods of analysis than by its object,
which is the analysis of the reproduction of popula-
tions, seen from a broad perspective (Townsend, 1997;
Greenhalgh, 1995).

The contribution of qualitative methods will first be
illustrated here by examples of the diversity of the
types of demographic research in which it can be
found. The most frequently used qualitative tech-
niques will then be discussed. The objectives assigned
to these methods and the various roles that they play
will be enumerated in detail. The effect of compre-
hensive approaches on demography itself will be
envisaged. In certain cases, they only modify the pres-
entation of results. In other cases, they have theoreti-
cal effects, invoking new quantitative methods, new
interpretations, and even new issues.

It is hardly surprising that a large part of the exam-
ples are borrowed from research conducted in devel-
oping countries, where statistics are often poor and
where it is often necessary to look for complementary
data (Quesnel, 1988; Pison, 1980). On the other hand,
we shall deliberately put aside historical demography,
even though research associated with oral history
(Leboutte, 1991) or historical anthropology (Segalen,
1985; Flandrin, 1976) can be considered as qualitative
research in historical demography.

I. SAMPLES OF COMPREHENSIVE
DEMOGRAPHY

In demographic research recourse to nonquantita-
tive methods is often presented as an effort to widen
the explanatory base of a phenomenon. This approach
can be qualified as “comprehensive demography”
(Bozon, 1992a). Research in this category does not
ignore quantitative methods, it can be said that it
attempts to introduce a continuous to-and-fro critique,
a productive scientific tension between the determina-
tion of the area of validity of a phenomenon and the
comprehension of its meaning.

1. Age Difference between 
Spouses and Social Age

In a study of the male-female age difference among
(heterosexual) couples (Bozon, 1991), I used data col-

lected from a survey on couple formation in France
(Bozon and Héran, 1989). In this study, the question-
naire administered to 3000 respondents, who were aged
below 45 and living as a couple, was part of a larger
project, including 30 preliminary semi-structured 
interviews whose systematic analysis helped to design
the questionnaire. After the main survey, a second
series of 75 interviews were conducted among selected
respondents of the questionnaire. The questionnaire
itself included 40 open questions out of a total of 250.
The phenomenon of spousal age difference is not con-
sidered a universal determinant that would be rela-
tively invariant in marriage and that consequently
would not require any explanation. The questionnaire
survey showed that young women, more than men of
the same age adhere to the model of couples in which
the man is older. The analysis of the semi-structured
interviews highlighted that women’s idealization of
men considered to be mature is accompanied by a clear
rejection of young people of their own age group, con-
sidered to be immature and too young in a pejorative
sense. “Available men are perceived, classified, and
judged on the basis of their social age, which depends
less on physical appearance than on social status and
autonomy” (Bozon, 1991, p. 138). A man’s social matu-
rity at the time of the first meeting is linked by women
to his experience, his professional status, knowledge,
and residential autonomy. A return to quantitative data
shows that this idealization of qualities and social assets
associated with a man’s maturity is higher among
women who themselves have few educational or pro-
fessional assets and are more dependent on the social
status of a man.

2. Irregularities and Anomalies Are
Theoretically Interesting

Demography may deliberately focus on irregulari-
ties. For example, in a study of an African population
with very high fertility (i.e., rural Gambia), Caroline
Bledsoe, Fatoumatta Banja, and Allan Hill (1998)
started off with an ironical finding: women who had
experienced reproductive mishaps (abortions, still-
births, death of a child at an early age) tended to adopt
modern Western contraception more frequently than
others. This unexpected behavior according to Western
thinking about high fertility patterns is interpreted by
the authors as an effect of a local representation of the
reproductive life of women. The study consisted of an
initial survey to identify women of childbearing age in
40 rural villages (a total of 2,980 women), followed by
a series of open interviews and field observation as
well as a monthly survey over 15 months on a sub-
sample of 270 women who had had a pregnancy in 
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the last 3 years. This survey had both quantitative 
and open-ended questions. The anthropologic survey
highlighted the fact that a woman’s childbearing life is
perceived as a body resource expenditure. The reproduc-
tive potential of a women is limited by her total
endowment in fetuses (a number fixed by God, intan-
gible for a woman, but variable from one woman to
another) and this diminishes progressively, not accord-
ing to age but according to the ordeals suffered by the
body: irreversible loss of “muscles” associated with
pregnancies and childbirth (including stillbirths), as
well as loss of strength, greater during obstetrical
trauma, but which can be partially restored by 
rest between pregnancies. Fertility is considered as a
“potential to be expended” rather than a “time-bound
capacity” (Bledsoe et al., 1998).

There is no idea of an individual biologic time, which
would flow in a continuous manner, or of menopause as
an upper age boundary of reproduction. Individuals
refer to a reproductive age that is a discontinuous reality
illustrated by different names borne by the woman at
different phases of the expending of her potential.2 In
this system, it is not surprising that the most significant
contraceptive initiatives take place after considerable
aggression against the body, which, despite its harsh-
ness, does not entitle the woman to the sexual rest of
postpartum abstinence. In certain cases, contraception is
also a strategy that enables women to save their repro-
ductive endowment while waiting for a possible remar-
riage. The study of one of the theory’s anomalies reveals
a whole hidden world of representations of the body
and of fertility, showing that recourse to a practice 
considered as modern (Western contraception) may be
perfectly adapted to a traditional rationality.

3. Demography without Numbers

Nancy Sheper-Hughes’ research on infant mortality
in a favela of the State of Pernambuco in the Nordeste
region of Brazil may seem further from the traditional
perspectives of demography (Scheper-Hughes, 1997).
She qualifies it herself as “demography without num-
bers.” It starts traditionally. The author studies the
death records of children younger than 5 years at the
civil registry office of a medium size town. One-third
of the effective deaths are not reported (in most cases,
the birth was unrecorded too). Among the deaths
recorded, three-fourths do not indicate cause of 
death; the declared causes are characteristic: “heart

stopped, respiration stopped,” “hunger,” “dehydra-
tion,” “weakness,” “fall,” and so on. The low official
presence of these demographic events encouraged the
author to attempt to reconstitute the social and cultural
reality of the death of babies and children through par-
ticipant observation in the favela and an oral survey
among all those who are involved with these deaths
(e.g., mothers, neighbors, fathers, brothers, sisters,
healers, priests, gravediggers). In this extremely pre-
carious environment of sugar-cane cutters, mothers
showed a certain fatalistic attitude toward their babies.
This is displayed by a laissez-faire attitude and calm re-
signation in the face of destiny. It is current belief that
certain children from the very beginning have no wish
to live nor to fight, and consequently, it is not neces-
sary to make great efforts to keep alive those who are
destined to become “angels.” An implicit selection
takes place in the care given to children. Mothers’ love
takes root only very progressively when there is cer-
tainty that the child is no longer a temporary visitor to
earth. This remarkable field observation helps to high-
light the subjective internalization process of living
conditions and social constructions of maternal atti-
tudes on which history and historical demography,
with notably research by Philippe Ariès on the emer-
gence of feelings on childhood in the classic period
(Ariès, 1962), had already cleared a path.

Research on the homeless carried out at the Institut
National d’Études Démographiques (INED) by
Maryse Marpsat and Jean-Marie Firdion (2000) is a
good example of the systematic and reasoned injection
of qualitative methods in a mainly statistical data 
collection. The principal survey is based on a ques-
tionnaire administered on a representative sample of
users of shelters and food distribution centers during
a winter month in Paris. The questionnaires were 
preceded by street surveys at night and preliminary
interviews among homeless persons, followed by 
an interview survey among managers of the shelters,
homeless persons as well as more ethnographic obser-
vations among persons who obtain their livelihood
from begging. Exploratory interviews made it possible
to identify “the recurrence of the trajectories of single
men who had worked in itinerant professions (e.g.,
long distance drivers, sailors, the military)” (Marpsat,
1999), which led to the inclusion in the questionnaire
of a specific question on this issue. In open-ended
questions on housing, the respondents gave different
meanings to this term according to their experiences
and social situations.3 It became evident that ques-
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p. 238).

3 For single men living in a shelter, a hotel room is already con-
sidered to be a home, whereas a woman with a child or children will
consider home only as rented accommodation without time limita-
tion (Marpsat, 1999).



tioning without further detail on respondents’ last
home tended to confirm the implicit definition of each
individual. The interviews were conducted after the
questionnaire so as to specify and qualify certain
results: Although many men reported in the question-
naire that they had lost their homes after a family
break-up, the biographical interviews showed that 
this was a respondent’s interpretation within a more
complex process. In the end, many difficulties encoun-
tered while administering the questionnaires in the
shelters encouraged the researchers to embark on qual-
itative research on the shelters. This research in the
field brought to light the existence of a hierarchic
system of shelters in homology with a hierarchy of
users (Soulié, 2000), which was confirmed by the
results of the questionnaire.

4. Micro-demography, Community
Studies, and Local Continuous

Demographic Observation

In the use of qualitative methods in demo-
graphy, a particular mention must be made of 
micro-demography as illustrated by the Australian
demographer Jack Caldwell, in his own work in Africa
and India and through those of the Committee on
Anthropological Demography,4 set up by the Interna-
tional Union for the Scientific Study of Population
(IUSSP) (Caldwell et al., 1988). These micro-demo-
graphic studies are community studies that, in a geo-
graphic area or a relatively limited group, associate the
methods of demographic or epidemiologic surveys
with various anthropologic techniques, often within
the context of small, pluridisciplinary teams. Pluridis-
ciplinarity refers to the collaboration of demographers
and representatives of other disciplines rather than the
conversion of demographers’ to qualitative research.
Micro-demographic studies require a generally pro-
longed stay by demographers in the field, providing
the opportunity to set up real local demographic sur-
veillance systems and conduct a number of in-depth
investigations. Micro-demography is different from
anthropology in its strong interest in change and inno-
vation, observed at the community level that is also
that of many population programs or projects.

The initial aim of this collaboration with other dis-
ciplines was to enrich demographic data collection and
the interpretation of results. Gradually, these commu-
nity studies have freed themselves of their initial objec-
tives, taking on themes that were traditionally only
considered in analyses as simple determinants of
demographic behavior (particularly of fertility). In a

study published in 1996 in Population Studies (Niraula
and Morgan, 1996) comparing two Nepalese villages,
the authors chose to look at women’s personal auton-
omy through examination of its ties with marriage for-
mation and with postmatrimonial contacts between
women and their families of origin. The two villages
(one in the hills of Katmandu and the other near the
Indian border) are very different in terms of their social
organization and general degree of female autonomy.
The comparative double case study showed that indi-
vidual differences between the biographic characteris-
tics of the women in each environment were secondary
in explaining the overall variation between localities in
terms of specific contextual differences between the
two villages. Even though a woman’s personal auto-
nomy is measurable at an individual level, it is above
all the result of social organization and collective
control and these must be observed in a holistic
approach rather than through individual surveys.

The use of qualitative methods in demography
occurs generally within complex and composite
research strategies. A thorough examination of the
major techniques used shows that each of them is
adapted to particular issues, corresponds to a type of
fieldwork, and enables specific types of analyses to be
carried out.

II. QUALITATIVE OBSERVATION
TECHNIQUES

It is possible to rank the various qualitative obser-
vation techniques used in demographic studies
according to their degree of dependence on the statis-
tical surveys with which they are associated.

1. Open-ended Questions 
and Nonstandardized Items in
Demographic Questionnaires

An apparently simple practice to import into a
demographic questionnaire is the use of the open ques-
tion for which, contrary to closed pre-coded questions
or questions that record quantities (number of chil-
dren, date of entry into union), the content, form, or
length of response is not fixed in advance. Recourse to
open-ended questions is particularly relevant to inves-
tigate the representations associated with a term (e.g.,
the concept of environment, the word sexuality, the
concept of bad health or that of a real home), or the
justifications spontaneously given for a behavior or an
attitude (for example, why one would refuse to marry
a younger spouse). Semi-open questions in which a
non pre-defined “other” category, is added to a series
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of items can also be included. In the procedures of
questionnaire enrichment, we can also mention the
systematic recording of observations on the interview
itself: respondent’s reaction to the questions (e.g., dis-
comfort, hesitation, surprise), additional comments,
possible presence, or reaction of a third party that may
affect the answer. It is easy to introduce nonstandard-
ized elements into the survey questionnaire, even if
this requires further training of interviewers. It is more
difficult to analyze them adequately. The remarks and
comments on the interview could be simply used to
remove ambiguities or resolve problems of consistency
during data capture (by correcting the interviewer’s
pre-codification). In the same way, the statistical 
analysis of open-ended questions can take a simplified
form, which through coding transforms them into
closed questions with only a few modalities. On the
other hand, it could be more thorough, with the objec-
tive of capturing the full extent of native expressions
and formulations by designing a detailed nomencla-
ture organized according to theoretically relevant 
principles5 or through an exhaustive capture of all
responses for onward computer-aided textual analy-
sis.6 This second option is more applicable to enumer-
ative types of responses, whereas the first one is better
for a complex narrative or argumentative structure.
The exact wording of certain responses to open ques-
tions may be retained as examples in the research
report.

2. A Flexible Procedure: 
The Interview Series

A research procedure often indirectly associated
with quantitative demographic surveys is the semi-
structured interview series, conducted before, during or
at the end of a questionnaire survey. These interviews
target a population and an issue expressed in an inter-
view guide. The target population may be divided into
subpopulations that are expected to provide specific
information. The choice of the subpopulations
depends on the hypotheses and available knowledge
of the structural dimensions of the phenomenon. In an
interview survey on family recomposition in France, it
is necessary on the one hand, to interview persons
from the lower classes and from other social classes
and, on the other hand, to try to include all the actors
concerned: children, parents with child custody, step-

parents, parents without custody. Rather than repre-
sentative samples, interview samples are like labora-
tory experiments of experience. The interview guide,
designed according to initial hypotheses, is similar to
a closed questionnaire but “in practice, it structures the
interrogation but does not direct the speech” (Blanchet 
and Gotman, 1992, p. 64). It sets the initial instructions
(e.g., “Tell me about your marital life since your mar-
riage”), as well as intermediate ones that indicate the
theme or themes. It includes a detailed thematic guide,
which the interviewer is expected to know without
having to specify and which corresponds to all the
points that should be discussed freely by the respon-
dent or after prompting by the interviewer. This pro-
cedure does not imply standardizing the way the
interview takes place.

What most clearly differentiates an interview from
a questionnaire is the great flexibility in its use. When
an exploratory interview series is used to design a
future questionnaire, the interview guide may be mod-
ified between the beginning and the end of the series.
When a series of interviews is conducted after admin-
istering the questionnaire, possibly on a subgroup of
the survey sample, the interview guide may also be
adapted for each individual respondent by taking
account of information already provided in the quan-
titative questionnaire. The advantage of an interview
series over a questionnaire survey is to allow 
the introduction of a real to-and-fro reflection 
within empirical data collection. Even the number 
of interviews necessary is not decided beforehand,
because it obeys the principle of saturation (Blanchet
and Gotman, 1992); in principle, the qualitative 
survey ends at the moment, unknown beforehand,
when further interviews no longer provide new infor-
mation or processes.7 To be analyzed, semi-structured
interviews must be recorded and then transcribed. In
its simplest form, this could be a thematic analysis,
which gathers observations according to items or
themes of the guide and highlights the range of situa-
tions and terms used by the actors. This type of analy-
sis is generally well suited for the design of a
questionnaire. More elaborate analyses can highlight
the structure of a system of representations, for
instance through “the analysis of relations of opposi-
tion” (Blanchet and Gotman, 1992), typical chains of
events, correspondence between events experienced
and perceptions, for example, the suffering of women
who are unable to have a male child in Korea (Das
Gupta, 1998).
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6 On the analysis of the question on representations of the envi-
ronment, see Guérin-Pace (1997) and Collomb and Guérin-Pace
(1998).
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dents is calculated a priori to enable good statistical inference on the
entire population or on a subpopulation.



3. Observing Interactions among Agents

Participant observation, which is very frequently used
in anthropology, is less so in demography. Yet it is
through this method, rather than by explicit reports in
questionnaire surveys or semi-structured interviews,
that we can highlight real and concrete inequalities in
the treatment of children (quantity of food, health care)
as observed in Africa between children of the current
marriage and those of a previous marriage (Bledsoe,
1995), or in a certain number of Asian countries
between boys and girls (Das Gupta, 1998), or in the
Brazilian example cited above between the children
who are considered to possess the energy to survive
and the others (Scheper-Hughes, 1997). Direct obser-
vation is the best way to evaluate family planning pro-
grams or other health programs (e.g., diarrhea control
programs, immunization programs, AIDS prevention
or treatment programs) or institutions like dispen-
saries, health centers, or shelters for homeless persons.
In these situations, direct observation makes it possi-
ble to define the object of inquiry as the interaction
between the characters, especially interaction between
those who are culturally or socially very far apart and
whose representations of the body and of illness are
very different (e.g., a nongovernmental organization
doctor from a developed country and an Indian
woman in Bolivia). The observer must objectively view
all the elements of the situation and consequently take
into account when analyzing what was observed or
heard, the effects of the location, and the effects of his
or her presence and his or her status with regard to the
observed persons. Observation can in particular con-
tribute to a better perception of the strategies and inter-
ests of those who are often considered to be none other
than mere users or targets of programs or actions. The
qualitative survey on shelters for homeless persons
(Soulié, 2000) showed that centers select certain pro-
files of persons and that homeless persons themselves,
depending on their situation, experience and aspira-
tions, navigate through the system by choosing or
avoiding certain shelters.

4. Focus Group: 
A Questionable Technique

Some demographers use focus group discussions
especially in the exploratory phase of research. The use
of this type of interview, organized by the researcher,
may not be considered a rigorous research technique.
It is difficult to systematically record the words spoken
and the very complex nature of the interaction
between participants, as the researcher is at the same
time the group host, participant and observer. More-

over, the elements of these meetings are always cited
in a vague manner. One can consider it as a technique
for making initial contact or mobilization, an action or
training technique, rather than a proper research tool.
Demographers are fascinated by this method, which
provides rapid results for a low investment (Knodel,
1998), but the data produced are rarely considered sci-
entific, as they cannot really be transposed and used
beyond the context that produced them. The method
is misleading because it produces results, but these are
simply reactions to a created situation: local represen-
tations are always shown as relatively homogenous
because the effects of spokesmen, silences, and nonre-
sponse are not considered and the expressed repre-
sentations are not matched with individual practices.
The artefact is close to the one produced in political
science, when we assume the existence of a “public
opinion” on all issues, whereas in most cases, it is
simply a reaction to a situation, mainly induced by the
practice of the opinion poll itself (Meynaud and
Duclos, 1996; Bourdieu, 1980). Because elements of
individual biographies are not collected, it is impossi-
ble for example, to identify the tactical or strategic
usage of certain traditional or innovative representa-
tions in the justification discourse directed at the
observer, and even less so, the existence of circum-
stantial contradictions between the official discourse
and practice, which are very important for analysis. An
argument often used to recommend the use of focus
groups is the difficulty or impossibility of undertaking
individual interviews. It is true that in many cases, cre-
ating the circumstances and the appropriate location
for a face-to-face interview involves a relatively long
process. However, a focus group discussion may not
necessarily replace that which interviews and a good
participant observation can offer.

5. Case Studies in Demography

A considerable amount of research in comprehensive
demography takes the form of case studies. In itself, a
case study is neither a technique nor a method. It is a
type of approach and a scientific product, in which the
objective is to highlight the social processes existing in
an area or a human group. It is the opposite of a
national demographic survey, aimed at putting in vari-
ables the behaviors and attitudes of a vast sample of
the population to establish correlation between these
variables. Unlike the case studies of anthropologists,
those of demographers generally include quantitative
surveys that provide background data or a local census
for the rest of the investigation. They may be com-
pleted by multiple-round surveys. The choice of which
group to study is generally not left to chance. The fact
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that a health program covers an area or that a non-
governmental organization settles there can weigh on
the choice of that community. The fact that anthropo-
logic research has previously been carried out in a
given area may encourage demographers to revisit the
area. The major methodologic asset of a case study,
which requires a prolonged stay in the study area, is
that it offers the possibility of varying points of view
on the subject, by a combination of different sources
and different approaches: “It is not the accumulation
of data that is determinant, but rather the critical inter-
play that can be established between the various
sources” (Bozon, 1984, p. 15). Maryse Marpsat cites the
metaphor of triangulation used by American authors
(Jick, 1983, quoted by Marpsat, 1999) to describe the
combination of methods that clarify an object, like the
adjustments that come from multiple viewpoints. A
combination of methods can be used in strictly quan-
titative demography, such as the comparison between
data from a population register and data from a retro-
spective biographical survey (Poulain et al., 1991).
However, in a case study, the articulation of methods
is the fundamental principle of a long procedure that
functions in a to-and-fro manner and by a continuous
adaptation of hypotheses. A quantitative survey on
users of a health program or on a population may be
associated with an anthropologic observation in situ,
which helps to discover new elements. The use of a
multiplicity of perspectives enables the description of
processes and complex interactions, which do not
reduce behavior to variable mechanics.

Recourse to qualitative methods is often considered
by demographers as a simple preliminary step or a
subsidiary guarantee of quality in data collection, but
which does not modify the essence of things. Some-
times, but this is rare, a focus on the renewal of
methods and on dialogue with anthropology and
qualitative sociology contribute to the development of
the demographic discipline toward other research
issues, other concepts, and methods.

III. QUALITATIVE METHODS AND
THE QUALITY OF DEMOGRAPHIC

DATA COLLECTION

Demographers are permanently concerned with
improving the quality and reliability of their data, and
tracking errors and their effects on observations makes
them sensitive to reflexivity and interactivity in 
the data collection exercise. The use of qualitative
approaches in the initial phases of planning a survey
has become a common way of enriching the initial
stock of hypotheses and suggesting, then testing, dif-

ferent acceptable modes of questioning respondents.
The idea of qualitative checks after data collection is
equally becoming accepted.

The very first hypotheses of a study are necessarily
derived from the literature already published or from
more general theoretical premises. They must be made
to undergo a first empirical test to give them sub-
stance. The improvement of research hypotheses on
couple formation mentioned earlier (Bozon and
Héran, 1989) is largely the result of a series of prelimi-
nary interviews: the choice of a spouse was redefined
as the outcome of a judgment based on very structured
systems of classification and evaluation of potential
partners. These hidden classification systems become
apparent in the terms employed by respondents to
qualify their partners (e.g., serious, intelligent, simple,
nonconformist, mature), which become significant
indicators. More commonly, the vocabulary that
appears spontaneously during semi-structured inter-
views contains native terms and formulations that can
be used again in the wording of questions and
response items.

A preliminary qualitative survey does not only con-
tribute to the improvement of hypotheses, it helps in
the design of practical procedures for the quantitative
survey. Traditionally, only women were questioned on
many demographic themes (e.g., fertility behavior,
nuptiality, family), but qualitative surveys showed
that questioning men, especially the spouses of female
respondents, made it possible to reach a more realistic
view of spousal negotiation and interaction.8 Conse-
quently, a strategy that involved the two spouses, at
least on a part of the sample, was adopted in large
scale surveys, like the Demographic and Health
Surveys from the 1990s.

A demographic questionnaire is essentially a
process where human behavior is defined in variables
(and indicators), which seem natural when the behav-
ior in question is already partially or highly objectified
and formatted within a reality recognized by social sta-
tistics (Héran, 1984). Consequently, it is not difficult to
formulate questions on the number of living children,
on legal marital status, on housing that gives the status
of home-owner or tenant, nor on contract employ-
ment. The design of variables is much more difficult
and must be based on an initial qualitative approach
when research is on poorly formalized, stigmatized, or
hidden realities, or when the theme appears rarely in
the literature: in the questionnaire on the homeless,
designed by Maryse Marpsat and Jean-Marie Firdion
(2000) after the traditional questions on current occu-
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pation and last occupation, different types of probes
were added concerning “work carried out without a
pay-slip,” “periodic, irregular work carried out for
someone,” “selling street newspapers,” “selling sal-
vaged or self-produced goods.” On themes like 
informal work, the various types of informal housing,
sexual violence (treated in depth in the Colombia
Demographic and Health Survey, 1995), it is not 
possible to propose adequate response categories 
ex nihilo; an initial extensive exploration is always 
necessary.

Generally, an initial exploratory study, even indirect
(armchair anthropology) of local social processes, includ-
ing their ritual and symbolic aspects, makes it possi-
ble to avoid ethnocentrism or excessive legalism in 
the questionnaire design. Étienne van de Walle and
Dominique Meekers, in their article Marriage Drinks
and Kola Nuts (1994), showed that it is not possible 
for demographers in many developing countries to
measure the date of marriage (even defined very
loosely) in a simple way without taking into account
the diversity of the traditional components of entry
into union. After a review of the anthropologic litera-
ture on the subject, they analyzed the function of the
very polysemous ritual of presentation of drinks and
kola nuts, which was asked about in the Côte d’Ivoire
Fertility Survey (1980–1981). In developed countries,
the growing informality of transition to adulthood is
greatly challenging the imagination of those who still
wish to date the entry into union or the residential
independence of young persons (Villeneuve-Gokalp,
1998).

The decision to include open-ended questions in 
a questionnaire, far from representing an incapacity 
to close questions (i.e., to limit response items 
beforehand), must be regarded as a deliberate wish to
collect a certain number of spontaneous formulations,
which are expressed through the social categories used
by respondents themselves and not only through those
of the analyst. In an INED biographic survey on tran-
sition to adulthood carried out among 25 to 34 year
olds (Bozon and Villeneuve-Gokalp, 1995), the retro-
spective questions on family, marital, occupational and
residential trajectories of respondents were followed
by the open-ended question: “Tell me if an event in
your youth has had a major impact on you (no matter
whether you have already mentioned it or not). What
event was this and at what age?” The answers showed
that a number of events subjectively considered by
respondents as striking are not even mentioned in the
biographical reading grid of researchers: for example,
the death of close relatives or friends, health problems
or even historical events. This open-ended question
could be linked with other closed questions in the
questionnaire, such as, for example, the experience of

depressive phases in a person’s life (Archambault,
1998).

Apart from the now common use of qualitative
approaches in exploratory research, complementary
qualitative surveys are now being conducted after the
administration of questionnaires. These complemen-
tary operations have various aims. Certain operations
are essentially to verify and explore the contradictions
in responses or even refusals. Unlike a traditional
control survey, which essentially tries to measure the
consistency between the initial questionnaire and the
control questionnaire, a qualitative control operation
does not consider problematic responses as errors but
as an indicator of the respondent’s perception of the
survey or the fieldwork style. In the United States, a
qualitative post-enumeration survey showed a high
level of incorrect responses associated with respondent
indifference to the task of filling the questionnaire and
a feeling of social disaffiliation and distance from the
State (Rehner-Iversen et al., 1999).

It is also possible to organize complementary inter-
views to clarify the meanings of certain responses
(contribution to questionnaire data capture) and evoke
explanatory hypotheses on results (contribution to the
construction of interpretative hypotheses). In INED’s
survey on couple formation, the post questionnaire
interviews had this dual function. Many respondents
had reported that in the process of building their rela-
tionship with their future spouse, they had gone
through a phase of part time cohabitation (defined in
the questionnaire as “a period when you were not yet
permanently living together under one roof, but were
already spending some days and some nights together
in one another’s home during the week”). The inter-
views showed that this response mixed up realities
that were so different that it could not be interpreted
as a distinct and real phase (Bozon, 1992b).

At the end of a quantitative operation, anthropolo-
gists and sociologists sometimes undertake a relatively
independent qualitative survey focusing on a
subpopulation or a group of individuals sharing a
characteristic or relative to a problem that the ques-
tionnaire unveiled. In the 1970s, for example, Louis
Roussel, in his work on the family, introduced inde-
pendent qualitative surveys after traditional question-
naire surveys (Roussel and Bourguignon, 1976, 1979).
The study on reproductive mishaps and Western con-
traception in Gambia cited earlier (Bledsoe et al., 1998)
derives from a result of a questionnaire that would not
adjust to standard data interpretation, thereby leading
to a parallel anthropologic research that ended with
another very different research framework.

The role of hypotheses in quantitative research is
often presented unrealistically as a set of questions or
rather of temporary responses that the ad hoc appara-
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tus of a numerical survey would confirm or invalidate.
Anthropologists and qualitative researchers see them-
selves rather as constantly redesigning and refining
their hypotheses, exposed to the challenge of new
observations. In reality, even in statistical procedure,
the development of hypotheses that, at a given
moment become interpretative hypotheses (or inter-
pretations), is a very gradual process: “The progressive
construction of hypotheses found in most qualitative
surveys, corresponds to that which occurs in succes-
sive phases of a survey and statistical analysis, with
the difference that it is impossible to return to the field
at the analytical phase, unless by a new investigation,
a qualitative approach or reiteration of statistical
surveys” (Marpsat, 1999, p. 14). Integrating a qualita-
tive approach in an essentially statistical strategy con-
tributes empirically to the continuous reflection on the
survey while it is taking place, then to self-analysis.
The continuous production of hypotheses can be sup-
ported by more field trips, rather than by the demog-
rapher’s imagination or presuppositions.

Greater flexibility and interactivity in demographic
data collection contributes to making the demographic
discipline “thicker” (Fricke, 1997). The interrogations
brought about by nonstatistical approaches can renew
certain fundamental concepts of the discipline and
guide it toward new issues. Sometimes, demography
invents new methods by systematizing initially quali-
tative approaches.

IV. QUALITATIVE APPROACHES AND
THE RENEWAL OF DEMOGRAPHY

When demographers give an account of the changes
in their discipline, for example at the anniversary-
issues of their great journals (Demography in 1993, Pop-
ulation in 1995, Population Studies in 1996), they indicate
the evolution in methods as well as in the issues (ques-
tions or debates), but rarely mention theoretical inno-
vations, even if authors like Ron Lesthaeghe insist
heavily on this dimension (Lesthaeghe, 1992, 1998;
Lesthaeghe et al., 1994). It is particularly rare for
recourse to qualitative methods and dialogue with 
disciplines that use them to be mentioned as factors in
the evolution of the discipline. Yet, even though 
their contribution is not willingly recognized,9 there
are reasons to believe that the persistent existence of
other methods for describing social phenomena
explains a part of the development of the demographic
discipline.

1. Using Variables or 
Describing Processes

Traditionally, demography and quantitative sociol-
ogy focused on phenomena that could be defined in
terms of quantifiable variables. After transforming the
subject into variables by schematization10 and data col-
lection, analysts try through various statistical proce-
dures to link the variables to be explained with the
explanatory variables. The objective is to parsimo-
niously use a minimum of explanatory variables (also
called determinants) to describe the phenomenon to be
explained. Inversely, qualitative approaches focus on
the processes, that is, the relations established between
the attitudes, social behavior and objective structures.
The process and its given descriptions may be rela-
tively complex as no initial transformation of the
behavior into simple variables has been made. The
analyst nevertheless makes a parsimonious hypothe-
sis as he assumes that the processes to be described,
although complex, are few. In this type of approach,
the opposition between dependent and independent
variables or between phenomena to be explained and
determinants fades, enabling us to move our focus
more easily toward issues that theory did not initially
consider as central or that appear difficult to transform
into variables.

Take the example of nuptiality in African countries
(Bledsoe and Pison, 1994). For a long time, it had been
considered by demographers as a simple determinant
of fertility that did not deserve any particular interest
and second, as a difficult phenomenon to describe.
When asking about date of marriage in the National
Fertility Surveys of the 1980s, one was not too sure
what was being measured. Through anthropology and
its methods, a certain number of demographers
learned how to observe and describe marriage as a
process of union formation with a duration and 
with significant stages that were not all identical. The
observation of these processes then took on the func-
tion of analyzer of social organization, especially of
inter-generational relations (e.g., what is the influence
of elders in the lineage?) and gender relations (Locoh,
1995).

2. Cultural Context of 
Individual Behaviors

Another characteristic of the approaches inspired
by anthropology or comprehensive sociology is the
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importance given to the analysis of social and cultural
structures in which people function. They are different
from certain analytical models traditionally employed
in demography, for example in the analysis of fertility
determinants, which place social actors in a strictly
individual framework, with a possible sprinkling of
general cultural traits that are meant to characterize
them because of their membership of aggregate ethnic,
national, or geographic groups. The impact of culture
or social organization on demographic behavior
remained for a long time terra incognita to population
studies. To consider the effect of social and cultural
organization other than as mere residuals unexplained
by individual variables, some demographers, again
influenced by anthropology, tried to integrate the
analysis of individual behavior and social organization
(Kertzer, 1995).

Take the example of the prolonged post-partum
abstinence observed in African countries. The preva-
lence of this behavior was for a long time considered
to be a determinant of fertility, something specific to
each cultural group and not arousing any particular
interest. The change in perspective that led to consid-
ering abstinence as an issue requiring explanation 
led to two developments both influenced by anthro-
pologic approaches. The macro-level analyses of
Lesthaeghe and colleagues (1994) looked at the rela-
tionship between the characteristics of the social and
economic organization of various ethnic groups, sys-
tematized from earlier anthropologic studies, and the
prevalence rate of post-partum abstinence of each
group. Two social organization characteristics seem
particularly related to low abstinence levels: matrilin-
eal (versus patrilineal) lineages, and low productive
value of women in the economy (which is the case of
pastoral societies). Research on Gambia by Caroline
Bledsoe and Alan Hill (Bledsoe et al., 1998; Hill, 1997)
made it possible to observe internal variations within
a society. The authors first linked the practice of absti-
nence to a local representation of reproductive life,
which constitutes the mental framework in which
choices are made. Because the rule of abstinence is tra-
ditional does not mean that it cannot be strongly
manipulated. First, abstinence is better expressed as a
negotiated reduction of frequency rather than a total
suppression of sexual relations (Hill, 1997, p. 233).
Second, average birth intervals have been observed to
regularly increase with parity: young women rather
tend to reduce abstinence periods while women who
already have many children increase them. On the
whole, independently of factors of change associated
by demography with progress in education, there are
social and economic organizations that favor or dis-
courage the tradition of postpartum abstinence, which

appears to be a more strategical and negotiated prac-
tice for women than is generally assumed.

3. Comprehensive Demography and
Emergence of Gender Analysis

Another example of the evolution of demography
toward issues and perspectives that were initially
foreign is the increased interest among demographers
in gender analysis (Riley, 1997a, 1997b; Greenhalgh,
1995; Federici et al., 1993). This new development is
largely due to research and methods of less quantita-
tive disciplines. Demography has evidently never
ignored the sex of individual members of populations
and has learnt very early to calculate life expectancy
or infant mortality rates by sex as well as to establish
the existence of inequalities in the status of men and
women in levels of education, age at marriage and
levels of occupational activity (Véron, 1997). The
central role played traditionally in demography by the
analysis of fertility has even promoted converged
interest in a certain number of specifically feminine
indicators: it has become the tradition to link female
education to age at marriage, number of children, fre-
quency of contraceptive use, and even level of infant
mortality (see Chapter 93). In the classic versions of the
demographic transition theory, which is basically an
application to population studies of a sociologic theory
of modernization, increase in women’s education is
considered as one of the factors that directly influences
the decline of fertility and infant mortality. This focus
on female education may distract from the fact that
neither the rise in levels of education nor the drop in
fertility necessarily lead to an increase in equality
between the sexes. All societies have their own social
and cultural construction of the relationship between
men and women, called the gender system, which
determines male and female roles, their respective
resources and the power attributed to them. Although
the result is not achieved in the same way in each
society, men always have more power than women in
the public as well as the private spheres.

Gender-sensitive demography is interested in the
persistent factors that produce discrimination against
girls and women, those that promote decisional auto-
nomy in women, as well as modes of negotiation and
constraint between men and women. Qualitative
methods are invaluable for highlighting and linking
these elements. They were first examined at macro-
social levels where anthropologic data, gender
systems, and demographic processes could be ana-
lyzed. Fertility decline in several major Asian countries
(India, China, Korea) occurred at the same time as an
increase in the proportion of missing daughters,
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mainly by selective induced abortion. In these patri-
lineal societies, sons, as opposed to daughters, live
with their parents after marriage and contribute to
their upkeep. Technologic modernization in this case
is reinforcing the expression of the traditional son pref-
erence. If demography is particularly suited to pro-
viding a quantitative diagnostic of the phenomenon, 
it needs to associate with more anthropologic
approaches to describe the set of processes and dra-
matic consequences on the condition of women by
contextualizing behavior beyond the individual level.
Another possible application of a gender approach in
demography relates to the description of the conse-
quences of the AIDS epidemic on women in Africa.
Essentially qualitative studies have shown on the one
hand that women were rarely in a position to refuse
unprotected sex from HIV-positive husbands and on
the other, that their fertility was increasing rather than
declining when they were HIV positive (Desgrées du
Loû, 1998). Demographic or epidemiologic studies
integrating an anthropologic approach would be
needed to inscribe the overall logic of these behaviors
in their cultural setting, without omitting the gender
dimension and constraint and even the violence.

If demography is the analysis of the reproduction of
populations, one can hardly be surprised a priori that
one of the major issues of interest is the quantitative
analysis of fertility. Contact with disciplines such as
anthropology and sociology and more qualitative
approaches have led to a critique of the demographic
concept of reproduction as being too biologic and 
individualistic, as a reproduction of persons in which
children are always assigned to a precise woman
(Townsend, 1997). In the wider focus of other disci-
plines, reproduction must be understood as “the social
reproduction of structures of relationship and social
positions” (Kertzer and Fricke, 1997, p. 21). In this per-
spective, demography needs to also look at the
processes surrounding social parenthood, like adop-
tion, family recomposition, child fostering, and even
guardianship, as well as the mechanisms behind the
reproduction of gender relations. Contact with other
approaches will immediately widen its scope and pos-
sibilities for interpretation.

4. Quantitative Systematization of
Qualitative Approaches

A part of the qualitative methods used by demog-
raphers can finally be considered as a systematization
of preexisting qualitative approaches. Family reconsti-
tution in historical demography is based on the tech-
nique of genealogy. Biographic analysis prolongs the
life history approaches of sociologists and anthropolo-

gists. The development of multilevel analysis results
from concern with integrating the micro, meso and
macro levels within the same analysis, and this is tra-
ditional in anthropology. The sampling methods used
in statistical surveys on the homeless imitate the field
procedures used by anthropologists (night surveys,
surveys of shelters). The use of textual analysis in
demography is a systematization of content analysis.
The invention of new methods by the standardization
of empirical field methods is particularly common in
countries with poor statistics. Although quantitative
methods produce schematization and homogenization
of data corresponding to variable transformation, they
often depend on a logic of interrogation and analysis
of reality that is initially much more complex. In this
sense, there is no barrier between qualitative and
quantitative methods and dialogue with the disci-
plines that do not use quantitative methods remains
essential to the development of demography.

Such dialogue does not imply conversion to another
discipline, but the continuous recognition by demog-
raphers of results, issues, and tools suggested by quali-
tative methods. However, it does not seem desirable to
imagine purely qualitative demography, which would
exist as a subdiscipline next to mainstream demogra-
phy. For example, even if a qualitative approach
reveals in various cultures that age is generally per-
ceived in discontinuous categories (what may be
called social age), it is still necessary to link these native
categories to a continuous measurable age. Compre-
hension is brought about by the tension between
meaning and measurement, rather than a simple focus
on meaning.

CONCLUSIONS

Even if demography possesses an incomparable sta-
tistical toolbox, refusing to use different approaches
would be a short-term perspective that might block its
development as a discipline. A wide and unrestricted
analysis of the reproduction dynamics of populations
requires comprehensive demography, both reflexive and
interpretative. A tradition of critique of sources and
rigor in data collection helps the demographer to
accept the contribution of qualitative methods in the
preliminary phases of the construction of research; 
the requirement of reflexivity should lead to more 
frequent invitations for qualitative confirmations of
obtained numerical results.

Believing itself to be a discipline of facts, demogra-
phy is often reluctant to the idea of interpretation.
However, the demand for interpretation is merely a
requirement for contextualization of behavior, to
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which qualitative approaches can be of assistance. This
expansion of focus can take place in three directions:
the association between the observed behavior and the
meaning conferred on it by the actors, the analysis of
interpersonal interactions that produce the behavior,
the situation of the observed phenomena in a social
and cultural setting that should be described beyond
what is perceived by the respondents. This triple con-
textualization is necessary to reveal, for example, the
constraints that weigh on the demographic behavior of
women and their possibilities for taking initiatives
within a given gender system. Interpretative demog-
raphy is likely to appropriate new issues and invent
other methods to treat them.
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The concept of networks is found “in almost all
fields”1 of science, including the social sciences. It has
also become part of our everyday language, with a
variety of meanings. In the social sciences, the word
began to acquire a specific definition and to be used in
a particular way more than 50 years ago. The exam-
ples of two pioneers will show how the concept has
helped to advance knowledge in psychosociology and
social anthropology.

In the early 1930s, Jacob Moreno in the United States
suggested speaking of the “social atom,” referring not
to the individual as such, but to the individual plus the
interpersonal relations of attraction and rejection 
centered on him. This introduced an intermediate
object in psychosociology, between the individual,
locus of emotion and personality, and the small 
group that is the basic form of social order. Moreno
was studying a re-education institution and wondered
why a series of girls ran away, following each 
other. He discovered they were linked in a network, and
he identified this concept as applying to relations 
that cross boundaries of groups. He also gave it a 
specific theoretical status. Moreno defined it as a struc-
tured phenomenon; however, informal such relational
networks may be, they are regulated, organized and
structured by principles that need to be brought to
light. He also attributed a function to such networks.
They provide channels for communicating informa-
tion, playing a part in the circulation of rumors and
thereby helping to form public opinion, which has a

social regulation function. By 1934, networks had
gained an acknowledged place in psychosociology as
functional, supra-individual entities, detached from
and transcending social organizations, informal but
not formless.

Twenty years later, English social anthropology—
which, like psychosociology, practices direct obser-
vation of small social interaction systems—also
discovered the importance of interpersonal relation-
ship systems. John Barnes was studying a Norwegian
parish, aiming to investigate its class system and how
power operated. He distinguished three fields: an 
economic activity (e.g., fishing), a territorial field (e.g.,
neighborhoods, agricultural cooperation), and a third
field that united the other two. “The third social field
has no units or boundaries; it has no coordinating
organization. It is made up of the ties of friendship and
acquaintance which everyone growing up in Bremnes
society partly inherits and largely builds up for
himself. . . . Most of the ties are, however, between
persons who accord approximately equal status to one
another, and it is these ties which, I think, may be said
to constitute the class system of Bremnes” (Barnes,
1954, p. 237). This enabled Barnes to answer his ques-
tions. In the first place, actors assess their social posi-
tion within the network, where they are mainly in
contact with fairly similar people; even if they know
there are wealth differences, they can think of them-
selves as equal. Second, if each resident is linked to
many others in the network, and in a variety of ways,
these links would be endangered if sharp disagree-
ments or conflicts were allowed to develop. Here, the
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network’s functional effect is to impose conflict avoid-
ance on the community’s power structure.

These two examples reflect the range of approaches
that have adopted and refined the network concept.
The first starts from relations between individuals in
small groups and arrives at the notion of social regu-
lation by networks through which public opinion is
formed. The other starts from institutionalized groups
to reconstitute the matrix of a society’s institutions.
Both recognize networks as a structured and structur-
ing reality that fulfills specific functions. Although the
two approaches are profoundly different and regard-
less of the major developments that have since taken
place in the discipline,2 both remain characteristic of
the vast intellectual field now known as network
analysis.

I. OBSERVED NETWORKS AND
RELATIONAL SYSTEMS

1. Two Methods

Like these pioneers, we will start from empirical
considerations to define the subject of this chapter; we
will say that a social network can be identified if one
can define a set of actors3 and a particular type of relation,
and can observe relations of this type (their presence or
absence) between the actors. If we can examine the
relations each person has with all the others, we can
speak of a total network or complete network. In this way
surveys can be used to observe relations between
members of an association, elected officials in a local
community, or co-workers in the same department,
where the networks involved are not too large. One
can also work on very large networks using relations
that are systematically recorded (e.g., in administrative
data, directories, registers).

If the number of actors is not defined, the network
is an open one. Examples are friendship networks,
kinship networks, neighbor networks, and sexual 
networks. By definition, open networks cannot be
observed in their entirety. Atomistic surveys are used,
with each respondent being asked to describe the part-
ners with whom he or she has the type of relationship
observed. The set formed by the direct relations
between the respondent (called ego) and other people
(called alters) is a relational star. If ego describes the links
between his or her alters, we speak of personal network,
personal community or ego network.

These definitions can be related to more conven-
tional objects of study. Kinship systems, for example, are
networks made up of three basic types of links: filia-
tion, consanguinity, and marriage. The psychosociol-
ogy of small groups also looks at relational structures
within groups and some of their effects (e.g., commu-
nication, influence). It is often based on laboratory
observation, which can be used to create small com-
plete networks but does not take into account the fact
that actors may belong to more than one relational
system at a time. Network analysis is more precise
than many sociability studies because it records the
distinctive properties of the relationship with each
partner and their overall sociometric organization.
That is, rather than mentioning e.g. what kind of
things he usually does with neighbors in general, the
respondent will precisely describe what he does with
each specific neighbor.

Complete networks and personal networks are dif-
ferent kinds of objects, constructed using different
observation methods. However, they take similar the-
oretical approaches to their models of actor rationa-
lity and relational constraints, they use some similar
methods for prompting respondents to elicit their
alters, and, taking personal networks as small com-
plete networks, they use some of the same sociometric
indicators (e.g., network density, connectedness). The
two types of networks are located at different levels:
all personal networks are subsidiary parts of broader
social networks, whether bounded or open, just as a
nuclear family is a subsidiary part of a kinship
network.

When observing a complete network, the analysis
(a) concerns a case, (b) highlights a pattern of relations
that actors may not be aware of, (c) can be used to sys-
tematically observe subgroups, the links between them
and the rare positions occupied by central actors or
intermediaries. When observing a personal networks,
the analysis (a) identifies regularities, (b) concerns the
network perceived by the actor, and (c) often provides
for a more systematic analysis of an actor’s diverse
group memberships and the variety of roles he plays
in different relationships.

2. Approaches Rather Than a 
Unified Theory

John Barnes argued that there is no such thing as a
theory of social networks and that perhaps there never
would be. Ten years later, Ronald Burt wrote,
“Network analysis is not a single corpus of knowledge
cumulating with each passing year. . . . A loose feder-
ation of approaches, progressing on many fronts as a
result of the efforts of many persons, is currently ref-
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erenced as network analysis” (1980, p. 79). A few years
later, Michel Forsé and Simon Langlois identified at
least some epistemologic attitudes common to practi-
tioners of network analysis, which “bring together
researchers around the world who, although they do
not have exactly the same theoretical perspectives, do
have a common conception of sociology as a positive
and cumulative science” (1997, p. 28).4

The diversity does not belie a considerable under-
lying body of shared ideas. First of all, there is the idea
that a network may display regularities, a certain
pattern of relations. The term structure (in the weak
sense of that term) refers to the main empirical fea-
tures, measured by indices drawn from matrices of the
links between actors. These indices include density,
connectedness, segmentation into cliques or classes of
structural equivalence, distances and centrality. How
are such regularities to be explained? At the theoreti-
cal level it may be assumed that the creation of a rela-
tion or the impossibility of creating one depends on the
way in which existing relations are structured. In that
case the network is regarded as a relational system. This
is a more theoretical notion than a network, because to
define a system, hypotheses have to be formulated
about the interdependence of the relations. Here the
term structure refers to the principles and rules that
produce this particular system (Ferrand, 1997). Structure
is taken in the strong sense, referring to a generative
model (e.g., the incest taboo is one of the structural
rules of kinship, but other rules are needed to define a
particular kinship system).

Depending on the analysis, the network as a collec-
tive form is treated as an independent variable
explaining actors’ strategies or collective effects or as
a dependent variable explained by the motives and
principles that lead actors to form a relation or to 
end it.

There are four main orientations in network 
analysis:

1. Explaining actors’ behavior on the basis of the
relations in which they are involved and the positions
they occupy in a network. Their network positions are
regarded as explanatory principles at least as power-
ful as the personal attributes that define them regard-
less of context, such as age, income and level of
education (Wellman and Berkowitz 1988, p. 30). This
approach considers three effects. One is a cognitive
and normative effect: the network can affect the actor’s

orientations, opinions, standards and beliefs (Ferrand
and Mounier, 1993, 1996). One is an instrumental
effect: relations offer possibilities for mobilizing
resources of all kinds, hence means of action (Lin, 1995,
2001). The third is a controlling effect: relationships
impose constraints and limit the range of possible
actions.

2. Explaining collective effects from the character-
istics of the network concerned. The type of structure
conditions the dissemination of information, social
control and cohesion, differentiation of powers, and
conflict (Lazega, 1992, 2001; Stokman and van den
Boos, 1992; Galaskiewicz, 1985).

3. Explaining the network itself: why it exists, the
preconditions for its existence, its particular properties
and the conditions that determine whether it changes
and how. Considerable progress is now being made in
defining statistical models to assess changes in a com-
plete network at different moments in time, and in
building models to simulate such changes (Snijders,
2002; de Federico de la Rúa, 2004a).

4. Explaining the characteristics of personal net-
works (and therefore partly enlightening the forma-
tion of the complete network) by the influence of
cultural models (Héran, 1988; Fischer, 1982a, 1982b),
actors’ strategies or the influence of structural con-
straints. Taking this approach, a dyadic relation
between two actors may be understood in terms of its
embeddedness within the actors’ other relations. This
reveals a feedback loop between actions and existing
relations: actions may mean forming relationships and
so changing the network, which affects actions and so
on (Burt 1982). The actors, who are the network nodes,
are distinguished by their reciprocal relations, but they
are not determined by them. They have a margin of
freedom that varies depending on the organization of
the network and the position they occupy in it
(Degenne and Forsé, 1994). The actor’s position in the
structure is never definitively settled, and it is a central
issue for actions.

Almost any phenomenon or entity can reasonably
be defined as a network of relations. There are few
social realities that do not involve at least minimally
organized relations between actors, and pointing out
the existence of a network is stating the obvious.5 If an
observer thinks he is making an original contribution
by showing that some phenomenon involves a
network it is because he assumes (usually implicitly)
that only a relational system with particular charac-
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teristics could form a network. What he is actually
doing is to show what the particular structural features
of that network are—which is quite a different thing.
One can only make scientifically interesting proposi-
tions by comparing the structural properties and effects
of different types of networks.

II. PROPERTIES OF RELATIONSHIPS
AND NETWORKS

Before defining the particular features of a network,
one must define the type of relations that form the
network’s links. In the following sections, we consider
the properties most often examined in personal and
complete networks.

1. Characterizing Relations

How can the type of relation, the basic unit for iden-
tifying a network, be defined? Some have formal def-
initions, such as marriage, shareholdings between
firms, hierarchy of command, and membership of an
association. Others are less precise. For example, 
what is friendship? There is a paradox; relationships
between people vary widely, but our everyday 
vocabulary for describing them is limited. We have
words to define categories of kin, close or distant, and
a few other general categories like acquaintance, col-
league, confidant, old friend, true friend, neighbor,
tennis partner or team member. These words define
typical roles that more or less depend on the contexts
in which people meet. They do not define the content
of the relationship.

a. Role, Context, and Content of a Relation

These limitations arise in the procedures for observ-
ing the simplest social networks, in which the respon-
dent is prompted with everyday words to define their
relationship with each of their contacts: “neighbor,”
“colleague,” “family member,” “member of the same
club,” “friend,” and so on. The interpersonal tie is
characterized by the name of a typical role or the situ-
ation where it takes place. It may also be characterized
by content, i.e. whatever exchange of resources it
makes possible. Content is often complex and a long,
meticulous ethnographic observation is required to
reveal all its dimensions. However, network analysis
is as much concerned with the way relations are organ-
ized as it is with their content, gaining in scope what
it loses in detail. As a rule only a few typical contents
are considered, such as informational links (e.g.,
exchanging information about job opportunities),

emotional support (e.g., talking about a personal
problem), practical help (e.g., stepping in to settle a
problem with a public service, help with odd jobs
about the home) and social links (e.g., going out
together, or being regularly in conflict).

The naming of relationships raises two classic soci-
ologic questions. One concerns regulating relationships:
to what extent do role norms (or context6) impose a
standard content on a relation, and how free are the
actors to negotiate their own agreements (interaction-
ist perspective)? The other concerns the social variabil-
ity of role content. For example, Claude Fischer (1982b)
has shown that there is no consensus among 
Americans as to what “friend” means; different groups
use different rules, and a person may use the term
imprecisely or in a very individual sense. François
Héran (1987, p. 45) has shown that in France the 
definition of “neighbor” varies according to housing
environment. Linton Freeman and Danching Ruan
(1997) have shown that the link between relationship
role and content is fairly similar among European
countries, but differs sharply between Europe and
China.

b. Formal Characteristics of Relations

Multiplexity

Most studies cover more than one type of link. In
that case, a relation between two actors may involve
one type of link only (a “simple” relation) or several
(usually called a “multiplex” relation [Knoke and 
Kuklinski, 1982, p. 15.]). A multiplex relationship
between two people has more than one role, or more
than one type of content. This factor tells us whether
different spheres of social life overlap, or are strictly
separate. Stereotypically, communities where each
person is constantly meeting the same others but in
different roles (e.g., as kin, neighbor, colleague) con-
trast with life in the metropolis, where work, home life
and leisure activities involve separate relational
systems (e.g., a colleague is unlikely to be a neighbor,
friends are unlikely to live near each other).

Frequency of Interaction

It is easy to observe whether contacts are frequent
or rare. What does frequency tell us, sociologically?
Does repeated contact indicate an intense relationship?
“High interaction rates do not necessarily imply . . .
high ‘intensity’ of links . . . , for which it is difficult to
devise measures” (Price, 1981, p. 291). In a few cases,
interaction frequency is not significant. In all other
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cases, it should be regarded as a measure specific to
the type of link examined. For example, “frequency
exaggerates the strength of ties to coworkers and
neighbors” (Marsden, 1990).

Duration

Not all relationships are lasting, and sometimes the
researcher can find out how long a relationship has
existed. What can be said about duration? There are
relationships that do not change over a 10-year inter-
val, others that change fast. According to some
approaches, duration is the condition for exchanges to
increase and trust to develop (Blau, 1964). Others stress
the “irretrievable investments”7 that accumulate in a
relationship (Rusbult, 1980; Sprecher, 1988); others
allude to a natural history of relations (Bozon, 1998;
Ferrand, 1989).

Symmetry and Reciprocity

Many social ties are directionally biased, implying
that the two partners are differently positioned in
expressing an attitude (choosing someone as a friend,
or being chosen) or in circulating resources (giving
advice or receiving it). Symmetry refers to a two-way
link (A chooses B as a friend and B chooses A) and 
reciprocity means that resources circulate both ways (A
gives to B and B gives to A). Symmetry and reciproc-
ity are crucial questions for psychosociology (i.e.,
sociometry), anthropology, and sociology (i.e., social
exchange theory).

Particular exchanges apart, the partners’ subjec-
tive perception of the relation may not be the same.
Edward Laumann (1973) asked 985 Detroit men to
name “three men who are your closest friends and
whom you see most often.” When he cross-checked
with the partners named, he found that fewer than half
named the first respondent as one of their three closest
friends. At this basic level of identifying best friends,
one-half of all relations were asymmetric.

Homophily

When two actors are linked by a relationship, is it
obligatory, encouraged, tolerated, or forbidden that
they belong to the same category? All relations listed
can be placed on a “choice matrix” showing the actors’
attributes in rows and columns. The classic example of
this type of analysis is the choice of spouse; in this case,
homophily becomes homogamy. An individualis-

tic interpretation suggests that subjective freedom in
choosing a spouse involves interiorized, reciprocal
selection, whereas a structural interpretation suggests
that subjective freedom in choosing a spouse applies
only within the margin of freedom allowed by the
actor’s sociability network.

The homophilic choice hypothesis receives much
attention from analysts. It is an attractive model,
because it can appeal to macro sociologic postulates:
Social stratification imposes strict limits on chances of
contact between different categories. However, some
social interactions are possible precisely by virtue of a
difference, or a gap, between the partners. Examples
are helping relations that require a particular resource
one partner has, or depend on a genealogic gap.8

Strength

Some observers have tried to rank social links and
distinguish those that bind more strongly than 
others. To do this the researcher must construct an
indicator from the available information. A variety 
of attempts have been made, often with doubtful
results. Mark Granovetter’s now famous distinction
between strong and weak ties (Granovetter, 1973)
enabled him to identify ties with a specifically socio-
metric function, acting as bridges between cliques that
are not otherwise linked. However, strength has little
intrinsic consistency.

Sense of Affective Closeness

The interviewer can ask the respondent for his or
her subjective appreciation in terms of closeness, inti-
macy, or trust. From this information, the examiner can
identify the “core network.”

One can regard each relation as a specific observation
and make statistical descriptions of the relative fre-
quencies of their characteristics. This has shown that
reciprocal relations are more common in some net-
works than in others. One can also use the psychoso-
ciology of relationships or certain role theories to
explain, for example, the possibility of particular
resource exchanges by the characteristics of the part-
ners’ roles in the relation (Petite, 2002; Freeman and
Ruan 1997; Bonvalet et al., 1993; Fischer, 1982a). These
analyses are innovative in two ways. First, they
concern interactions between two coordinated actors
and produce somewhat unusual statements because
the relationship itself is the subject of propositions,
such as “a relationship is more easily established
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between two similar actors.” Second, each actor may
be a term in several relations observed, which raises
the problem of co-dependency between observations;
this suggests that multilevel statistical procedures
should be used (Snijders and Bosker 1999; van Duijn
et al., 1999; Snijders et al., 1995). However, we shall not
further pursue the question of dyad analyses.

2. Composition of Personal Networks

In a structural approach, it is considered that 
relations may depend on each other. This is easier 
to analyze if the composition of the personal net-
work is examined (i.e., the ways in which one indi-
vidual’s relationships are compatible, complementary,
cumulative).

a. Network Size

The simplest property of a personal network is its
size—the number of relations of a particular kind that
an actor can accumulate. This property is socially
determined: Numbers of links of different kinds cited
routinely vary according to the age, sex, and status of
the respondent. Moreover numbers of relations are not
a mere matter of quantity, because they imply qualita-
tive thresholds that, above two partners, involve inter-
dependence. Zero relations implies a psychological
inhibition, practical impossibility or a social prohibi-
tion; one means a mirror relationship and, for ego,
dependency; two provide ego with an alternative,
create competition, make a tertium gaudens possible
and, with ego, form a triad—the smallest pertinent
structure for sociology (Fischer, 1982a; Simmel, 1917
[1981]; Blau, 1964; Caplow, 1968 [1984];). With more
than two relationships ego has resource allocation
problems. When the number of relations named is
small, that number in itself can be interpreted as a
basic structural indicator rather than a quantitative
measure. Wherever at least two people are named, this
is a structural property that raises the question of com-
petition and gives ego some choice: what happens in
one relationship depends on what happens in the
other.

Taken on its own, size is a very crude indicator. It
basically indicates the respondent’s social isolation or
expansiveness, his or her ability to maintain active
links with others and hence (if the relations examined
involve exchange) his or her overall potential for mobi-
lizing relational resources.

b. Composition in Terms of Individuals’ Attributes

If the respondent counts the partners possessing
this or that sociodemographic attribute (e.g., sex, age,

qualification), one can see how many alters have this
or that status or nationality, how many live far away,
and so forth (de Federico de la Rúa, 2004b; Ferrand,
2002).

c. Composition in Terms of 
Relational Characteristics

Composition in terms of relational characteristics
refers to the distribution of relations according to the
characteristics mentioned in the last section. In exa-
mining roles, the interviewer asks how many kin 
or neighbors are in the network. This reveals, for
example, that manual workers’ personal networks
include a higher proportion of family members than
do those of senior executives. Examining content, how
many people in the network provide emotional
support, and how many are leisure companions or
advisers? This may show that the respondent invests
most in kinship network, friendship network, or ex-
changes among workmates. The proportion of multi-
plex relations—those fulfilling more than one
role—indicates the strength of connection between dif-
ferent networks (e.g., kinship and exchanges between
workmates).

3. Structural Characteristics of Networks

We now leave simple counting of relations to look
at the sociometric organization of relations. A first step
in structural sociology is to describe the links between
relations and the way they form networks with iden-
tifiable characteristics. With more than ten actors, any
graphical representation is unintelligible, misleading
or defies any proper theoretical interpretation. The
best solution is therefore to build numerical indicators
from the matrix of relations between actors. Jacob
Moreno (1934 [1970]) had begun to create such indica-
tors. They were perfected and became far more numer-
ous when graph theory was used as a formal language
to suggest new measurements (Degenne, 1978; White
et al., 1976; Harary, 1969; Flament, 1963, 1965; Harary
et al., 1965). They were operationalized once data pro-
cessing capacity made it possible to make iterative cal-
culations on matrices. Highly sophisticated indicators
were created, sometimes at the initiative of computer
scientists and formalists rather than in response to sub-
stantive questions. In this chapter, we mention only a
few to illustrate typical approaches used in introduc-
tory course books (Freeman, 2004; Mercklé, 2004;
Molina, 2001; Lazega, 1998; Pizarro, 1998; Requena
Santos, 1996; Rodriquez, 1995; Scott, 1992; Knocke and
Kuklinski, 1982; Chiesi, 1980, 1981), and we suggest
some reference works on methodology for readers
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wishing to specialize (Carrington et al., 2005; Doreian
et al., 2005; de Nooy et al., 2004; Wasserman and Faust,
1996; Degenne and Forsé, 1994; Freeman et al., 1991;
Marsden, 1990; Marsden and Lin, 1982).

a. Density: A Global but Poorly 
Informative Indicator

Network density is the ratio between the number 
of links between actors and the maximum possible
number of links.9 When many actors are interlinked,
density is high, and it gives the image of a cohesive
group, with all the associated theoretical connotations,
such as strong social control and a sense of belonging.
However, density is only a very rough measure of
network structure.

b. Distance between Actors: Network Openness
versus Disconnectedness

Density only counts direct links between two actors.
However, common sense readily identifies a crucial
feature of networks, which is that links are themselves
interconnected, forming paths that can indirectly link
two actors. Instead of a matrix showing the presence
or absence of a direct link between two actors, one 
can calculate a matrix showing the minimal distance
between two actors. This feature has attracted the
curiosity of researchers who, like explorers trying to
reach the edge of the world, wondered whether net-
works have boundaries or are open.

If two actors cannot contact each other (even by a
large number of intermediaries), then the network is
said to be disconnected. This is a normal property when
all relations are exclusive (e.g., some kinds of com-
mercial relations, monogamous love relations). If the
network is open, one may ask how far any actor is
from any other. Stanley Milgram’s “small world”
research (Milgram, 1967) suggests that two randomly
chosen individuals can contact each other by a rela-
tively limited number of intermediaries (in their 1969
survey, Travers and Milgram found an average of five

intermediaries10). These findings have proven useful in
connection with contagious disease transmission, but
less useful for social science research. The substantive
question is to decide whether, with the particular type
of relationship examined, one can consider that two
actors at distance n are still effectively connected or
whether the link is a purely formal one.

c. Cliques: Subsets of Strongly Interconnected Actors

A clique is a subset of actors in a network, such that
each clique member is linked to all others (density
within the clique is 1). This mechanical criterion is
rarely applicable, and has been replaced by less rigid
requirements, e.g. that each be connected with others
at least by indirect paths of a given maximum length
(n £ 2 or n £ 3). The term used is n-cliques. This reti-
cular clique notion is reminiscent of the sociologic
concept of group. In practice, however, cliques may
overlap or include smaller cliques, requiring a more
complex concept of “group” that takes subgroups into
account.

For any study of circulation processes (e.g., 
of information, goods, help), connectedness shows
whether there are breaks in the overall structure,11

and n-cliques identify subsets within which exchanges
can take place, taking paths that are limited by the 
particular circulation constraints of the resource. These
characteristics are far more differentiating than
density.

d. Rare and Crucial Connections: Bridges and 
Break Points

A network may consist of two cohesive cliques, with
only one or just a few links between them. Such links
are called bridges. The existence of a bridge is a 
major structural characteristic, because without it the
network becomes disconnected; it is unique (or rare)
but crucial. Bridges counteract the paradoxical risk run
by networks that are highly connected locally (in dense
cliques) of being disconnected on a broader scale (if the
cliques are not interconnected). For many purposes,
networks made up of cliques with no bridges are not
very operational. Mark Granovetter has suggested that
an urban district made up of dense but poorly inter-
connected micro-neighborhoods would not have
much capability to resist the threat of urban renewal
(Granovetter, 1982).
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e. Describing Positions in the Structure: 
Centrality Indicators

Centrality defines a position in the overall organiza-
tion of relations in the network’s structure. Three very
different indicators are used to measure it. Let us call
an actor ego and consider several propositions:

(a) Ego is central if directly linked to a large number
of other actors: degree centrality counts the number of
actors with whom ego has a direct link.

(b) Ego is central if linked to central actors. In 
practical relational terms, this formula is far more eco-
nomical than the first one, but it ultimately records the
same characteristic: the direct or indirect ability to
contact numerous other actors.

(c) Ego is central, if able to prevent interactions
between a large number of other actors because the
paths that link them go through Ego; this is betweenness
centrality.

f. Subsets of Actors Occupying Similar Positions:
Classes of Structural Equivalence

Classes of structural equivalence are subsets of actors
who maintain relationships with approximately the
same other actors throughout the network. They need
not be in contact with each other. Because the members
of such a class have the same relational profile, that
class is said to form a position in the structure. We can
suggest a synthetic model of this structure by describ-
ing the typical relations between the few positions so
identified; the very extensive matrix of relations
among actors is replaced by a synthetic matrix of rela-
tions between a small number of typical positions.
Emmanuel Lazega describes the informal structure of
a law firm of 71 lawyers by grouping them into 11 dif-
ferent classes of actors who were, in a similar way,
givers or receivers of professional advice (Lazega, 1998
p. 66; 2001 p. 103). For example, young trainees who
were not linked to each other but who asked the same
senior members for advice would be put in the same
class of equivalence.

g. Modeling a Network: Counting Types of Triads

We are looking at the structural properties of net-
works that may be of any size. However, with increas-
ing network size an exhaustive description of the
components of a network soon becomes unintelligible
and comparisons between networks impossible, as 
the number of different combinations of elements to 
be considered becomes astronomically large. Various
ways are sought to synthesize the information. 
One way is to divide the network into triads: three
actors and any relations between them, reciprocal or

not.12 This is the smallest subunit of a network that 
can be examined structurally (i.e., from the standpoint
of how one relation may be linked to other relations. 
They present only a limited number of significant com-
binations (Fig. 137–1).13 Any triad can be seen 
from outside, as in Figure 137–1 and from inside if one
puts oneself in the place of one of the actors involved.
A triad as seen from the standpoint of any one of 
its three members is called a triplet. The sociometric
organization of a network is described by counting 
the frequency of each type of microstructure 
encountered (triad or triplet). This method gives a
fairly accurate picture of structural properties of a
network.

If the subject of the research is an open network
(e.g., friendship or kinship networks, sexual networks)
observed by a sample of independent personal net-
works, these microstructures will be counted using
standard statistical procedures.14 Conversely, if the
research subject is a complete network in which one is
observing all relations between the members of a
defined social group, one must use procedures specif-
ically developed to take account of the interdepend-
ence between the relationships observed.15

By observing these very elementary structures one
can analyze basic propositions about the constitution
of a social structure. For example, it is possible to
examine the strength of the principle of transitivity,
which is the extent to which the existence of relation
Rx between P1 and P2, and between P2 and P3, implies
the existence of the same type of relation between P1
and P3. Similarly, we can examine how relations
exclude each other because they compete or because
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12 Any network, whatever its size, can be broken down into x
triads, each formed by a different trio of actors.

13 For a detailed presentation of structural analyses based on
triads, see Burt (1980) or Holland and Leinhardt (1978, 1979).

14 Preferably, multilevel analyses to take account of the fact that
every relation observed depends on the ego it belongs to.

15 Since the first U|MAN model (Uniform distribution, condi-
tional on the dyad count: number of Mutual dyads, number of
Asymmetric dyads, and number of Null dyads) suggested by
Holland and Leinhardt (1976) and the p1 model developed by
Holland and Leinhardt (1981), proposals have gradually become
more sophisticated. The model chosen must depend on the question
asked; the p2 model (van Duijn et al., 2004; Lazega and van Duijn,
1997; van Duijn, 1995) can explain the existence of a link between
two actors based on the actors’ relational characteristics (e.g., an
analogous centrality) or on their attributes (e.g., sex, status, age). The
p* model (Snijders, 2002; Wasserman and Pattison, 1996; Frank and
Strauss, 1986) makes it possible to count the types of triplets (prop-
erly speaking) in a network. The Siena model (Snijders, 2002) can be
used to study the evolution of a network by observing typical
changes in triads (e.g., closure of a network by transitivity, as when
“my friends’ friends become my friends”) in combination with the
effects of actors’ attributes and relational preferences.



there is a rule forbidding them. With resource circula-
tion and exchange, we can observe simple reciprocity
(i.e., within a dyad) or the elementary form of gener-
alized exchange in which A gives to B, who gives to C,
who gives to A. These are major indicators of forms of
solidarity and social control.

h. Complete Networks and Personal Networks

Although most of the characteristics we have just
mentioned were defined in the context of complete
network analysis, many can also be used to character-
ize personal networks. High density will mean that the
actors are involved in networks where knowing each
other can facilitate social control and make it easier to
obtain help. However, density is a weak indicator. It is
more discriminating to ask whether, apart from ego, the
alters are all in direct or indirect contact with each
other, or if the network is a disconnected one consist-
ing of subsets isolated from each other. This may be
the micro-social expression of a collective organization

in which the domains of kinship, residence, and work
are separate. Alternatively, it may be seen as resulting
from ego’s relational strategy: alters not connected with
each other are more likely to be simple relations (weak
links) giving access to varied sources of information
(Granovetter, 1974). The investigator could stress the
fact that, if the alters can only communicate through
ego, ego occupies a privileged position as central inter-
mediary. Ronald Burt (1992, 1995) has shown that a
person can benefit from occupying this kind of struc-
tural hole position in a network.

This preliminary glimpse has identified the main
network properties and relational characteristics that
researchers have examined. The formal complexity of
networks offers a vast domain to the methodologic
imagination, and the specialized literature has 
produced an abundance of specific measurements.
However, these basic indications are enough to give an
idea of the many formally and qualitatively different
types of possible measurements. Even these basics can
be used to empirically validate many propositions sug-
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gested by the sociologic imagination Wright Mills
extolled (Mills, 1959 [1970])—this being the sole source
of actual knowledge.

III. SURVEY PROTOCOLS

Survey methods have been developed in which
respondents are prompted to name and describe their
relationships, enabling analysts to study networks.
The problems posed by descriptions of relationships
are the same whether the network to be analyzed is a
complete one or a personal one, but naming relations
is a more delicate matter when the network being
explored is a personal one. Below, we mainly examine
techniques that can be used in sample surveys for
describing personal networks. These seem to be the
most useful for addressing the questions about large
populations that are the core of demographic analysis.

Every individual has some relationship with a large
number of partners. In urban situations with a high
degree of division of labor, social division, spatial spe-
cialization, and sharply segregated activities, relations
take place in many different, often separate social con-
texts. An individual’s complete relational universe is
extensive and complex. Experiments have shown that
the network a person accumulates over his or her life-
time may vary in size between 2000 and 5000 people
(Pool and Kochen, 1978; Gurevich, 1961). The active
relationships in an individual’s personal network at a
given time have been estimated at 290 on average, with
a standard deviation of 250, people in the higher social
strata having more contacts (McCarty et al., 1997;
Freeman and Thompson, 1989; Killworth and Bernard,
1978). Looking at an individual’s close circle and most
intimate contacts, figures of about 19 are given for
close associates, using a wide range of criteria (Fischer,
1982a), with 3 to 5 taking specific criteria such as
people with whom the respondent discusses impor-
tant problems (this is roughly the number found in 
the General Social Survey’s “confidant” module), and
fewer than 3 confidants with whom emotional and
sexual matters are discussed (Ferrand et al., 1993). Only
a clinical analysis could hope to explore an individual’s
complete personal network, the total sum of his or her
relations.16

1. Selecting Relations: Name Generators

Most studies do not explore an individual’s whole
network but parts of it, selected extracts so to speak. The

object of the analysis is an effect of the method—a con-
struction resulting from observation. This is more radi-
cally true, and has more important consequences, than
in other research fields. Because of the constructed
nature of the findings, special care is needed when
comparing different surveys, and conclusions and gen-
eralizations always need to be controlled by a careful
examination of the observation procedures.

If the research concerns a fairly small social group
(e.g., a company, a school class), the first methodologic
preoccupation will be how to define the relations to be
observed. If the research concerns open networks (e.g.,
friends, kin, neighbors) in large populations (i.e., soci-
eties), which is the approach on which we focus in the
following sections, then observations must be selected
in two successive steps. The first step is the procedure
for choosing the survey respondents—the classic
problem of designing a sample. The second step,
which is specific to social network analysis, is the pro-
cedure by which each respondent is asked to select
relations of a particular kind from their system of
mutual acquaintances. In this way an ad hoc experi-
mental sample of relations is extracted.

The problem here is how to get respondents to select
what is wanted. It is a crucial question, because any
distortion will not just result in variations in responses
to a question, but will introduce what can be thought
of as a sampling bias: it will change the lists of objects
observed (an individual’s relations). Respondents will
select different types of relations depending on the
instructions given. The questions asked to obtain a list
of names determine the types of people regarded as
network members, and so determine the operational
definition of the network that is analyzed after-
ward (Bass and Stein, 1997; Campbell and Lee, 1991;
McCallister and Fischer, 1978). The first methodologic
preoccupation is how to elicit the subset of relations that
is relevant for the purposes of the study. This is always the
most important step for constructing, defining, and
delimiting the networks studied.

Various types of questions can be asked to prompt
a respondent to list their relations. They are called
name generators, as the respondent replies by naming
people according to a selection criterion (i.e., a partic-
ular type of relationship they have with them). The
name generators are the most important questions in
a social network survey, because the amount and
quality of information obtained largely depends on
them.

The process must select from among all the respon-
dent’s relations the ones that form the particular
network the survey is intended to examine. The crite-
ria applied vary; procedures may be based on content
of the relation or a typical interaction (e.g., Who do you
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16 Jeremy Boissevain (1973) describes the “networks of two
people” with 1300 and 840 relations, respectively.



discuss work problems with?, Who do you borrow
money from?, Who do you ask to baby-sit?’); on a role
(e.g., Who are your family members? Your friends?
Neighbors?); or on subjective assessments about rela-
tions (e.g., Who are your closest or most intimate
friends?). As well as the criterion for type of relation,
an analyst can use temporal criteria (e.g., limiting the
choice to people the respondent has frequented in 
the past 6 months) or numerical criteria (e.g., limiting
the number of people mentioned to three, five, or
more). The type of name generator and the limits
imposed will depend on the purpose of the survey.
Some surveys combine several name generators, as in
the practical example set out below to illustrate in
detail the types of questions used. After this example,
we review a few classic or otherwise noteworthy
surveys to show the particular data gathering tech-
niques they have used.

2. Survey Example: The Social 
Survey on the Networks of the 
Dutch between 1999 and 2000

The Social Survey on the Networks of the Dutch
(SSND) examined social network content and particu-
larly its role in neighborhood life and in the workplace.
The research sought to answer theoretical and method-
ologic questions about social capital, defined as the
resources present in personal social networks. The aim
was to measure the general distribution of social
capital in a population and the efficacy and specificity
of that social capital according to aims and contexts
(Van der Gaag and Snijders, 2004; Flap, 1999, 2002; Lin,
2001). The survey was jointly conducted by the uni-
versities of Utrecht, Groningen, and Amsterdam. It
used a representative sample of 1004 people from the
Dutch population.

The emphasis was on access to the resources found
in a social network rather than their use.17 The fact 
that a resource exists in the network is not enough 
for it to be considered usable social capital. Hypothe-
ses have to be formulated as to its availability, i.e. 
how alters may allow ego to use their resources. The
authors’ hypothesis was that resources are potentially
available through a relation depending on the invest-
ment ego has made in that relationship in the past.
Because the survey used a general population sample,
the authors had to take care in choosing the resources
referred to in their questions; respondents from differ-

ent social milieus had to see them as relevant, useful
resources.

The SSND survey uses three tools for measuring
social capital, which the authors call the name genera-
tor/interpreter (McCallister and Fischer, 1978), the posi-
tion generator (Lin and Dumin, 1986), and the resource
generator (Snijders, 1999). The first two are adapted
from the classic literature on social networks and social
capital, and the third was used for the first time in this
survey.

a. Name Generator or Interpreter

This is the oldest type of tool and is used in many
surveys (Fischer, 1982a). Each ego is asked to list the
people with whom he or she has exchanged (given or
received) a particular resource. Each question about
the exchange of a given type of resource generates
names, identified by first name or initials, which are set
down in a list. This list is then used to ask ego to char-
acterize their relationship with each person using name
interpreter questions. The list is then set out as a table
to facilitate systematic coding.

Collecting name-generated data is a heavy bur-
den for both interviewer and interviewee, because the
number of data that are to be collected can become
enormous, especially when many name-interpreting
questions are included and larger social networks are
encountered. However, it is especially recommended
when detailed analyses of social network contents in
specific populations are pursued.

Boxes 137–1 and 137–2 below present the questions
used as name generators and name interpreters respec-
tively. Tables 137–1 and 137–2 illustrate the grids pro-
duced for interpreting results.

b. Position Generator

This method, which follows Nan Lin’s theory of
social capital (Lin, 1982, 2001), measures relational
access to what are regarded as high-prestige occupa-
tions and therefore, in a stratified and hierarchical
view of society, regarded as social capital (Lin, 1982,
2001). The availability of each contact is measured by
the strength of the link (e.g., family, friend, acquain-
tance) connecting ego to a person in each occupation.
Box 137–3 presents the question asked and the data
collecting grid.

This questionnaire is quick and easy to administer.
However, it gives only an indirect measure of social
capital and does not provide a basis for characterizing
the relations because no reference is made to specific
people, only to occupations and types of roles. For dif-
ferent populations in different countries, the choice of
occupations needs to be adjusted.
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17 The actual use of social capital can be studied, but it would
require a large number of additional questions. For the reasons why
this particular choice was made, see Van der Gaag and Snijders
(2002).
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BOX 137–1 Name Generators: Questions to Elicit Names from the Respondent

7. Help with small jobs in and around the house
If you are busy with a small job at home, and you
need someone that gives you a hand—for instance, if
you need furniture moved or a ladder held, whom do
you ask for help?

8. Keys
Is there someone from outside your household that
keeps a spare key to your house?

9. Direct neighbors
Who are your direct neighbors? We mean the people
that live closest to you; for instance people live
directly right, left, above or under your home? I
would like to have two names of the people living
directly next to you. For clarity, can you also give me
the numbers of their address?
Neighbors are from house number ______ and ______

10. Visiting others
Many people sometimes visit others in their leisure
time. Who do you go to for a visit?

11. Core network
Life is usually not only about going out and enjoying
company. Everybody needs someone to talk about
important matters from time to time. With whom did
you discuss important personal matters during the
last 6 months?

12. Open network question
Let’s go through the list of names we have made
together. Is there anybody else who is important to
you and whose name is not yet on the list? If yes, I
would like to add this person to the list. What are the
activities you usually share with this person?

1. Contact-person for current/last job
Now we get to a question that is important to dis-
cover your personal relations. I would like to know
who helped you getting this job. May I have the first
name and the first letter of the family name of the
person who helped you get your current/last job? We
will come back to this person later.

2a. Asking advice
If you have a problem at work, whom do you go to
for advice?

2b. Giving advice
How is it the other way around? Are there also
people who come to you for advice regarding prob-
lems that they have at their work?

3. Sour social capital
At work people not only cooperate, but also bother
each other. How is that in your situation? Has any of
your colleagues lately disturbed you in doing your
job?

4. Direct colleagues/cooperation
Who are the two colleagues with whom you work
most often?

5. Boss
May I have the first name and the first letter of the
family name of your boss?

6. Help to get house
I would like to know the first name and the first letter
of the family name of the person that helped you get
this house, or from which you directly bought the
house.

TABLE 137–1 Example of Register Used to Record Responses Describing Partners and Relations

Person no. List of names elicited in name Sex Age Role1 Role2 Role3 Religion Other
generators 1 to 12

1
2
3
4
5
6
7
8
9
. . .



Chapter 137/Social Network Analysis 757

BOX 137–2 Name Interpreters: Questions for Describing Relationships

12. On a scale from 1 to 5, can you indicate how
much you like these persons? Mark persons you like
very much with a 5 and persons you don’t like with
a 1.
Interviewer: record corresponding marks in column
Liking on list A.
(1) don’t like, (2) don’t especially like, (3) quite like,
(4) like, (5) like very much

13. Can you also indicate how much you trust 
these persons? Mark persons you trust very much
with a 5 and persons you don’t trust with a 1.

14. Do you think that 5 years from now you will
still have a relationship with these persons? With
whom do you think you will not have a relationship
5 years from now?

15. How intensive is the relationship with these
persons? Mark persons with whom the relationships
is very intensive with a 5, and persons with whom
the relationship is weak with 1

16. What kind of education did these persons 
complete?

(1) basic lower education, (2) high school, (3)
higher vocational, (4) college or university

17. Which of these persons has a paid job at the
moment?

18. What is the occupation of these persons? If
they do not have work at the moment, I would like
to know their last occupation.

19. Finally, I would like to now whether some
people you know also know each other. How well do
the following persons know each other? Do they
know each other, and if yes, do they get along well
or do they avoid each other?
1 = persons avoid each other, 2 = persons don’t know
each other, 3 = persons hardly know each other, 4 =
persons know each other well, 5 = persons know each
other well and get along well

The following questions all refer to network
members identified with name generator questions 1
through 12 in Box 137–1. I would like to go through
the list of people we have made once again.

1. Which of these persons is a woman?
2. How old are these persons?
3. How are you connected to these persons?

(max. 3 role relations)
(1) partner, (2) parent, (3) child, (4) parent in law, (5)
brother/sister, (6) another family member, (7) friend,
(8) boss, (9) direct colleague, (10) another colleague,
(11) someone who is working for you, (12) someone
from the neighborhood, (13) direct neighbor, (14) a
fellow club/association member, (15) acquaintance

4. Do you know the religion of these persons?
(1) Roman Catholic, (2) Netherlands protestant, (3)
reformed, (4) other, (5) none, (6) I don’t know

5. Which of these persons is married, or lives
together with a partner?

6. Which of these persons has children that still
live at home?

7. How often do you usually have contact with
these persons? (six items for frequency)

8. How long have you known these persons?
9. Where, and at which opportunity did you first

meet these persons?
10. Where and at which opportunity do you

usually meet each other nowadays? (The list that
follows is used for question 9 and 10.)
(1) during my education, (2) at a club or association,
(3) at work, (4) at kin’s homes, (5) at friends’ homes,
(6) at my place, (7) at their place, (8) in the neighbor-
hood, (9) at a place to go out, (10) in church, (11)
during holidays, (12) at a party, (13) elsewhere

11. Which of these persons lives within a radius of
5 kilometers from your house?

c. Resource Generator

A third tool was invented for this survey (Snijders,
1999) (Box 137–4). It combines the positive aspects of
the position generator (i.e., economy and internal
validity) and the name generator (i.e., detailed infor-
mation about resources). The questionnaire used for
asking the respondent about their access to resources
is structured like the position generator: a set list of
resources, each one supposedly representing a subset

of social capital covering several spheres of life. The
potential availability of each of these resources is
recorded by the strength of the tie between ego and
alter (e.g., family, friend, acquaintance).

This questionnaire is quick to conduct and gives an
easy representation of social capital. It can be direc-
tly processed statistically and quickly interpreted.
Because social interaction and network formation are
culturally determined, the content of the resource gen-
erator must be adapted to the population concerned.



3. Particular Features of Some 
Exemplary Surveys

There have been a number of sample surveys
designed to describe personal networks from different
angles. They concern a range of issues, such as how

information is mobilized in the search for work
(Requena, 1991; Granovetter, 1973), the influence of
personal network structure on promotion in an organ-
ization (Burt, 1992), or political attitudes and sense of
belonging with regard to the European Union (de 
Federico de la Rúa, 2003). They may also look at macro-
social factors that modify networks, such as. the effects
of political regime change in East Germany (Völker,
1995) or the impact of urbanization (Fischer, 1982a). 
We present a few surveys to highlight their original
methods or because their impact is well known.

a. East York

Barry Wellman’s surveys of East York (Toronto,
Canada) in 1968, 1978, and 1981 (Wellmann and
Berkowitz, 1988) had three aims: to show that in an
urban environment social integration does not sim-
ply mean integration in the home neighborhood; to
explore the dynamics of interpersonal exchanges
aimed at obtaining resources; and to back up a struc-
tural interpretation of actors’ behavior and attitudes.
The research is original for its successive use of 
in-depth interviews, face-to-face questionnaires and
postal questionnaires and for the steps it took to
observe the creation and dissolution of relations.

b. Detroit Area Study

Edward Laumann conducted a study in Detroit
(Laumann 1973) to show the influence of the personal
network on people’s behavior and attitudes. It took a
sample of 1013 white males between the ages of 21 and
64 years, born in the metropolitan Detroit area. The
name generator is formulated as follows: “Now would
you think of the three men who are your closest friends
and whom you see most often. They can be relatives
or nonrelatives, as you wish.” Here the generator
limits the selection to a single type of relation defined
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TABLE 137–2 Sample Matrix Used to Record Responses Describing Relations between Partners

How well do persons no. . . . know persons no. 2 to no. 6
1 to no. 6

NG Namea No.
No.1 and no. 2 No. . . . and no. 3 No. . . . and no. 4 No. . . . and no. 5 No. . . . and no. 6

2a 1
2b 2
3 3
7 4
8 5

11 6

NG, name generators.
a In the Name column, the respondent puts the first name mentioned in reply to each of the name generators listed in column NG. In the

boxes of the grid, the person indicates whether partner 1 knows partner 2, and so on.

BOX 137–3 Questions for the Position Generator

Before asking you more questions about your
work and your daily activities, I would like to know
what are the occupations of the persons you meet
and have contact with. I have here a list of differ-
ent occupations that people can have. Does any-
one in your family have one of those occupa-
tions? Anyone among your friends? Among your
acquaintances? By acquaintance, I do not mean the
salespersons you come across in the shop, but
somebody that you have a small talk with or would
have a small talk with if you meet him/her on the
street and that you know by his/her name.

Job/function Family Friend Acquaintance No.

1 Physician 1 2 3 0
2 Cook 1 2 3 0
3 Engineer 1 2 3 0
4 High 1 2 3 0

ranking
public 
servant

5 Construction 1 2 3 0
worker

6 Director of a 1 2 3 0
company

7 Etc., up to 30
occupations



by a role label (close friends) and, within that, limits
the answer to three names. For each friend named, the
respondent is asked for sociodemographic information
(age, occupation, educational level, how far away they
live) and political preferences. Ego has to say how he
perceives the mutual acquaintanceship links between
his friends; this gives the basis for a simple analysis of
the sociometric structure. These advantages counter-
balance certain limits of the survey: close friendship is
quite an ambiguous notion and is not representative of
friendship in general, still less of the diverse types of
relations that make up personal networks.

c. Northern California Community Study

Claude Fischer (1982a) set out to study the extent to
which the size, composition, functional and cultural
diversity of an urban area affected individuals’ socia-
bility and the emergence of subcultures. It was a con-
tribution to the debate launched by the Chicago School
pioneers. Its sample of territorial communities was
stratified by degree of urbanization, and within that,
random samples of housing units were taken, and 1050
English-speaking people were interviewed in 1977 
and 1978. Claude Fischer wanted a relatively ample
description of their personal networks, and used nine
name generators based on precise exchanges: Who has
helped you with a small job around the home? Who
do you talk to about the way your job should be done?
Who do you go out with socially or go to dinner with?
Eight answers to each question were allowed. The
questionnaire also allowed respondents to add “other
people who are important to you.” Claude Fischer
then asked for information about each alter. The ques-

tionnaire then made a second selection, retaining only
the first five people named in response to certain name
generators. For this subnetwork, the respondent was
asked for more ample information about the history of
each relation and about linkages between the alters.
With these data, quite refined sociometric indices
could be used. This approach gives a fairly open
description of the personal network, and a more thor-
ough analysis of a small number of relations. It is a
fruitful compromise between extensive enumeration
and analysis of structural complexity.

d. Contacts between People

A 1982 survey on contacts between people con-
ducted for the Institut National de la Statistique et des
Études (INSEE), which is the French national statistics
office, and the Institut National d’Études Démo-
graphiques (INED) by François Héran (1987, 1988),
was designed to describe the sociability of the French
from a representative population sample. A particular
feature of the survey was that it described the practices
of households taken as a whole (5900 households were
used) and the sociability of one individual chosen at
random within each household (4700 individuals).
There were two levels of information. Another partic-
ularity was that, as in some time budget analyses,
respondents were asked to note, for every quarter hour
for 8 days, what they were doing and whether they
had “talked with people not living in their household
(strictly work-related discussions excluded). If several
people were involved, note each one individually.”
The respondent is asked for the gender, first name, and
age of each person they talked to. This “catch-all”
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BOX 137–4 Questions for the Resource Generator

salespersons you come across in the shop, but some-
body that you have a small talk with or would have
a small talk with if you meet him/her on the street
and that you know by his/her name.

Here I have a list of skills and resources. Does
anyone in your family have this kind of skill or
resource? Anyone among your friends? Among your
acquaintances? By acquaintance, I do not mean the

I. Do you know anyone who No Family Friend Acquaintance Yourself
II. . . . and are you someone who . . .

1 . . . can repair a car, bicycle, etc. 0 1 2 3 4
2 . . . owns a car 0 1 2 3 4
3 . . . can repair household appliances 0 1 2 3 4
4 . . . can speak and write in a foreign language 0 1 2 3 4
5 . . . can work with a computer 0 1 2 3 4
6 . . . can play music 0 1 2 3 4

. . . etc., up to 20 skills or resources



name generator is the survey’s strong point (descri-
bing exhaustively, on a representative basis, what
people the respondent has relations with) but also its
weakness, because it says nothing about the content of
those relations.

e. General Social Survey

The General Social Survey (GSS),18 conducted by the
University of Chicago’s National Opinion Research
Center (NORC), is a periodic representative survey of
the population of the United States (sample of about
1500 people) with core modules repeated every year
and specific modules used only in particular years. The
name generator used in the 1985 survey was straight-
forward: “From time to time, most people discuss
important matters with other people. Looking back
over the last 6 months—who are the people with
whom you discussed matters important to you?” The
specialists advising the NORC chose this question
because it would be meaningful to any interviewee
and would elicit a varied range of types of relations.

Respondents are then asked for information about
the first five alters they mention: the characteristic 
roles of each relation (e.g., type of family relationship,
friend, colleague, leisure companion) and which of
them knows which others. Limiting names to five is
not a problem because only 6% of respondents
mention more than five people. Here the procedure
examines the core network—a smaller and more spe-
cialized network than in the contacts between the people
survey. However, the composition of this micro-
network is still a good indicator of peoples’ overall
sociability. As Ronald Burt points out (Burt, 1990, p.
418), based on a precise analysis of the relations listed,
“The GSS sociometric name generator is less a defini-
tion of relation content than it is a window through
which one can view the respondent’s interpersonal
environment.” One advantage of the procedure is that
it is particularly quick and economical. Small relational
modules on precise issues are also included. In 1987,
for example, the GSS described three political discus-
sion partners and the way in which ego perceived 
these partners’ party support choices (Knoke, 1990).
The module identified interpersonal consensus with
regard to voting. In 1988, questions were asked about
sexual behavior.

f. Lifestyles

Between 1988 and 1989, the INSEE and the Center
National de la Recherche Scientifique (CNRS) con-

ducted a joint survey on domestic production in
French households (e.g., home cleaning and mainte-
nance, feeding and caring for family members). The
survey covered a representative sample of 6,807 house-
holds. One module took an original approach to
examine exchanges of help in household tasks,
because it examined a network of households rather
than individuals, and recorded the reciprocity of the
exchanges. The survey used 18 name generators for
different types of help (e.g., baby-sitting, care func-
tions, housework, loans of money) that had been
exchanged, received, or given over the past year. For
each household, respondents described the type of
relation (e.g., kin, neighbor, friend) and a few sociode-
mographic attributes of the household head. This
made it possible to study what types of relations allow
people to exchange these types of help, and the way in
which these particular resources circulate in our
society (Degenne and Lebeaux, 1991).

g. Confidants for Emotional and Sexual Issues

The module on confidants for emotional and sexual
issues was part of a larger survey funded by the French
national AIDS research agency (Agence Nationale de
Recherches sur le Sida [ANRS]), covering 20,000 indi-
viduals in France. Between 1991 and 1992, it was con-
ducted among a subsample of 2343 people. The aim
was to study the normative influence of a person’s
network of confidants on their sexual behavior. The
central idea was that types of sexual activity are the
result of transactions within the couple, involving nor-
mative references to, and models inspired or strength-
ened by, each partner’s close relational environment
(Ferrand and Mounier, 1993, 1998). The name genera-
tor used the question “apart from the person you live
with, with how many people do you discuss your love
affairs, sexual problems, sexually transmitted diseases
or what goes on in your couple?” The number of
people mentioned was noted, and the attributes of the
first three: sex, age, occupation, duration of the rela-
tion, and frequency of interaction. The respondent was
asked how they perceive the sexual behaviors of their
confidants. The particularity of this survey is that it
shows that people can be asked about relations involv-
ing very intimate subjects and taboos, and will give
answers about quite private aspects of their confi-
dants’ lives.

h. The International Social Survey Programme’s
Social Networks and Social Support Surveys

The International Social Survey Programme (ISSP)
coordinates major periodic surveys in several coun-
tries, making sure the data produced are comparable.
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18 For full, precise information about how the GSS works, see
Marsden (1987) and Burt (1984).



The 1986 and 2001 surveys investigated social net-
works and social support systems. The 1986 survey
used representative samples from seven countries.19 It
described frequency of encounter with close kin
(parents, siblings, children), the size of the extended
family network, and close friends. It identified the type
of relation (spouse, parent, child, brother or sister,
other kin, friend, neighbor, colleague, other relation) to
whom the respondent turned first, and second, when
in need of help in any of the six fields covered: help
around the home and garden, illness, borrowing 
large sums of money, problems with spouse, feeling
depressed, needing important advice. The 2001 survey
was conducted in 34 countries20 and concerned
extended family, friends in different contexts (work,
neighborhood, other), membership of organizations,
information about job opportunities and questions
about satisfaction, trust and political opinions. The
comparative potential of the ISSP surveys is particu-
larly interesting and has been exploited by Linton
Freeman and Danching Ruan (1997) among others.

i. The Institut National d’Études Démographiques
Survey on Close Associates and Kin

The 1990 Close Associates and Kin (Proches et
Parents) survey conducted by Catherine Bonvalet on a
representative sample of 1946 people from the adult
French population (Bonvalet et al., 1993) followed on
from earlier research into family networks (Gokalp,
1978). It had three aims: (1) increase knowledge of the
extended family (2) explore the affinity network (as 
a rule, the kinship group a person can describe is
broader than the group with which they have close
ties); (3) study the social habits of the family and
friendship network. The method used was to record
the resources respondents could mobilize through
their network of family and friends: help and support,
transmission of goods, exchanges of services and
information. There were three parts to the question-
naire. The first concerned help received and given by
ego over their lifetime in the fields of education,
employment and housing. The second described the
network of close associates using a name generator:

“Now we are going to talk about the people you regard
as being close to you. Can you list them, regardless of
whether they are friends, members of you family or of
your spouse’s family?” The third part, which is highly
original, consisted of drawing up a family record 
book over five generations (from grandparents to
grandchildren and including uncles, aunts, cousins,
nephews, nieces and their spouses). In this way the
survey identified three types of network: exten-
ded family, those considered “close,” and the self-help
network. The three do not necessarily coincide.

CONCLUSIONS

To conclude, it must be said that not all fields have
been covered. We have not discussed survey methods
on complete networks or the use of archive data for
reconstituting complete networks.21 The questions
raised by data analysis on complete or personal net-
works have not been examined in depth; nor have the
particular statistical approaches used for relational
matrices. We set out the general principles and then
focused on survey methods for large populations that
use common demographic research procedures among
other methods.

Surveys on personal networks certainly have much
in common methodologically with studies designed 
to give a detailed description of kinship groups.
However, this does not mean that ultimately they are
much like conventional surveys. In the first place, at
the strictly empirical level, many social network
studies have developed comprehensive analyses of
different aspects of socialization. The same observa-
tion takes into account relations formed through work,
in the neighborhood, or through membership of an
organization, as well as kin. Such studies never claim
to give an exhaustive description. They observe inter-
dependencies between different types of relations.
This leads us to a second, more theoretical distinction.
Social network analysis methods can be used for
research inspired by a wide range of theoretical par-
adigms, but it is fair to say that the structural
approaches are based on the hypotheses that can best
exploit the demonstrative potential of social network
observation. They lead us to define an actor less in
terms of their individual attributes than their position
in a particular set of intersecting relational systems.
There the actor will find resources, be subject to control
and prioritize their preferences. Each actor is limited
by the position they occupy in these systems’ struc-
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19 Australia, 1250 individuals surveyed; Austria, 1027; United
Kingdom, 1416; Hungary, 1747; Italy, 1027; United-States, 1470; West
Germany, 2809.

20 South Africa, 2563 individuals surveyed; Germany, 936 in the
West and 433 in the East; Australia, 1352; Austria, 1011; Brazil, 2000;
Canada, 1115; Chile, 1504; Cyprus, 1006; Denmark, 1293; Spain, 1214;
Finland, 1439; France, 1398; Hungary, 1524; Northern Ireland, 1407;
Israel, 1053 Jews and 154 Arabs; Italy, 999; Japan, 1321; Latvia, 1000;
New Zealand, 1146; Norway, 1560; Philippines, 1200; Poland, 1221;
Czech Republic, 1200; United Kingdom, 912; Russia, 2000; Slovenia,
1077; Switzerland, 1001; United States, 1149.

21 For example, scientific citation databases can be used to recon-
stitute scientific networks in different fields.



tures. They act, forming and abandoning relationships,
and in so doing they help to reproduce or modify these
systems locally.
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P A R T  

III

HISTORY OF DEMOGRAPHIC
SCIENCE, TEACHING, 

AND RESEARCH

GRAZIELLA CASELLI, JACQUES VALLIN, AND GUILLAUME WUNSCH

Part III of Volume IV could equally have been entitled “Demography Viewed by
Demographers” because the authors of its chapters, demographers themselves, were
asked to consider demography in the making. It provides the expert views of the 
specialists whose careers have consisted of practicing demography from a perspective
that is as critical as possible when required.

In Chapter 138, Eric Vilquin gives a more historical than demographic treatment of
the history of demographic science, focusing more on its origins than on the most recent
developments. These are considered at greater length in the later chapters on demo-
graphic research and teaching. Starting from the pioneers who invented the discipline
without giving it a more specific name than political arithmetic, Vilquin also covers those
who, from the 19th to the early decades of the 20th century, gave the discipline its name
and structured it into a coherent corpus of issues and methods, while also developing
the necessary sources of information and encouraging public awakening to the issues
raised.

The next stages of the history are delivered in a very different form in the following
chapters, because without addressing developments in the discipline in recent decades,
there is no valid way of approaching demography teaching and the tools used 
(i.e., handbooks, treatises and other learning aids, software, and other educational pro-
grams) or demographic research and the centers that carry it out.

In Chapter 139, Annunziata Nobile and Alessandra De Rose focus on works pub-
lished in the latter half of the 20th century by reference to developments in the topics
addressed by authors whose choices largely reflect advances and shifts of direction in
the discipline. The authors deliberately confined themselves to works in English,
French, and Italian. Even though this sample is wide enough to cover the bulk of output



in this field, it was useful to supplement this overview and its bibliography with short
presentations of the teaching literature available in other languages that have had or
still have some importance in the development of demography. Each is written by 
specialists with a background in the languages concerned: Russian, German, Spanish,
Portuguese, Dutch, and Japanese. This argues that the same approach should have been
taken for Arabic, Chinese, and other sources, but-, a limit had to be set, even if the one
chosen may seem arbitrary.

In Chapter 140, Dionisia Maffioli mainly addresses developments in demographic
research issues to trace what is the very recent history of demography teaching. The
issues of science are not themselves wholly independent of the political, economic, and
social issues that are the essence of demography, nor even the beliefs to which they give
rise. However, in the educational sphere, the big issue of recent decades is still the intro-
duction of demography into the university curriculum. It has been a sometimes event-
ful journey, and one that has taken very different pathways in different cultural areas,
where there is a marked contrast between the way it has made inroads in a very prac-
tical way as a component of other disciplines in the English-speaking world and its
much more assertive demands as a study in its own right in the French and Italian-
speaking worlds.

Advances in the discipline and especially in technology are what prompted the emer-
gence and development of demographic software, which is traced in Chapter 141 by
Antonella Pinnelli and Anna Maria Birindelli. The case may be made that technologic
development to some extent has supported the development of demography, because
computers removed the restraints of computation times. Some approaches turned into
real avenues of exploration only when computing power became sufficient to enable
the development of software to implement appropriate methods.

In Chapter 142, Dionisia Mafioli examines centers of demographic research and
teaching. Her assessment naturally reflects earlier propositions about the teaching,
development, current state, and future prospects of demography.

Chapter 143, which is the end of Part III and of the entire book, gives a voice to
demographers from the world over. Michel Loriaux and Tania Vishnevkaia summarize
the results of a survey of the members of this small international scientific community
on how they came to demography, how they approach and practice it, and how they
see its future. It may not be a wholly representative sample, but it is sufficient to give
a flavor of the main themes running through this microcosm and to indicate the 
scientific challenges of demography to be expected in the 21st century.
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The birth certificate of demography (and of descrip-
tive statistics and epidemiology) is generally consid-
ered to be a small book of roughly 100 pages published
in London in 1662: Natural and Political Observations
Mentioned in a following Index, and made upon the Bills of
Mortality. By John Graunt, Citizen of London. With refer-
ence to the Government, Religion, Trade, Growth, Ayre,
Diseases, and the Several Changes of the said City. The
author, John Graunt, was a prosperous London 
merchant who happened in the Parish Clerks’ Hall on
the bills of mortality compiled over decades by the
roughly 130 parishes of London. Graunt’s intellectual
curiosity led him to undertake a useful, intelligent
compilation of the disparate accumulated information.
The set of methodologic tools he fashioned for the
purpose was called Political Arithmetick by his friend
(and possible collaborator) William Petty (1686, 1687).
The term démographie was coined only 2 centuries later,
by Achille Guillard in his Elements of Human Statistics
or Comparative Demography (1855), after which demog-
raphy and statistics would be increasingly recognized
as separate disciplines.

Following John Graunt, the pioneers of scientific
demography made significant advances in methods
for the observation, measure, and analysis of demo-
graphic phenomena. Focusing primarily on mortality
for over 2 centuries, they really ventured into the area
of fertility only on the eve of the 20th century and into
migration even later. However, the measurement of
population size and the description of its sociodemo-
graphic structures have historical antecedents that
considerably predate the advent of demographic
analysis.

I. DEMOGRAPHY BEFORE 1662

Since ancient times, data collection has been under-
taken using procedures that are part of the history 
of demographic science: enumerations and registers.
Although the purely demographic objective of such
operations was often secondary or even nonexistent
alongside military, taxation, and legal purposes, they
are nonetheless ancestors of the modern census and
vital registration system.

1. Ancient Enumerations

The earliest known enumerations were carried out
in Egypt, China, India, Japan, and the Near East. These
were generally initiatives by central authorities that
aimed to establish a quantitative and qualitative
inventory of the country’s human resources. Interpre-
tation of the statistical results is difficult because we
must always suspect that the figures were arranged for
political or religious reasons. However, precise infor-
mation on the enumeration methodology is sometimes
available. In regions with relatively strong, stable
central authority, periodical census taking is part of the
art of governing. This generally involves establishing
in each district of the territory an inventory of hearths,
houses, or individuals, divided into a small number of
simple categories based on their relative importance to
the state. For instance, if the purpose is to raise an
army, the enumeration could identify adult males,
without counting women, children, and elderly males,
and an enumeration for tax collection purposes could
count heads of taxpaying families (ignoring family
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size), without counting paupers or rich members 
of tax-exempt categories. Ancient enumerations often
cover only a specific subset of the population.

The best-documented case is China. Numerous
Chinese texts describe the administrative structures
and procedures devised to enumerate the population;
these began at least 3000 years ago and were fre-
quently changed. Combined with a system of con-
tinuous registration of certain categories of the
population (e.g., conscripts, persons subject to corvée
labor, various categories of taxpayers, families granted
imperial land), the process generally involved a
massive counting operation based on the registers,
with the total results forwarded in steps along strictly
hierarchical channels from the base to the center. At the
local level, the registers sometimes included highly
detailed sociodemographic information on individu-
als. From the early 7th century to the early 10th
century, the census was based on a family register (i.e.,
a list of household members specifying their sex and
age, as well as the family’s social, economic, and tax
status); the register was supposed to be exhaustive,
updated once each year by the village or district chief,
and sent to the central government once every 3 years.
It is difficult to determine to what extent this system
functioned properly, but it subsequently underwent
considerable changes. The highest degree of refine-
ment occurred under the Ming Dynasty (1368–1644),
with the use of Yellow Registers. These were perma-
nent, standardized lists of persons and property that
were kept in duplicate; compilations were periodically
carried out at every level of the tax administration (i.e.,
li-chia or lijia system). Every 10 years, the registers were
reconstituted family by family and the results tallied
to form the census. The imperial government attached
great importance to homogeneity and synchronization
of the count throughout the territory, as well as to error
correction and proper storage of the basic documents.
This extremely sophisticated, bureaucratic system has
left plentiful statistical data, but critical analysis is
problematic. Later transformations and degradations
of the system made the Chinese census an instrument
for police control and tax administration, but virtually
unusable for demographic purposes, from the 17th
through the 19th centuries. In China, as elsewhere, the
tax function of registration and enumeration almost
inevitably caused a deviation, because the exhaustive
list of individuals gave way to an increasingly fictive
count based on notional tax units (e.g., hearths, men,
mouths).

The Roman Empire’s quinquennial census has left
few traces, and little information is available. What
was surely a partial and relatively crude count disap-
peared with the collapse of the empire. Europe would

then remain without a census for 1000 years. 
Christianity inherited Judaism’s distrust of the census
(mysteriously associated with terrible curses in the
Biblical tradition), and the West would hesitate for a
long time before implementing one. The rare attempts
to reinstate a nation-wide census (e.g., the English
Domesday Book in 1086 or the French État des Paroisses
et des Feux in 1328) proved to be short-lived. Locally,
there are abundant lists and inventories of all sorts,
often precise and detailed,1 but their lack of homo-
geneity and continuity generally precludes any useful
statistical analysis.

During the Renaissance, virtually all theorists of the
art of governing (including Niccolo Machiavelli, Jean
Bodin, and Antoine de Montchrestien) argued ener-
getically for an exhaustive, periodical, nominative
enumeration, detailing its benefits, and generally
arguing that accurate measurement of needs, resources
and changes would allow the economy and society to
be administered in an informed manner, rather than
blindly. Rulers sometimes took these arguments 
seriously: the 16th century has left traces of numerous
censuses, particularly in smaller city-states, but this
was not a reinstatement of the tradition of the Roman
census.

2. Recording Demographic Events

Nominative registration of births and deaths, in
connection with ancestor worship, has existed for at
least 2000 years in China within the most powerful
clans. This may be a private vital register for strictly
genealogic purposes, but it is a gold mine for his-
torical demographers. Vestiges of similar registration
systems exist in other parts of the world.

In the 14th century, the Christian West slowly intro-
duced into its administrative and legal practices a
change that was to have incalculable consequences: the
replacement of oral testimony by written evidence.
The Church prescribed that certain important events
in the life of individuals, hitherto regulated by custom
or by faith, should be recorded in writing. Henceforth,
parish registers would provide documentary evidence
that a person had received the sacraments of baptism,
confirmation, or marriage; that the person was alive or
dead; and evidence of his or her marital status. It took
2 or 3 centuries for the rules and practices of church
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1 One of the finest examples is the catasto compiled in Tuscany
between 1427 and 1430 in connection with a reform of Florentine 
taxation. The 60,000 families of Florence and its dominions were 
surveyed, with details of their composition, relationships, and 
individual characteristics of their members, activities, assets, rights,
and debts (Herlihy and Klapisch, 1978).



registration to move toward homogenization and 
generalization. Roughly, the idea was definitively 
established that each church would register the 
christenings, marriages, and burials of its faithful in
the 16th century in some dioceses and in the 17th
century throughout Christendom (both Catholic and
Protestant).

Church and civil authorities then relayed one
another in imposing registers and specifying their
content. Royal ordinances in England (1538) and
France (Villers-Cotterêts, 1539) requiring that parish
registers be kept predated the first general legislation
of the Roman Catholic Church (the Council of Trent,
1563). The mass of regulations attests to difficulties in
implementing registration and hesitations by authori-
ties. Gradually, after successive reforms, a rigorous,
homogeneous system was put in place. In France, this
was accomplished with the royal declaration in 1736.
These turbulent changes, combined with historical
events (marked by the disappearance and destruction
of documents), justify the precautions now taken by
historical demographers in the statistical analysis of
this prodigious mass of individual data on births, 
marriages, and deaths.

From 1670 onward, the parish registers in some
large towns were systematically counted and compiled
into more-or-less detailed, periodical tables. As early
as 1736, Sweden experimented with what would
become in 1746 the Tabellverket, the first national
system of demographic statistics and analysis based
essentially on the exhaustive extraction of data from
parish registers.

After the Revolution in 1789, France “secularized”
vital registration by creating the état civil (1792), a civil
register modeled on church registration, but which
removed the selection criterion of religious affiliation.
Several European countries followed suit in the 19th
century.

II. THE BIRTH OF DEMOGRAPHIC
ANALYSIS IN 1662

Alongside the parish registers, in the 16th century,
a number of large European towns began occasionally
to produce bills of mortality. This was a rudimentary
system for local monitoring of plagues (the generic
and Biblical term for major fatal epidemics); in
London, for instance, every Thursday, the parish clerk
posted on the church door a bill reporting the number
of deaths in the parish during the previous week and
the number of deaths attributed to the plague. This
was done to inform the population; if the number and
proportion of deaths attributable to the plague

increased week after week, it was time to take protec-
tive measures.2

In London, starting early in the 17th century, the
practice had become routine and continuous. The
parish clerks gradually extended their bills to include
the number of christenings, the breakdown between
males and females, and the cause of death. (The age at
death was added in 1728.) The Company of the Parish
Clerks of London (representing 109 parishes in and
adjoining London around 1600 and 130 around 1660)
received and stored all the bills, and it published an
annual report with a summary account at the end of
each year.

John Graunt (1620–1674), a wealthy London 
merchant who served on the Common Council, was 
an exponent of the experimental science movement
that was then in full expansion. Happening on those
records in 1660 or 1661, he subjected them (apparently
with no preconceived intent) to an enormous amount
of critical examination, analysis, and synthesis. The
most elementary mathematical tools (what he called
his Shop-Arithmetique) proved sufficient for him to
forge the tools needed for a synthetic, cautious, and
pertinent description of a large mass of analogous
information; in so doing, he invented the statistical
approach and the principal techniques of descriptive
statistics.

Faced with a long series of data on systematic, con-
tinuous observations of a natural and social phenom-
enon (mortality), he sought to identify laws, in much
the same way as his astronomer and physicist friends.
With a subtle combination of method and intuition, he
identified statistical regularities in an area where pre-
viously one had seen only the unfathomable secrets of
Providence, including the sex ratio at birth, differential
mortality by cause and location, comparative demo-
graphic dynamics between London and Paris, and the
ratio of annual births and deaths to the population.
The ratios, proportions, and disproportions that
abound in Graunt’s work are the ancestors of our
modern proportions, means, rates, and ratios. Despite
his many computational errors and some mistaken
assumptions,3 he indicated for the first time the actual
magnitude of demographic parameters.

One of his concerns was to evaluate the population
of a town or country in the absence of any enumera-
tion. After observing the stability of the numerical
ratios between the population and the number of
births and deaths per annum, he used the relationship
to calculate the population from parish statistics. This
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2 The only effective measure at the time was to flee the city.
3 He thought, for instance, that the persons who died in a given

year formed a representative sample of the living population.



multiplier technique remained the principal method 
of evaluating population size until censuses were
restored and continued to compete with censuses
through the early part of the 19th century.

Graunt did not have what was needed to construct
a life table, but he is nonetheless the inventor. With no
information on the age at death, he adopted an arbi-
trary (and unrealistic) distribution of deaths by age
groups4 to develop the theoretical model of the age-
specific distribution of deaths that he suspected (Table
138–1). Thirty years later, Edmund Halley (1693) relied
on John Graunt’s model to construct the first life table
based on an actual distribution of deaths according to
age.

Graunt was also a pioneer in the critical analysis 
of data. Every concept and figure was subjected to
inquisitorial scrutiny, after which he corrected or
rejected the data. With scrupulous caution and
modesty, he always tried to check calculations by
several independent means and gave only limited
credit to the numeric value of his results—but that
does not prevent him from being affirmative and cat-
egorical when certain of having disproved generally
accepted ideas. Graunt the precursor left an impressive
set of tools, which his successors perfected while pre-
serving their initial spirit.

III. DIRECT MEASUREMENT 
OF POPULATION

Tax registers naturally provided a census frame
that, although incomplete, was frequently brought up
to date. Tax registers were the basis for most popula-
tion estimates in the 16th and 17th centuries. There
were significant methodologic problems, however,
and the resulting estimates remained highly inaccurate
because some levels of society were not included on
the registers and because the registers often provided
only a list of hearths (households), with the aggravat-
ing circumstance that in several regions the hearth was
a conventional tax unit unconnected to demographic
reality.

In the absence of a simple, homogeneous method,
many attempts to conduct local or regional enumera-
tions in the 16th and 17th century (in Spain, Italy, 
and France) proved to be short-lived. Around 1680,
Sébastien de Vauban, the French administrator and
military engineer, developed a “general and easy”
(générale et facile) counting method, which he person-
ally tested in numerous towns and regions and then
placed at the disposal of the French government,
which first applied it in the colonies (Vilquin, 1975;
Vauban, 1686). Vauban’s innovation was to print blank
tables that the census agents completed by following
strict instructions. There is one table per parish and
one line per house; each line recorded the composition
of the household based on the main categories of sex,
age, and social status.5

The 17th and 18th century European governments
were eager for qualitative and quantitative informa-
tion, but they deluged local officials with such wide-
ranging demands that the answers were inevitably
vague, if not mere conjecture. One such enterprise,
which was better prepared than most, was a genuine
success. This was the French Enquête des intendants pour
l’instruction du duc de Bourgogne6 between 1697 and
1700. With collaboration from Vauban, the Duke of
Burgundy’s tutors undertook a vast survey with mul-
tiple objectives in every province of France. After con-
siderable prodding for information and adjustments,
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TABLE 138–1 John Graunt’s Table, 1662

Of 100a there dies within the first six years 36
The next ten years, or Decad 24
The second Decad 15
The third Decad 9
The fourth 6
The next 4
The next 3
The next 2
The next 1

From whence it follows, that of the said 100 
conceived there remains alive at six years end 64

≤ At Sixteen years end 40
≤ At Twenty six 25
≤ At T[h]irty six 16
≤ At Fourty six 10
≤ At Fifty six 6
≤ At Sixty six 3
≤ At Seventy six 1
≤ At Eighty 0

a These are 1000 “quick conceptions,” indicating that
some perinatal mortality is included in the 36 deaths for
the first age group.

4 John Graunt grouped the causes of death specific to early child-
hood and logically attributed them to the ages younger than 6 years,
but he was unable to do this for the other age groups.

5 The column headings can be translated as “Men,” “Women,”
“Grown boys,” “Grown girls,” “Little boys,” “Little girls,” “Female
servants,” “Male servants,” and “Number in family.” The first two
categories include married adults (or priests and nuns) who are not
servants; grown boys are unmarried males older than 14 years, and
grown girls are unmarried females older than 12 years (below those
ages, they are little boys and little girls); the number in family is the
total number in the household.

6 Louis, Duke of Burgundy, grandson of Louis XIV, later became
dauphin (i.e., heir apparent), but he died before acceding to the
throne.



they obtained a complete series of reports that, despite
enormous failings, were used pretty much as official
statistical yearbooks (often without being updated) by
French ministries throughout the 18th century. Their
interest and utility were such that the bookseller
Saugrain published them in 1709 (Dénombrement du
royaume par généralités, élections, paroisses et feux) and
even brought out a second edition in 1720 (Nouveau
dénombrement du royaume) (Saugrain, 1709, 1720). For
the purposes of the survey, a genuine direct census 
of the population was taken in some provinces and
towns, more or less in keeping with Vauban’s
approach; however, in most cases, earlier estimates of
uncertain provenance were reproduced, or a rapid
count using the tax registers was performed.

Genuine nominative, comprehensive censuses have
been conducted since the 17th century in nearly every
European country, in limited territories. The first
modern nationwide censuses were those taken in
Iceland in 1703 and Sweden in 1755. The case of
Sweden is distinctive. All Swedish parishes had main-
tained detailed, up to date registers of their population
since the late 17th century. In the 1750s, the govern-
ment ordered a periodic compilation and analysis of
the registers. Pehr Wargentin and Edouard Runeberg
(1772), who were in charge of the initial work by the
Tabellkommissionen, set very high standards at the
outset, and for a long time Sweden maintained a half-
century lead over the rest of Europe in the area of col-
lection and analysis of national demographic statistics
(for Wargentin and Runeberg, see Dupâquier, 1977).

In France, the welter of censuses and surveys
ordered by an array of Revolutionary bodies were typ-
ically carried out by incompetent, overworked per-
sonnel, and almost never reached the processing stage.
The creation of a Statistical Bureau in 1799 introduced
some order, but the Empire soon made statistics a
matter of state secrecy and eliminated the Statistical
Bureau, which would definitively reemerge only in
1834. Meanwhile, Austria, Prussia, Russia, the Nether-
lands and Belgium set up their own statistical bureaus,
followed in the third quarter of the century by the
other nations of Europe.

One hundred fifty years after Vauban, the ideal of a
uniform, thorough, and simple census method was
taken up again in the 19th century by the Belgian
mathematician and astronomer Adolphe Quetelet. 
The censuses in the Netherlands (1829 to 1830) and
Belgium (1846) allowed him to test his ideas regarding
standardization of procedures for collection and analy-
sis (Quetelet, 1847). From defining concepts to training
census agents, his systematic approach worked
wonders, so the organization of the Belgian census was
seen as a model by neighboring countries. However,

his dream of every country in the world simultane-
ously taking identical censuses would never be 
realized.

IV. POLITICAL ARITHMETIC

John Graunt’s invention found its first enthusiast in
his friend William Petty, who used the term political
arithmetic to describe his resolutely quantitative
approach to social phenomena (Petty, 1686, 1687).
Petty used Graunt’s formulas to build arguments in
support of his political theories, but was largely uncon-
cerned with methodologic improvements. Their 
successors, often astronomers or clergymen, would
advance theory and techniques in two main areas:
indirect population estimation and the life table.

1. Demographers

The first demographers were English and Dutch:
Edmund Halley, Matthew Hale, Gregory King, Charles
Davenant, Louis and Christian Huygens, and Jan De
Witt. Their shared concerns included evaluating 
population worldwide and in selected countries and
towns; the long-term population trend in Europe and
worldwide; and the actuarial computation of annu-
ities. Some demographers also addressed the distribu-
tion of population by sex or age group, and even
ventured population projections. In 1696, Gregory
King computed ratios for births, deaths, and nuptial-
ity by dividing the population by the annual numbers
of births, deaths, and marriages (King, 1696/1973); 
it was not until 80 years later that the corresponding
rates were computed, when Jean-Louis Muret (1766)
reversed the numerator and denominator. The Dutch
actuaries Willem Kersseboom and Nicolas Struyck,
starting in 1738, quarreled over the determination of
multipliers; in doing so, they unwittingly laid the
bases of stationary population theory,7 and more
importantly, they systematically compiled statistical
surveys of demographic data from various sources
(Kersseboom, 1970; Struyck, 1912, cited by Dupâquier
and Dupâquier, 1985, p.162–166). Gregory King and
Nicolas Struyck are doubtless the most important
figures in the first half of the 18th century because they
improved on the methods of their predecessors, and
they methodically weighed the relevance and validity

Chapter 138/Origins of Demographic Science 771

7 Kersseboom applied the life table to the average annual
number of births to determine the population pyramid for the 
(stationary) population. The size of the (stationary) population is
then equal to the annual number of births multiplied by the average
lifetime.



of the data and techniques. Nicolas Struyck was the
first to investigate the disturbing role of migrations in
demographic estimates, to be wary of computations
based on small numbers of subjects, and the first who
did not set out to prove at all costs that all is for the
best in Creation.

The German pastor and mathematician Johann
Peter Süssmilch (1707–1767) was the first demogra-
pher to achieve fame and the first to popularize the
new science. His principal work, The Divine Order,
published in 1741 and revised in 1761–1762, enjoyed
genuine success. The book provides a synthesis of the
state of political arithmetic on the two publication
dates, and its application to an impressive amount of
data. Süssmilch was a judicious critic but not really an
innovator. His purpose was to accumulate scientific
evidence to support his religious convictions.

In France, Antoine Deparcieux (Essay on the proba-
bilities of the length of human life, 1746, and Addition to
the essay . . . , 1760) made a notable improvement to the
measurement of the death rate. Louis Messance (1766)
conducted a methodical demographic analysis of three
French provinces. The Abbé Expilly (1762–1770) 
collected astronomic quantities of demographic data.
Jean-Baptiste Moheau published a veritable treatise on
demography (Researches and Considerations on the pop-
ulation of France, 1778), which can be compared with
The Divine Order. His arithmetic, though brilliant,
remained classic, but he stands out from most of his
peers by devoting several chapters to interpreting his
results, evidencing a systemic vision of the sociode-
mographic dynamics of a nation.

Each European country had its political arithmeti-
cians. Among dozens of others, two who stand out
were the Swede Pehr Wargentin (1717–1783) and
Switzerland’s Jean-Louis Muret (1715–1796). War-
gentin carried out in the 1750s an exemplary analysis
of the data produced by the admirable Swedish statis-
tical system (see Dupâquier, 1977), and Muret (Muret,
1766), who performed many differential analyses (by
sex, by region, and by period), can be called the true
inventor of the crude rates of births, deaths, and 
marriages.

In the 18th century, the political arithmeticians
knew and corresponded with one another, and sub-
mitted their discussions to a learned audience by pub-
lishing in the first scientific journals (i.e., the published
proceedings of the academies). Their methodologic
problems came to the attention of mathematicians,
including the Bernouillis, d’Alembert, Euler, Lagrange,
and Laplace. The mathematicians cautiously advanced
the initial mathematical expressions for the political
arithmeticians’ empirical parameters, and used their
observations (e.g., the stability of the sex ratio at birth

or the probability of survival from one age to another)
to formulate the standard problems in the calculus of
probabilities. For instance, at the request of Johann
Peter Süssmilch, Leonhard Euler developed around
1760 the empirical recipe for computing the doubling
time of a population, which had hardly progressed
since John Graunt), and established the algebraic rela-
tionships between population size, structure and
movement. Pierre-Simon de Laplace in 1778 called on
probability theory to demonstrate that the sex ratio at
birth differs significantly from 1 and to measure the
ranges of variation of certain parameters (Laplace,
1781).

2. The Life Table

Even before the construction of the first true life
table by Edmund Halley (1693), the brothers Christian
and Louis Huygens, in 1669 (Huygens, 1669/1920),
were attracted by the model developed by John
Graunt. They developed the concepts of life
expectancy and the probable length of life at any given
age, as well as the graphical representation of the
parameters of a survival table. However, this was not
reported to contemporaries. Around 1680, Gottfried
Wilhelm Leibniz outlined a theoretical life table
(Leibniz, 1680?/1866), but failed to follow through
with his work. It therefore fell to Edmund Halley
(1656–1742), the British astronomer, who used the first
statistics of deaths according to age, from Breslau in
1687 and 1688, to construct the first table based on
actual data. Taking some liberty with the crude data,
he computed a table of survivors by age, starting with
1000 infants younger than 1 year. The ages are
expressed in complete years at the start of the table,
and subsequently by age at birthday. However, lacking
information on the age structure of the population of
Breslau, he had to assume that the distribution of
deaths by age was the same as the age structure of the
living population (the cumulative deaths method),
which (as he was aware) is the case only for a closed,
stationary population. He did not calculate death
probabilities or life expectancies.

Life table methodology made slow, modest progress
in the 18th century. Kersseboom, Struyck, Smart, and
Simpson eliminated the need to assume a closed pop-
ulation and stationarity. Before introducing the tech-
nique into France, Antoine Deparcieux (1746) analyzed
his predecessors’ work in detail and definitively dis-
tinguished between the mean length of life and the
median length of life (i.e., probable lifetime). Depar-
cieux gave the life table its current form, breaking with
the cumulative deaths method. Disposing of good life
history data on small populations of rentiers or reli-
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gious communities, he could establish the ratio of
deaths at any age to the total population exposed to
the risk of dying at that age. Because he had no data
on children, he surveyed mothers from various social
backgrounds at the end of their reproductive lives
regarding the survival of their children. Pehr 
Wargentin was the first to dispose of the age-specific
distributions of the population and of deaths for the
same period (see Dupâquier, 1977).

Early in the 19th century, Emmanuel Duvillard de
Durand (1806) used an essay by Daniel Bernoulli
(1760) as the basis for calculating the gain in life
expectancy that would result from the elimination of a
cause of death (i.e., smallpox).

As rulers and savants showed growing interest in
statistics, the number of national life tables increased.
There were the first timid steps in also establishing
tables for subpopulations (e.g., males and females,
town and country). Around 1850, on the strength of the
exemplary work of Adolphe Quetelet (1854, 1872) in
Belgium and William Farr (1885) in England, the life
table was definitively anchored to the corresponding
population pyramid derived from the census.

3. Indirect Methods of 
Population Estimation

The old procedure for population estimation based
on an enumeration of hearths did not disappear
quickly, and the multiplier technique discovered by John
Graunt seems to have been used little before 1750.
Gregory King tried both methods in 1696 but did not
publish his results.8 Spurred on by the first French
demographers (e.g., Messance, Moheau), enthusiasm
for Graunt’s method spread in the second half of the
18th century. The political arithmeticians, focusing on
small portions of the territory, conducted exhaustive
enumerations of the population and counts of chris-
tenings in the parish registers: the ratio of these two
numbers was the birth multiplier, which could be used
in any town or region to compute the total size of the
population on the basis of the average annual number
of births registered. Similar multipliers based on the
annual number of deaths or marriages were tested.
Fascinated by the stability—a relative stability, but
astonishing nonetheless—of the numerical ratios they
found, demographers cherished the secret ambition of
determining the universal multiplier, but the quest was
gradually abandoned as they recognized the need to
calculate specific multipliers for different contexts
(e.g., town/country, plains/mountains, north/south).

The most extravagant enterprise in this area was con-
ducted by the Abbé Expilly, who spent years working
on the whole of France. He had baptisms, marriages
and burials in the registers of every parish in France
counted for the periods 1690–1701 and 1752–1763 (to
identify the direction of population change). Funds ran
out as he neared the goal, but he still managed to
publish statistics for more than 15,000 parishes, in six
volumes; the seventh was never released (Expilly,
1762–1770).

French ministers (Turgot and then Necker) ordered
that the computations be redone on regional samples,
while scientists (Moheau, Laplace) were refining the
theory. However, the French Revolution chose to
return to a Roman census.

The rare rudimentary attempts at demographic 
projections, as early as the 17th century (e.g., Petty,
King, Vauban), use exponential extrapolation and are
based on fixed, crude assumptions: Vauban (no
date/1845), for instance, assumed that marriage is 
universal, that each couple produces four children on
average, and that generations succeed one another
every 30 years.

V. DEVELOPMENT OF MODERN
DEMOGRAPHIC ANALYSIS IN 

THE 19TH CENTURY

1. Death Rate

To construct his hypothetical life table, John Graunt
implicitly used a mathematical function expressing the
age-specific risk of dying,9 but because this was not indi-
cated in his book, the idea was not taken up immedi-
ately. After several attempts—more complicated but not
more convincing—to mathematically model mortality
by age in the 18th century (De Moivre, Euler, Duvillard,
Laplace), the Englishman Benjamin Gompertz, in 1825,
made the assumption that the number of survivors
decreases exponentially as age increases; this was cor-
rected in 1860 by the German William Makeham, who
incorporated in the equation a term to represent deaths
that were not dependent on age. This initial mathemati-
cal law provides a close fit to the death rate for adults,
but not for infants and children. In the meantime,
William Farr (1843/1885) provided the definitive for-
mulation of the concepts of age-specific rates (including
the infant mortality rate), death probabilities, the proba-
bility of survival, and standardized rate. Louis-Adolphe
Bertillon (1866) discovered how the crude death rate is
dependent on the age structure of the population. In
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1868, Georg Friedrich Knapp, in analyzing the 
classification of deaths by years of age and year of birth,
distinguished between longitudinal analysis and cross-
sectional analysis.

The age-old dream of a mathematical law express-
ing mortality as a function of age was shattered in 1897
by Karl Pearson, who showed that the statistical
curves of mortality by age must be decomposed into
several mathematical laws that are juxtaposed or
superposed.

2. Fertility

If the political arithmeticians focused more on the
factors of fertility than on measuring fertility, it was
because the necessary data were totally unavailable.
Births were first classified by mother’s age in Sweden
in 1775, and the example was not imitated elsewhere
until after 1850. Before then, considerations on differ-
ential fertility (between town and country, between
monogamy and polygamy, and between seasons) were
based on economic or moral arguments; the rare cal-
culations were based on rough assumptions regarding
“prolificacy” (e.g., that an average marriage produces
four children). The nearly universal “populationism”
among 18th century Europeans, including demogra-
phers, provided less incentive to measure fertility 
than to seek ways to maximize fertility. This explains
the considerable persistence of extremely crude
assumptions.

Even before it became possible to study age-specific
fertility, a number of significant steps forward were
made. The first fertility estimator was the birth multi-
plier (number of inhabitants per birth). The political
arithmeticians all devoted numerous pages to this, as
they sought to determine whether it was stable or vari-
able, and the best way of evaluating it. After Gregory
King, but independently, Jean-Louis Muret trans-
formed the multiplier into a crude birth rate by revers-
ing the ratio (number of births per 100 inhabitants).
This use would not become widespread before the
19th century.

Some considered it more logical to take the ratio of
births to marriages, and this parameter enjoyed con-
siderable favor. The general legitimate and illegitimate
fertility rates were developed in 1815 by Joshua Milne
(1815). Even toward the middle of the 19th century,
Quetelet believed the best measure of a population’s
fertility was the ratio of births to marriages and that
the analysis could be further refined by classifying
couples based on the age difference between spouses
and age at marriage (Quetelet, 1835).

The breakthrough came from Scotland. Dr. James
Matthews Duncan (Fecundity, Fertility, Sterility, and

Allied Topics, 1866) took advantage of an exceptional
statistical source, which decomposed births in 
Edinburgh and Glasgow by the mother’s age and the
duration of marriage; he used this to measure, among
other things, the intervals between successive births,
parities by age and by duration of marriage, and com-
pleted fertility. However, these methodologic innova-
tions would be disseminated 30 years later, when the
national statistical offices grasped the need to collect
highly detailed data on fertility. Similarly, the clear dis-
tinction he introduced between fertility and fecundity
was not entirely understood at the time, and was 
generally accepted only 50 years later. Because he con-
ducted a cohort analysis of married women who had
neither died nor become widows before the age of 45,
mortality did not interfere with his estimates of 
completed fertility.

3. General Models

Adolphe Quetelet had met Thomas Malthus in 1833,
and the two had briefly corresponded. Quetelet
admired the English clergyman’s theory but consid-
ered that it remained to be cast in the bronze of math-
ematics. He assigned a young colleague, the brilliant
mathematician Pierre-François Verhulst, the task of
finding the best mathematical model for Malthus’
theory of population growth over time. The main dif-
ficulty was finding an exponential function (Malthus’
population increases in a geometric ratio) that progres-
sively generates a slowdown in the rate of growth 
(i.e., that incorporates Malthus’ checks). After an initial
attempt left Quetelet unsatisfied, in 1847 Verhulst dis-
covered that the logistic curve was an excellent way to
model Malthus’ theory and that it provided the theory
with a complement, if not the crowning touch, in that
the curve tended toward a horizontal asymptote: the
maximum population. Verhulst’s work was published
but passed unnoticed, and the logistic model was
rediscovered only in 1920 by the Americans Raymond
Pearl and Lowell Reed.

Advances from the concept of marital fertility to
that of population reproduction required the modeling
of nuptiality. This was done by Louis Adolphe
Bertillon (1872). The Germans Richard Böckh (1886)
and Robert Kuczynski (1931) could then define the
crude and net reproduction rates. However, the
concept of population replacement was to become
operative through another channel. In 1907 and 1911,
Alfred Lotka adopted a purely theoretical, abstract
approach to study the renewal of a population that
evolves as a function of inputs and outputs (Sharpe
and Lotka, 1911; Lotka, 1907). Laying the bases for
mathematical demography, he developed the theory of
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stable populations (Lotka, 1934, 1939) that would 
revitalize demographic analysis after World War I.

4. Graphical Tools

The first graphs in the history of demography were
drawn by Christian Huygens (1669), who used curves
to depict the numbers of survivors at various ages in
Graunt’s table, and the corresponding life expectan-
cies. However, he showed them only to his brother,
and they remained unknown. Setting aside three or
four curious but largely impractical attempts at geo-
metric illustration, which failed to gain acceptance, the
first to make systematic, frequent use of graphical 
representations in statistics were Jean-Baptiste Fourier
(1821) and Adolphe Quetelet (starting in 1827).
Quetelet was virtually obsessed by means and varia-
tions, and privileged the representation of deviations
between observations and their mean. Through his
educational abilities and the international statistics
conferences he was the first to organize and to which
he contributed indefatigably, he led all European 
statisticians to use a broken line or curve to represent
variations in the phenomena they observed.

The second half of the 19th century saw several
ingenious but virtually indecipherable attempts at
three-dimensional graphical representation (i.e., stere-
ograms), which was soon abandoned. Another inven-
tion that proved more successful was the population
pyramid. The initial idea came from General Francis
Walker (1874), the Superintendent of the 1870 Census
in the United States, who used it liberally to illustrate
his analysis of the U.S. censuses of 1850, 1860, and
1870. In 1878, Heinrich Schwabe brought the shape
into line with the principles of the histogram, and it
has remained unchanged ever since.

In 1874, following up on the intuition of several 
precursors, three German mathematicians, Georg
Friedrich Knapp, Karl Becker, and Wilhelm Lexis,
looking for the most efficient way of plotting bio-
graphic events in a system with three coordinates (i.e.,
time, age, and date of birth), devised two alternative
versions of what is now called the Lexis diagram. 
The modern version was developed by Roland 
Pressat around 1953 (Personal communication. See
Vandeschrick, 1992, p. 1249.).

CONCLUSIONS

The origins of demographic science are recent. Only
350 years ago, it could seriously be claimed without
incurring scientific refutation that men outnumber
women six to one worldwide or that gout is a hundred

times more lethal than influenza. John Graunt, in his
simple but inspired constructions, planted the seed
that has grown into a full array of instruments for
measurement and analysis of demographic phenom-
ena. Some developed faster than others. Progress in
life table techniques was significantly stimulated by
the quest for accurate calculation of annuities. At the
same time, the political arithmeticians, eager to use
their multipliers to prove that the population was
growing (or declining), thought they could eliminate
the need for complicated census taking. They also eval-
uated the constants of what Adolphe Quetelet would
call social physics. Mathematicians then joined the fray,
testing the concepts and theorems of probability
theory on the only continuous statistical series avail-
able, vital registration statistics. Fertility had long been
the poor relation to demographic research—not for
lack of interest, but for lack of the data required to
analyze fertility. The development of concepts and
tools for demographic analysis has always been closely
associated with changes in the production of popula-
tion statistics, but quite often, the conceptual develop-
ments preceded the data. From its primitive, artisan,
and utilitarian origins, the progress and results
achieved by demography between the late 17th
century and the early part of the 20th were remarkable.
The considerable work by Alfred Lotka, before and
after World War I, would unify demographic analysis
and impart a new impetus, supported and amplified
by fears of population explosion.
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Interest in the didactics of demography has been
growing intensely. This topic is covered in Chapter
140. Here, we wish only to emphasize that interest is
demonstrated by the numerous occasions this topic
appears in the programs of major international con-
ferences and the growing proliferation of articles in
demographic journals that tackle various aspects of the
content, methods, and the semantics of demography.
This interest is accompanied by an increasing aware-
ness of the epistemologic implications, particularly of
the much-felt need to delve deeper into the causal
analysis of demographic behavior (Boulanger, 1980;
Véron, 1997).

The vexata quæstio of interdisciplinary discussion
and research, or rather problems relating to the inter-
play with other disciplines interested in demographic
phenomenology, demands our consideration. Such an
approach, which is in keeping with an awareness of
the limits of any endeavors toward self-sufficiency in
demography, must focus on content and on the ways
in which this information is transmitted. The fear of
loss of identify and autonomy felt throughout the sci-
entific community, not to mention the subsequent
demotion of demography to a subsidiary role, pro-
vides further impetus to redefine how and what to
teach students who attend a course on demography. 
To what extent does the educational substance 
that remains the basis of training in this subject as 
contained in the popular textbooks continue to be 
suitable? Would it be preferable to pursue an 
interdisciplinary approach to teaching that would

promote an understanding of the causal mechanisms
underlying demographic phenomenology? How
should we respond to the demands made by a society
that is increasingly aware of demographic topics and
that compels research in the direction of analysis of
topical issues? Some analysts believe this trend should
be resisted (Livi Bacci, 1994), but others are convinced
that it should be fully embraced (Caselli, 1997; Pressat,
1996), and the ultimate decision will no doubt influ-
ence future research and teaching content.

Beyond the traditional problems of how and what
to teach, education in demography must address
where and whom to teach. The academic environ-
ments in which demographic courses are offered and
the students’ didactic itineraries have an impact on
teaching content and methods and how textbooks are
written and targeted.

Although there is increasing awareness among
demographers that the future of demography depends
on the training of its practitioners, the same cannot be
said for current textbooks. In terms of quantity, the sit-
uation is quite satisfactory. A glance at Population Index
for the past 20 years, under the heading of “Textbooks
and Teaching Programs,” produces, counting hand-
books, textbooks on demographic methodology, and
exercises, a total of 162 titles (in different languages,
but mainly English and French), many of them repub-
lished in the meantime (some on their seventh edition,
and updates concern more than the documentary
section). Most of these titles are solely destined for
teaching and their substance is built to measure
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around a specific course. Other textbooks, aimed at a
larger public or as a teaching aid, tackle demographic
issues on a much more general level, without going
into the methodology. Too few are textbooks that offer
a wide overview, that probe the links between analy-
ses and syntheses, and that to a fairly large extent
reflect demographic concerns, trends, and progress in
the field.

An analysis of these textbooks (listed in Appendix
139–1, which does not pretend to be exhaustive) lies
far beyond our abilities with regard to read the many
languages used and to assess the widely differing ped-
agogic approaches and aims covered. We instead con-
sider only textbooks published in Europe, North
America, and Australia that are printed in English,
French, and Italian1 and that are mainly from the more
renowned schools.2 In an attempt to compensate for
this, brief comments are provided on texts published
in Russian (Appendix 139–2), German (Appendix
139–3), Spanish (Appendix 139–4), Portuguese
(Appendix 139–5), Dutch (Appendix 139–6), and
Japanese (Appendix 139–7). Focus is on textbooks
printed after World War II, when the production of
pedagogic texts really took off.

A quantitative comparison of the content of educa-
tional textbooks published in this time span is not our
goal. We instead focus as much as possible on the
various approaches practiced and the differences
among cultures and over time in some of the major and
more popular textbooks available.3

I. EUROPEAN TEXTBOOKS DURING
“WILD DEMOGRAPHY’S” YEARS

Before dealing in detail with the content of teaching
textbooks in the fifty years considered it is worth

taking a glance at the situation in the interim war
years. In Europe, these mark the break from statistics
and the point when demography begins to acquire a
certain autonomy in the teaching sphere. This has-
tened the desire to fix the boundaries of the field of
research, still the subject of discussion today. Despite
expressing different positions, academics unani-
mously agree that demography as meant by Achille
Guillard (1855, p. XXVI) to be “the mathematical
knowledge of populations, of their general movements
and their physical, civil, intellectual, and moral
status,”4 is too wide a definition as research could
apply different approaches other than the descriptive
approaches practiced by pioneers in the field.

Different positions engender different itineraries
that are also determined by various cultural contexts
where demography has begun to play a role. Their
only point of contact, perhaps, is the naturalist concept
underlying the subject, where the biologic aspects of
demographic behavior prevail, at times disclosing
eugenic concerns. It is during this phase that demog-
raphy, to quote Alfred Sauvy (Sauvy, 1946), is a
“science sauvage, sans maîtres, ni élèves, cultivée
seulement par des ‘amateurs,’ ” a savage science
without masters or pupils, cultivated only by ama-
teurs. The air of “savagery” that marked these years
was by no means an obstacle but generated a series of
treatises, not particularly numerous but certainly wide
ranging, a lack of which is keenly felt today.

This is the golden age of the Italian school. Between
1935 and 1937, edited by Corrado Gini and crowning
his career as organizer and coordinator of research in
demography, his Trattato elementare di statistica is pub-
lished, with the two tomes of the second volume
entirely devoted to demography (Gini, 1935–1937).
The topics covered, involving the collaboration of
leading Italian academics of the day, range from his-
torical demography to population policy, testify to the
wealth of research underway in those years. Shortly
after, Livio Livi published the two volumes of his Trat-
tato di demografia (Livi, 1941–1942). This treatise offers
an image of demography that is refined and open to
addressing other social disciplines, which is clearly in
the tradition of Rodolfo Benini, and the book is a com-
pilation of his research. Livio Livi accords this subject
a scientific systematization that totally differs from
that of his contemporaries, assigning demography the
task of finding the “biologic basis of the social struc-
ture,” anticipating by many decades the sociobiologic
thread of thought. A particularly fascinating hypothe-
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1 Our analysis risks underestimating the role played by text-
books published in emerging countries or for this market. However,
this would require a separate section that is beyond our capacity.
Teaching and training itineraries are closely linked to employment
opportunities or to the training needs specific to each country and
tend to lie beyond the scope of this study.

2 This does not undermine the importance of other schools. Pub-
lications in German in the 19th century were particularly important,
not to mention more recent publications in Spain. Russian demog-
raphy also has a long tradition and has produced important scien-
tific studies, particularly throughout the first half of the 20th century.
Ideologic censorship after World War II led to isolation from the rest
of the scientific community, but since the collapse of the USSR,
demographic studies have enjoyed a new launch in Russia, with the
publication of a substantial number of teaching textbooks. Regard-
ing publications in these and other languages, see the notes included
in the appendices.

3 Only the title and authors are cited. A complete bibliography
is provided at the end of the chapter.

4 “La connaissance mathématique des populations, de leurs
mouvements généraux, de leur état physique, civil, intellectuel et
moral.”



sis proposed in volume one of the Trattato (I fattori
biodemografici dell’ordinamento sociale) considered the
biodemographic matrices from which the social order
may be derived.

The Traité de démographie, by Adolphe Landry
(Landry, 1945), is a major theoretical work. Alongside
a classic analysis of natural and migratory trends,
which offers a description of methods and focuses 
on causal factors, Adolphe Landry gives ample 
coverage to what he calls “pure demography,” the
essence of which is the stable population theory. What
interests the author is not the mere description of pop-
ulation processes, but rather the need for general
truths, of a “population law.” Although he never
specifically tackled the question, Adolphe Landry
drew attention to the question of a qualitative demog-
raphy to be achieved by the introduction of qualitative
methods.

A more classic text that devotes major space to
methodology is Michel Huber’s, Cours de démographie
et de statistique sanitaire, widely distributed and well
known in the French-speaking world (Huber, 1938).
Michel Huber emphasizes the importance of a 
knowledge of both sources and statistical methods in
demography, and in his introduction, he stresses the
fundamental role of choosing the correct methodology
to ensure the success of the research.

II. THE 1950s AND 1960s:
DEMOGRAPHY AS 

A GLOBAL SCIENCE

Demography’s pioneering years came to a close at
the end of the Second World War. This discipline, albeit
differing in timing and modality depending on the
country’s idiosyncrasies, became more institutional-
ized, with the creation of various research centers, both
public and private, and offered as part of the univer-
sity syllabus. This gradual process of institutionaliza-
tion was hastened by the need to be acquainted with
and understand the demographic trends that became
prominent in the after war years, such as the drop in
fertility in the Western countries and the rapidly 
burgeoning world population, a source of interest for
academics and of concern for governments.

The academic acknowledgment of demography as
a discipline unto itself proceeded quite slowly and dif-
fered in pace from country to country. North America
was one of the first countries to award full academic
status to the new discipline right from the beginning
of World War II. However, demography was often
included in the department of sociology or sometimes
the economics department, which tended to limit its

autonomy (Lee, 1997; Wargon, 1997). There was also a
tendency for teaching staff to come from the ranks of
sociologists or similar disciplines. The demographer as
a professional figure was not the objective. Focus
instead was given to providing the means to under-
stand demographic themes, given further impetus by
the international interest it attracted as well as by the
work of the expanding Population Division of the
United Nations. In France, the importance of training
was clear from the outset, as witnessed by the found-
ing in 1957 of the Institut de Démographie of the Uni-
versity of Paris (IDUP) to cater to the needs that arose
from the intense research carried out by INED. An
emblematic figure in this synergy between demo-
graphic research and university teaching was Louis
Henry, a leading founder of the French School of
Demography, which tended to favor a quantitative
approach.

In Italy and in Germany demography was slow to
be accorded academic recognition. Interest in demo-
graphic issues, both at a political level and among
public opinion, was marginal and looked at with sus-
picion given the political use to which it had been put
in both countries in the between-war years. The first
‘chair’ in demography in Italy was appointed as late
as 1961 and the teaching of demography in the fol-
lowing years tended to be fairly restricted both quan-
titatively (small number of courses) and qualitatively
(the training goals were unclear).

Hence pedagogic projects and training itineraries are
quite different as they very much depend on the cul-
tural context of the country in question. The conceptual
foundations of demography follow two main threads
that are quite different from each other. The most
popular deals with demographic questions in a broad
sense and researches into the causes and consequences
of demographic processes. The other approach is more
focused on quantifying population dynamics and on
how different phenomena interacted. In English, a dis-
tinction is made between population study and formal
demography (Bogue, 1969, p. 4), whereas in France, the
distinction is between démographie large and démographie
pure, which Alfred Sauvy (1976, p. 16) defines as a
“comptabilité d’hommes” and a quantitative events’
analysis, which gives rise to demographic analysis that
has become another part of the university syllabus. Italy
continued to pursue a more global approach to demog-
raphy, and it was only in the 1960s that the mathemati-
cal measurement of demographic events and their
interplay were recognized and that demographic
analysis was first introduced as an autonomous area of
study (Federici, 1968, p. 7).

Textbooks tended to apply a unique framework to
demography, while taking into account the different
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approaches used. The largest and most widely 
available textbooks may be considered as true and
proper treatises that provide a state-of-the-art of
formal and conceptual study of population and offer a
synthesis of current knowledge in the field and urge
new research.

One of the most popular textbooks of the day in the
English-speaking world was The Study of Population,
published in 1959 and edited by Philip Hauser and
Otis Duncan. At 800 pages written by various collabo-
rators, this is a monumental work, of which only a
section may be considered a textbook of demography.
The rest is dedicated to illustrating the state of the art
of research and is more suitable for specialists than for
students.

Principles of Demography by Donald Bogue was pub-
lished 10 years later. It proved to be very popular and
became a classic in its field. This also may be classified
as a treatise, and like The Study of Population, it is par-
ticularly long (about 1000 pages), but the language
used is more suitable for students. The approach taken
is encyclopedic; the introductory chapter offers a
description of the foundations of demography and its
links across other sciences. The approach used is not
very technical with a strong emphasis on the princi-
ples involved. Principles of Demography was largely
inspired by Warren Thompson’s Population Problems,
which was one of the more outstanding demographic
textbooks in the 1930s and 1940s and which enjoyed
numerous revised editions.5

Among the textbooks that give a secondary role to
more technical and methodologic aspects is Population
Dynamics: Causes and Consequences of World Demo-
graphic Change, by Ralph Thomlinson, which even in
the title emphasizes the more problematic aspects of
demographic processes and shows an early interest in
the question of urbanization. In Population, by William
Petersen, methodology is reduced to a minimum,
understandable as this work is mainly geared toward
sociology students. The author, however, devotes
ample space to the social context in which demo-
graphic processes occur.

Compared with English-language textbooks, conti-
nental European textbooks tend to be more well
defined regarding theory, albeit still of a comprehen-
sive nature. A key role is played by the French and
Italian schools. In France, Alfred Sauvy’s Théorie
générale de la population was a real milestone. This trea-
tise is composed of two volumes. Volume I covers eco-
nomic aspects of demographic trends, and volume II
addresses sociologic aspects. Sauvy also deals with

technique, which is dedicated only limited space
because the overall aim is not methodologic, and he 
encourages research into the underlying causes and
consequences of demographic processes, provid-
ing theoretical deliberations and a cross-discipline
approach. Although firmly placed in the tradition of
Adolphe Landry, a number of innovative viewpoints
are explored, with Sauvy being among the first to draw
attention to issues such as aging, which was taken up
by most demographers many years later.

In Italy, the leading contribution made in this period
was the work by Nora Federici, Lezioni di demografia.
This volume, modestly defined by the author as a text-
book, is a treatise on the state of the art of demogra-
phy in Italy. Nora Federici firmly places demography
at the center of the social sciences. She describes how
demographic behavior, particularly in modern times,
is the result of the interplay between natural and soci-
ocultural factors, the latter having a crucial role to play.
Migration, with a special focus on internal migration,
is another key topic covered, and seen to be a keystone
in demographic and social change. This work is valu-
able in pedagogic terms as can be evinced from the
importance given to technical aspects of this discipline,
in the search for patterns and trends, and in the study
of the interrelationships found when analyzing demo-
graphic processes. This work embraces a global line of
research that Corrado Gini called integral demography.
The volume is permeated throughout by references to
the biologic aspects of population and related phe-
nomena that is reflected in the idea of demography as
a bridge-discipline between the natural and social sci-
ences. This focus on biologic factors is typical of the
Italian school of demography at that time and is again
found in the work by Marcello Boldrini, Demografia,
which tackles demographic issues from both micro
and macro viewpoints.

A more formal and quantitative approach to
demography is found in a limited number of works
that tend to be almost purely pedagogic in their intent.
In the English-speaking world Mortimer Spiegelman’s
Introduction to Demography proved to be quite popular.
This is a more technical work, published in 1955, and
targeted at teaching actuaries. It provides an accurate
systematization of basic concepts, definitions and
methods, as well as their application to North 
American and Canadian data, whose sources are dis-
cussed in depth in a critical introduction. In 1957, Peter
Cox published another textbook, Demography, which
has enjoyed a number of revised editions over the
years. The author tackles methodologic issues using an
analytic approach, but the language used is accessible
even for beginners, and the book covers some aspects
of demographic history. The year 1958 saw the publi-
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cation of Techniques of Population Analysis, by George
Barclay; this was part of a project by the Population
Council, which lamented that no technical manual
existed based on the logic of demography rather than
methods and that a text was needed that was more
accessible to a broader public with fewer mathemati-
cal skills than actuaries. This volume is a classic peda-
gogic introduction to demography, covering topics
such as population definition, rates and ratios, life
tables, fertility measures, population growth, and
migration.

Formal demography, defined as the mathematical
description of human populations is first spoken of in
the United States after the publication in 1968 of the
path-breaking work by Nathan Keyfitz, Introduction to
the Mathematics of Population. This constitutes a method-
ologic reference framework and provides the founda-
tions for successive publications, including Applied
Mathematical Demography, published in 1977, and Math-
ematics through Problems, which appeared in 1982. These
volumes complete Keyfitz’s first work, which contains
a systemic and rigorous overview of the basic theories
of demographic processes, although the language
would be unfamiliar to nonmathematicians, and it
offers a series of examples of applications and contex-
tual references to historical and geographic realities.

In Europe, the quantitative approach to the analysis
of demographic processes is dominated by the démo-
graphie pure of the French school as in L’analyse démo-
graphique. Concepts, méthodes, résultats, by Roland
Pressat. The approach taken is quite different from 
that in the Anglo-Saxon culture, where the endeavor 
is to identify the mathematical models underlying 
demographic processes. In Europe, the focus on per-
fecting ways to measure the phenomena; identifying
interrelationships; and distinguishing the effects of
each demographic variable from that of others so that
a pure measure can be taken of both longitudinal and
cross-sectional analyses. It is not by chance that demo-
graphic analysis was born in a country with a long 
tradition of statistics and an efficient system of data
collection and surveys. In this context a series 
of refined measures was possible, totally inconceivable
in other contexts where the statistics system was 
more backward. This work enjoyed an enormous
success with a number of translations into different
languages.6

III. THE 1970s: DEMOGRAPHY IN 
THE LIMELIGHT

Although time limits are fairly arbitrary and diffi-
cult to fix, especially, as in our case, when dealing with
a cultural trend, no one can deny that the 1970s was a
period of major change that merits particular attention.

The rate of growth of the world population
increased, and the north-south socioeconomic divide
became even more pronounced. During this time of
social upheaval, when public opinion was increasingly
vigilant and well informed, demography came to
occupy a pivotal position on the international scene.
The first World Population Conference was held in
Bucharest in 1974.

University courses on demography increased by the
score, along with the production of textbooks, both
new and revised editions, many of which tackled
recent advances in the discipline in methods and
content.

One offshoot of the cultural climate of the time was
the different approach applied to demographic trends,
now interpreted in terms of social processes, moving
away from the previous tendency in favor of biologic
factors. Another crucial element, closely linked to this
and vital for the future of the discipline, was the cross-
pollination between demography and the other social
sciences. This exchange among disciplines facilitated
grasping the existing causal links and was fundamen-
tal in interpreting demographic processes. Although it
had to be admitted that demography alone could not
provide all the answers, demographers failed to
defend their field’s specific merits regarding measur-
ing and analyzing demographic processes. Other dis-
ciplines did not hesitate to step in to teach questions
of a demographic nature (Federici 1977, p. 394). A ver-
itable explosion occurred in the publication of texts
regarding population geography. In France, in the
wake of the classic work by Pierre George,7 Daniel
Noin’s Géographie de la population appeared. In the
English-speaking world, particularly popular were
Human Geography: Theories and theIr Applications, by
Michael Bradford and Ashley Kent; Population Geogra-
phy: Problems, Concepts and Prospects, by Gary Peters
and Robert Larkin; Population Analysis in Geography, by
Robert Woods; and Geoff Dinkele’s deft handbook,
Population Geography. Occasional incursions, accompa-
nied by the publication of a minimum number of text-
books, were made by sociologists and economists. We
should mention here Judah Matras’ Introduction to Pop-
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6 Translations into other languages include Spanish, El Analisis
Demografico, Metodos, Resultados, Applicaciones (Mexico, 1967);
Russian, Narodonaselenie i Ego Izoutcheni, (Moscow, 1966); Polish,
Analiza Demograficzna (Varsaw, 1966); English, Demographic
Analysis: Methods, Results, Applications (Chicago, 1972), and
Italian, Analisi demografica. Concetti, metodi, risultati (Milano,
1976).

7 Population geography first developed in France in the 1950s,
mainly thanks to his publications, including the well-known Ques-
tions de géographie de la population, (George, 1959).



ulation: A Sociological Approach, in which basic demo-
graphic techniques are described in the second part of
the volume. It is not until the 1980s that demography
begins to recuperate some of the ground it had lost to
other disciplines. A process of integration does not see
it play a subordinate role, but rather furthers the pro-
liferation of specialized courses.

As the number of university courses multiplied, so
did the publication of textbooks, along with teaching
aids and other volumes aimed at a more general
public. These provided simple analytic tools in acces-
sible language to cover the burning political, eco-
nomic, and ethical issues triggered by the upheaval of
world events. This resulted, particularly in the United
States, in a shift from analysis to “policy.” This change
is reflected in the work by Ian Thomas, Population
Growth, and in Comprendre la démographie. Méthodes
d’analyse et problèmes de population, by Hubert Gérard
and Guillaume Wunsch. Within the same category, we
find Démographie sociale, by Roland Pressat, which met
the growing need of a society that was becoming
increasingly attuned to issues of a demographic nature
and in which the author showed quite clearly that the
scope of demography goes far beyond the “laborious
accounts of men and events.”8

A more generalized, comprehensive book is that by
Lynn Smith and Paul Zoff, Demography: Principles and
Methods, which describes classic population analytic
techniques, conducts international comparisons of the
main demographic indicators, and focuses on U.S.
population trends.

Mention should also be made of Population: An
Introduction to Concepts and Issues, by John Weeks.
Although the layout is quite traditional in scope, cov-
erage of basic methods in demography is accompanied
by other, more unusual themes, such as the demo-
graphic basis of economic development, the environ-
mental impact of demographic trends, and virtually
untouched in other textbooks, women’s emancipation.

In France, Démographie: analyse et modèles, by Louis
Henry, was a major work born of many years’ experi-
ence with teaching at the University of Paris. In the
first section of the book, the author describes demo-
graphic analytic techniques and the underlying logic,
whereas the second section focuses on trends in
models development, particularly those regarding
fecundability, a field in which Louis Henry made great
strides. The latter approaches are the result of his vast
experience in dealing with historical data. Louis Henry
played a pioneering role ensuring that historical
demography became an independent field of research

in the 1950s, with pedagogic publications following
somewhat later. Worth citing during the next decade
is Jacques Dupaquier’s synthetic and thorough Intro-
duction à la démographie historique, which appeared in
1967 and which follows in the footsteps of Henry’s
Manuel de démographie historique.

More directly aimed at training the demographer
we find the two volumes by Henry Shryock and Jacob
Siegel, The Methods and Materials of Demography, 
considered the “red bible” (from the color of the 
cover) of demographic methods. Using a somewhat
technical approach, in 25 chapters this volume covers
the range of demographic issues, using updated 
data and a language accessible to all, making this 
textbook suitable for specialist training and for insti-
tution based teaching. Sharing a rather similar train-
ing goal, Alfred Pollard, Farhat Yusuf, and G. Pollard
edited the volume Demographic Techniques, that offers
a more synthetic description of the basic techniques as
well as a series of pertinent exercises on the themes
covered.

During the 1970s the number of textbooks that
appeared in the branch known as formal demography
also grew quite considerably. Nathan Keyfitz and
Wilhelm Flieger published Population Facts and
Methods of Demography (1971), describing the most
commonly used models, with a particular emphasis on
theory, without which it is impossible to interpret data.
A novel aspect of this volume is the inclusion of com-
puter programs needed to apply the models. A few
years later the already cited Applied Mathematical
Demography appears, the second volume in the trilogy
by Nathan Keyfitz on formal demography.

In the field of demographic models, we should cite
Introduzione ai modelli demografici, by Paolo De Sandre,
and Mathematical Models for the Growth of Human Pop-
ulations, by John Pollard. Pollard concentrates particu-
larly on stochastic models and presents a series of
models that had only appeared in scientific journals.
Although the author makes every attempt to temper
the mathematical language used, expertise in this field
is necessary to be able to appreciate this work.

A new branch in demography, multiregional
demography, begins to appear in these years and con-
tinues to expand successively. Early crucial contribu-
tions in this field were made by Andrei Rogers,
publishing in 1975 Introduction to Multiregional Mathe-
matical Demography. This offers a mathematical
description of a certain aspect of trends in the human
population in time and in space. More specifically, to
quote the author, multiregional demography “. . .
analyses simultaneously the spatial dynamics of a
system of several interdependent populations linked
by directional migration flows” (Rogers, 1995, p. ix).
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In the Francophone world, but written in English,
the painstaking and comprehensive text by Guillaume
Wunsch and Marc Termote, Introduction to Demographic
Analysis: Principles and Methods appeared in 1978. This
is not merely a collection of techniques used in 
demographic analysis, presented quite analytically,
but rather the authors focus on the demographic
process itself. First of all the issues at stake are outlined
and then the techniques to tackle them are described.

IV. DEMOGRAPHY AND
DEMOGRAPHIES: TEXTBOOKS 

SINCE THE 1980s

Throughout the 1980s demography, making the
most use of the many stimuli and opportunities that
were created in the previous decade, enjoyed an
unforeseen scientific expansion that however had to
wait until the next decade before this materialized in
the publication of textbooks.

Very briefly the multifaceted developments that
occurred in demographic research fall under three
main intrinsically linked headings: the emergence of
new lines of research, hand in hand with new method-
ologies and interpretative approaches; greater experi-
ence in the use of statistical analytic techniques and
models; the increased availability of a rich and “mul-
tivaried” documentary material and ever more rapid
and accessible technology.

More focus on emerging countries and endeavors to
understand demographic processes in an underdevel-
oped economic and social context demanded proactive
demographic research. This produced more refined
methods of demographic analysis, such as defining
tools to deal with data from more backward statistical
systems—for example the empirical application of
population models and the construction of model life
tables—as well as in the theoretical field and the elab-
oration of explanatory frameworks describing behav-
ior, particularly reproductive behavior. Fundamental
steps were taken at this stage in research, and new
analysis strategies were forged, constituting a verita-
ble store of experience for scientific research in the 
following years: the shift from observation to inter-
pretation; from macro to micro, in other words from
an analytic approach to aggregate data to the explo-
ration of individual behavior; from focusing on the
impact of behavior to seeking the underpinning moti-
vations; from cross-sectional to longitudinal analysis
applying a life course approach. All of this occurred in
a context that generated a wealth of new data, the
result of sample surveys on individuals and families
that were internationally comparable (the World Fertil-

ity Surveys and the subsequent Demographic and Health
Surveys, for example) and fostered greater technical
skills in applying suitable statistical methods for pro-
cessing enormous quantities of complex and multi-
variate data and for meeting the need to come up with
satisfactory explanations dictated to by new research
strategies. These ranged from the application of
exploratory techniques to multidimensional data, to
the development of generalized linear models to verify
explanatory hypotheses, event history analysis models,
and simultaneous equation models to identify the
latent sides of behavior as well as the treatment of
unobserved heterogeneity.

During what was a particularly stimulating
moment for all the social sciences, demography
encountered comparable sciences, particularly sociol-
ogy and economics, with the intent of pinpointing con-
ceptual frameworks of reference, and defining new
analytic approaches alongside their peers in statistics.
Although there is much interplay between the various
sciences, different from the immediate past, an inter-
disciplinary approach is not pursued, but rather a
process of specialization is favored in which demog-
raphy profits from experiences in other fields while
acquiring and elaborating specific competencies in
determined sectors of research and scientific develop-
ment. There is also a shift away in teaching from an
interdisciplinary dominated approach toward the 
specific training of the demographer. Other sciences
are borrowed from with regard to reading and inter-
preting population issues and emphasis is given, not
to the need to merge with other disciplines but, rather,
to the need to pursue a multidirectional approach to
research and teaching in demography. In this period a
series of specialist branches of demography were
developed.

An offshoot of these developments during this 20-
year span is the emergence of a number of “demogra-
phies” that generate in different cultural and
geographic contexts autonomous university courses
along with specialized textbooks in each sector.9

Great strides are made by economic demography, not
only with regard to contents and the publication of
textbooks but also due to the expansion it enjoyed in
academic sectors as a “frontier discipline” (De Santis,
1997). Although sometimes labeled differently (e.g.,
population economics) economic demography focuses
on the interplay between demographic and economic
processes. A micro approach is favored in the United
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States, one harking back to the theories of the econo-
mist Gary Becker, and it is based on the microeconomic
analysis of individual, and especially family behavior.
Authors of texts in the United States tend to be econ-
omists. In the book by Assaf Razin and Efraim Savka,
Population Economics, ample space is given to analyz-
ing the microeconomic implications of demographic
behavior. European authors favor a more macro-
economic attitude, and textbooks, essentially those
written by demographers, are classic demographic
manuals that deal mainly with methods and data to
study the population, with a limited number of sec-
tions near the end dedicated to selected aspects of links
between demography and economics. Significant pub-
lications in the field are the French Démographie.
Analyse des populations et démographie économique, by
Gérard-François Dumont, and Analyse dynamique 
des populations: Les approches démographiques et
économiques, by Marie Christine Challier and Michel
Philippe. Another interesting work is that by Annie
Fouquet and Annie Vinokur, Démographie socio-
économique, which introduces the concept of “social
populations,” such as the school population or the
employed population, for whom mobility (i.e., entry
and exit flows) determines social renewal.

In Italy, the work by Gustavo De Santis, Demografia
ed economia, offers a more global vision of 
links between demography and economic trends by
applying micro and macro analytic approaches. Some
of the issues tackled include family microeconomic
theory, the cost of children, and the impact of demo-
graphic aging on welfare systems. Other books that are
useful as teaching aids and that offer a collection of
writings on aspects linking demography and econom-
ics are the work by Marcello Natale, Economia e popo-
lazione, and that edited by Paul Schulz, Economic
Demography.

With a special focus on the impact of demographic
processes on the market, first of all in the United 
States and more recently in Europe, a new branch
known as business demography has emerged that par-
ticularly favors scientific and professional collabora-
tion with the world of business. The Population
Association of America (PAA) founded the Business
Demographic Interest Group (BDIG), which brings
together business professionals and academic
researchers. In 1987, Louis Pol published the first text-
book in the field, Business Demography, followed 10
years later by Demography for Business Decision Making,
co-authored with Richard Thomas. The explicit aims of
the books are to describe demographic trends and their
economic impact and to assess how demographic 
reasoning and analytic techniques can be effectively
applied to business problem solving. Pivotal to this

approach is the focus on dynamic-structural interplay
and population forecasts.

Business demography falls under the broader
heading Applied demography that entails the “. . . appli-
cation of demographic methods, data, and theory to a
host of real world problems” (Pol and Thomas, 1997,
p. 3). Textbooks such as Applied demography: an intro-
duction to basic concepts, methods and data by Steve
Murdock and David Ellis or the more substantial and
recent work by Jacob Siegel, Applied demography: appli-
cation to business, government, law and public policy (686
pages, published in 2002), may be considered useful
consultation books regarding basic methods, an
overview of demographic and socioeconomic data
sources, the possible implications of population
trends, but also regarding the real application of
certain demographic techniques, such as forecasts, in
the business world, in government, the social reality as
it is, often with clear reference to subnational geo-
graphic entities.

From this point of view, applied demography is not
confined but can embrace very specific areas of study,
producing very focused teaching textbooks, such as
Housing Demography: Linking Demographic Structure 
and Housing Markets, by Dowell Myers, or Principes 
de démographie politique: population, urbanization et
développement, by Eric Weiss-Altaner.

Many authors are of the opinion that applied
demography may be considered an extension of 
social demography, defined as “the study of the deter-
minants and consequences of population size, distri-
bution and composition and of the demographic
processes of fertility, mortality, and migration that
determine them” (Murdock and Ellis, 1991, p. 4). 
Population: An Introduction to Social Demography, by
Paul Zopf is a successful example of texts in this field.
The first section covers the main issues in current
demographic trends, including zero growth in devel-
oped countries, the population explosion in emerging
countries, and the changed population age structure.
The second section offers a moderately technical exam-
ination of the various components of the demographic
process. The third section deals with the interplay
between the population and social systems, such as
urban-rural tension, ethnic conflict, family and mar-
riage, and economic and educational systems. The
fourth and final section assesses the impact of various
possible measures and policies on demographic
behavior.

Among the many topics tackled under the heading
social demography, particular emphasis must be 
given to the family that generated a specific subdisci-
pline, family demography, namely the study of 
family composition and structure, as well as explicit
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aspects of family life. An important publication in this
area is Family Demography: Methods and Their Applica-
tions, by John Bongaarts, Thomas Burch, and Kenneth
Wachter.

The family and the identification of suitable
research strategies to cast light on transformations
underway was given a fresh impulse in Europe in the
1990s thanks to the new paradigm known as the
Second Demographic Transition. The volume, House-
hold Demography and Household Modeling, edited by
Evert van Imhoff, Anton Kujsten, Pieter Hooimeijer,
and Leo van Wissen is a witness to current trends, for
the first time examining this field of study from a
variety of perspectives: macro and micro, cross-
sectional and longitudinal, static and dynamic.

Social demography, particularly in academic circles,
has been traditionally seen to be in contrast with the
formal demography of mathematical measurement of
basic populations (Murdock and Ellis, 1991, p. 4),
which is given a new momentum in this period in the
Anglo-Saxon school of demography and in the French
and Italian schools.

New introductory manuals to mathematical
demography begin to appear or revised editions of
texts published previously, such Formal demography by
David Smith or the second edition of Introduction to the
mathematics of demography by Robert Brown. These
offer a thorough, moderately technical description of
quantitative analysis methods, with a particular focus
on mortality and population models. Although these
books do not require specialist knowledge of mathe-
matics or statistics, they do address students who must
be “familiar with algebra and at least not intimidated
by logarithms” (Smith, 1992, p. ix). There is no lack of
other fairly elementary but broader ranging texts that
are more inclined toward a description of analytic
techniques, while also offering examples of applica-
tions. Demographic Methods, by Andrew Hinde,
deserves particular mention. The author endeavors to
show how fertility, mortality, and nuptiality analytic
methods involve the application of a few basic but
common principles, and he introduces more sophisti-
cated topics, such as parity progression ratios, survival
analysis, and birth interval analysis. Each chapter con-
tains practical examples, and an appendix is included
with sample exercises, using an electronic sheet and
population data that can be downloaded from the
Internet.

A more formal mathematical approach to demo-
graphic processes analysis, which provides a superior
description of demographic interrelationships and of
population dynamics, is not an easy task. This is not
easy for students or authors who strive to maintain a
similar approach to a material that is highly specialized

according to the processes studied and that over the
past decades has been enriched by methodologic
progress in statistics and the increasing availability of
data. This difficulty is witnessed by the work by Krish-
nan Namboodiri, Demographic Analysis: A Stochastic
Approach, which, after an introduction to the basic 
concepts and to single- and multiple-decrement life
tables, presents a markovian approach to multistate
processes, compositional analysis, and spatial distribu-
tion, as well as a thorough introduction to the topic of
heterogeneity and how to deal with it. This book is
exemplary with regard to the meticulous treatment it
offers, but it is rather tough going for nonexperts. A
more recent publication (2001), simpler to use, is the
book by Samuel Preston, Patrick Heuveline, and
Michel Guillot, Demography: Measuring and Modelling
Population Processes. The text illustrates much mathe-
matical material in demography through clear and con-
crete explanations, even though the material is targeted
at students who have mathematical skills. It deals 
with basic concepts, rates and probabilities, life 
tables, single- and multiple-decrement processes, 
fertility and reproduction, population models, indirect
estimation models, and increment-decrement life
tables (by Alberto Palloni). Other texts describe 
certain methodologies adopted from statistics and then
apply them to demographic processes. A pertinent
example is the book by Shiva Halli and Vaninadha Rao,
Advanced Techniques of Population Analysis, which is
aimed at students and researchers and which covers,
among other topics, age-period-cohort (APC) model-
ing, covariance structure models (e.g., LISREL), logit
and probit models, and proportional hazards models.

In manuals from the French school, the approach to
formal demography remains strictly anchored to the
“elegant mathematics”10 of Roland Pressat, who with
the publication of Eléments de démographie mathématique
in 1995, draws to a conclusion a lengthy itinerary
dating from the early 1960s, when he proposed
methods to quantify demographic processes. This itin-
erary began with L’analyse démographique and was fol-
lowed in the 1980s with Manuel d’analyse de la mortalité
and Les méthodes en démographie. Of particular promi-
nence is the more specialized book by Jean Bourgeois-
Pichat, La dynamique des populations: populations stables,
semi-stables et quasi-stables. This is the fruit of 11 years’
teaching experience, and it remained for a long time
unfinished; it was finally completed by his students. It
offers comprehensive coverage of the theory of stable
populations and related topics.

Among the introductory texts published mention
must be given to Alain Hillion’s, Les théories 
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mathématiques des populations, published in the 
Que sais-je? series. Special mention goes to the book 
by Julien Amegandjin, Démographie mathématique, 
which is intended as an introduction to the work 
of Nathan Keyfitz and is particularly suited for stu-
dents that never tackled the study of demography in
a classic sense in that it proposes a simple reading 
of demographic processes directly in continuous 
time, making it easier to pass from a stepwise to a 
continuity approach, essential for an understanding 
of more complex demographic processes and 
models.

Mathematical demography texts were also pub-
lished in other European countries, such as Janina
Jozwiak’s Mathematical Models of Population, published
by the Netherlands Interdisciplinary Demographic
Institute (NIDI), or that edited by Giuseppe Micheli
and Piero Manfredi, Matematica delle popolazioni.

Italy successfully contributes during this period to
the teaching of demographic methods with the
appearance of Antonio Santini’s Analisi demografica.
fondamenti e metodi. The result of many years’ teaching
and research, the book, which is divided into two
volumes, pursues mainly pedagogic aims, although it
reaches beyond this as it is also directed at research
and makes use of techniques and data. The approach
is more theoretical than pragmatic and supports the
idea that analysis and measurement must adapt to the
reality at hand rather than to the strictures posed by
the data available. Another volume in the field of
demographic analysis, published in Belgium, is
Christophe Vandeschrick’s Analyse démographique,
which places greater emphasis on interpreting demo-
graphic concepts and the results of analyses than on
methods and techniques.

Population geography, a discipline that was born in
the field of geography but with strong demographic
connotations, so as to be defined as “the study of 
population by geographers” (Schnell and Monmonier,
1983, p. 7), pays increasing attention to aspects of
application in this period. Alongside more classic texts
such as The Study of Population. Elements, Patterns,
Processes, by George Schnell and Mark Monmonier,
and the numerous revised editions of older texts, such
as Population Geography: Problems, Concepts, and
Prospects, by Gary Peters and Robert Larkin, a number
of innovative texts begin to appear. These include The
Geographic Analysis of Population, with Applications to
Planning and Business, by David Plane and Peter Roger-
son. The text, divided into two sections, deals mainly
with fundamental notions of geography and popula-
tion analysis, with a particular emphasis on spatial
aspects and mobility. The second section offers con-
crete examples from the United States regarding the

implications of population trends on territorial plan-
ning (urban infrastructure, transport, building) and
locating a business (e.g., market segmentation).

During the last 20 years of the 20th century, interest
was still very much alive among population experts
regarding historical demography, which is a restricted
field of research but one that enjoys expertise from
other fields such as history, geography, and genetics
and that avails itself of specific analytic techniques
suited to the particular nature of the sources of infor-
mation used. Two texts that stand out are Louis 
Henry and Alain Blum’s Techniques d’analyse en 
démographie historique, which offers a re-reading of
classic analytic techniques using historical data and, in
this case, French data, and the work by Lorenzo 
Del Panta and Rosella Rettaroli, Introduzione alla
Demografia Storica, which in Italy fills a gap because
there are no other comprehensive texts on this 
material in Italian and existing texts do not adequately
describe the wealth and specific nature of the docu-
mentary material available. The text also contains ref-
erences to more recent trends in methodology and
techniques to tackle complex data, such as record
linkage. Researchers and students with a good back-
ground in mathematics and statistics who are attracted
to more advanced methods in the field of historical
demography can consult the book edited by David
Reher and Roger Schofield, Old and New Methods in
Historical Demography, which brings together the most
significant addresses made at the IUSSP Committee
Seminar on Historical Demography in 1991 and that
ranges from the application of methods of time series
analysis, family reconstitution techniques, to event
history analysis and simulation procedures applied to
historical data series.

There was during these years a considerable
increase in the number of introductory demographic
texts; alongside revised editions of previously pub-
lished texts, a series of first editions also appeared.
This editorial dynamism was generated by the need to
adapt contents to the different educational training of
the student and to the different teaching goals of
demography courses. In some instances, the task is to
furnish the student with a knowledge of complex tech-
niques, whereas in others, they need an introduction
to specific issues covered by a particular course. Two
types of introductory textbooks are available; one type
is more focused on techniques, and the other is focused
on issues related to demographic change.

Training needs and the approach used are also
reflected in the very definitions the authors provide of
demography. In these definitions, we can detect an
attempt to define the boundaries of demography that
had become somewhat blurred because of the multi-
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plication of the different natures of the “demogra-
phies” that had been generated. Elsewhere, a certain
reticence was expressed regarding establishing restric-
tions, opting more for affinities with other disciplines
than defining the content, methods, and aims of
demography as such. There were also the “minimal-
ists,” who do not perceive the need for definition and
are happy with the definition provided by the multi-
lingual demographic dictionary published by the
IUSSP at the beginning of the 1980s.11

Another aspect that deserves attention is the atti-
tude on the part of authors to interpretative paradigms
that are only rarely covered in the texts mentioned. We
could expect, particularly when a major effort is made
to define demography, to find some trace of discussion,
even critical, about possible “laws” underlying demo-
graphic change. Although this is the object of scientific
discussion, any attempt to elaborate a general model
or paradigm, a theoretical interpretation to contain
partial explanations of single processes, is rare in
teaching and usually only refers to the first demo-
graphic transition theory. Other major theories, such as
that of John Hajnal on forms of nuptiality and eco-
nomic trends or that of Richard Easterlin regarding
cohort size alternation as the theory of fertility fluctu-
ations, are never covered.

For the reasons previously given, we address only
the more popular textbooks or those that offer certain
novelties compared with previous publications. With
regard to Italy, mention should be made of the book by
Luciano Petrioli, Demografia. Fatti e metodi di studio della
popolazione. This work tackles traditional aspects of
demography along with in-depth analyses of the main
mortality and fertility models that once again implies a
good grounding in mathematics. A diskette is also sup-
plied with the book that contains programs created by
the author to analyze themes covered in the text, a
novelty as far as Italy is concerned. The most popular
textbook available in Italy is Massimo Livi Bacci’s Intro-
duzione alla demografia. This is a text on methodology
that also describes to what extent demography is inter-
twined with other biosocial processes and that criti-
cally steers the interpretation of the results obtained by
the application of various methods. The store of ana-
lytic techniques supplied is particularly rich, and the
methods presented are sometimes quite sophisticated,
but they are accessible to anyone who is approaching
demography for the first time.

Textbooks in English destined for a wider public,
even beginners because only a limited knowledge of
mathematics is requested, include Demographic
Methods and Concepts, by Donald Rowland, which 
contains a wealth of exercises; A primer of Population
Dynamics, by Krishnan Namboodiri, which has an
unusual layout, with each chapter containing a
number of questions and answers on the topics
covered; and Beginning Population Studies, edited by
David Lucas and Paul Meyer, which is widely used by
Australian universities.

Other textbooks ascribe a secondary role to method-
ology privileging themes regarding demographic
processes. One such work is that by Helen Daugherty
and Kenneth Kammayer, An Introduction to Population,
which is targeted at students from different educa-
tional backgrounds. Demography is described as an
interdisciplinary science, and ample room is awarded
to how this relates to economic, political, and socio-
logic factors. Charles Nam and Susan Philliber’s work,
Population. A Basic Orientation, also focuses more on
issues than on techniques, particularly emphasizing
the causes and effects of population change and pop-
ulation policies. The same approach is applied in
French publications, and most demography primers
are quite comprehensive, not mere introductions to
demographic methods. Examples include is La Science
de la population, by Gabriel Poulalion, which also
covers environmental policies; the work by Georges
Tapinos, Eléments de démographie. Analyse, déterminants
socio-économiques et histoire des populations, in which
population change is explained within an economic
context; and Démographie, by Michel Dupaquier, which
largely concentrates on an analysis of the family and
its current crises.

A more innovative text is Démographie: approche sta-
tistique et dynamique des populations, by Henri Leridon
and Laurent Toulemon. The authors successfully
combine a methodologic approach with the treatment
of demographic issues. The work concentrates on
methodology (covering recent developments and
purely demographic techniques, little known among
the other social sciences, such as life course transition
or event history analysis), while ensuring that the
reader is introduced to the socioeconomic causes and
consequences of population trends. This guarantees
that it is a valuable volume even for the expert.

Alongside primers and textbooks an increasing
number of books and publications that also act as
teaching aids are published. Furthering an encyclope-
dic style, on behalf of UNFPA, Readings in Population
Research Methodology, edited by Donald Bogue,
Eduardo Arriaga, Douglas Anderton, and George
Rumsey, appeared in 1993. This consists of eight
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volumes that systematize the great bulk of method-
ologic research that was conducted in the period in
question, offering a state-of-the-art work that is
updated to January 1 of the year of publication. It con-
tains a collection of selected reprints from journals,
treatises, textbooks, and research reports that were
mainly focused on the methodologic content of spe-
cific demographic topics. Each volume is dedicated to
a single topic: Basic Tools; Mortality Research; Fertility
Research; Nuptiality, Migration, Household and Family
Research; Population Models, Projections and Estimates;
Advanced Basic Tools; Contraception and Family Planning;
Environment and Economy. Although the authors aim
“to promote decentralization and widespread diffu-
sion of population research and population planning”
(vol. 1, p. iv), this reader is targeted at experts, even
though it could be used in introductory courses as an
aid “to cover methodologic facets not covered in their
favorite textbook” (vol. 1, p. iv).

Another aid to teaching is the Handbook of Popula-
tion and Family Economics, a two-volume work with a
total of 1344 pages, edited by Mark Rosenzweig and
Oded Stark. This is a collection of readings on classic
themes (e.g., family, fertility, mortality, and migration),
this time constituting a state-of-the-art work regarding
theory and the most recent empirical evidence.

Besides these rather weighty volumes, a substantial
number of smaller and more manageable textbooks
were published. They cover demographic topics and
provide elementary analytic techniques, and they are
clearly designed as teaching aids or designed for the
layman, in line with a tradition going back to the 1970s.
Among the former, there is Shirley Hartley’s Compar-
ing Populations, which fosters collaborative learning in
which each student chooses an emerging and devel-
oping country and then compares it with a developed
country using a selection of sociodemographic indica-
tors. Among the latter, is the particularly effective
(already at its fourth edition) The Population Reference
Bureau’s Population Handbook, by Arthur Haupt and
Thomas Kane. It is a quick guide to population dynam-
ics for journalists, politicians, teachers, students, and
the general public.

Pursuing a similar approach is the French series Que
sais-je? that published La démographie, by Jean-Claude
Chesnais, and the series Repères that published 
La démographie,12 by Jacques Vallin, each of which 
have been republished several times. Other pocket
books that enjoyed a certain success are Déchiffrer la

démographie, by Michel Lévy; La démographie. Popula-
tion, économie et sociétés, by Georges Tapinos; Population
et développement, by Jacques Véron, which uncovers
links between demography and economics; and La
Popolazione del pianeta, by Antonio Golini, offering a
competent synthesis of population issues in the
modern world.

V. FUTURE HORIZONS: TEXTBOOKS
AND MANUALS IN THE 

NEW MILLENNIUM

As we begin a new millennium, we understand that
demography has grown steadily as a science and as a
teaching discipline. In the United States alone, there
were as many as 250 research and training centers at
the end of the past century (Roussel and Chasteland,
1996, p. 436). In Europe, numerous university syllabi
now offer demography as a subject—although this 
is often a complementary course included in other
departments, such as statistics, economics, political
science, sociology, not to mention architecture, urban-
ism, natural sciences—and various prestigious non-
academic research centers and postdoctoral training
bodies closely tied to more traditional centers, such as
the Institut National d’Études Démographiques
(INED) in France, the Istituto di Ricerche sulla Popo-
lazione e le Politiche Sociali (IRPPS) in Italy, or the
Netherlands Interdisciplinary Demographic Institute
(NIDI) and the International Institute for Applied
Systems Analysis (IIASA) in Austria. Special mention
must be given to the Max Planck Institute for Demo-
graphic Research in Rostock, set up in 1995, whose
activity is emblematic of the recognition from the other
sciences that demography now enjoys (the Max Planck
Society has founded more than 80 research and train-
ing organizations in the natural and social sciences).
Thanks to a substantial budget and the caliber of their
highly qualified staff, the Max Planck Institute has
added further impetus to the international nature of
the training of professional demographers. Doctoral
students come from all over the world to study within
the framework of an international doctorate program,
and postdoctoral fellows and junior researchers par-
ticipate in ongoing research activities, achieving out-
standing results and actively promoting international
collaboration and the global dissemination of knowl-
edge, aided in this by the online journal Demographic
Research.

In the near future, the global diffusion of knowledge
will make great strides, and opportunities of access
offered by the Internet will become central to research
and to professional training and teaching. Two aspects
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are particularly important. First, there is the increasing
availability of free, easily accessible databases that
offer resources that cut across various branches but 
of assistance for teaching purposes in that they offer
concrete examples of issues treated in the traditional
classroom, as well as direct applications of statistical
analytic techniques on real data and case studies, an
alternative to the more simplified invented situations
used to date by the teacher. It is not by chance that data
provider institutes, often also doubling as research
centers, offer support aids to facilitate the use of their
databases, which are increasingly consulted for peda-
gogic purposes. An example of this is the U.S. Bureau
of Census; it is possible to download from their site
data to construct population pyramids for populations
throughout the world and the pyramids themselves. A
number of national statistic bureaus also provide
resources for use by university students, while others,
such as ISTAT (Italy), make material available for
schools with a special online course on statistics—
more or less in line with Power from Data, Statistics
Canada, with frequent reference to population data.
Another aspect of the Internet revolution is the avail-
ability of electronic journals, online catalogs, virtual
libraries—in other words, immediate access to scien-
tific information around the world, a valuable tool for
research and for teaching purposes that is easy to
access and cheap, cutting through barriers of time and
space and offering a multitude of stimuli to further
knowledge and establish unexpected links right across
disciplines.

This brief comment on the opportunities provided
on the web regarding access to data and information
across the globe creates awareness of the new horizons
looming in teaching in terms of content and method.
Generally, demographic didactics lends itself to a mul-
timedia approach, using interactively a variety of
tools, both real and virtual and global, capable of tack-
ling issues at a theoretical level and their application,
grasping their implications regarding international
comparisons and multifactorial explanations.

What are the texts to be for teaching demography
in the new millennium? We do not pretend to provide
an exhaustive list nor propose new “typologies” of
teaching aids. Our real scope is to offer some sug-
gestions regarding the book material available today
within an information framework and teaching con-
text that is continually evolving.

Classic texts, used primarily for basic institutio-
nal courses, will continue to cover basic demographic 
concepts and fundamental analytic techniques, but
they will become less essential for providing examples
of the issues covered and applications of the tech-
niques studied, replaced in this by resources available

on the web. Easy-to-use textbooks, which are on the
increase but by no means exhaustive in their coverage
of the complexity of the population system, are a
useful teaching aid within a multimedia course, 
particularly where demography is a complementary
examination.

Less and less use will be made of anthologies, such
as “readers,” containing reprints of scientific articles or
parts of books on specific topics, still valid learning
tools yet destined to be replaced by electronic re-
sources and virtual libraries. With the web, a dream
may come true: global sharing of all science and
culture, thanks to the growing online access to re-
search, proceedings, and scientific forums, a witness to
the desire on the part of the scientific community to
make their work available even through the use of
nontraditional channels of communication.

Textbooks on methodology remain fundamental,
offering a systematic and thorough description of the
techniques of formal demography and statistical
analysis and their potential application to demo-
graphic data and issues. The web offers sources and
data for the description and interpretation of events,
but the correct use and scientific accuracy of the appli-
cation of the logical principles and analytic techniques
depends on the culture and skills of the individual 
scientist.

Although method is still pivotal in forming a de-
mographer, trends focusing on population issues
applying a global approach tend toward the “con-
struction” of a whole researcher, one not isolated in a
methodologic ivory tower but one who is more atten-
tive, using the techniques of the trade, and is ready to
explain the processes underway and assess their many
possible impacts.

There is a real need for a comprehensive work that
covers the underlying principles of demographic ana-
lysis, including mathematical and statistical tech-
niques, and that offers detailed illustration of the
sources, a theoretical guide to understanding popula-
tion processes and a conceptual framework to assist in
researching causes and consequences. In an increas-
ingly global society, a treatise such as this one, which
was lacking during the last 20 years of the 20th century,
becomes a necessity. The promoters of this enterprise,
who have pursued the ambitious endeavor of gathering
for the future the rich heritage of demographic 
knowledge and skills, have ensured that this gap is
filled.
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population age and sex structure, as well as family
composition

Population dynamics, or “physiology of the social
organism,” including nuptiality, fertility, and
mortality

Several Russian demographers and statisticians
were trained by Ianson, including the brilliant
Vladislav Bortkewicz, who went on to teach at Berlin
University.

At the end of the 19th century and at the beginning
of the 20th, as in other countries, population statistics
and health statistics were closely linked in Russia.
Most demographic research at that time was the work
of physicians and many statisticians had a medical
training. As a result, the first post-Revolutionary
Russian demographic textbook was a translation of
George Whipple’s manual,21 Vital Statistics: An Intro-
duction to the Science of Demography, published twice in
the United States, in 1919 and 1923. However, this
basic manual had been considerably improved and
completely revised by the Russian demographer
Serguey Novoselski22 and his publication in Russian in
1929 was jointly signed by Serguey Novoselski and

The Russian school of demography has its origins
in the conjunction of a strong mathematical tradition
with the first sociologic population studies. Very early
on, Russian demography adopted a mathematical
direction in the wake of the work of mathematicians
and statisticians from Russia, or who had studied in
Russia, such as Daniel Bernoulli (1700–1782), Leon-
hardt Euler (1707–1783), Viktor Bouniakovski15

(1804–1889), Vladislav Bortkewicz16 (1868–1930),
Alexandre Tchouprov17 (1874–1926), and Aaron
Boiarski18 (1906–1985). The sociologic direction
appeared more recently, from the mid-20th century,
influenced by the ideas of Adolphe Quetelet, Achille
Guillard, and Jacques Bertillon. One of the promoters
of these ideas, a professor at the University of Saint
Petersburg, Iuliy Ianson19 (1835–1893), published a
book entitled Compared Population Statistics in 1895,
which can be considered a demographic textbook.20

According to Iuliy Ianson, the word “demography”
was synonymous with “compared population statis-
tics.” Within this discipline, it included:

“Population statistics,” or “anatomy of society,”
based on numbers, spatial distribution and
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16 .
17 .
18 .
19 .
20 . This author can be considered the

founder of statistical teaching in Russia. In 1885, he published the
first statistics manual, which was reprinted four times.

21 George Chandler Whipple (1866–1924), American demogra-
pher, is known for his method of smoothing the population
pyramid, which eliminates the attraction effects of round ages (see
Chapter 4).

22 (1872–1953), Russian
demographer, co-author (with V. Paevski) of the first national life
tables calculated from census data. From 1930 to 1934, he directed
the Institute of Demography of the USSR’s Academy of Sciences.
This institute was closed in 1934.



George Whipple under the title Bases of Demography
and Health Statistics.23 Despite its origins, this publica-
tion can be considered as the first Soviet textbook. It
was aimed at medical students and, according to the
administrative practices of the period (which lasted
until the end of the Soviet era), it was recommended
as essential for health-related teaching.

Two years later, a new textbook entitled Elements of
Statistics, a Textbook for Agents of the Maternity Pro-
tection System, Infanthood, and Other Branches of
Social Hygiene,24 was published for those working in
the health sector by the assistant director of the USSR’s
Academy of Science Institute of Demography,
Vladimir Paevski.25 Although the term demography
does not appear in the title, this textbook included a
description of all the basic methods of demographic
analysis. These two textbooks were used as a basis for
teaching demography in universities until the mid-
1940s.

In 1945, a new demography textbook, Lessons in sta-
tistical demography,26 by the brilliant demographer and
statistician Aaron Boiarski27 was published. This text-
book was aimed at statisticians. It was mainly devoted
to the methods of formal demographic analysis and
the application of mathematics to population studies.
Although it was an excellent textbook that included all
the demographic contributions of the period, it did not
remain on the agenda for a long time. A short time after
its publication, ideologic persecutions began in the
USSR that were aimed at suppressing the use of math-
ematical and statistical methods, not only in the social
sciences, but also in the hard sciences, such as biology.
The law of large numbers was a particular target for
criticism; the Stalin administration considered it as a
threat to its social development theory. According to
Stalinist doctrine, statistics cannot and should not
interfere with the law of social development as
Adolphe Quetelet stated, as all the principles are
already recognized and defined by the Marxist-Lenin-

ist and Stalinist theory of social development. Statis-
tics should merely provide an illustration of the
success of the Socialist system and the crisis in Capi-
talist society. Within this atmosphere of reinforced ide-
ologic pressure, Aaron Boiarski was obliged to rewrite
his textbook to a considerable extent and to the detri-
ment of the mathematical aspect, and was also obliged
to add ideologic banalities on the successes of Social-
ism. The new version was published in 1951 in the
form of a textbook entitled Demography Statistics,28

which was jointly signed by Aaron Boiarski and Pietr
Shousherin.29 In the preface, the authors apologized for
their exaggeration of the role of mathematical analysis
in demography. The book was republished in 1955.
Despite its shortcomings, it was used as the basis for
training Russian statisticians and demographers until
the end of the 1960s.

The first half of the 1960s saw somewhat of a rebirth
in Russian Soviet demography (Avdeev, 1997). A sta-
tistical research institute was created by the State Sta-
tistics Committee with Aaron Boiarski as its chief. A
laboratory and a Chair of Demography Studies were
created within the Faculty of Economics of Moscow
State University and placed under the direction of
Dimitri Valentei.30 Today, they are known as the Center
for the Study of Population Problems of the University
of Moscow, where students acquire a specialization in
demography over the course of five years of advanced
education and three years of doctoral studies. These
new needs required new textbooks. One of the first
was the Russian translation of Roland Pressat’s Demo-
graphic Analysis, Methods, Results, and Applications, pub-
lished in Russian in 1966 under the title Population and
the Study of Population.31 The translation was carried
out by V. E. Shprink under the supervision of Boris
Ourlanis,32 who himself was fluent in French.
However, during the following year, in 1967, a 100%
Russian textbook was published, which resulted from
a considerable collective effort, carried out under the
supervision of Aaron Boiarski: Demography Lessons,33

republished in 1974 and 1985. This publication dis-
cussed all the aspects of demographic analysis (e.g.,
fertility, mortality, migration), the stable and stationary
population model in matrix and continuous form,
methods of building and applying demographic
tables, and population forecasts. There were also ele-
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.
25 (1893–1934), Russian

demographer, co-author (with Serguey Novoselski) of the first
national life tables calculated from census data. From 1930 to 1934,
he was assistant director of the Institute of Demography of the
USSR’s Academy of Sciences. He died of a heart attack on the same
day as the Institute closed.

26 .
27 H (1906–1985), Russian and

Soviet statistician and demographer, holder of the Chair of Statistics
at Moscow State University, and founder and first director of the
State Statistical Committee’s Research Institute.

28 .
29 (1895–1958).
30 (1922–1994).
31 .
32 (1906–1981).
33 .



ments of world population history, the history of
demography, a description of the demographic situa-
tion in the USSR, the history of demographic doctrine
and population policies, as well as the birth of the
encyclopedic tendency that has since prevailed in the
works used in Russia for teaching demography. At the
time, this textbook was possibly one of the best in the
world. However, its use required that students had a
solid knowledge of mathematical analysis. A high level
of mathematical teaching was provided in the Facul-
ties of Economics and Geography of Moscow State
University and the Institute of Statistics and Econom-
ics, but for students from social (e.g., history, philoso-
phy) and administrative (e.g., medicine, protection of
health) backgrounds, this textbook was difficult. The
textbook by Aaron Boiarski, Dimitri Valentey, and
Alexandre Kvasha,34 Bases of Demography,35 published
in 1980, was a compromise; all the aspects of demo-
graphic analysis and population theory were also
included, but the mathematical aspect was reduced
and the Lexis diagram for the classification of demo-
graphic events was introduced in the version proposed
by Roland Pressat. In 1971 and 1977, two textbooks by
Ilya Venetzki36 were published, in which the mathe-
matical (Mathematical Methods in Demography,37 1971)
and statistical aspects (Statistical Methods in Demogra-
phy,38 1977) of demographic analysis were developed
in detail.

The necessity of teaching students the qualitative
aspects of demography, demographic doctrines, and
population policies led to the publication in 1973 of a
specific textbook, written under the supervision 
of Dmitri Valentey, Foundations of the Theory of 
Population,39 which was republished in 1977 and 1986.
In its structure and ideology, this textbook had 
many similarities with Alfred Sauvy’s General Theory of
Population, which was itself translated into Russian in
1977 and used as a textbook by both students and
teachers.

At the end of the 1970s, a work of colossal propor-
tions was undertaken, involving around one hundred
authors, and completed in 1985 with the publication of
the Encyclopedic Demographic Dictionary,40 supervised
by Dmitri Valentey and Dmitri Shelestov.41 This work

is made up of approximately 2000 articles. It describes
demographic terms and methods of analysis in detail
(including calculation formulas) and includes bio-
graphic articles, information on all national and 
international organizations dealing with population 
issues, and information on all the specialized journals
in the world. This dictionary is without a doubt the
best textbook in the Russian language. It was repub-
lished in 1994 under the title Encyclopedic Dictionary of
Demography.42

Since the end of the 1990s, many demographic text-
books have been published, most have been written by
professors for their own courses and are aimed at spe-
cific categories of students. In contrast to earlier text-
books, which were of a general nature and were used
in general preparatory courses for demographers, the
textbooks of this new wave, although they provide a
general introduction to demography, demographic
indicators, and some analysis methods, are far from
being exhaustive, although this does not diminish
their educational qualities. (Zvereva et al., 2004;
Borisov, 2001, 2003; Medkov, 2003;).

However, Introduction to Demography,43 under the
supervision of Vladimir Iontsev and Alexandre
Sagradov (1st edition, 2002; 2nd edition, 2003) is an
example of a successful old-type encyclopedic general
textbook; it was written by a group of authors teach-
ing at the Faculty of Economics at Moscow State Uni-
versity (MGU). The presence in the title of the word
introduction must not be misunderstood; it is a volu-
minous, essential textbook. It includes all the contem-
porary knowledge of demography (e.g., analyses,
models, forecasts); it describes the current problems of
fertility, mortality, and migration, as well as the role of
demographic variables in development models and
biometric fertility models. It also includes a small
Russian-English-French dictionary of demographic
terms and a bibliography at the end of each chapter.
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( , ,
, , )

[Compared Population Statistics (Composition of Population, Nuptial-
ity, Fertility, Mortality, Mechanical movement of the Population)].
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lation of the publication by Wipple, 1926.)

Paievski Vladimir. V. [ ], 1931.

[Elements of statistics, a textbook for agents of the maternity
protection system, infanthood, and other branches of social hygiene].
Moscow and Leningrad, . . ., .« »

. [OGIZGos.med.izdat], 304 p.
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In the wake of the Divine Order, by the great Johann
Peter Süssmilch (1775), demography and the produc-
tion of treatises and textbooks relating to the field
experienced a significant upturn in German-language
countries during the 19th century, notably with the
works of Christof Bernoulli (1841, 1843), Georg Knapp
(1874), Wilhelm Lexis (1875, 1903), Arthur von Fircks,
and Kuno Frankenstein and Max von Heckel (1898),
and again at the beginning of the 20th century with the
works of Paul Mombert (1929), and Alfred Lotka
(1932). However, the tendencies of the Nazi period dis-
credited the discipline and it is only very recently that
it has regained scientific recognition in German-
language universities.

It was not until the 1970s that new research centers
began to emerge,47 again stimulating the teaching of
demography in universities and the production of
textbooks in German. Neighboring disciplines such as
statistics, economics, sociology, geography, anthropol-
ogy, biology, and medicine had nurtured the flame by
including a little demography in their curricula and
demographers working within these various disci-
plines were able to establish a certain corpus of basic
demographic concepts, methods, models, and tech-
niques for the analysis of demographic processes and
structures.

However, because of the absence of specific demo-
graphic teaching, demographic textbooks in German
remained few up to the 1970s. Among the most recent
textbooks, many are very clearly similar to statistical
textbooks, even though they are less mathematical (e.g.,
Feichtinger, 1973; Esenwein-Rothe, 1982; Rinne, 1996).
Of these, three works of reference dealing formally 
with demography, its concepts, and developments
should be singled out—those of Hans Reiner Dinkel
(1989), Gustav Feichtinger (1979), and Flaskämper
(1962). Among allied disciplines, in German-language
countries as is true elsewhere, sociology has the 
closest links with demography. Other important contri-
butions include the work of Gerhard Mackenroth
(1953), published at the beginning of the 1950s, and the
population sociology textbooks of Josef Schmid (1976),
Jürg Hauser (1982), and François Höpflinger (1997). 
The range of demographic methods extends to many
other fields. Some are covered by German literature
such as, for example, population geography (Bähr,
Jentsch and Kuls, 1992), historical demography 
(Ehmer, 2004), and the demography of health (Mueller,
1993). The recent demography textbook by Ulrich
Mueller, Bernhard Nauck, and Andreas Diekman
(2000) is far more comprehensive and provides 
an extensive and thorough overview of various 
applications of demography. The first part of the hand-
book is devoted to methods and models of demogra-
phy, and the second part provides an extensive and
comprehensive overview of the different applications
of demography.

A P P E N D I X  

139–3

Demographic Treatises and 
Textbooks in German

ALEXIA FÜRNKRANZ-PRSKAWETZ
Vienna Institute of Demography, Vienna, Austria

47 Notably the creation of the Bundesinstitut für Bevölkerungs-
forschung (BIB) in 1973 in Wiesbaden, the Max Planck Institute for
Demographic Research/Max-Planck-Institut für demografische
Forschung in 1995 in Rostock, and the Vienna Institute of 
Demography/Institute für Demographie in Vienna in 1978.

805DEMOGRAPHY: ANALYSIS AND SYNTHESIS
Copyright © 2006, Elsevier Inc. 

All rights of reproduction in any form reserved.



Low fertility rates and continued increases in life
expectancy, as well as their implications for population
aging, have brought demography back into the 
forefront of political, economic, and scientific debate 
in German-language countries. It is hoped that this
increasing interest in demography will be accompa-
nied by the development of the discipline. New gen-
erations of German-speaking demographers have
already appeared within prestigious centers of demo-
graphic research and increase confidence for such a
development. However, the teaching of demography
in German-language countries relies increasingly on
English-language textbooks. Within the context of 
this trend, the need for demographic textbooks in
Germany must be discussed.
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Demographic literature in Spanish is abundant, and
even in the context of this short article on the produc-
tion of treatises and textbooks (i.e., the works that
make up the major part of the discipline), we can
mention only the main publications, those that have
had the most influence on teaching and research. It is
also quite diverse, and although the same publications
are frequently used on both sides of the Atlantic, the
teaching and practice of demography has developed
differently, and we thought it desirable to divide this
article into two sections, one dealing with Spain and
the other with the Latin American countries.

INTRODUCTION TO 
TREATISES IN SPAIN53

In Spain, the first treatises and handbooks appeared
in the middle of the 20th century,54 both original
Spanish publications (Ros Jimeno et al., 1945) and
translations from Italian (Gini, 1952). After the barren
period that the years between 1950 and 196055 consti-
tuted for all scientific disciplines, the publication of
demographic treatises and textbooks was somewhat

delayed. Population studies really began to take shape
at the beginning of the 1970s, mainly in two particular
fields: historical demography, with the translation of
works by Anthony Wrigley (1969), and Louis Henry
(1971, 1976, 1983), and demography as a supplement
to socioeconomic studies in relation to the moderniza-
tion process. However, it was not until the 1970s that
the publication of a comprehensive demography text-
book written by a Spanish author occurred (Leguina,
1973); this textbook was used by successive genera-
tions of students and researchers as a result of several
republications. Juan Lasterra’s textbook was also pub-
lished in 1976, and Spanish versions of Hubert Gérard
and Guillaume Wunsch’s small textbook (1975) and
the more substantial demographic analysis by Roland
Pressat, La Pratique de la Démographie (The Practice of
Demography) (1977a), were translated and supple-
mented by an appendix on the Spanish population
(Pressat, 1977b).

Toward the end of the 1970s and, particularly
during the 1980s, demography developed rapidly in
Spain. The period is characterized by consideration of
data sources, analysis methods and techniques, and
the basic mechanisms of population dynamics.
Researchers became aware of American works pub-
lished and translated into Spanish, such as those of
Mortimer Spiegelman (1972) and Nathan Keyfitz
(1975; 1979), as well as those published by inter-
national organizations, such as the United Nations
(1975, 1980, 1986), the Population Reference Bureau
(Haupt and Kane, 1980), and CELADE.
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In response to the needs of the period, population
forecasts were of undeniable interest at the time. 
With the democratic transition and setting up of
autonomous regional governments, the demand 
for demographic analyses became pressing from 
local authorities and autonomous communities and as
from national governments. More works by Roland
Pressat were translated (1983, 1985) that to this 
day have a major influence on the teaching of 
demographic analysis in Spain.56 In the same decade,
the Spanish version of the publication of John Weeks
(1984) was published, which had a very educational
sociologic approach making demography accessible 
to students of social science. During the same 
period, the work of Julio Vinuesa, Ana Olivera,
Antonio Abellán, and Antonio Moreno was published
(1982, republished 1988), which emphasized spatial 
dynamics and which is very useful for public admin-
istration. At the same time, surveys on fertility, migra-
tion, disability, and health were developed, but this
was not reflected by an increase in the production of
textbooks.

During the 1990s, textbooks written by Spanish
authors were published in addition to new translations
that were much appreciated for teaching, such as those
of Georges Tapinos (1990); Massimo Livi Bacci (1993),
an author who has great knowledge of Spanish
demography; and the short book by Jacques Vallin
(1995).57 As for Spanish authors, they notably pub-
lished two recent textbooks: the collective and multi-
disciplinary publication of Julio Vinuesa, Francisco
Zamora, Ricardo Génova, Pedro Serrano, and Joaquín
Recaño (1994), and the book by Graciela Sarrible (1996)
on population theories.

At the beginning of the 21st century, demography is
consolidated in Spain, both as a field of research and
of education, and it is often included in social science
courses in universities under various names. Within
most public and private universities and research
centers, the study and research of population are 
conducted within a multidisciplinary framework.
However, demography is still not a specific university
degree and there is no official qualification in demog-
raphy, which explains why more specialized works 
are published rather than real demographic treatises 
or textbooks that provide an overall view of the 
discipline.

INTRODUCTION TO LATIN
AMERICAN TREATISES

In Latin America, the first publications or Spanish
translations of textbooks appeared in the context of a
training program set up by the UNFPA58 in CEPAL,59

for which during the 1950s in Santiago (Chile) the
Centro latinoamericano de Demografía (CELADE) was
created, with Carmen Miró as director. This program
also had a considerable influence on national pub-
lications of demographic treatises and textbooks 
when, from the 1960s, the first graduates of CELADE
returned to their respective countries (e.g., Argentina,
Brazil, Colombia, Costa Rica, Cuba, Ecuador, Mexico,
Peru) to set up Master’s programs in demography in
various Latin American universities.60

The first Spanish textbooks used within this context
were translations of United Nations publications
(Naciones Unidas, 1968, 1975, 1986), and then new
textbooks were prepared by CELADE (1984) or trans-
lated into Spanish by the same organization 
(Bourgeois-Pichat, 1985; Brass, 1972; Carrier, 1975;
Keyfitz, 1975, 1979; Granados, 1986; Ortega, 1987;
Pinto, 1973; Somoza, 1975; Tabah, 1962; Vieira, 1973).
At the same time, Spanish translations of North 
American treatises were used as textbooks in different
Latin American demographic training (Bogue, 1973;
Haupt, 1980; Hauser and Duncan, 1975; Keyfitz and
Flieger, 1975; Potter, 1983; Spiegelman, 1972; Weeks,
1984). Spanish versions of the works of European
authors, mainly French, Italian, Spanish, and English,
were also widely diffused, some of them very recently
(Courgeau and Lelièvre, 2001; Vallin, 1994; Livi-Bacci,
1993; Wunsch, 1992; Tapinos, 1990; Henry, 1971, 1976,
1983; Leguina, 1973; Pressat, 1963, 1977, 1981, 1983a,
1983b, 1985, Wrigley, 1969, 1985; Gini, 1952). Treatises
and textbooks written by Latin Americans were pub-
lished in countries where demographic research and
teaching is very active: Argentina (Recchini de Lattes,
1978; Bottinelli, 1963), Cuba (Bueno, 1993, 1997;
Catasus and Rodriguez, 1978), Chile (Castillo Muñoz
et al., 1990; Mattelard, 1964), Colombia (Gonzalez,
1998; Carvajal, 1978), Mexico (Canales and Lerner,
2003; Rodriguez Cabrera, 1992; Welti, 1997; Corona et
al., 1978; Navarrete and Vera, 1964), Nicaragua (Ocón,
1990), Venezuela (Ramírez, 1994).

The various treatises and textbooks published in
Spanish and widely used in Latin America have
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several things in common. Initially, the objective was
to provide tools and methods to become acquainted
with and measure the main demographic phenomena
explaining the very rapid population growth (e.g.,
mortality, fertility) and to make population forecasts.
It was necessary to estimate these phenomena on the
basis of data available in the 1950s, which were fre-
quently partial or imperfect, mainly from censuses,
because in Latin America, civil registration data were
at the time practically unusable. The textbooks had to
take this into account.

Then the objective moved toward a comparative
and more detailed study of Latin American popula-
tions as a result of the development of international
survey programs: PECFAL surveys,61 World Fertility
Survey (WFS), Demographic and Health Surveys
(DHS), and numerous national and local sociodemo-
graphic surveys. The tools used were diversified to
take the greatest advantage of the new data collected
and the development of computing. During the 1970s
and the 1980s, the emphasis was placed on fertility
determinants and family planning.

Knowledge of demographic phenomena has been
extended to nuptiality, internal and international
migration, and aging. There is an increasing number
of sociodemographic surveys and they have benefited
from new methods of biographical surveys, such as is
the case in Mexico (la Encuesta demográfica retro-
spectiva [EDER], 1998; Mexico City survey, 1970; Mon-
terrey survey, 1968). The problems of urbanization and
socioeconomic development (1960 to 1980) have been
gradually replaced by the current issues of poverty
and migration (1990 to 2000).

There is now an active Latin American school of
demography, because Latin American demographers
are very aware of their role with regard to the prob-
lems posed by the acceleration of population growth
in the construction of modern states from the second
half of the 20th century and were very much involved
in the Third World movement of the period. However,
the Latin American approach attached to the histori-
cal-structural mindset that predominated between
1960 and 1990, analyzing social relations of power at
every level and seeking to define family strategies as
units of analysis, has not produced any real demo-
graphic treatises, with authors preferring to express
themselves in other types of publications, frequently
in critical essays on particular issues.62

In 2005, this specific Latin-American movement of
thought is barely represented in demographic liter-
ature, and Latin American demographers have been
largely integrated into North American and European
movements and increasingly work directly in English
or French.
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TREATISES, TEXTBOOKS, AND
EDUCATIONAL PUBLICATIONS

The number of demographic textbooks published in
Brazil is quite small because the systematic teaching of
this discipline has only recently developed. The study
of demography at university level began 20 years 
ago. It began with postgraduate courses in 1985 in
CEDEPLAR,64 the Regional Center for Development
and Planning at the Federal University of Minas Gerais
(UFMG65). Thereafter, a doctoral course was intro-
duced in 1993 at the Institute of Philosophy and
Human Sciences66 at Campinas State University67

(UNICAMP), in partnership with the National Center
for the Study of Demography (NEPO68), which was
recently supplemented by a masters course. The
National School of Statistics, created in 1953, in col-
laboration with the Brazilian Institute of Geography
and Statistics (IBGE69) has provided a masters course
in demography since 1998.

The abundant international demographic literature,
notably American and French, plays a very important
role in teaching in Brazilian universities, as a 
result, fluency in at least one of these languages is
essential.

In addition, the Brazilian Association for the Study
of Population (ABEP70) has channeled, over almost 30
years, the important Brazilian scientific production in
the area of population in its journal Revista Brasileira de
Estudos de População (Brazilian Journal of Population
Studies), created in 1982. Through its 22 issues, it
reflects the country’s evolution with regard to scien-
tific knowledge of demography. The following para-
graphs provide the few Brazilian works published
since 1980 that can be included in the category of
demography textbooks.

Dinâmica da População: Teoria métodos e Técnicas de
Análise, published in 1980 and edited by Jair Santos,
Maria-Stella Levy, and Tamas Szmreczanyi, is a collec-
tion of articles on demography. It discusses the objec-
tives and the field of demography; the sociohistorical
process of the evolution of the population; the factors
related to population dynamics, notably mortality and
fertility; the nature of demographic data and their
sources, the main methods of analysis and projection;
nuptiality, fertility, mortality, and migration; the rela-
tion between population and economic development;
the contribution of demography to the issues of de-
velopment, education, public health, and population
policies.

Pequeno Histórico do Desenvolvimento da Demografia
no Brasil: A História, o Ensino, a Pesquisa, as Instituições
e o Financiamento para Demografia (Berquo and Rocha,
1982) is a retrospective study (1970 to 1980) of the
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development of demography. The work is based on a
compilation of 587 articles dealing with population
studies and demographic analyses, listed according to
several criteria, and the organization responsible for
each article.

José Alberto Magno de Carvalho, Diana Oya
Sawyer, and Rodriguez Nascimento published Intro-
dução a Alguns Conceitos Básicos e Medidas em Demografia
in 1992, which introduced the fundamental bases of
demography and the calculation of the principal indi-
cators of the components of population dynamics by
presenting applications and illustrating their potential.
Population growth, fertility, mortality, and reproduc-
tion are discussed in a simple, critical, and objective
manner with examples of applications to real data. The
publication aims at providing a practical and realistic
overview of population trends in Brazil, in the light of
the major changes that have affected the components
of its dynamics over past decades.

Fontes de Dados Demográficos, by Ralph Hakkert
(1986), provides an analysis and a discussion of 
demographic data sources, distinguishing stock 
data (population) and flow data (births, deaths, 
migrations).

Introdução a Métodos de Estimativas Interpolações 
Populacionais, written by Gustavo Naves Givisiez
(2004), discusses the interpolation of demographic
data by presenting different graphical and mathemat-
ical methods useful for adjusting the most frequently
used demographic indicators, thereafter it discusses
the most common methods for estimating the distri-
bution of a population by age and sex from a total
number or on the basis of different age groups to that
which is required.
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The Netherlands has a long-standing demographic
tradition. After the famous study by John Graunt
(1620–1674) of the London “bills of mortality,” the
Dutch mathematician Christiaan Huygens (1629–1695)
reflected further on life table theory. During the 18th
century, Nicolaas Struyck (1687–1769) and Willem
Kersseboom (1690–1771) published some basic demo-
graphic studies. “Kersseboom had already pictured
the methodologic outline of demographic forecasting
in the 18th century” (De Gans, 1999, p. 93). As a tribute
to him, the NIDI staff planted a cherry tree (Kersseboom
in old Dutch) in the NIDI garden.

The 20th century was a particularly thriving 
period for Dutch demography. The Netherlands
Demographic Society (Nederlandse Vereniging voor
Demografie [NVD]) was created in 1928 at the same
time as the creation of the IUSSP. Almost immediately,
annual meetings were convened with presentations
and discussions on a wide variety of topics, such as
aspects of rapid population growth, fertility rates, and
population projections. Some famous names from the
first half of the 20th century are Angenot (1901–1979),
Delfgaauw (1905–1984), Holwerda (1887–1944),
Methorst (1868–1955), ‘t Hooft (1896–1941), Van
Lohuizen (1890–1956), Van Zanten (1874–1944), Verrijn
Stuart (1865–1948), and Wiebols (1895–1960). In
Belgium, the statisticians Quetelet (1796–1874) and
Verhulst (1804–1849) in the 19th century merit special
attention.

This overview briefly summarizes the most impor-
tant contributions to demography made by native
Dutch speakers over the past 100 years. In the wake of
the above-mentioned demographers, several others
contributed to questions such as: What is demogra-

phy? What are demographic tools? How does one
become a demographer? What makes demography
different from other scientific disciplines?

From the NIDI library’s online documentation
system, we have selected 25 demographic treatises and
textbooks published before 1980 in the Dutch language
and 12 that were published during or after 1980. At
first glance, it may be surprising that the number of
publications decreased while the field of population
research increased significantly after 1980. Many of the
most basic treatises are already available, some in
Dutch but mostly in other languages, and under-
standing other languages is not a problem for native
Dutch speakers, Moreover, Dutch researchers mainly
publish in English rather than their native language.
To judge whether Dutch-language demographers have
also published treatises in other languages we made
another search on the online documentation system,
and as a consequence added 7 more publications to the
list; all of which were published in 1982 or later. In
total, our appendix includes 44 publications, more
than half of which were published before 1980.

The 25 demographic treatises published before 1980
were mainly published in the Netherlands, apart from
one title published in Belgium and two in South Africa.
Most of these treatises are basic introductions to
demography as a scientific field in its broadest sense,
although a large minority can be classified as focusing
mainly on specific demographic topics, such as math-
ematical and analytic demographic issues, demomet-
rics, population forecasting, and some have a specific
geographic or sociologic perspective. Also of interest
is the fact that six of these treatises are translations into
Dutch. All of them were originally written in French—
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one by Beaujeu-Garnier, one by Pressat, and four by
Sauvy—and published between 1960 and 1975 in a
series of Dutch pocket books devoted to popularized
science (i.e., very accessible to a wider audience,
including students). It is remarkable that during this
period no publications in English or any other lan-
guage were translated into Dutch.

After 1980, two of the twelve demographic treatises
were published in Belgium, the others in the Nether-
lands. Again, most of these treatises are basic intro-
ductions to demography. Three were produced at
NIDI and are specifically aimed at students and the
wider public (NIDI, 2003; Van Imhoff et al., 1995; 
Bronsema, 1990). Some treatises look forward to the
21st century, another focuses on life course issues.
Lesthaeghe and Van de Kaa launched their well-
known theory of the “second demographic transition”
originally in Dutch (Van de Kaa and Lesthaeghe, 1986).
During the following year, a translation of a practical
population handbook (from English to Dutch) was
produced at NIDI (van de Kaa, 1987).

Increasingly, we see that demographic output from
the Dutch-speaking world is published in English-
language journals (not included in the appendix).
Dutch native speakers have written books in English as
well. Among these are nine demographic treatises, orig-
inally published in English but co-produced by Dutch-
speaking scientists (i.e., Cruijsen, De Gans, Dykstra,
Keilman, Lesthaeghe, Overbeek, Van de Kaa, Van
Imhoff, and Van Wissen). Three of these focus specifi-
cally on forecasting and modeling issues. Because these
Anglo-Dutch publications are missing in this chapter,
we have listed them separately in the appendix.
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There are not too many demographic textbooks in
Japanese. This is partly because demography is not
often taught in Japanese universities. Moreover,
although demography is usually taught within sociol-
ogy departments in the United States, in Japan, it is
usually taught in economics and uncommonly in
geography departments.

The first comprehensive demographic work in
Japanese was published in 1960 by Minoru Tachi:
Keishiki Jinkogaku: Jinko Gensho no Bunseki Hoho or
Formal Demography: Methods of Analysing Population.
Tachi was regarded as a leader by Japanese demogra-
phers from the 1950s to the 1970s. With this 829-page
publication, he succeeded in producing practically all
the basic data and indicators regarding population,
methods of analyzing components of population
dynamics (e.g., fertility, mortality, and migration), and
population models, from model life tables to stable
populations. However, Tachi’s main objective in
writing this volume was not merely to present an illus-
tration of demographic methods, but rather to estab-
lish empirical regularities and even some sort of
population laws for the interaction between fertility,
mortality, and migration, and population structure
and its geographic distribution.

Jinko Tokeigaku, or Demographic Statistics (1980), 
by Yoichi Okazaki, is easy to read and introduces 
practical calculations. The book deals with basic 
population growth indicators, and population com-
position, methods for analyzing fertility, mortality, 
and migration, the calculation of life tables and their
application, as well as population estimates and 
projections. This work, which to a certain extent

resembles George Barclay’s Techniques of Population
Analysis (see Appendix 139–1), has been very widely
used in Japan for introducing students to basic demo-
graphic methods.

Another book that is easy to read and use in specific
situations is Jinko Busnseki Nyumon, or An Introduction
to Population Analysis, edited by Kiichi Yamaguchi in
1989. To a certain extent, it is an update of Tachi’s
work, due to the incorporation of new methodologic
developments. However, it is also simpler to under-
stand and use for applications to real data, and it
includes some very useful illustrations. Similar to
Tachi’s book, and in contrast to most American and
European textbooks, it focuses more on analyzing
migration and spatial distribution. However, there are
several new features in this book. It introduces a wide
range of tools for analyzing fertility, and then it
demonstrates functional projections for the labor force,
families, and households. It also paves the way for the
analysis of multistate demography.

Suuri Jinkogaku, or Mathematical Models for Demogra-
phy and Epidemiology, by Hisashi Inaba (2002), explains
mathematical models that make it possible to describe
population dynamics. According to Inaba, technical or
formal demography is mainly inductive, as it attempts
to find empirical regularities in demographic phe-
nomena and to approximate them by mathematical
functions, while mathematical demography is essen-
tially deductive, focusing on the process of human
reproduction and population replacement. The main
chapters concentrate on the development of stable
population models and the development of two-sex
models.
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Because life tables are an essential tool for 
demographic analysis, reference should be made to
Seimei-hyo Kenkyu, or Life Table Methods, edited by
Kiichi Yamaguchi, Zenji Nanjo, Takao Shigematsu, and
Kazumasa Kobayashi (1995). The book begins with the
general concept of life tables and then discusses
simple-decrement tables and their specific applica-
tions, such as life tables by cause of death or by marital
status. It then discusses multiple-decrement tables,
such as working life tables and nuptiality tables, and
it concludes with a discussion of multistate or multi-
regional life tables. The book includes interesting
methods for creating tables for small populations,
based on a Bayesian approach and other approaches.

Sekai no Jinko, or World Population, by Shigemi Kono
(2000), provides an overview of demography based on
the demographic situation in the world and its regions.
It includes chapters on world population growth,
methods for demographic estimates and projections,
mortality and life expectancy, fertility trends and
determinants, population composition and aging,
migration and urbanization, the relations among 
population, resources, and the environment, and
population policies.

Demography is most frequently taught within eco-
nomics departments in Japan and it would therefore
seem pertinent to mention a textbook on population
economics recently published (2001) by Hisakazu
Kato: Jinko Keizaigaku Nyumon, or An Introduction to
Population Economics. This very useful publication dis-
cusses the development of population economics from
Malthus to Keynes, macroeconomic and microeco-
nomic theories of fertility behavior, the economics of
nuptiality, the relation between female labor force par-
ticipation and fertility, as well as population aging and
social security problems.

Jinko Dai Jiten, or Encyclopaedia of Population, edited
by the Editorial Committee of the Population Associa-
tion of Japan (PAJ, 2002) is not precisely a demographic
textbook, but it has been extensively used as an essen-
tial reference book in public and university libraries. It

contains 999 B5 format pages and includes eight major
sections and 192 articles. These eight sections are
world population, its history and its geography; 
population issues of the world and Japan; population
ideas and theories; population statistics and methods 
of analysis; family and population replacement; 
spatial mobility and population distribution; socioeco-
nomic aspects of population, and population and
family policies.
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I. THE CHALLENGES TO BE MET

Teaching and research in demography must be
closely linked. Knowledge transmission must be regu-
larly updated as progress is achieved in the discipline.
If training is meant to prepare the students for ever-
renewed social demand, particularly through evolu-
tion of the labor market, scientific research must
contribute to providing the instruments to meet that
objective. It is essential to understand whether, in con-
crete terms, those principles are actually applied, and
how. Several significant initiatives have been taken in
the past few decades, aimed at appraising the teach-
ing of demography across the world, the latest of
which was conducted by a Union for the Scientific
Study of Population (IUSSP)1 working group. This
made available a large mass of updated information,
the need for which had been acutely felt. However, it
remains difficult to pass judgment on such a complex,
multifarious, or even contradictory situation, which
varies from one country to another due to differences
in the background and the organization of university
training, as well as demands on the labor market. The
following sections discuss certain points that, at the
international level, seem crucial for the development
of the discipline in terms of scientific acquisition and
academic strength and positioning; the consequences

for demographic and population training, in view of
the various teaching objectives, are also examined.

Demographers have good reasons for feeling grati-
fied with the way their discipline, although compara-
tively recent, has progressed. While its objectives and
frontiers could—and should—be questioned, the iden-
tity of the discipline, as far as its central core is con-
cerned, is well defined and characterized by strong
elements, the pride of all demographers—a sound
methodologic system, specifically designed for the
needs of understanding demographic systems, and
which has grown more sophisticated and consolidated
in the past few decades; the empirical approach and
the refusal to build or accept theories unless they are
based on objective observations on whole populations
or statistically representative samples; the numeric
measurements that can be statistically processed and
make it possible to formulate mathematical models
that can explicitly and clearly represent how events are
linked between themselves and to their causes, as
opposed to qualitative descriptions (sometimes per-
ceived as vague and potentially contradictory); the
abundance of available data derived from official
sources and large-scale surveys, which makes it easier
to meet quantification needs. The very first aim of
demography is to describe “demographic systems,”2

along with their changes in time and space and to
analyze the ways in which the various components of
a system relate to one another and interact. In many
cases, particularly in the past, description was the
main core in the work of many demographers, but it
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was never perceived to be a sufficient or exclusive
objective. As shown by the definitions of the discipline,
expressed at various periods in time by different
authors with different scientific priorities, demogra-
phy has always aimed to identify the “general princi-
ples that determine the evolution of populations,”3

highlighting the cause and effect relations between
demographic dynamics and social dynamics in a
broad sense. In other words, the aim is to understand
the causes of the behaviors and processes that belong
to its field of study, and the consequences of population
dynamics on all other aspects of social life. In its quest
for causes and consequences, the approach of demo-
graphic research is typically inductive—based on
measurable facts that have been verified as rigorously
as possible, to build constructions and theories that,
once formulated, must always be verified again,
through the appropriate statistical procedures, so that
their degree of generality can be established. All that
is part of the genetic code of demography and a strong
feature of identity, not only for the discipline, but also
for demographers, inasmuch as they are really direct
heirs to Comte’s positivism, as stated by John Caldwell
(1996, p 311). As a matter of fact, as the same author
writes (1996, p. 310), demographers are usually intol-
erant about the practices of other social disciplines
that, in their opinion, “seem to build one unsubstanti-
ated assumption upon another, . . . which can be tied
to the observable world indeed without foundation
which can be in some way measured or shown to be
real and have ascertainable magnitude” (Caldwell,
1996, p. 310).

However, criticism of demography may also stem
from the very features that make its strength. The same
tradition of quantitative construction of reality, which
contributes so much to clarity of observation and con-
structions, has limits because, as Guillaume Wunsch
(1987) remarked, “while facts can generally be
expressed in numbers, ideas cannot”4; however, ideas
are quite often an important factor in demographic
changes. Actually expressing facts in numbers implies
a reduction of meanings and the risks of variabilization
(Micheli, 2000) (i.e., of restricting construction of real-
ities only to those aspects that can be processed along
demographic canons). An urge is widespread to ignore
the confines between disciplines—appropriate in uni-
versity organization, but not required by scientific
research—and to bring together all the abilities neces-

sary to analyze complex phenomena. There are causes
for frustration and uneasiness, which are related to the
(in)adequacy of the tools and approaches commonly
used in demographic research, if the latter, rather than
simply describing demographic systems, is to address
the crucial nodes of the causes and consequences of the
changes and evolution that occur in the systems. The
matter becomes all the more serious if the results of
research, beyond the interest in scientific progress, also
is meant to have operational scope by providing social
policies with the information needed. This seems
inevitable in view of Guillaume Wunsch’s statement
(1987, p. 411) that “demographers, any more than other
scientists, cannot remain aloof from the social useful-
ness of the results of their research.”5 The causes and
consequences of demographic processes are not (only)
demographic: the causes are rooted in societies, 
cultures, economies, histories; the consequences are
widely spread across the various sectors of the social
system. Studying them consequently implies extend-
ing the field of research to new issues, on the borders
of other social sciences that are also focused on
humans and their activities. This implies probing into
the very roots of human behavior reconstructing deci-
sion-making processes and linking them to the context
in which they were shaped. This means that demog-
raphers must adopt contributions in knowledge,
awareness, or tools that were developed within other
disciplines or invent new ones for themselves.

An aspiration to examine relations between soci-
eties and demographic systems has always been dis-
cernible in population studies. That is where the
demographic transition theory, the main paradigm in
the interpretation of modern demographic upheavals,
originated. However, despite many significant excep-
tions, that aspiration had largely remained theoretical,
and hardly materialized in the daily research work 
of population specialists. But it seems to have con-
quered now a status as a priority requirement, to avoid
impoverishment and fruitlessness of the discipline. In
the last ten or fifteen years, many authors gave evi-
dence about that phase in the history of the develop-
ment of demography. A few are mentioned, although
no full list of the most significant contributions can be
offered here. Massimo Livi Bacci (1994, p. 11), describ-
ing the progress of demography, has shown how in the
past few decades most of the progress achieved was
“on the construction of a formal structure of how the
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3 “Principi generali che reggono l’evoluzione delle popolazioni”
(Savorgnan, 1936).

4 “Se i fatti possono essere generalmente tradotti in numeri,
altrettanto non si può fare per le idee” (Wunsch, 1987).

5 “Il demografo, come ogni scienziato, non può disinteressarsi
dell’utilità sociale dei risultati delle sue ricerche” (Wunsch, 1987, 
p. 411). The statement was made by Guillaume Wunsch in Rome 
in 1985 during a meeting held in honour of Nora Federici.



demographic system works”6 and how, although
further improvement remains desirable, the time has
come for focusing on the research of the causes of phe-
nomena variability, which is now possible because of
the extraordinary increase in available data, particu-
larly at a micro level. According to John Caldwell
(1996), “It is appropriate to return to theory, because
the ability to construct theory from empirical data, and
then to test its potential for correctly predicting future
or past but unexamined events, is the hallmark of both
social and other sciences” (p. 332). Giuseppe Micheli
(1997) suggests that views be widened and new roads
explored, asserting that “no further progress could be
achieved in understanding complex phenomena such
as demographic processes unless we give up that over-
simplifying method that consists in solely quantitative
verification and sterile, if reassuring, reference to our-
selves.”7 Bart de Bruijn (1999, p. 1) was referring to
Frans Willekens and Guillaume Wunsch when he
wrote, “Although the mathematical interest is a dis-
tinctive and indeed an indispensable feature of
demography, it is not sufficient for a mature science
capable of interpreting, understanding, forecasting
demographic reality; even less for conceiving condi-
tions for behavioral intervention strategies or policies
related to population change. Such capabilities can
only emerge from a body of explanatory theory: a set
of interrelated concept and propositions that specify
relevant entities and events, the relations between
them, and the underlying causal mechanisms” (de
Bruijn, 1999, p. 1). Paolo De Sandre (2000, p. 10)
observed a trend toward “interpretative and explana-
tory objectives superseding descriptive ones,”8

whereas Graziella Caselli (2000, p. 142) sees new devel-
opments of the discipline “in the specialization phase
being outgrown and the integration phase emerging.
The field for investigation has been significantly
widened and multidisciplinary research is now offer-
ing new, exciting experiences.”9 Many more examples
could be quoted, showing that such a view is widely
shared.

The effort to reach the objective of comprehension,
although mainly motivated by the aim of knowledge,
also supports another fairly common aspiration
among population specialists—to help policy-makers
and public opinion reach better understanding of how
useful demographic research can be for good gover-
nance, considering the multiple interrelations iden-
tified between the population dynamic and the
evolution of society. Among other things, clearer per-
ception of the social usefulness of demography must
have positive repercussions on the demand for demog-
raphy qualifications on the labor market and therefore
on the ability of the university structures to attract stu-
dents and on the academic position of the discipline,
which would be reinforced. Making more room in aca-
demic training and in research for the creation and
development of such competence as may be required
in the productive sector may launch such a process,
although it must be admitted that in many countries
there is little hope of sensitizing the business world, as
is the case in the North American context. Although
the place of demography in the context of university
curricula may seem a minor academic concern, it is
crucial for the very survival of population studies. As
Frans Willekens emphasized (referring to the Euro-
pean case, but his remarks are valid everywhere), the
rather marginal position of demography in depart-
ments or structures that have more general training
objectives becomes dangerous when, as is currently
the case in many European countries, competition to
attract more students and resources leads to refocus-
ing every training program onto what is considered its
central core, which usually is not demography:
“Demography, being small in scale but great in scope,
is often situated in university departments that do not
consider demography their core business. . . . To boost
productivity and the competitive edge, departments
retract to what they consider is their core business.
Demography is often the victim of that process
because the field has been unable to demonstrate that
either it is part of the core business of the department
in which it is located or has a core business of its own”
(Willekens, 2001). It seems desirable to pursue the
strategy of interdisciplinary collaboration that, besides
promoting scientific understanding of complex phe-
nomena, remains the best way of rousing more inter-
est in demography and its scientific perspectives.

The main challenges, which are partly interrelated,
that demography needs to meet can be summarized in
three points: develop the capabilities of understanding
demographic phenomena; develop the capacity to par-
ticipate in social management; and develop the expert-
ise that can be used in the productive sector. Meeting
those challenges requires in-depth re-thinking about
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6 “La costruzione di un’architettura formale del funzionamento
del sistema demografico” (Livi Bacci, 1994, p. 11).

7 “Passi in avanti nella comprensione di fenomeni complessi
come i processi demografici potranno esser fatti solo abbandonando
la strada di troppo semplificate verifiche empiriche di tipo esclusi-
vamente quantitativo e di rassicuranti ma sterili certezze autoref-
erenziali” (Micheli, 1997).

8 “Recupero degli obiettivi di interpretazione e spiegazione su
quelli descrittivi” (De Sandre, 2000, p. 10).

9 “Nel superamento di una fase di specializzazione e nel delin-
earsi di una fase di integrazione. In effetti il campo di indagine si
dilata notevolmente e la ricerca multidisciplinare propone nuove
interessanti esperienze” (Caselli, 2000, p. 142).



teaching orientations (methods and contents) and
about the potential target of demographic training
supply.

II. UNDERSTANDING 
DEMOGRAPHIC BEHAVIORS

The first point refers to a widespread need that has
been asserted by many authors in the past 15 or 20
years: the need to find the means of shifting from the
description of demographic phenomena (which are tra-
ditionally placed at macro level) to understanding
demographic behaviors and hence population dynam-
ics. On the contemporary scene the need to understand
has clearly influenced the evolution of concepts, obser-
vation methods, theoretical approaches and method-
ologic tools.

Understanding (or accounting for) demographic
behaviors means that individuals, their motivations,
and the decisions they take along their life course are
taken into consideration. This requires a much greater
wealth of information than can be provided by official
statistics, on which traditional demographic analysis
has been based. Individual decisions and behaviors,
even though they imply various degrees of freedom
and are based on psychological preferences, must be
placed within the contexts in which they were gener-
ated. Contexts are extremely difficult to delineate and
embrace in all their complexity, because they are 
made up of features such as institutions, standards,
values, and economic constraints. Eventually, it
becomes necessary to see inside the mechanisms
through which ideas are transmitted, values are dis-
seminated, and cultural and ideologic changes occur.
Demographers soon find themselves stepping into the
areas of other disciplines, adopting research strategies
and analysis tools typical of other scientific fields. In
some cases or to a certain extent, it also becomes useful
to leave the familiar, safe field of quantitative analysis
and take up the tools necessary to process qualitative
information.

However, it must be admitted that significant
progress has been achieved in the past few years
toward understanding demographic phenomena. The
possibilities to understand behaviors (at individual
level) and processes (at aggregate level) have fast
improved, because of the extraordinary accumulation
of new data (particularly those derived from retro-
spective surveys at individual level, which made it
possible to study aspects beyond the scope of official
statistics, such as attitudes, motivations, personal
behaviors), and of the huge improvement of computer
processing capacities. Both factors, but especially the

first one, were highly stimulated by the researchers’
determination to systematically explore new research
paths. Thanks to the availability of individual data,
demographic analysis is no more confined to the
macro level, where observation is largely supplied by
data from official statistics.10 In particular, reliable indi-
vidual data are available on reproductive behavior and
the family; such information is largely comparable
among many countries, including developing ones,
and makes it possible to go far beyond the macro level
of usual demographic analysis and get access into the
field of individual behaviors, sometimes even in a lon-
gitudinal perspective. The longitudinal observation of
demographic events and processes, through which
analysis can be framed round the notion of life course,
represents the emergence of a high quality tool, which
is sometimes hailed as a revolutionary one, because it
affords an opportunity to comprehend the succession
of facts in their chronologic order, which is essential
information for approaching causal processes.

Other, equally significant progresses have been pos-
sible thanks to the advancement in statistical sciences
and the development of a large array of new statisti-
cal methods. These were suitable for processing large
masses of data and individual variables, both with
merely descriptive purposes and with the aim to inter-
pret relations and detect causalities, in a statistical
sense, through the particular way in which informa-
tion is organized or modeled (Coppi and Pinnelli,
1990): multivariate analysis (see Chapters 132 and
133), event history analysis (see Chapter 23), path
analysis and causal modeling (see Chapter 130), con-
textual analysis, multilevel analysis, and latent struc-
ture analysis (see Chapter 24).

In short, the discipline has experienced an evolution
along a general axis, moving from the macro-period to
the micro-longitudinal (according to Antonio Santini’s
diagram, 1999) through two phases, a macro-longitu-
dinal and a micro-period one, which chronologically
more or less coincided. This substantially improved
the capacity to explain demographic changes, by
taking into consideration the behaviors and motiva-
tions of individuals. However, a real causal explana-
tion is still out of reach,11 because as it is appearing ever
more clearly, it would also be necessary to understand
the mechanisms through which the environment (in a
broad sense and at all levels) influences individual
decisions, and how individual behavior and decisions
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10 It is precisely the wealth of information that may have caused
“overdevelopment of observation . . . at the expense of theoretical
thinking and analysis” at a certain phase of the development of that
discipline (Santini, 1999, p. 5).

11 The suggestion (Billari and Rosina, 1999) that the event history
analysis should be used in that way also deserves mention.



then combine into a collective result, in a circular, ever
renewed process; in other words, it is necessary to
understand how “interaction between the individual
sphere and social transformation processes works”
(Salvini and Santini, 1999, p. 54).

As they grew aware of the need for causal research,
demographers were confronted with the limits of their
tools of analysis. This difficulty, which is inherent to
the cultural training of most population specialists,12

urged them to seek for the methodologic and concep-
tual instrumentation necessary to explore causality
and build interpretative theories of demographic
processes which, in the past few decades, have been
formulated, if not within other disciplines, at least with
the contribution of knowledge drawn from other dis-
ciplines—to mention only Richard Easterlin’s and
Gary Becker’s well-known demographic-economic
theories or John Caldwell’s theory on inter-generation
flows, which is rooted in anthropologic conceptions
(see Chapter 37).

The need for interdisciplinary cooperation stems
from the very nature of the issues to be analyzed, the
complexity of which cuts across disciplinary divisions
that only reflect institutional needs. Surveys of actual
problems require extremely varied abilities. Studies on
the evolution of fertility imply a variety of knowl-
edge—economic and econometric (when the economic
factors related to individual behavior are to be brought
out), sociologic (to understand the dissemination of
the ideas and values that influence choice), and anthro-
pologic (to explain the way the type of social organi-
zation determines specific normative responses in
reproductive behaviors). That extensive base of 
knowledge must converge toward an explanatory
framework:

Marital fertility decline emphasizes the multiplicity of poten-
tial alternatives. At one time or another, every feature that is
thought to distinguish societies with high from those with
low fertility has been advocated as a cause. Most of the central
ideas have at least superficial plausibility and some intuitive
appeal. Moreover, they may be inextricably intertwined.
Structural modernization and transmission of new ideas go
hand with hand, and their impact on the economic role of
children, on material aspirations, and acceptance of the prin-
ciple of the birth control are likely to change in concert. As
always in the social sciences, the separation of cause, from
concomitant or consequence is difficult. Plausible post factum
explanations for particular trends abound, but an under-
standing of causal mechanisms, such as would allow confi-
dent prediction is out of reach. Nevertheless, it is possible to
confront these central ideas with the empirical mass of his-

torical and contemporary research findings in an illuminat-
ing way” (Cleland and Wilson, 1987, p. 9).

Many more examples could be given by reviewing
all the other areas of demographic studies. The study
of mortality, and its corollary, morbidity, requires
knowledge in health statistics, epidemiologic science,
medicine, and biology. The study of various aspects of
migration, excluding the measurement of flows and
migrant characteristics, largely draws on economics
and political science—even more so for subjects such
as marriage, the family, the consequences of demo-
graphic aging, and the relations between population
and development or between population and 
environment.

It appears that the results, as far as causal research
and the production of interpretative theories on pop-
ulation dynamics are concerned, are still far from sat-
isfactory. The thinking necessary to improve the
situation must probably be done in several directions,
seizing all the opportunities derived from the method-
ologic progress in the area of demography and statis-
tics and “using the methods and survey protocols that
the results of related disciplines may suggest, to break
through the complexity and reach the multiform roots
of demographic change.”13

Most crucial is the exploration of possibilities of
acquiring new abilities inspired from other disciplines,
which could make it possible to build more powerful
and relevant frameworks for interpretation of popula-
tion dynamics. The capacity to manage nonquantita-
tive information must also be improved, among other
things, to reach better understanding of the part
played by ideas in behavior changes, which can hardly
be measured and expressed in terms of numbers. That
extension of conceptual tools and survey methods,
precisely because it would correspond to demographic
issues, would not entail any distortion of demography,
but it would provide the discipline with elements to
reinforce its identity.

However, the issue of multidisciplinary competence
is not easy to address. There are too many disciplines
likely to provide contributions to demographic
research (e.g., economics, sociology, anthropology,
political science, epidemiologic science, medicine) for
demographers to take up all the knowledge that may
be useful to them. If researchers must allow the spe-
cific needs of their research to guide them in widening
their abilities, the problem is in the design for training
demographers and future researchers, particularly
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12 Those who, as John Caldwell wrote (1996, p. 319), seem “in
their element when there are massive but limited data which must
be used skillfully to throw light on a matter which really needs much
more information to explain it fully.”

13 “Affiancando loro metodologie e protocolli di indagine che i
risultati di discipline contigue possono suggerire, per ‘ingabbiare’ la
complessità e le multiformi radici del mutamento demografico”
(Micheli, 1997).



about the choice to be made concerning complemen-
tary training in other disciplines—which fields, with
what divisions, and with what contents?

Providing such training, open onto the contribu-
tions of other disciplines while keeping its complete-
ness in the specific methods of demographic analysis
and the statistical knowledge, may help eliminate or at
least reduce what has sometimes been denounced as
the intellectual isolation of demography compared with
other social sciences. This would have positive effects
on population research and may contribute, through
better communication with other researchers, to
improving the prospects of demography in universi-
ties and the perception of its usefulness in developing
social policies.

III. PARTICIPATING IN 
SOCIAL MANAGEMENT

Demographic changes are likely to have significant
repercussions or even cause major upsets in social
organization at local, country, or global levels. The
dynamics of birth and mortality and the migration
flows that partly result from them have triggered off
mechanisms that are likely to produce deep changes in
the structures of current societies and cultures. The
unequal growth of the population in the various parts
of the world and the large migration movements are
affecting the cultural, political, and economic balance
on a global scale. In developed countries, the decline
of birth and death rates, as well as the resulting
unprecedented aging of the population, are the pre-
conditions of deep changes in the perception of the
relations between generations and even in the concept
of life and death. The first short-term repercussion is
that the retirement system and the whole structure of
social welfare are being questioned. In developing
countries, although fertility rates are fast declining, the
rapid population growth phase has not come to an end
due to populations that are still comparatively young.
The sustainable development issues resulting from
that dynamic still remain to be addressed. The conse-
quences of world population growth on the environ-
ment are still largely ignored, whether it is because of
short-sightedness, the selfishness of the current gener-
ations, or faith in the future, although thoroughly
unjustified. The problem cannot be removed by simply
stating that environmental degradation results far
more from the consumption level in rich countries
than from the growth of the populations in the poor
ones.

Beyond the major demographic changes and their
large range of repercussions on social reality, the

importance of knowing demographic trends at the
local level is also evident, particularly in terms of
numbers and age structures, knowledge of which are
essential for sound administration (e.g., schools, 
hospitals, housing, labor). For all those reasons, it
would be highly desirable for political decision-
makers to better appreciate the competences of popu-
lation experts and fully consider the findings of
demographic research. However, the relationships
between demography and policy-making have proved
to be very difficult.

It is generally admitted among demographers
(although much less so among policy-makers and the
general public) that the sound management of a
country’s affairs requires political attention to the
demographic situation, because it is necessary to find
the means through which unwanted consequences of
the population dynamic can be prevented or curtailed
by making the necessary adjustments on the social
level. Many also believe it is possible and useful to try
(using permissible democratic means) to contain or re-
direct demographic dynamics to check undesirable
trends—in practice, this would mostly consist of poli-
cies aimed at controlling or encouraging fertility and
at controlling migration flows.

Social and demographic policies are admittedly
never quite neutral, because they inevitably include a
normative view of social relations. The extreme com-
plexity of demographic causality often allows more or
less ideologic interpretation of reality, and political
interventions often are grounded on controversial the-
ories. That is what happened when fertility control
policies in developing countries enlisted international
support, which was inspired by neo-malthusian con-
ceptions on population and development relations that
had never been fully proved, although it could have
been justified on non-economic grounds. The delicate
relationship with policy-making—which demography
has in common with other disciplines such as eco-
nomics—is made still more complicated by the bad
reputation of demography in some countries, where in
the past it became more or less involved with racist
and nationalistic policies of fertility support. This
induced many demographers to reject interventionism
and instead engage in pure research, casting wary
looks at population policies. Even in the best of cases
and with the most honest purposes, decision-makers
and population experts have to work in a minefield,
striving to reconcile democratically made choices and
efficient interventions, collective and individual inter-
ests, social justice and individual rights—squaring the
circle.

Many examples could be cited to illustrate how 
difficult collaboration can be between population
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researchers and decision-makers (Colombo, 2000;
Keyfitz, 1985). This problem reflects policy-makers’
well-known reluctance to deal with unpopular issues
on which consensus can hardly be secured and a set 
of reasons intrinsically related to differences about 
the ideas and objectives of decision-makers and
demographers.

Political action is often demographically short-
sighted because it considers only times far shorter than
those needed for demographic processes. It is very dif-
ficult for a politician who wants to be re-elected in the
short term to implement unpopular measures that
would bring no perceptible benefit at individual or
family level until decades had passed, whereas the sac-
rifices to be made would be immediate. The painful
process of reforming pension systems is a good illus-
tration of this problem.

The problem partly originates in a certain policy-
makers’ cultural imperviousness to population issues,
which can probably be accounted for by lack of train-
ing and information. Demographers must never
neglect the popularization and dissemination of basic
demographic culture through school curricula. At the
university level, specific attention should be focused
on the integration of population issues into the various
channels of future administrators’ training.

There are causes other than blindness, oppor-
tunism, and lack of cultural sensibility to politicians’
difficult relations with demographers. The perspec-
tives and objectives of politicians and scientists are
very different. Scientists seek knowledge and may
focus their research on issues of no immediate practi-
cal interest. Freedom in research is vital and is proba-
bly the best guarantee of the social usefulness of
research in the long term. This does not preclude that
some research topics may be of operational interest.
However, serious research takes time, and the findings
are often uncertain and provisional, whereas action
requires certainties, or at least convictions, and short
times. Researchers and political decision-makers have
their own reasons. A demographer who has decided to
study an issue that is important for social life must
gather the necessary statistical documentation, design
an appropriate methodology, develop indicators,
analyze the results, and draw conclusions. This may
take a long time, and the conclusions may be assump-
tions that require further verification. This is thor-
oughly normal because the truth about demographic
behaviors and population processes, barely detected in
the jumble of interactive relations that surround and
condition it, is never simple, unambiguous, or conclu-
sive. However, action requires safe knowledge to be
made available at the dates imposed by political cir-
cumstances, which are usually much earlier than it is

possible for scientific investigation. Otherwise, deci-
sions would be taken (inaction itself is a form of deci-
sion) regardless of the demographic knowledge or by
using it very badly, based on opportunity considera-
tions that are sometimes quite foreign to the elements
of scientific knowledge. Such considerations inevitably
also have ideologic and ethic bases. This is no reason
for demographers to shut themselves away in their
ivory tower and refrain from expressing their opin-
ions. In such cases, the issue of clarity and intellectual
honesty must be addressed, as emphasized by Paolo
De Sandre (2000) who, remarking that “as the 
means used for research and action are not akin or 
logically linked enough for them to be automatically
integrated,”14 recommended that “sharp attention be
paid so that no ideologic or political principles 
seep into the scientific field, or “acquire scientific
value”15 (De Sandre, 1994, p. 453), to avoid a disturb-
ing confusion of the different points of view and 
criteria of judgment.

However, it should also be remarked that opinions
are not always optimistic about the possibilities of effi-
ciently contributing to the solution to social problems.
Among the most skeptic authors is Nathan Keyfitz,
who mentioned several convincing cases of failed or
even counterproductive policies to illustrate his point:
“As a result, our discipline, demography, does not
have enough means to account for the past, anticipate
the future or imagine the choice and lines of action
likely to ward off unpredictable, pernicious effects”16

(Keyfitz, 1987, p. 399). A few years later, in a long
article published in Population Studies (1996), Keyfitz
explained his opinion as follows: “When social scien-
tists make policy recommendations they often forget
that life in society is more complex than any of the dis-
ciplines that profess to interpret it and that offer policy
recommendation based on their interpretation. Legis-
lation recommended by economists and other social
scientists and passed by governments with the best
intentions can lead to results that are the very oppo-
site of those aimed at” (Keyfitz, 1996). He concluded:
“I cannot provide a constructive answer in such cases.
What I do know is that our knowledge as well as our
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14 “Le strade della ricerca e dell’azione non sono così contigue e
consequenziali da essere automaticamente integrabili” (De Sandre,
2000).

15 “La vigilanza affinché non si abbia un’intrusione surrettizia di
principi di preferenza ideologico-politica nell’ambito scientifico o,
viceversa, non si dia valenza scientifica indebita ai principi di pref-
erenza” (De Sandre, 1994, p. 453).

16 “Risulta così che la nostra disciplina, la demografia, non ha
mezzi sufficienti per spiegare il passato, per anticipare il futuro e per
escogitare scelte e linee d’azione in grado di evitare effetti imprevisti
e pervers i” (Nathan Keyfitz, 1987, p. 399).



powers to do good are bounded and that moral dilem-
mas exist we cannot buy our ways off” (Keyfitz, 1996).

Such remarks, however pessimistic, seem truthful
and convincing. Still, they simply suggest that there is a
limit to human knowledge in every field, particularly in
social sciences. They call on us to be careful by empha-
sizing how uncertain and provisional our knowledge
is, but I do not believe that they provide enough argu-
ments for us to neglect our duty to contribute to social
policy as best as we know. Above all, they remind us
that we should never forget that doing that duty neces-
sarily implies a trade-off between the disadvantages 
of inaction and those of action based on imperfect
knowledge. If necessary, the unfortunate experiences
described by Nathan Keyfitz also remind us that it is
necessary to invest more in designing procedures to
assess the results of policies, so that their implementa-
tion can be monitored and gradually reshaped in a con-
tinuous process of adjusting them to the real necessities.

The aim to participate in social management has
important fallbacks on the orientation of research, 
because in such a perspective, it is essential to take
causal processes into consideration. This further
stresses the necessity of progressing in identifying the
causes and consequences of demographic phenomena.
This also provides further motivation for paying atten-
tion to the dissemination of demographic research
findings. Concerning teaching aspects, the objective of
social participation requires a sound orientation and
particular contents for the training courses for future
demographers, who must get ready to contribute to
that endeavor with scientific and professional abilities
at various levels. In particular, for the needs of social
policies, not only the causes of population dynamics
should be taken into consideration, but also their con-
sequences. This is still an issue of causal research,
although presented in opposite terms. In a broader
sense, all kinds of interactions between the individual
sphere and social changes are of concern, and hence
the teaching of the methods of integrating micro data
into their context deserve a place of primary impor-
tance in the training programs. For issues that are of
interest for social policies, although research on very
specific subjects may sometimes prove useful, what 
is mainly at stake is research with interdisciplinary
borders on complex issues, such as gender and 
population, the relations between population, devel-
opment, poverty, resources and environment, popula-
tion aging and the welfare state, mortality by 
cause and morbidity, migration issues, and forecasting
techniques.

Eventually, although communication with policy-
makers and managers usually requires reorientation of
research toward the current issues and sometimes
demands results within shorter periods than are suit-

able for research, the problem is not insurmountable.
Research must be carried out between the two oppo-
site ends of a continuum, skirting the perils of either—
that of the ivory tower, where it is perfectly free but in
danger of being sterile, and that of applied research,
which may become an obstacle to real progress of the
discipline if too closely linked to current issues.

IV. DEVELOPING ABILITIES OF
INTEREST FOR BUSINESS

The market evolution, the enlarging sizes of busi-
ness firms, and increasing complexity of their environ-
ment make the need for statistical and demographic
information, beyond the traditional economic and
financial data, more pressing, in order to design more
efficient production strategies and policies of business.
The idea is to get to know the characteristics and
dynamics of the potential pools of customers for their
products and the possible means to prepare to seize
opportunities or ward off possible setbacks. It is also
important to keep informed on the evolution of the
labor force in quantitative and qualitative terms for
better management of staff, the human capital of busi-
nesses. Demographic methods (e.g., analyses by
cohort, life tables) have been offered and disseminated
for a sound management of the personnel of various
categories or levels. Similar methods, derived from
demographic research, can be useful to address other
problems in business, such as those concerning assess-
ment of the quality and longevity of products. This
type of approach is of primary interest to big business,
especially to firms with large numbers of workers and
operating in large markets. However, they seldom
show enough interest in such approaches to recruit
experts in demography for permanent positions, and
they instead usually call on external consultants.

The set of abilities useful for business is usually
gathered under the concept of “business demography”
and is part of a particular branch of demography
called applied demography. The latter, according to the
pragmatic definition by one of its most eminent sup-
porters (Siegel, 2002),

explores the practical issues with which demographers
working for government agencies, private non profit organi-
zations, and businesses deal. . . . Applied demographers may
be called on to advise in planning the operations of local gov-
ernments and businesses to the degree that demographic
skills, knowledge, and perspectives are viewed as useful for
such planning (p. xvii–xviii). . . . Accordingly we can charac-
terize applied demography as a decision-oriented science
concerned with aiding managers, administrators, and gov-
ernment officials in making practical decisions congruent
with the policy, or goals of the organization, or of the insti-
tution for which they work (Siegel, 2002, p. 2).
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In the area of applied demography, as well as that
of business demography, the American experience
remains most advanced; it is even unique in the world.
In the United States, the demand for applied demog-
raphers is such that (Casacchia and Racioppi, 1992, 
p. 3) this branch of the discipline has become a kind of
private industry, the activity of which consists of 
providing other lines of business with its abilities and
products. The activity of the sector is also intense in
scientific research and academic training and includes
the setting up of scientific committees within the pres-
tigious Population Association of America, organizing the
biennial North American Conference on Applied Demog-
raphy, producing ad hoc academic texts, establishing
targeted programs in the major universities, publish-
ing various specialized journals, including American
Demographics, to which thousands of firms have 
subscribed.

In many other national contexts, the current condi-
tions of the markets do not seem to encourage the emer-
gence of a demand in business demographic abilities
comparable with the American case, but knowledge
and competences in business demography must
undoubtedly be expanded, as part of a demographer’s
training, so that all opportunities for employment can
be seized. Moreover, it is important to develop 
information programs in order to sensitize the 
productive sector on the abilities that will then be avail-
able. Concerning the field of public administration-
oriented applied demography, I previously mentioned
the themes that should be developed and showed 
the necessity to cover that field in academic training 
and in research.

V. TEACHING DEMOGRAPHY

To highlight the teaching consequences of the chal-
lenges that demography as a discipline must meet, an
overview of the main characteristics of the current
organization of population studies, as far as research
and teaching are concerned, is given. The form and
contents of the teaching at different levels depend on
the present situation, which therefore must be taken
into consideration, if only to question it.

1. A Brief Survey of the Current Situation

From the information available in the literature,17 it
appears that universities are the main institutions for

demographic research and teaching. Although there
are also external institutions and bodies of all kinds
that cover a wide range of scientific and teaching
needs, the training courses offered by extra-university
institutions are usually short ones, and they deal with
specific subjects—mostly as part of summer schools or
retraining courses.

The organization and objectives of demographic
training are closely related to the position of demo-
graphic research and teaching centers within universi-
ties. There are very few courses of study that are
wholly on demography, unlike sociology or econom-
ics. It is widely agreed that the demand for demogra-
phers’ specific professional abilities is too low for them
to constitute the core business of any undergraduate
university degree. As a result, the teaching of demog-
raphy, particularly in universities18 of the developed
countries, aims at providing highly specialized pro-
fessional training (i.e., graduate or postgraduate’ level)
or supplementing broader training curricula. In other
words, the training is intended first to produce future
researchers and teachers and second to impress aware-
ness of population issues on the general culture of
other professionals who are likely to work in one of the
many fields in which the influence of demographic
processes is to be felt. However, it seems that profes-
sional training for demography specialists, which was
rare until recently, is being consolidated, as exempli-
fied by the United States, where demand from the
market exists, and by developing countries, although
with different characteristics and objectives, where
intermediate-level skills are in demand for data col-
lection and management; techniques in the use of
imperfect statistics; and for the implementation, mon-
itoring, and evaluation of population policies.

This situation affects the place and status of aca-
demic centers dealing with demography, and it condi-
tions their organization and, to a large extent, the
orientation of their research. The departments and
other autonomous university institutions that deal
exclusively with the study of population issues are
comparatively few. It is much more common to have
the discipline nurtured and taught by researchers who
belong to other departments—sociology, statistics, eco-
nomics, geography, history, epidemiology, genetics,
and others, depending on the alliances between disci-
plines that were formed and consolidated in the
history of the different countries or universities.

However, the current world population trends, their
influence on public opinions and political decision-
makers, particularly through the action of interna-
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tional agencies, and the resulting wealth of studies and
writings have given prestige to many demographic
research and teaching institutions. The latter conse-
quently acquired significant independence, particu-
larly in universities whose organization is most
flexible. The number of demography departments kept
increasing, and many population centers, although
they were only subdivisions within larger autonomous
structures, then became able to issue university
degrees at graduate or postgraduate level.

Besides the traditional forms of demographic 
teaching, a more flexible type of training is fast emerg-
ing, with a variety of courses to offer for different 
university degrees, and it is intended to meet very
diversified needs. Undergraduate university training
is being offered in some developing countries,
although with rather variable curricula and contents,
often depending on the teachers’ interests and abilities.
Short courses are also being developed; they do not
necessarily lead to formal university degrees but aim
at providing persons who are already involved in gov-
ernment activities or planning with abilities in various
areas of population policy management.

2. Diversifying the Courses Offered 

Teaching must keep in line with the developments
and acquisitions of the discipline, but if it is also to
meet the demands emerging from society, particularly
from the labor market, it must also examine the pro-
files of the students that it is meant for, so that the
methods and contents can be targeted more accurately,
in function of their occupational objectives. I think 
that the main training needs, involving currently 
existing or emerging demographic knowledge, with
more or less wide prospects and comparatively good
chances of consolidation, could be summarized in four
groups:

Training staff for scientific research and teaching
Training population policy specialists
Training professional demographers
Training policy-makers or administrators to make

them aware of population issues (with
demography as a training supplement)

Each of these points deserves considerations in
terms of their characteristics, methods, and the main
contents of demography teaching and how research
can contribute to improving curricula. However, it is
impossible to be specific about their concrete imple-
mentation, because the organization of courses and
teaching programs is too closely related to the multi-
form structures of school and university systems in the
different countries and to the demands on the labor

market, which are exceedingly different from one
country to another.

3. Training Future 
Researchers and Teachers

Future researchers or teachers, who are bound to
guarantee the development of the discipline and con-
tinuity in the faculties, should be given comprehensive
training at doctorate level. Although they may initially
come from various backgrounds, doctorate students
should be required to become perfectly conversant
with the conceptual perspectives, methodologic
instruments, and concrete issues specific to basic
demography, but they should have in-depth study
only in the sector in which they plan to conduct their
future research activities. The gradual segmentation of
demography, the mass of knowledge accumulated on
a very wide range of heterogeneous issues, and the
enrichment of the array of methodologic tools that are
increasingly specific to the themes to be addressed
make it impossible to cover all demographic knowl-
edge in a single doctorate course.

Such specialization is all the more necessary as a
multidisciplinary approach correspond to the very
nature of many population issues overlapping (at the
cutting edge) with other disciplines, that are bound to
emerge and account for the most significant future
progess of demographic knowledge. So that it is highly
desirable for doctorate students to get the conceptual
and methodologic knowledge from one or several
related disciplines, which would be identified in view
of their research interests. Besides the doctorates
related to some single sector of demography (e.g., 
economic demography, historical demography, social
demography, anthropologic demography), which will
still be necessary, there must also be doctorates on in-
depth study of complex thematic cores (e.g., popula-
tion and development; aging and society; population,
health, and health systems), and doctorates organized
on different overlapping disciplinary sectors (such is
the case of the sociology and demography doctorate
created at the University of Berkeley).

Despite the huge diversity of possible doctorate
training proposals, a few common characteristics can
be identified. One of them consists of sharing a knowl-
edge package that would include the methodologic
core of demographic phenomena analysis, as well as
in-depth knowledge of the demographic processes
that historically have had a strong influence on
humankind and their relations to social reality in the
broadest sense. Another common characteristic should
be the requirement of sound statistical abilities, partic-
ularly those commonly used in a wide range of
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research situations, such as individual data analysis
(i.e., multivariate analyses), implementation of the lon-
gitudinal approach (i.e. life course studies), or the
study of causal nodes (i.e., latent structure analysis);
others are useful mostly for particular curricula (i.e.,
techniques for evaluation of social policy effects, pop-
ulation policy interventions, and development policy
adequateness). One of the main keys to identifying the
statistical abilities that should be common knowledge
to all demographic doctorates lies in the strategic
objective of the exploration of causal nodes hindering
the comprehension of the relations between popula-
tion and social dynamics.

The specialized training needed for areas of overlap
with various other disciplines (e.g., economics, sociol-
ogy, anthropology, epidemiology) must be tailored to
the specific research interests of the students. On no
account must the teaching of elements of related sci-
ences give mere generalities, with no practical impact
on demographic research; it must be focused on issues
that are of interest for investigation in the area of pop-
ulation studies.

Because of the training of future researchers, most
decisive progress has been achieved in the past few
years. According to the comprehensive review by Jane
Menken (2001), in the major universities a set of highly
desirable circumstances exist—a high degree of spe-
cialization on themes that require vast multidiscipli-
nary abilities; training courses that meet an extremely
diversified range of needs; and a high degree of inte-
gration with related disciplines on themes of common
interest (including the creation of joint doctorates, such
as in demography and sociology at Berkeley). This set
of circumstances is likely to guarantee subsequent 
disciplinary developments and is the precondition for
further improvement in the academic status of demog-
raphy. The conditions and constraints imposed on
research and teaching programs by donors’ political
and cultural orientations, although not necessarily 
an element of restraint to disciplinary development,
establish a link with the needs of society. In her analy-
sis, however, Jane Menken wonders if sufficient atten-
tion has been devoted to fields of study that attract
students from developing countries to American uni-
versities, and she deplores the focus of teaching and
research on subjects that reflect only the teachers’ 
cultural interests, possibly rendering American
demography “quite individualistic and even, perhaps,
idiosyncratic” (Menken, 2001).

European universities (Willekens, 2001) are going
through a special phase of uncertainty because of the
ongoing general reorganization of courses and reduc-
tion of public funding. Many new doctorate programs
have just been created, and it is too early to assess their

chances of success. Moreover, the number of students
has decreased, as a result of population trends, and
there is fierce competition between the different
courses of study. From the rather special viewpoint of
Italian universities, however, it is possible to measure
to what extent the academic training of younger
researchers has been more specific and comprehensive
on the level of disciplinary acquisition than the self-
taught type of training of previous generations.
Various factors about the organization of training
courses have contributed to that evolution, including
intensified—if still insufficient—relations with foreign
universities, which helps make the different types of
training more homogeneous, at least at European
level. However, much still remains to be done—and no
wonder, considering that the contents of the teaching
change along with research acquisitions and the abili-
ties available on the side of the teaching staff.

In developing countries, where material and human
resources for the training of population specialists,
although still largely insufficient, have substantially
increased in the course of time, there are many excel-
lent centers that have the capacity to train researchers,
particularly in the field of development. The main
causes for concern is related to continuity of the
resources necessary to keep up the close international
relations that promote teachers’ and students’ mobil-
ity and to ensure constant adequateness between train-
ing programs and needs, by gradually incorporating
new scientific acquisitions, new tools of analysis, and
updating interpretation frameworks in the wake of
disciplinary evolution.

4. Training Population Policy Specialists

Training in population policy is a type of profes-
sional specialization consisting of abilities that are in
high demand in the international environment or in
the developing countries that are implementing popu-
lation policies but that are neglected in traditional
demographic university training. The themes of pop-
ulation policies, particularly in their relations to the
themes of development, involve practical needs such
as pedagogic ones that are not the sole concern of aca-
demics. On the contrary, the major international organ-
izations (e.g., FAO, ILO, UNESCO, UNFPA, and other
specialized United Nations agencies, as well as other
institutions) have experience and abilities that are far
superior to those of universities (even taking in
account the frequent cases of collaboration between
academics). The training that such organizations
provide on those themes to their staff or to agents in
developing countries is probably more specific and
specialized, more soundly rooted in the experience of
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concrete situations, and more effectively transferable
into operational contexts than that likely to be pro-
vided through university training.

It is highly desirable for universities to take greater
interest in the training of such types of professionals
at various levels, as well as in scientific research on the
difficult themes of policy evaluation, which in certain
aspects are akin to causal research. In that area, it
would be profitable to strengthen collaboration with
the world of international organizations, in that it
would make scientific research more sensitive to the
various aspects of social demand, while greatly reduc-
ing the risk of improvisation, which occurs when, for
market-related reasons, agencies, nongovernmental
organizations, or consultants work without well-
established knowledge or skills.

Ideally, this type of professionals should be able to
do the following:

Design development and social policies
incorporating the population variables (numbers,
structures, geographic distribution) and reckoning
the interrelations between demographic processes
and social dynamics

Formulate, implement, monitor, and evaluate
population policies that may have a wide variety
of contents

Prepare sensitization campaigns and dissemination
programs on issues concerning population
dynamics

To meet these objectives, specialists in population
issues and demographic policies must have varied and
extensive abilities in different areas. Their basic prepa-
ration concerning demographic knowledge and 
statistics must be complete and combined with the
knowledge of facts and methods from other discipli-
nary sectors. In particular, they must have skills in
socioeconomic and anthropologic areas, although skills
in epidemiology may also be useful, considering the
importance of health policies. The methods of causal
analysis and all the techniques useful in estimating the
effects of policies must be given primary attention.

Training in that area may be conducted at very
diversified levels, depending on the specific objectives
of professional location, ranging from the doctorate
level, which is necessary for anyone who intends to
deal with policy formulation and evaluation systems
development, to the Master’s level or annual special-
ization courses for those who intend only to work in
implementation, control, and monitoring, and on to
the levels of short courses with specific, limited aims,
courses meant for those already active in a particular
sector and who wish to acquire, update or improve
special abilities.

To complete this overview of the type of training
useful in what I have referred to as participation of
demographers in social management, I must mention
that professional demographers who work in collabo-
ration with public bodies and local administrations for
better management of public affairs must be given the
abilities specific to the sector of applied demography,
which is discussed in the next section.

5. Training Professional Demographers

Training professional demographers is better justi-
fied in the countries where the nonacademic labor
market offers more opportunities for this type of pro-
fessional qualification. However, with the globali-
zation of markets, the growing complexity of the
business environment, and the increasing average size
of firms, the demand for professional demographers is
likely to expand. A similar evolution can be expected
concerning public administrators. It is therefore advis-
able that universities become prepared to meet this
emerging demand in research, by reinforcing the study
areas relevant to applied or business demography, and
in available training courses. An appropriate cam-
paign to popularize the professional values in demo-
graphy, conducted by defining purposes and
reinforcing linkages with the world of work, could also
help in meeting the demographers’ claim to better con-
sideration for population variables in many fields of
action, ranging from political and administrative ones
to productive activities.

In the current training systems, the professional
aspects of demography learning do not always seem
to be clearly identified or addressed in any coherent
way. As a result of a lack of specificity about the pro-
fessional profiles of nonacademic demographers,
demography is virtually never the backbone of any
training course leading to an autonomous undergrad-
uate university degree. This occurs even in the United
States, although Americans have long made a habit of
making professional use of demographic skills. More
than 15 years ago, Nathan Keyfitz stated in one of his
analyses that in his country “using demographic 
planning and data is a constant practice in all planning
activities, to build structures, sell products, provide
public and private services”19 and that “for demogra-
phers from American universities . . . most job oppor-
tunities come from that sector.”20 The situation is very
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much the same in other countries, particularly devel-
oping ones, where the lack of undergraduate or grad-
uate training courses in the sector is all the more
acutely felt because they could provide precious abili-
ties that are very much in demand in ministries and
public administrations.

Training of professional demographers could
include all three university levels, depending on the
objectives of their professional insertion, but the
second one (e.g., Master’s, specialty degrees) is most
crucial. The contents of the learning should be the
same as those of applied demography, the scope of
which is very large (see Siegel, 2001), ranging from
production of demographic estimates and forecasts for
small areas to migration forecasts, to applications of
demography to marketing, and to family demography.
Comprehensive manuals have been published at the
international level that could be useful in defining
study programs.

The training for professional demographers, only
recently introduced in the university system and still
not well established, deserves special attention. Even
in the United States, where demographers’ profes-
sional abilities are more in demand in the labor market
and their training more widely provided for than in
any other countries, there is heated debate about how
adequate the training provided by the university
systems is in that sector of studies.

It is not clear to what extent many of the programs are empha-
sizing new skills that are demanded, especially for students
who will enter the nonacademic world. One such skill is car-
rying out high quality surveys—from design to implementa-
tion to analysis (quantitative methods at the cutting edge 
for the social sciences, qualitative methods, and the 
complementarities between quantitative and qualitative
approaches). Another is the evaluation of intervention pro-
grams. A third is demographic forecasting. For the social
science programs, there is almost no mention of biology or
disease or morbidity, or reproduction, and surprisingly little
on migration or urbanization, forces that surely will shape
much of population change in the coming decades” (Menken,
2001, p. 13).

6. Training Policy-Makers and
Administrators for Awareness of

Population Issues

University training in demography is sometimes
very short and summarized in a single course or a
limited number of credits, when it constitutes a mere
supplement to studies that are meant to train special-
ists in other disciplines. This occurs quite frequently
because demography often has marginal standing in
departments of economics, sociology, or political
science. We may wonder if any appropriate thinking

has ever been done to define the contents of demog-
raphy teaching in such courses, which sometimes are
wrongly considered of minor importance.

The complementary demographic training for spe-
cialists in other sectors deserves peculiar attention,
because it plays a crucial part in emphasizing the
importance of demographic factors, which is often
neglected, in the various aspects of human activity. It
is essential in such cases to avoid giving an image of
demography as autonomous and unconnected with
the teaching and scientific context in which it dwells.
If demography were to keep aloof from the students’
cultural interests, it would become marginalized from
the academic mainstream.

The transmission of demographic knowledge in
other teaching contexts, although limited to a few
classes, requires special efforts in embracing and
adjusting to the issues peculiar to the studies in which
it is inserted. While selecting the contents, priority
should be given to those that highlight interdiscipli-
nary linkages, emphasize the interest in a demo-
graphic key to the understanding of events, and
provide methodologic tools that are useful to the stu-
dents’ vocational training. That approach alone can
guarantee that demography is harmoniously incorpo-
rated into various teaching contexts and that its teach-
ing potentialities are emphasized on a professional and
cultural level.

To sensitize professionals, policy-makers, and
administrators to population issues, short training
courses could be organized in which the linkages with
the specific aspects of the beneficiaries’ activities
would be emphasized. The range of topics may be very
wide, but a typical case of short training courses 
in developing countries is on the relations 
between development and population policies. Such
training courses, which are still few but quickly
expanding, have been promoted and organized by
non-university institutions, ranging from the major
international organizations to nongovernmental
organizations, which have been carrying on significant
work (in quantitative and qualitative terms) and 
have acquired greater abilities in the area than exist in
universities.

VI. PRE-UNIVERSITY TRAINING 
AND POPULARIZATION

Before closing these remarks on the teaching 
of demography, it seems appropriate to include a 
brief survey on whether a demographic component 
is included in primary and secondary school 
curricula.
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In general, demography is not a subject matter in
pre-university training,21 any more than the other
social sciences, which are virtually never included 
in programs that are traditionally established in 
conformity with an essentially humanistic conception
of human sciences. However, considering the peda-
gogic value of knowledge of population issues, it
would be advisable to make some space for them in
school curricula.

It seems that the high ethical value of training in
population issues is more easily recognized in coun-
tries where in the past few decades the need for pop-
ulation policies intended to affect individual behaviors
has been felt to reconcile society’s general objectives
with those of families and individuals. As stated by
African researcher Daniel Mpembele Sala Diakanda
(1997, p. 11), the main objective of studying population
issues in schools

is not only to raise awareness . . . of the problems and chal-
lenges with which one’s community and the world at large
are faced (particularly those relating to social production and
reproduction), but also to give rise to firm commitment to
contributing, individually and collectively, as far as possible
and within the limits of everyone’s sphere of responsibility,
to solving those problems. The interest for population and
development issues in higher education (whether as a subject
for specialization or a complement to other areas) and in all
the spheres of society, including the higher level of decision
taking, as well as the expected impact on society at large, will
be all the greater as sound population education has been
provided at the lower levels of the school systems.

While recognizing that issues that do have ideologic
aspects are extremely sensitive, I believe that the stu-
dents of primary and secondary schools should dis-
cover (with proper objectiveness) the major themes of
global population explosion, responsible procreation,
sustainable development, respect for the environment,
gender issues, fall in birth rates, and aging of the 
population.

Although not wishing to give the discipline a dom-
inant place in pre-university studies,22 in which it
would have to compete with the equally important
contents of other disciplines, the introduction of pop-
ulation issues may take place through allied disci-
plines such as history, geography, or biology, whose

position in school curricula is established by a cen-
turies-old tradition. The modern disciplinary orienta-
tions of history and geography, the programs of
natural sciences that often highlight the importance of
populations, and their structures and dynamics in rela-
tion to the environment, available resources, and 
sustainable development, are a good prerequisite for
insertion of demographic issues into school curricula.
Moreover, classroom work ignoring the disciplinary
borders may also allow a better use of the pedagogic
potential of demography, because its object (popula-
tion and its evolution) is suitable for studies requiring
contributions from many disciplines, including human
studies and natural sciences.

Little information is available on the teaching of
demography at pre-university level. Although there
are great differences from one country to another, it
appears that the possibilities, however limited, offered
by school curricula are not always fully exploited,
because population issues are hardly included in the
teachers’ training, awareness, or cultural interests.23

If the possibilities of partial transmission of demo-
graphic knowledge through other disciplines are to be
properly tapped, demographers and population spe-
cialists must actively undertake to update the training
of pre-university teachers and produce the relevant
teaching documents.

The need to recognize the formative value of
demography in school curricula is only one aspect of
the larger question of sensitizing public opinion in
general as the basis for accurate appraisal of the social
consequences of individual demographic behaviors
and the necessary presupposition for socially agreed
and democratically based population policies
(Sonnino, 1987). Scientific popularization, which is not
much practiced by demographers, should receive
greater attention through more frequent and polished
use of mass media and through publication of books
in which scientific accuracy would be combined with
accessibility and gratifying reading for nonspecialist
readership.
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21 There are exceptions, particularly in certain African countries.
22 Concerning Italy, the area that is more familiar to me (Lom-

bardo and Maffioli, 1985), the debate on the question of teaching
demography in schools was particularly heated in the 1970s and
1980s, leading to substantial convergence of opinions on the appro-
priateness and methods of transmitting demographic knowledge
through adequate inclusion of demography in history and social sci-
ences teaching. The approach was selected as preferable and more
realistic than independently introducing the discipline, which was
thought difficult to implement.

23 An analysis conducted more than 20 years ago on curricula
and manuals (Lombardo and Maffioli, 1985) showed that on that
point, the situation in France and Belgium was outstandingly good
in many respects, probably as a consequence of the more firmly
asserted historiographic orientation of the Annales and a tradition of
advanced human geography, into which demographic contexts and
themes can be inserted more easily.
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I. COMPUTING AND DEMOGRAPHY

The advent of micro-computers revolutionized
working conditions in demography, as well as in other
fields. However, the extraordinary spread of this
device and the assiduity with which it is employed
could undoubtedly not have happened without the
development of software to facilitate its use and
increase the performance of users, not only at the level
of general computing tools but also at that of more spe-
cialized professional tools. Over the past 2 decades, a
certain number of software packages that facilitate the
handling of demographic data and phenomena have
been developed.

In the beginning, it was a question of developing
procedures to increase the speed of calculations or to
make operations more user-friendly, such as facilitat-
ing the application of demographic analysis methods.
Quite early, it became accepted that the computer
could facilitate the teaching of demography due to the
development of teaching software. Software producers
immediately took this route, and software packages
for teaching demography quickly came on the market.
For example, the first version of Pyramids, one of the
best-known programs, was produced in 1988. It is nec-
essary to distinguish two types of demographic soft-
ware: that which is mainly aimed at research or the
practice of demography and that which facilitates the
work of teachers.

The demographic software developed for the appli-
cation of methods used well-known statistical and
mathematical packages as reference models. There is
more experience in these fields, and the packages inte-
grated already have a solid position in the market of
essential tools for researchers and practitioners. On the
basis of this success, demographers are attempting 
to develop a new field of education and research, 
computational demography, which combines compu-
tational expertise with demographic skills, breaking
with a past of considerable amateurism and little 
professionalism.

However, developing software for teaching and
training in demography poses more problems than
writing programs that improve the speed of calcula-
tions or that help in the application of demographic
analysis. In addition to skills in computing and
demography, it requires a solid knowledge of educa-
tion. Because teaching and the production of manuals
are an integral part of the work of many demogra-
phers, it could be said that teaching is a natural
element of the culture of demographers. Although this
statement is partly acknowledged, producing teaching
software poses very specific educational problems. It
opens onto a field of specific research that aims at
establishing the reference framework for teaching soft-
ware, whether in demography or in other disciplines.
It is because of this specificity that we begin by devot-
ing the first section of this chapter to software for
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teaching demography, before making as comprehen-
sive an assessment as possible of the demographic
software packages that are available.

II. USING SOFTWARE FOR TEACHING
DEMOGRAPHY

Is computing useful for teaching demography? The
transmission of knowledge requires a method of com-
munication. There are different types of media for this,
and each medium opens the way to a specific type of
training (Olson, 1979). Each one makes a specific con-
tribution to the development of human knowledge
and intelligence. It is essential for a teacher to be
capable of using the different media available and to
evaluate what each new medium can provide in spe-
cific or additional functions compared with the tradi-
tional media already in use.

Each communication tool, if it is used correctly, can
be a learning opportunity. A multimedia tool, capable 
of using several media that each make a different 
contribution to the development of multiple aspects 
of the intellect can enable students to approach the
same issue from different perspectives. The computer
largely provides these advantages, and it should there-
fore be possible to use it to the advantage of teaching,
especially because it is dynamic, programmable, and
interactive (Greenfield, 1984). As a result of these
assets, it is possible to design software packages that

Are adapted to the various levels of knowledge and
ability of students

Enable students to consider and test different
possible solutions to a given question

Enable users to play an active role in the learning
process

Allow a greater personalization of the teaching or
learning process than traditional media
(Pontecorvo et al., 1989)

To take full advantage of the specific resources of a
medium, it must be used correctly. The computer itself
does not present any disadvantages, but its potential
can be considerably diminished and even destroyed if
its use is not adapted to its objective. Much therefore
depends on the software. Great efforts have been made
to produce quality teaching packages capable of pro-
moting and guiding self-teaching and to create and
facilitate the accumulation of personal knowledge in
users. It is therefore necessary for teams of multidisci-
plinary experts to be involved at different stages in the
creation of a teaching software package: experts in
demography, experts in software development, and

what is most frequently lacking, experts in educational
communication. The best software benefits from com-
prehensive knowledge of educational issues and uses
resources provided by computing in the most creative
manner.

We have reviewed the opinion of demographers on
the usefulness and the reasons for using educational
software. Six different, but recurring, points of view
have been identified.

1. No Need for Software Specific to
Demography

A first point of view is that specific software is
unnecessary for teaching demography, apart from
some very explicit exceptions. However, students
must learn to use statistical or traditional mathemati-
cal packages, because these normally make it possible
to apply nearly all the methods of demographic analy-
sis (Burch, 1992).

The use of computers and data processing software
should be included in the training of demographers.
Essentially, this is sufficient for rapid calculations, to
transform results into graphs, to rapidly change entries
(data or parameters), and to observe the influence of
these changes on results.

The preference for a particular package depends on
the type of demography taught. More mathematical
tools are necessary for teaching formal demography,
but statistical software and spreadsheets are essential
for practical applications. Spreadsheets are a category
of software that is particularly appreciated by demog-
raphers because it can fulfill different needs for a 
low investment in terms of training. According to 
this approach, using software is advantageous when 
theoretical teaching is extended with practical appli-
cations and when the appropriate tools available on
the market are sufficient for this. Students can learn to
use software themselves or during ad hoc lessons, and
the demography teachers need only recommend the
applications.

2. Using Nondemographic Software to
Teach Demography

Demography teachers themselves can also learn
how to use software and create examples of demo-
graphic applications for the students to carry out. This
is what Antonella Pinnelli and Mario Porri (1989) pro-
posed in a small handbook that enables students with
little or no computing knowledge to start using a com-
puter and Lotus-123 for carrying out the operations
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necessary for applying basic methods generally taught
during the first demography lessons.

From a slightly different point of view, nondemo-
graphic software can also be used for teaching demog-
raphy by using these packages to “change the
demography to be taught” (Burch, 1992). The use of
mathematical software, for example, can be made
extremely easy and pleasant, with very few problems,
by transforming the methods taught, by changing 
the approaches, and by making this first contact with
demographic analysis a point of entry into more
formal and mathematical demography, which has
existed for a long time but which is not widely taught
(Burch, 1992; Hakkert, 1985).

3. The Usefulness of Software 
Specific to Demography

Many analysts focus more attention on the use of
software that is specifically demographic, thinking, for
example, that it is preferable to illustrate the teaching
of methods by using the software designed for their
application. The pioneers of this idea were Nathan
Keyfitz and Wilhelm Flieger (1971). It was developed
further by Eduardo Arriaga (1992), who proposed a
text accompanied by 45 worksheets, with which the
application algorithms are developed. The theory is
learned, and the means for its application are imme-
diately available, avoiding the phase of algorithm
development, which can cause problems and errors,
while clearly specifying the stages included in the pro-
cedure and the formulas used in the worksheet.

Other demographic packages can be used to the
same end, as long as their use is explicitly associated
with the theoretical course (Srinivasan, 1992).
However, we must avoid those that are based on a
kind of black box, which allow students only to enter
the data and to recover the results without any knowl-
edge of the formulas or the algorithms used (Burch,
1992). Such packages should be excluded from teach-
ing; they are useful only for tasks of execution. As
stated by Peter Holmes (1988), the difference between
teaching software and application software lies in the
fact that in the former, the procedure remains obvious,
whereas the latter aims for speed of execution and pre-
cision of results.

Whereas the first point of view was to invite 
students to take themselves from the theory to its
application by experiencing the development of the
necessary algorithms, this third point of view consists
of immediately placing the students in a situation
where they are able to carry out applications without
risking error. The emphasis is placed on the teaching

of the practical aspects and the main underlying 
concepts of the methods, the required data, the 
advantages and limitations of each method, the possi-
ble errors when the data do not match the hypotheses
made during method design, and the analysis of
results (Arriaga, 1992), instead of simply presenting
the theoretical aspects and asking students themselves
to transform the theory into operational algorithms.

These two points of view are based on different edu-
cational objectives. One of them is typical of the uni-
versity approach and the training of researchers, and
the other is oriented more toward professional appli-
cations. There is no doubt that this second type of
teaching uses demographic software to enable deci-
sion-makers to undertake demographic analyses,
including very sophisticated ones, and to obtain useful
and correct results (Burch, 1992). In reality, this type of
approach should not be relegated to second place in
university courses because it introduces educational
perspectives whose benefits are not limited to training
practitioners and that can be just as useful for training
researchers and teachers, without being exclusive of
the first strategy.

4. The Usefulness of Complex
Demographic Analysis Software

Regardless of opinion on this debate, most demog-
raphers are in agreement with regard to the specific
usefulness of demographic software that enables the
application of certain very complex methods of demo-
graphic analysis, which would otherwise necessitate
the development of algorithms whose construction is
well beyond the ordinary abilities of mere students.
Students would never have the opportunity of apply-
ing these methods if ad hoc packages did not exist. The
same applies to multistate models, micro-simulation,
and complex models of the interrelations between
population and development (Burch, 1992).

Moreover, such software is useful to a large number
of researchers and scientists as well as to teachers 
and students. Regardless of the user, the undeniable
advantage of these packages is that they discharge the
user from dealing with vast series of calculations and
from programming the implementation of the neces-
sary algorithms. The user can then concentrate more
on the input and output, on the necessary data, and on
the results. If users gain all the qualifications required
to work with the same rigor as professionals and to
interpret the results, they could probably learn to
apply more methods in less time than if they followed
a traditional teaching method, which is a considerable
advantage for their general training.
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5. Simulation Software, a Pioneer of
Teaching Software

By using a population projection algorithm, it is
possible to understand demography better than
through studying the issue in a purely theoretical
manner. For example, it is possible to test the effects of
the implementation of different hypotheses of fertility,
mortality, and migration trends on population size and
structure using real or imaginary populations (Burch,
1992). By using different simulation models that link
population projections to different variables of eco-
nomic and social development (e.g., concerning edu-
cation, the labor market, savings, investment, health),
it is possible to test the consequences of demographic
trends on the problems that economic and social poli-
cies would have to resolve. With micro-simulation
family models, it is possible to take into account the
effects of different demographic changes on family
structure and size. Simulation is a very useful tool for
answering the “what if?” question, and the software
packages that today facilitate its use contribute to the
teaching of theory.

This was possibly the idea that most excited demog-
raphers as soon as they first had access to the com-
puting tool, although at the time, it was still crude,
difficult to access, and hard to use (as described in the
pioneering studies of Étienne van de Walle and John
Knodel in 1970), and this is possibly the area in which
demographic software has developed the most.

6. Software Instead of Books

Some demographers have suggested that educa-
tional software packages are useful in teaching
demography and could partially or totally replace
books and teachers’ handbooks. It is perhaps necessary
to date this idea back to historical packages such as
Popshow or Pyramids, which aimed at explaining one
or more demographic issues by using only computer
science. Going to the extreme of this reasoning, some
authors have since suggested replacing the entire text
of a traditional handbook with a package that explains
and demonstrates all the demographic theories and
methods and that provides all the useful aspects of
online help. For example, the concept of demographic
hypermedia (Leete, 1996) is associated with this idea.
With this approach, we enter feet first into the world
of so-called educational software.

However, the desire to replace traditional didactics
with teaching software has caused skepticism and per-
plexity: “The best software is not a substitute for a
good course in demography . . . it only facilitates the
application of methods, techniques, and models”

(Willekens and Hakkert, 1996), and “No software or
hardware will replace well-trained demographers”
(Gerland, 1992).

It is not completely unreasonable to consider that
some subjects could benefit more than others from the
possibilities provided by computers and that some of
them could be dealt with completely or largely with
the help of specially designed software, provided that
it has clear advantages over traditional courses.

It seems necessary to repeat that traditional mathe-
matical or statistical software such as spreadsheets and
worksheets, as useful and sometimes even essential as
they are for teaching demography, do not form part of
what is generally known as demographic software.
Demographic software must be specially designed 
for the application of demographic methods or for 
the illustration of theoretical courses in demography.
Moreover, to be considered as educational, it must
have, in addition to the characteristics that make up an
appropriate demographic software for research or pro-
fessional use, the characteristics that make it an edu-
cational tool fulfilling educational requirements, or it
must be a substitute for a handbook or even for a
teacher.

III. DEMOGRAPHIC SOFTWARE:
INVENTORY AND CHARACTERISTICS

Despite the fragmentary and sporadic nature of the
information available, it can safely be said that the
development of demographic software has increased
significantly since the late 1980s. At the end of the
1980s, the International Union for the Scientific Study
of Population (IUSSP) considered that the time had
come to make a first evaluation, and in 1990, it set up
the Working Group on Demographic Software and
Micro-Computing (WGDSMC). One of the tasks of this
Working Group was to make an inventory of demo-
graphic software (Willekens and Hakkert, 1996). To
make a list of the existing packages, the WGDSMC
used the small number of inventories and reviews
already available in gray literature or in published lit-
erature. This enabled it to collect information on more
than 200 demographic software packages. Between
August and October 1991, the Working Group sent a
questionnaire by mail (followed, if necessary, by a
reminder) to all producers and distributors of the
demographic software packages identified. Of these,
90 replied by providing more detail and information
on their software or packages that the group did not
have (Willekens and Hakkert, 1996). In reproducing
the inventory here, we excluded programs concerned
with data collection, storage, and publication and with
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cartography or presentation of data that, although
useful for analyzing demographic data and in some
specific cases created to that end (e.g., Integrated
System for Survey Analysis [ISSA] undertook to mem-
orize and analyze the data from the Demographic and
Health Surveys [DHS]) are not really demographic
packages. Seventy-two packages remained that could
be listed in the category of interest. With the impetus
of the Working Group, updates of the initial inventory
by the WGDSMC were then published in Population
Index up to the year 2000, describing the new versions
(updates or additions) of these packages or of new pro-
grams. Since the second half of the 1990s, the produc-
tion of demographic software seems to have left its
first phase of amateurism. The tendency to place
demographic packages in circulation outside of the
circle of initiated scientists was consolidated at this
time. Two important factors contributed significantly
to acknowledgment of a wider circle of potential users:
first, the near generalization of a work station,
Windows, now largely considered a standard, and
second, the increasing readiness to disseminate adver-
tisements or the products themselves (i.e., freeware) at
the global level on the Internet. As is the case in other
fields of study, the tendency to provide information
online on the production of new programs or on
updated versions of existing programs has spread. The
Internet makes it possible to visit sites that include 
sections dedicated to demographic software (e.g.,
www.nidi.nl, www.un.org) and to use all kinds of
hypertext links that generally appear in the numerous
sites of national and international organizations and
universities working in the field of population studies.
Twenty-eight additional programs have been added to
the inventory made by the WGDSMC, which is used
as a base here.

Table 141–1 provides the list of these programs and
some information on the main characteristics of the
demographic software. The information included is
the acronym of the software or package, names of the
authors, version, year of publication, type of distribu-
tion, type of user interface (i.e., guidance by menu, use
of commands, or a sequential command procedure
called batch), the availability of online assistance, main
type of use (i.e., education, research, and application),
the main fields of application (e.g., projection, macro-
and micro-simulation, indirect estimates, life tables).
Table 141–2 summarizes all of this information.

1. Production Rhythm

The chronology of the appearance of these different
packages on the market has been subject to consider-
able discontinuity. The number of packages increased

rapidly between 1986 and 1991, when the WGDSMC
was established, only to fall again quite significantly.
Because of the survey, it was possible to verify the exis-
tence of a far greater number of software packages
than were detected by the later updates published in
Population Index. This highlights a certain lack of
dynamism on the part of producers to promote the dis-
tribution of their products among potential users,
perhaps due to the amateurism of many of the pack-
ages. Nevertheless, almost one-half of the packages
have been updated once or several times, a fact that
bears witness to a certain commitment to maintaining
and improving these tools, probably linked to the fact
that the number of users was not all that low.

2. The Producers

The largely proven amateurism that reigns in this
sector can be seen in the copyright status and the dis-
tribution method. Most of the packages listed are in the
public domain (43%), a low percentage (7%) of them
are shareware, and only 25% are commercialized.
Moreover, no information at all is provided on this
subject in 23% of cases. However, the fact that a
package is commercialized does not provide any infor-
mation on its real cost because numerous international
organizations are committed to providing technical
assistance and professional training to staff in many
developing countries, and they provide the software
free of charge or at a low cost. The fact that some soft-
ware is available for sale confirms the professional
nature of the product.

3. Technical Characteristics

The technical characteristics provide indirect 
information on the level of update and sophistication
of the software. With regard to communication
between the program and its user, weighty procedures
such as the sequential command system (i.e., batch)
linked to programming within the computer are rare
(7%) and generally only relate to old versions. Most
programs (84%) are installed in interface with a menu,
which makes it possible to select commands on the
screen.

Online help is missing for 47% of the programs
listed here. Among those that have it, the context-
sensitive system is the prevailing one, usually as online
help, or default responses are displayed with the help
of a prompt from a menu of help subjects (usually by
pressing the F1 button). Some packages provide help
windows that can be opened at will. This is currently
considered as the most modern form of help. It enables
great flexibility in navigation and is generally organ-
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TABLE 141–1 Demographic Software for Microcomputers

Software name or acronym Version and Distribution User Help Major use Main objective
and author year interface

ABACUS, United Nations v. 1, 1991 C B No T, R, A Population projections
APPLAUSI, M. Breschi, G. v. 1, 1994 C MD No R, A Own-children method

De Santis
BERGSON, S. Bertino, D. v. 1, 1994 S MD No R, A Macro-simulation marriage models 

Grassi, E. Sonnino by cohort and life cycle
BOH/PROBOII, Micro NA C MD 1 A Schooling projections and building

Ingeniersbureau requirements
CAIRO, M. Sivamurti v. 1, 1986–91 PD CL (Basic) No T, A Indirect estimates and population

projections
CAPPA, ESPT-FAO v. 1.2, 1990 PD MD 1 T, A Demographic scenarios for 

agriculture
CCMLT, Jiang Zhengua v. 1, 1991 PD MD 2 R, A Model life tables
DDMSLT, C. Calhoun 1991 C CL (Gauss) 2 R, A Multistate and duration life tables
DEMOGRAPHICS, G. v. 1, 1995 C MD 1 T Demographic development and

Heilig (IIASA) socioeconomic conditions 
(world)

DEMOMETRIC, A. A. v. 1.2, 1991 NA MD 2 R Mortality by cause and projection
Klementiev

DEMPROJ, Glastonbury v. 3, 1991 PD MD No R, A Population projections
Futures Group

DGRAPH, K. Wunner, N. v. 1, 1991 C MD 1 R, A Population projections
Fickel

EDFISMO, M. Gymelman v. 1, 1987 C MD No T, A Financial consequences of 
education policies

EDSIM (DEMPROJ), v. 1, 1988 PD MD No A Projection of school-age children 
Glastonbury Futures and consequences for the 
Group education system

ESCAPPOP, R. Hanenberg v. 1, 1986 PD MD 1 T, R, A Population projections
(ESCAP)

EVACOV, E. Lelièvre v. 1, 1987 NA MD No R, A Estimate of semi-parametric 
(INED) models

FAMSIM, S. Bower v. 1.0 NA MD No T Micro-simulation: families
FAMY, Zeng Yi, Wang v. 1, 1990 NA MD 1 T, R, A Simulation: families

Zheng Lian
FASIM, A. Pinnelli, M. v. 1, 1988 S MD No T Micro-simulation: families

Vichi
FERT, Applied Population 1991 PD, C MD 1 T Education: fertility

Laboratory
FERTILITY ESTIMATE v. 1.1, 1987 PD MD 1 R, A Indirect estimates: fertility

PROGRAMS, East West 
Center

FIVFIV, F. Shorter, R. v. 11, 1994 NA MD No R, A Population projections, stable 
Sendek (Population populations
Council)

FUNFIT, R. Hakkert v. 1, 1989 PD MD No T, A Adjustment of demographic 
curves

Futpop, R. R. Sell v. 3.2, 1991 C B No T, R Population projections
FADEP, SES Modeling b test, 1991 NA MD No A Micro-simulation: families and

Group (Statistics Canada) households
GENESIS, J. Johnson, D. A. v. 1.21, 1990 PD CL (C) No T, R Micro-simulation: discreet 

Wolf stochastic events
HALLEY, N. Levine v. 3.2, 1988 NA MD No T, R, A Population projections (Lotus)
HoMes, A. Mason, W. v. 1, 1989 C MD, CL (C) 1 R, A Household projection

Shima
HIVAIDS90, M. Artzrouni v. 1.1, 1990 PD MD No A Projection of the HIV-AIDS 

epidemic
HRP (NPROJ), Research v. 1, 1991 NA MD 2 T, R, A Projection of the resources and 

Triangle Institute costs of health systems

(continues)
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TABLE 141–1 (continued) Demographic Software for Microcomputers

Software name or acronym Version and Distribution User Help Major use Main objective
and author year interface

INDIRECT, R. Hakkert v. 3, 1988 PD MD No T, A Indirect estimates
(PNUD/UNDP)

IMPECC, R. Wery 1992 PD MD 1 A Integrated projection and 
(OIT/ILO) economic planning

LF-EMP (NPROJ), Research v. 1, 1991 NA MD 2 T, R, A Projection of workforce and 
Triangle Institute employment 

LIFE, G. Broström v. 4,1992 C CL 2 T, R, A Analysis of survival data
LIFEHIST, F. Rajulton, K. 1991 NA CL, B No T, R, A Biographic analysis in the 

Shaburov, E. Andreev perspective of multistate tables
LIFETIME, J. H. Pollard v. 1.21, 1989 C MD No T, R, A Model life tables (by cause)
LIPRO, E. van Imhoff v. 2, 1991 NA MD No R, A Population, multistate, and 

planning projections
LRPM/PC, CELADE v. 1, 1989 PD MD 1 T, R Integrated population and 

planning  projections
LTCD, E. Andreev 1991 NA MD 1 R Model life tables (by cause)
LUDZIK, J. Kuropka, M. v. 2, 1990 PD MD 2 R Population projections, stable 

Cieslak, B. Radikowska populations
MCPDA, Institute of 1986 NA B No R, A Indirect estimates, population 

Resource Development projections, stable populations
at Westinghouse

MEDS, F. T. Denton, C. H. v. 5, 1990 PD MD 2 R, A Integrated projections and 
Feaver, B. G. Spencer economic development in 

Canada
MODELS, B. Vaughan 1986 NA MD No R, A Model life tables
MORTAL, J. M. Costes, D. v. 1, 1988 PD MD No T, A Model life tables, indirect 

Waltisperger estimates
MORTPAK-LITE, United v. 3, 1990 C MD 1 T, R, A Model life tables, indirect 

Nations estimates, population 
projections, stable populations

MULTIREG, R. Hakkert v. 1, 1990 PD MD No T, A Multiregional projections (matrix)
(Undp)

NPROJ, Research Triangle v. 1, 1991 NA MD 2 T, R, A Population projections (host)
Institute

NSFA, N. Dworak, S. NA NA MD 2 T Teaching: fertility
Kirmeyer

PANDEM, CELADE 1988 PD MD No R Demographic analysis, indirect 
estimates

PaRity, N. B. Dworak v. 1.21, 1991 PD MD 2 T, R Fertility analysis (CPA)
PAS/RUP, E. Arriaga 1994 C MD 2 T, R, A Teaching: basic multitask course
PDPM/PC, United Nations v. 1, 1992 C MD 1 T, R, A Integrated population and 

planning projections
PEOPLE, R. Leete v. 3, 1993 PD MD 1, 2 A Population projections
POHEM, SES Modeling Prototype NA B No R Micro-simulation: life cycle and

Group (Statistics Canada) characteristics of health 
conditions

POPGEN, B. Edmonston v. 3.3, 1991 PD B No R Projection of migrants (4 
generations)

POPILO, J. Sehqal v. 2, 1986–87 PD MD No A Population and labor force 
(OIT/ILO) projection (Lotus)

POPSHOW, G. Immerwahr v. 1, 1990 NA MD T Teaching: basic multitask course
PopSyn, D. Bogue 1989 C MD 1 R, A Integrated package: indirect 

estimates, projection, stable 
populations (Lotus)

POPULATE, R. McCaa v. 2.9, 1991 S MD 1 R Reverse projections
PRODEM, Celade v. 1, 1989 PD MD 2 R Population projections
PRODEMOG, L. Petrioli v. 1, 1989 PD MD No T, R, A Model life tables
PRODISA, Beatrix and Leo v. 1.3, 1991 PD MD 1 A Biographical analysis by discreet 

Brecht period
PROFILE, E. van Imhoff v. 1, 1991 PD MD No R Age adjustment of curves

(continues)



ized in a hierarchical and structured manner accord-
ing to level (e.g., global, context, methodology).

4. Targeted Users

Programs are distinguished according to whether
they are intended for teaching, research, or the 

application of demographic methods. About 15% 
of the programs have been designed to respond 
simultaneously to all these needs, and 44% have 
been designed to respond to various combinations 
of these three targets, with the combination of 
application and research (26%) being the predominant
one.
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TABLE 141–1 (continued) Demographic Software for Microcomputers

Software name or acronym Version and Distribution User Help Major use Main objective
and author year interface

PROGEM, A. Oskam v. 2, 1991 NA MD No A Forecast of local populations 
according to  housing conditions

PROJNPCII, K. Hill NA NA MD No R, A Population projections
PYRAMIDS, Applied v. 1, 1988 PD, C MD 1 T, A Teaching: population pyramid

Population Laboratory
QFIVE, United Nations v. 1, 1989 C MD 1 T, R, A Indirect estimates: child mortality 

(Brass)
QCINCO, N. B. Dworak v. 1.29, 1991 PD MD 2 R, A Indirect estimates: child mortality
RAMAS/AGE, S. Ferson, v. 2, 1992 C MD 1 T, R Modelling of fluctuations in 

R. Ackakaya population  age structure
RAMAS/SPACE, S. Ferson, v. 1.2, 1992 C MD 1 T, R Models of population space 

R. Ackakaya structure for biological 
preservation

RAMAS/STAGE, S. Ferson v. 1.2, 1992 C MD 1 R, A General modelling of population 
dynamics (matrix)

RAPID, Glastonbury The v. 1, 1991 PD MD No T, R, A Integrated projection and planning
Futures Group

REGPRO, R. Hakkert v. 3, 1989 PD MD No T, A Regional projections
(PNUD/UNDP)

ROOT, E. Lelièvre (INED) v. 1, 1988 NA MD No R, A Estimates of hazard rates
SFM, E. L. Soroko v. 2, 1991 NA B No R, A Micro-simulation: families
SIP, S. Bertino, E. Sonnino v. 1, 1995 S MD No R, A Macro-simulation: reverse 

projection 
SISCODEM, G. Calot prototype, NA MD No R, A Integrated package: period and 

1995 cohort analyses; structure and 
dynamics, projections

SPDP, Liao Hong-Zhi, Luo v. 2, 1989 PD MD No R Population projections 
Ping

STEP, S. T. Moreland v. 1, 1988 PD MD No A Projection: general education and 
cost (host)

SURVIVAL, D. P. Smith v. 3, 1991 PD B No R, A Model life tables (by cause) 
TARGET, J. Bongaarts v. 2, 1989 PD MD No A Birth control: estimates of future 

trends (various contraceptive 
methods)

TCM, Glastonbury The v. 1, 1991 PD MD No A Model of targeted cost (family 
Futures Group planning)

TDA, G. Rohwer v. 3, 1991 NA CL, (C) No R Estimate of transition models
TED, S. T. Moreland 1991 PD NA No A Integrated projections (host)
TM1, G. Greene, Y. Ofosu v. 4, 1990 PD MD No E Simulation: population growth, 

(OIT/ILO) labor force, and demand for 
social services

UN GAME, United Nations v. 1, 1987 PD MD 1 E Introductory game for training on
population and development 
models (host)

WORKERS (PEOPLE), v. 1, 1992 PD MD 1, 2 A Schooling, household, and labor 
R. Leete force projections

A, application; B, batch; C, commercial; CL, command language; NA, information not available; MD, menu driven; PD, public domain; R,
research; S, shareware; T, teaching; 1, context sensitive; 2, access to online help.



5. Software for What Purpose?

Projections are dominant (34%) in the issues and
problems dealt with in demography. The available pro-
grams are mainly aimed at long-term projections. Most
of them are designed to make analytic population pro-
jections (i.e., cohort component method) for a given
country or territory or for a group of countries, territo-
ries, or regions, whose results are aggregated ex post to
provide more general results. Generally, the input (i.e.,
mortality, fertility, and migration) and output options
are very detailed, and the methodology is traditional.1

With other software (11%), it is possible to make pro-

jections on specific categories of the population, such as
the labor force, students, or health workers.2

With regard to the wider subject of relationships
between population, policy, and development,3 it is
possible to distinguish the programs that associate tra-
ditional projections to a development model (3%) and
macro-simulation programs (3%), which by allowing
multiple scenarios, show how different hypotheses can
affect socioeconomic results.4
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TABLE 141–2 Demographic Software According to Year of Publication, Distribution Type, User Interface,
Online Help System, Major Use, and Main Objective

Year of publication % Distribution type %

1986 3.5 Shareware 4.6
1987 5.7 Public domain 44.8
1988 10.3 Commercial 20.7
1989 12.7 Public domain and commercial 2.3
1990 11.5 Information unavailable 27.6
1991 33.3
1992 8.1
1993 1.1
1994 4.6
1995 3.5
Information unavailable 5.7

User interface % Online help system %

Batch 8.1 Context sensitive 26.4
Command language 5.8 Access to online help 15.0
Menu-driven 83.9 Both 2.3
Batch and command language 1.1 All help online 56.3
Command language and menu 1.1

Major use % Main objective %

Teaching 16.1 Population projection 19.5
Application 9.2 Retro projection 2.3
Research 12.6 Integrated projection 9.2
Teaching and application 10.4 Integrated projection and planning 8.1
Teaching and research 6.9 Macro-simulation and development 5.8
Application and research 26.4 Indirect estimates and other analysis techniques 10.3
Teaching, application and research 18.4 Biographical analysis, transitions, and multistate tables 11.5

Model life tables 10.3
Micro-simulation 8.1
Fertility and family planning 5.7
Education 6.9
Integrated packages 2.3

Total number of programs 87

1 Richard Leete’s People program includes numerous traditional
procedures, among which is the possibility of using the Brass models
for mortality and fertility. For an evaluation of numerous projection
programs, see McGirr and Rutstein (1987), Hermalin (1988), and
McMurray (1996).

2 Projections for these subpopulations can be carried out within
general projection programs (e.g., Meds) or by specific programs
that are based on the input and output of general programs (e.g.,
Hrp and Lf-Emp, linked to Nproj, and Workers, linked to People).

3 Bogue (1996) has evaluated these programs. Arminger and
Galler (1991) have compared Lipro and three other programs.

4 These programs (e.g., Pdpm and Game, developed by the
United Nations; Tm1, developed by BIT) frequently have the objec-
tive of training specialized staff in developing countries.



Other software (37%) is distributed more or less
equally between the following four subjects:

1. Indirect estimates of mortality5 and fertility,
associated (or not) with other methods of analysis
such as procedures for age adjustment of
demographic curves

2. Analysis of transitions and multistate tables
3. Procedures for creating and analyzing model life

tables (all causes or by cause)
4. Micro-simulation (particularly with regard to

family)

Other software packages cover subjects linked to the
specific analysis of fertility and family planning (2%).

Some software packages (20%) have been specifi-
cally designed for teaching. Some of them cover spe-
cific subjects,6 but others have multiple functions and
cover the different areas included in a basic course,7

and there also are macro-simulations.8

From the prospective point of view, significant
progress could be made if a general effort was made
to integrate the functionalities of the software pro-
duced regarding different research objectives to enable
users to develop their own analyses in sequences or in
parallel. The Futures Group provides an interesting
example of the combining of programs placed 
separately on the market between the 1980s and the
beginning of the 1990s due to the creation of new pro-
cedures. The Spectrum program is a succession of
models of population policies used for projecting
requirements for reproductive health and the conse-
quences when these needs are not fulfilled.9

IV. CRITERIA FOR EVALUATING
DEMOGRAPHIC SOFTWARE

Evaluation is an essential and very delicate phase in
the production of any software. It aims at ensuring that
the objectives have been fulfilled. The criteria pro-
posed at the beginning of the 1990s by the IUSSP
Working Group, which was greatly inspired by the
evaluation studies of the late 1980s, are still relevant
today:

Range: What can the software do? Does it incorpo-
rate significant variants of the method provided? Can
it deal with different data structure?

Portability: Can it function on different machines?
Does it include interfaces with other software?

Documentation
Exactitude and precision: Is the software likely to lead

to incorrect results with bad data? Does it include
warning systems?

User-friendliness
Effectiveness: Is the calculation time reasonable?
Help: Does the distributor provide appropriate

assistance if there is a problem?

Beyond the general evaluation criteria of demo-
graphic software, specific requirements for teaching
software must be emphasized. We focus more on this
topic in the following section.

1. Evaluation of Teaching Software

For software to be considered as useful for teaching,
it should fulfill a certain number of basic conditions. It
should be very easy to use, it should not pose more
problems than the subject covered would normally
pose, navigation within the software should be easy,
and the user should always be informed of the possible
options available. Effective reactivity must be guaran-
teed, and the software should be capable of neutraliz-
ing any potential user errors (e.g., typing errors during
data entry). Good communication should be estab-
lished with the user, the screen should not be overbur-
dened, and the text should be in large characters,
legible, and accompanied when possible with good-
quality graphics. The possibilities provided by micro-
computing should be employed to their full potential
by using animation to clarify many of the concepts pre-
sented as graphics, for example. The exactitude and rel-
evance of the content should be verified. Moreover, the
educational objectives of the subject proposed by 
the software should ensure, through the quality of the
interaction between the student and the software, 
the possibility for the student to play an active role and
to have control over the learning process.
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5 This category includes packages that can produce indirect 
estimates and different types of projections at the same time (e.g.,
Mortpak, developed by the United Nations; Cairo, designed by M.
Sivamurthi; MCPDA, developed by the Westinghouse Institute of
Resource Development).

6 For example, Fert by the Applied Population Laboratory (Uni-
versity of Wisconsin), Piramides Animées by Henri Leridon (INED),
and Pyramids by HPN Technologies.

7 For example, Popshow by George Immewahr, Pas/Rup by
Eduardo Arriaga, Prodemog by Luciano Petrioli, and Ifs by Barry
Hughes.

8 JAVA Demography, which simulates exponential demographic
growth, enables the user to modify the characteristics and the
dynamics of the population and to see the long-term effects. The
objective of the World Health Chart program is to visualize 
the development of world health; it makes it possible to use inter-
national data for training, lobbying, and generating hypotheses. The
PopTrain software (version adapted to Windows by NIDI in 2001) is
a program for teaching demography in secondary schools.

9 The models included in the Spectrum system are DemProj,
FamPlan, AIM (AIDS impact model), Rapid (resources for the
awareness of population impacts on development), PMTCT (pre-
vention of maternal-to-child transmission, NewGen (reproductive
health for adolescents), and BenCost (financial benefits and costs of
family planning programs).



To make a comprehensive evaluation, it is also nec-
essary to test the results of the use of the software on
the targeted population. When we wish to evaluate
software that has been designed for teaching, it is
essential to consider what can be achieved before and
after the computer by other methods of communica-
tion. Why use a computer? Does it provide additional
help to students in acquiring skills or a certain quali-
fication? For example, there is no benefit from using a
computer to present long sequences of linear texts; it
is much better to read a book. The crucial point for
investing in the design of teaching software is whether
it will provide a real advantage over traditional
courses and manuals. Such an advantage can be edu-
cational or economic and organizational. For example,
it can enable students, aided by a good teaching
program, to learn a series of basic concepts necessary
for a university course, reducing the requirement of
teachers to a minimum of intervention on some
aspects. Another, more specific evaluation criterion is
based on the exact subject of the software in question.

2. Computerized Tutoring

Software aimed solely at teaching objectives can be
separated into two categories: tutoring and simulation.
In the first case, they are self-sufficient teaching tools,
although sometimes this condition may not be entirely
fulfilled. There is a lack of effective teaching software
that gives a sufficiently active role to students and that
personalizes the learning process through knowledge
testing or, better still, “problem solving” or “world in
reduction” experiments. This means that the progress
of scientific research in the field of teaching software
has not been used to its full potential by the demog-
raphers and developers who design demographic
teaching software.

It is not known whether these programs have been
greatly used in teaching or whether it is possible to
evaluate the impact on students’ preparation and the
manner in which teaching is organized. Such an eval-
uation is desirable because it would make it possible
to establish whether new resources should be invested
in developing programs of this kind. Multimedia
teaching is expected and desired. However, the neces-
sary resources must be invested to take full advantage
of the possibilities available, because computers are
not themselves a guarantee of a better or a cheaper
education.

3. Simulation Software for Teaching

Among the macro- and micro-simulation software,
some programs have explicit teaching objectives, and

others are halfway between this objective and others.
Their importance for teaching demography is undeni-
able because it is possible to experiment with the rela-
tions between demographic changes and, for example,
the size, structure, and dynamics of families; the size,
structure, and dynamics of the population; educational
needs; and demand for employment and health struc-
tures. The educational aim of these packages is,
however, not clearly visible in their formulation.
Greater interaction with experts in education and com-
puting involved in the development of simulations in
teaching would help to make these programs more rel-
evant to the targeted objectives.

Demographic projection software packages are the
easiest ones to use with complete self-sufficiency. This
is an extremely useful characteristic in the professional
world and in the context of teaching.

Application programs offer considerable advan-
tages, as much for researchers as for professionals. To
promote greater use of them, more attention should be
paid to encouraging autonomy and to making them
easier to use.

The authors responsible for developing teaching
software should include characteristics that facilitate
learning and use, including the following:

Ease of navigation (e.g., possibility of going back,
accessing the main menu, using a glossary, going to a
given page)

High-quality graphics and animation possibilities
Pages that are not overburdened and enough of

them for a presentation (i.e., to understand a concept,
it is not necessary to go to a new page; a new screen
should correspond to new content, even if it is linked
to the previous page)

Help at different levels, as much with regard to 
procedures (what do I do next?) as to methodology
(explanation of formulas) and to content (what is 
this?)

Providing the possibility of evaluating the results
(by giving a few examples of results that have already
been interpreted)

Allowing experimentation with futuristic or
improbable hypotheses

CONCLUSIONS

The production of demographic software appears to
have entered into a professional phase, in which it has
become possible to consider it as a new specialization
in demography, computing demography, which is
deserving of more human and financial resources.
Whoever is interested in producing software now has
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access to the necessary information for identifying the
international network of potential users, as well as
what already exists on the market, and is aware of 
the essential conditions required and the experience
already acquired on the subject in other fields.

Statistical and mathematical software are a natural
point of reference for demographic software. Educa-
tional software should also be included when it con-
stitutes demographic software for teaching. Each of
these disciplines (i.e., statistics, mathematics, and edu-
cation) have great experience in software design and
have accumulated ability and expertise that needs to
be added to that which we already possess to be able
to produce tools that take full advantage of the latest
developments in this area. A new field of research is
now open in software production, testing, evaluating
performance, and monitoring their evolution. All this
requires time, will, and patience, essential virtues if we
wish to produce software that is easy to use, that func-
tions perfectly, and that potential users are aware of
and can easily acquire (Pinnelli, 1994).
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A study of the centers of demographic research and
teaching can illustrate the place this discipline occu-
pies at the heart of the social sciences and enlighten us
on the value, both pedagogic and political, accorded to
studies on population as a key to understanding 
social relations and dynamics or as a means of influ-
encing their evolution. The characteristics of these
centers; their scientific, pedagogic, and operational
activities; their place within or outside the university;
and their integration in all kinds of public or private
structures reflect the contribution of demography to
scientific and social development and the expectations
of the scientific community and of society. Naturally,
contributions and requests are strongly interactive and
variable in time and in space. They are closely linked
to demographic events and to currents of opinion that
they provoke, and, in the matter of teaching, and they
also depend on opinions about the aims and content
of school and university education. An examination of
the origins and the current situation of the centers 
of teaching and research in demography is an exercise
that is more stimulating and instructive than could be
imagined a priori. The inventory of existing institu-
tional and human resources in the matter of demo-
graphic research and teaching constitutes a strong base
for thinking about the future of the discipline in a
moment of its history that can appear as a critical
turning point.

To study demographic centers of research and
teaching and their activity at an international level, it
is necessary to have access to a set of basic information
whose collection demands patient and costly labor,
exceeding the capacities of an individual initiative and
demanding the mobilization of institutions and spe-
cialized agencies. Among the latter, special mention
must be made of the Commission for International
Cooperation in National Research in Demography
(CICRED), an institution that, to promote scientific
cooperation between countries, has adopted the goal
of identifying the existing potential at the international
level in the matter of research and teaching of demog-
raphy and therefore of establishing and updating a
repertory of centers. Between 1994 and 1997, CICRED
realized an almost complete census of demographic
centers, along with a special inquiry on the research
programs of many of them (Gendreau and Huix-
Adamets, 2003; Collomb, 2001). This allowed CICRED
to establish a directory of centers of demographic
studies and researches (Annuaire des Centers 
d’Etudes et de Recherches en Démographie [ACERD]),
of which CICRED has already published two editions
(1995, 2000). Since then, the directory has become
available on the net and is continuously updated. 
It recent years, more and more centers have created
their own web sites, greatly facilitating access to
detailed information about their features, functions,

C H A P T E R  

142

Centers of Demographic Research and
Teaching: Origin, Development, 

and Characteristics

DIONISIA MAFFIOLI
Università degli Studi di Bari, Bari, Italy

853DEMOGRAPHY: ANALYSIS AND SYNTHESIS
Copyright © 2006, Elsevier Inc. 

All rights of reproduction in any form reserved.



activities, and scientific resources. The tools for the
construction of an almost comprehensive picture of the
situation are therefore available.1

Less than 20 years ago, the situation was quite dif-
ferent. The information available was scanty and
incomplete, and specific literature was rare. This was
partly because questions about scientific and peda-
gogic organization are not very attractive for
researchers, but also because of the difficulties to be
overcome to gather a sufficient documentation. Only
recently have different international institutions and
some researchers within them fully interested them-
selves in the subject and consequently arranged for the
collection of information. A series of initiatives were
organized (e.g., seminars, meetings, publications,
directories) aiming to analyze and confront the exist-
ing situation in different parts of the world (Baldwin
and Roy, 1997; Baldwin, 1996, CICRED-UPAS-ECA,
1995; CICRED, 1990, 1989; ECE, 1992; Tabutin, 1988;
Jain, 1986; Cagiano de Azevedo, 1985; Martine, 1985;
Farooq, 1985; De Graft Johnson, 1985; Federici, 1974,
1973, 1969, 1968, 1966).

The analyses presented here are based on these his-
torical materials and on information provided by
CICRED’s ACERD. The whole of the documentation
examined permits us to assess the existing structures in
the field of population studies and suggests an initial
general conclusion. The positioning of demography in
the university structure appears quite varied and multi-
form as far as thematic and disciplinary links, teaching
programs, and the ties with other disciplines are con-
cerned. In a similar way, outside the university, studies
of population or some of their aspects are developed in
extremely varying contexts. Thanks to their vast the-
matic range, as much of a social nature (sociologic,
anthropologic, cultural, economic, geographic) as bio-
logic (epidemiologic, genetic, sanitary), population
studies are combined with a number of other disci-
plines in centers devoted to research, teaching, scien-
tific promotion and dissemination, collection of data, or
the direction of programs of intervention in different
sectors (e.g., birth control, health, family). From the
juridical administrative point of view, these centers can
be equally private companies or public enterprises or
administrations; have a local, national, or international
vocation; and be autonomous or depend on larger
organizations. The research that they practice can
extend from pure research to more or less applied

studies to so-called operational research. The classic
example of this latter category, more common in devel-
oping countries, is that of centers of family planning or
of reproductive health, where scientific interest (when it
exists) is quite marginal in relation to operational objec-
tives. The extreme heterogeneity of demographic
centers is accompanied by a marked geographic differ-
entiation in numbers and characteristics.

This variety of forms and positioning, as much of
the discipline as of the centers dealing with it, is an
outcome of the history of the academic and scientific
development of demography and of demographic
events, which at different periods have aroused the
interest of researchers and the preoccupations of politi-
cians at the international or national level. To better
understand the current situation, it is useful to retrace
the origins and history of the principal institutions all
over the world that have devoted themselves to the
study of population. Only the main features of the nar-
rative are addressed, with attention drawn to events
that marked fundamental changes, because it is very
difficult to summarize a multiform and geographically
diversified history in a few pages.

I. THE ORIGIN OF INSTITUTIONS
DEVOTED TO DEMOGRAPHY

1. From the Origins to the Foundation of
IUSIPP in 1928: A Long History

Born with statistics, in which population was the
first and the principal object, demography was for a
long time considered as one of its branches. From the
point of view of theoretical reflection, the birth certifi-
cate of demography can be seen in the work of Johann
Peter Süssmilch (1707–1767), which constituted the
first global and organized approach to the subject
(Livi, 1940, p. 5). However, recognition of the new dis-
cipline’s autonomy at an academic and pedagogic
level appeared much later, in the second half of the
19th century. The first general assertion of the unity
and independence of population studies dates from
the first International Congress of Demography, organ-
ized in Paris in 1878 by Jacques Bertillon, Arthur
Chervin, and Pierre-Emile Levasseur.

This Congress, which assembled researchers free of
all official representation of their respective govern-
ments and which marked the adoption of the term
demography, forged in 1855 by Achille Guillard for the
designation of the new discipline, aimed at providing
an exclusive space for the discussion of all subjects
related to the “mathematics of population.” Until then,
these subjects could not be treated systematically
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center,” which would engage discussions as complex as lacking of
general interest, criteria must be established for the collection of
objective information and their quantitative analysis. The definitions
adopted for the establishment of any repertory will therefore be
specified when they are referred to.



except in the context of International Congresses of
Statistics.2 In this framework, population questions
had been able to play a primary role, but only through
the intermediary of official government representa-
tives of participating countries (IUSSP, 1985;
Dupâquier and Dupâquier, 1985). However, contrary
to expectations, the Congress of Paris did not lead to
the creation of a permanent organization of researchers
on the subject. For a long time, the meetings of the 
new international association of statisticians, the 
International Statistical Institute (ISI), founded in 1885
with exclusively scientific aims, remained the only
important forum where themes of population could be
discussed, an increasingly unsatisfactory solution,
because the field of statistical interests and methods
was rapidly growing and the space left to demo-
graphic debate proportionately decreasing. During
these same years (straddling the 19th and 20th cen-
turies), demography had also found its space within
international congresses of hygiene (which took the
name of “Congress of Hygiene and of Demography”).
This new alliance opened up broad horizons of
research and gave a new impetus to the study of the
biologic foundations of the demographic evolution,
according to the openly naturalist vision of social phe-
nomena that prevailed at the time. However, this sort
of “strategic withdrawal” (Dupâquier and Dupâquier,
1985) translated the difficulty of the evolution of pop-
ulation studies into a disciplinary individuality.

The initial strong link with statistics and the prox-
imity of interests with certain biostatistical sciences
were not exclusive. The intrinsic multidisciplinary
character of the object of study (i.e., population and its
issues) favored the plurality of convergences and
gains. If contiguity with the biostatistical sciences was
linked beyond certain affinities of content and interests

to a naturalist conception of the origins and future of
human populations, seriously underevaluating the
historicity of their evolutions, it can be affirmed that
there also existed, since the beginnings, an even more
intimate relation with the social sciences (Sgritta, 1994;
Scardovi, 1994; Sylos-Labini, 1987). Demography had
taken form within a melting pot of ideas common to
all the social sciences, drawing inspiration from the
same positivist conceptions, by observing populations
and societies in the same theoretical perspectives,
exploiting the same basic statistical materials with the
same methods, so well that “the origins of demogra-
phy and sociology, besides those of economy and sta-
tistics, appear, from several points of view, as
essentially coincidental”3 (Sgritta, 1994, p. 215), and for
a long time, the disciplinary perspectives were hardly
distinguishable.

Placed at a crossroads where the scientific contribu-
tions from different spheres of knowledge converged
and drawn from the fields of human sciences and
natural sciences, population studies attracted person-
alities from very heterogeneous cultural and discipli-
nary backgrounds and interests. The range of scientific
interests of researchers who, until the first decades of
the 20th century, can be placed in the category of
demographers or who made important contributions
to the development of demography is eloquent.
Among them can be counted mathematicians, statisti-
cians, actuaries, economists, and a number of sociolo-
gists, anthropologists, geographers, biologists,
hygienists, geneticists, physicians, and epidemiolo-
gists. Since the beginning, the field of demographic
research extended to current canonical themes (e.g.,
reproduction, mortality, mobility)—to all aspects that
attach demographic facts to the biologic substrata on
which they are based and to the social tissue of which
they are an expression.

Until the end of the 1920s, there did not exist scien-
tific organizations devoted to demography, nor was
this discipline the object of independent university
teaching. Most of the promoters of demography, what-
ever their cultural training, held administrative
responsibilities consisting of coordination and man-
agement in the field of official statistics. It was to them,
more than to university academics, and to the efforts
they made to resolve concrete problems of analysis
and interpretation of data, that the first theoretical and
methodologic advances were due. Teaching of demog-
raphy during the entire 19th century and the first 2
decades of the 20th century, when it did find a place
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2 The first of these Congresses was organized in 1853 in Brussels
by Adolphe Quetelet under the patronage of the Belgian govern-
ment. It had the specific object of harmonizing national statistics
between themselves. This requirement of international cooperation,
which followed the birth of the first national offices of statistics
(since 1827) and the first national scientific organizations in the field
(i.e., the Manchester Statistical Society was the first one founded in
1833, while the Statistical Society of London was founded the fol-
lowing year in 1834) gave way to numerous international confer-
ences of a semi-official nature. The rejection in 1878 of this initial
form of international organization of statisticians arose from diffi-
culties born from the ambiguity of governmental positions with
respect to the resolutions adopted in the frame of the conferences.
In 1885, a society of an exclusively scientific character was founded
in London. This was the International Institute of Statistics (ISI),
which renewed different forms of international collaboration on new
bases. The ISI published international statistics of population until
1939, from which date this function was filled by specialized agen-
cies of the League of Nations, which itself was soon replaced by the
United Nations Organization.

3 “Le origini della demografia e della sociologia, come peraltro
quelle dell’economia e della statistica, appaiono, sotto molteplici
riguardi, sostanzialmente coincidenti” (Sgritta, 1994, p. 215).



in university studies, was done in the context of other
disciplines to which demography was closely linked,
because of the history of its disciplinary evolution. In
particular, the teaching of demography existed within
the faculty programs or schools teaching statistics.
According to the conceptions of the period, statistics
was also retained as a fundamental element in the 
economic and sociopolitical or geographic training.
Instruction of demography could thus be found in
certain programs organized within these disciplines.
This strong integration between statistics and demog-
raphy at the level of teaching has left traces in the uni-
versity texts and manuals of the period. The chapters
dealing with statistical methods and their applications
are generally accompanied by a substantial discussion
of demographic themes.4

It was in 1927 that the emancipation of demography
and its separation from statistics really took shape at
the international level during the organization of the
first World Population Conference in Geneva. This ini-
tiative was taken in the context of malthusian preoc-
cupations. The idea of organizing the Congress came
from Margaret Sanger, an avant garde activist of the
birth control movement, wishing to prove that the
growth of the human population would be “creating
social, economic, and political situations that threaten
to profoundly alter our present civilization”
(IUSSP/UIESP, 1985, p. 4). Despite this link, the Con-
gress did not have a militant nature but was based on
criteria of rigorous scientific neutrality. On the basis of
agreements made on the occasion of the Geneva Con-
gress, a permanent organization independent of gov-
ernmental institutions was founded in 1928: the
International Union for the Scientific Investigation of
Population Problems (IUSIPP, now IUSSP), which set
itself the mission of promoting and coordinating pop-
ulation studies in all their forms. This organization
became the intellectual center of demographers and
population specialists throughout the world.

This genesis of an institution with strictly scientific
aims evokes the risks always underlying the intersec-
tion of scientific studies and preoccupations of a social
and political order—legitimate and even appreciable
preoccupations in principle, but carrying a serious
danger of non-objectivity. The study of population can
with difficulty be ideologically neutral, as is nature.

The orientations of research are often suggested by the
existence of contingent problems, for which solutions
can be sought in harmony with considerations of an
ethical or political nature, and it is for the rest quite
licit and useful that the results of research offer ele-
ments for a governmental action founded on scientific
knowledge. The entire history of the disciplinary
assertion of demography is marked by the search for
equilibrium between scientific independence with its
risks of isolation, and an investment of its competence
in the service of the polis, or society, with the dangers
of subordination to practical necessities or to a politi-
cal ideology. The contrast between these two contra-
dictory aspirations characterized in many respects all
the principal phases of the development of demogra-
phy: from the initial search for scientific autonomy
from state organizations that troubled its beginnings
as a part of statistics to the creation of big institutions
affiliated with the United Nations for education and
research in developing countries, initially in the 
setting of a neo-malthusian ideology of population
growth and its relations to economic and social devel-
opment, until the current debate on the contribution
that scientific approach must make in the search for
political solutions to problems engendered by the
levels of fertility.

2. From the Foundation of IUSIPP 
to the Second World War: 

The Assertion of Autonomy

Creation of the International Union for the Scientific
Investigation of Population Problems in 1928 was a
fundamental step in the world organization of popu-
lation studies, with numerous fallbacks and conse-
quences at the national level. It was on its trail that the
first institutions were constituted that were devoted
exclusively to the study of population. In the univer-
sities, the first courses specifically devoted to demog-
raphy appeared and began to spread within the
framework of training in statistics or the social 
sciences.

Sixteen countries (of which 12 are European:
Belgium, Czechoslovakia, Denmark, France, Germany,
United Kingdom, Italy, Netherlands, Spain, Sweden,
Switzerland; 4 are American: Argentina, Brazil,
Canada, United States) founded a National Commit-
tee of the Union in the years immediately after the cre-
ation of this institution. Some remained active very
long, even after detaching themselves from the Union
(e.g., the Italian Committee for the Study of Population
Problems [CISP]), or still are active today (e.g., Dutch
Society of Demography). Others were slowly 
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4 For Italy, this affirmation is documented by a vast analysis led
by Annunziata Nobile (1989) on Italian texts destined at the time to
university teaching of demography. No similar study is known for
other countries, but the bibliography established by the Dupâquiers
in their Histoire de la Démographie (1985), although referring only very
marginally to the production of university teaching in proper, sup-
ports the opinion according to which the situation described must
be general.



transformed giving birth, in different ways, to the
institutions forming the present configurations.

This period saw the appearance of certain journals
that today are or have been among the principal means
of expression of contemporary demography. Popula-
tion Index was founded in 1933 by Frank Notestein (its
final form5 shaped by Ansley Coale) with the help of
the American National Committee of the Union
(created in 1928) and of the Population Association of
America (PAA), which was born independently in
19316 (Hodgson, 1991). In 1964, Demography, the
current journal of the PAA, was born. In 1933, 
the British journal Population appeared, supported by
the British Population Society, but it, like the associa-
tion itself, had a very short life and was replaced in
1947 by Population Studies, in the framework of the
Population Investigation Committee, founded in 1936
by David Glass and Eugene Grebenik. The Italian
journal Genus appeared in 1934, published by the CISP.
The latter was created in 1928 by Corrado Gini, first as
a section of the IUSIPP and then as an autonomous
committee. The French journal Population appeared in
1945 as an official publication of INED, founded the
same year by Alfred Sauvy on the ruins of the French
foundation for the study of human problems created
in 1941 by Alexis Carrel (Girard, 1995; Bogue, 1993;
Crimmins, 1993; Keyfitz, 1993; Hodgson, 1991). Only
recently, with the ramifications and the fragmentation
of demography and with the arrival of new issues and
the enrichment of the methodologic tools, more spe-
cialized reviews began to proliferate, devoted to par-
ticular aspects of the discipline. The most well known
is Population and Development Review, founded in 1974
at the Population Council by Paul Demeny; it covers a
vast horizon of themes and perspectives linked to pop-
ulation developments. Without citing all of them,
mention must be made of Theoretical Population Biology,
Population Research and Policy Review, Population and
Environment, and Social Network. Today, the Revue des
Revues Démographiques, edited by the CICRED, lists
about 90 journals in the world (15 of which are in the
United States) that are totally or partially devoted to
population issues.7

Between the 1920s and 1930s, demography began to
acquire the status of an autonomous university disci-
pline, by positioning itself in different ways in the 

university systems, according to a set of local condi-
tions. The current variety of positions of demography
in the framework of university education resulted
from the initial heterogeneity and cultural diversity of
the scholars devoted to demographic themes. In each
country, the independence of demography followed
different paths that were marked by the scientific per-
sonality of those who strove to introduce the subject
into university programs. The general cultural heritage
that underlies the construction of the different peda-
gogic systems, and evolutionary rhythms of other dis-
ciplines, especially sociology, was also very important.
The links between population studies and sociology
were generally very close, even at the level of univer-
sity organization, where sociology, born of currents of
thought such as positivism in France, empiricism in
England, and historicism in Germany, had had a pre-
cocious development or had enjoyed growth at the
right moment. This happened in the United States in
the interwar period, when in Russia, Italy, and
Germany, dictatorial regimes attempted to suppress
the teaching of sociology. In the first case, the accord
between the two disciplines was favored by the
natural intersection between the objects of study and
the common recourse to empirical methods. In the
latter, contacts remained feeble, even nonexistent. In
Italy for example, the long cultural predominance of
an idealist philosophy proved to be an obstacle to the
development of sociology, and it made its discourse
abstract and foreign to the empirical and statistical
methodology characteristic of demographic analysis
(Sgritta, 1994, p. 227). In such conditions, reinforced by
the political context, no privileged relationship devel-
oped between demography and sociology, whereas the
links between demography and statistics were perma-
nently reinforced, as much at the level of research 
as of university education. These different relations
between demography and allied disciplines have not
failed to influence the frontiers and orientations of
population research, as well as the type of education
given to demographers of different countries, in a
varied but enduring manner.

3. From the Second World War to the
Present: A Short but Tumultuous History

On the brink of the Second World War and after the
recreation of the Union in 1947 under the name of the
International Union for the Scientific Study of the Pop-
ulation (IUSSP), the broad structures of research and
teaching of demography were instituted and perma-
nently installed in Europe and in North America. Even
in this geographic area (the only one that had until
then contributed to the disciplinary maturity of
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5 Alas, Population Index does not exist anymore.
6 Sponsored by Margaret Sanger, it found itself at the beginning

in competition with the National Committee of the Union.
7 In reality, among the journals considered by the CICRED, at

least 10 deal with different themes (e.g., statistics, economy, epi-
demiology, sociology) but frequently devote particular attention to
related population issues.



demography), the situation was still quite uneven, and
in certain countries where the studies on population
had nonetheless borne fruit among scholars, there did
not yet exist specialized centers of research on popu-
lation nor independent university teaching of demog-
raphy. Overall, however, the spaces for academic
insertion, the necessary disciplinary alliances, and the
relations with governmental institutions became
clearly defined.

With the exceptions of some cases where, after the
war, demography knew a more or less long period of
stagnation or of crisis,8 the 1950s and 1960s were most
often years of definitive affirmation and of university
expansion. The different demographic evolutions that
played a prominent role in the socioeconomic trans-
formations of many countries oriented the interest of
researchers to themes likely to awaken the concerns of
politicians and public opinion: the low fertility in
Great Britain and in France, the international migra-
tions into the United States, the internal migrations in
Italy, and especially, the acceleration of world popula-
tion growth, destined to have an immense influence on
the development of demography on the scientific
plane and in institutional settings. The latter experi-
enced the full consolidation of its structures of research
and teaching in the developed countries, and it began
to implant itself in the developing countries and very
rapidly spread there, although it was still almost com-
pletely absent in the immediate aftermath of the war.
However, this did not signify that all the developed
countries, especially European states, would hence-
forth be equipped with pedagogic structures in suffi-
cient number and quality. It can be said that the
opinion advanced at the beginning of the 1970s by
Nora Federici (1974, p. 27), according to which, in
many a case, an acceptable situation had not yet been
reached at the level of the training of professional
demographers remains valid, even if the demand for
this kind of competence in the European labor market
is quite limited.

In the second half of the 20th century, the emergence
of Asian, Latin American, and African countries on the
international scene and the epic of their development
was accompanied by an acceleration of their popula-
tion growth that was without historical precedent,
long felt to be a danger as much for the global equi-
librium of the planet’s resources as for the perspectives

of each countries development. The population
dynamics of the Third World became the focus of an
international scientific debate, and important means
were mobilized for the diffusion of knowledge of the
subject and research on paths that would permit the
modification of the course of events. The most wide-
spread opinion in the 1950s and 1960s was favorable
to interventions for the promotion of birth control, par-
ticularly in countries such as the United States or
Sweden, where there already existed a long tradition
of activism on this issue. It was in this climate that a
movement of institutional reinforcement and creation
of new centers of population studies in developing
countries took place. The principal actors were the big
international institutions, but significant contributions
also came from bilateral and multilateral cooperation.
In the United States, enormous financial resources, as
much private as public, were mobilized in the context
of bilateral cooperation. This was also the case in coun-
tries such as the United Kingdom, France, Belgium,
which had interests and special ties inherited from
their colonial past with the Third World. A number of
other countries had offered their support to the proj-
ects of multilateral cooperation, whether coordinated
or not by international organizations.

In the United States, these international orientations
had extremely important effects at the national level,
as John and Pat Caldwell demonstrated (1986) in their
well-known book on the contribution of the Ford foun-
dation to the growth of centers of American popula-
tion studies. The abundance of funds directed to
population research in the Third World countries and
to collaboration with researchers of these countries9

gave the centers of research and demographic training
an unprecedented force and independence, especially
within the sociology departments of the universities,
and it enabled their numbers and scientific prestige to
increase. Even in the absence of other equally detailed
case studies, it seems that an analogous, if more
limited, process also took place in some universities of
other developed countries (e.g., Great Britain, France,
Belgium, Canada, Australia). In any case, this is what
is suggested by the abundant literature available in
these countries on the demography of the Third World,
the importance of specific methodologic works in the
collection and analysis of data of developing countries
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8 Essentially, it was Italy and Germany that were concerned
where there was defiance toward a discipline that had somehow
compromised with regimes backing populationist and racist poli-
cies. It had consequently attracted to itself a serious scientific dis-
credit. This was also the case of Soviet Russia, where the ostracism
against the discipline decreed by the regime in the 1930s would con-
tinue (Vichnevski, 1995).

9 This availability was born essentially from the orientations of
private foundations. such as the Ford Foundation and similar organ-
izations, until the 1950s. It was extended in the following decades
thanks to governmental institutions. The Kennedy Administration
officially declared itself concerned about the control of population
growth in developing countries, and it was open to finding finan-
cial means to achieve this end (Caldwell and Caldwell, 1986, p. 98).



(e.g., demographic surveys, analysis of defective data),
and the institution of numerous courses aimed specif-
ically at satisfying the particular needs of students
coming from the developing world.10

The United Nations manifested impressive activity
in the field of demography, directly and through its
regional agencies (i.e., Economic Commission for
Africa [ECA],11 Economic and Social Commission for
Asia and Pacific [ESCAP],12 Economic and Social 
Commission for West Asia [ESCWA],13 and Economic
Commission for Latin America and the Caribbean
[ECLAC]14), all strongly implicated in the conception
and application of population policies, or through
their specialized agencies, many of whom (e.g., Food
and Agriculture Organization [FAO], United Nations
Educational Scientific and Cultural Organization
[UNESCO], World Health Organization [WHO],15,
International Labor Organization [ILO]16) handled
issues closely linked to demographic questions. With
regard to these various international organizations,
two fundamental aspects should be emphasized. The
United Nations, especially through its Population
Division and its Statistics Division, fixed as its essen-
tial goal a task earlier entrusted to the ISI of produc-
ing internationally comparable statistical data and
disseminating them. From 1945, the Statistics Division
yearly published the UN Demographic Yearbook, and the
Population Division has published an impressive
quantity of works of demographic analysis, whether in
its series of Population Studies or in other collections,
along with the World Population Prospects, which are
regularly updated. They also carried out another
crucial mission, that of helping scientific authorities of
developing countries in the institution of an educa-
tional system in demography through the creation of
five important organizations with a regional vocation.
They are: the International Institute for Population
Studies (IIPS) in Bombay in 1956; the Latin America
Demographic Center (LADC) in Santiago in Chile in
1958; the Cairo Demographic Center (CDC) in Cairo in

1963, with inter regional competences for the countries
of the Middle East and of North Africa; the Regional
Institute for Population Studies (RIPS) in Accra in 1971
for the Anglophone countries of sub Saharan Africa;
and the Institut de Formation et Recherche Démo-
graphique (Institute of Training and Demographic
Research [IFORD]) in Yaoundé in 1972 for the Fran-
cophone countries of sub-Saharan Africa. To these
must be added the creation in 1988 of the Population
and Human Resources Development in Africa of the
Institute for Economic Development and Planning17

(PHRDP/IDEP) in Dakar.
To financially support all these activities initially

entrusted to the UN Population Division, a relatively
independent fund of the United Nations was created
on the basis of voluntary contributions of state
members (see Chapter 120). In the 1970s, the United
Nations Fund for Population Activities (UNFPA) was
born, and it quickly took the leadership of most of the
population activities of the United Nations, even if its
original mission (i.e., the institution of services of
family planning and more generally of reproductive
health in developing countries) remained its first pri-
ority (UNFPA/FNUAP, 1977, 1987, 1995). The UNFPA
invested extensively in the development of research
and training in demography through a Global
Program of Training in Population and Sustainable
Development, intended for persons engaged in admin-
istrative or governmental responsibilities in develop-
ing countries.

The fear of the consequences of a population explo-
sion, especially in the field of economic development,
and the search for a solution by birth control policies
first appeared among researchers of developed coun-
tries (e.g., especially the United States, Sweden),
whose debates and research issues they nourished.
These concerns, the same from which the principal the-
ories about the relations between population dynam-
ics and society were born and developed, from the
malthusian and neo-malthusian propositions to the
framework of demographic transition and the micro-
economic theories of the family, were adopted very
slowly by the scientific and political personnel of
developing countries, usually under the pressure of
the dominant ideology and as a result of long-term
international debate. Three world governmental con-
ferences organized by the United Nations on the theme
of population and development (Bucharest in 1974,
Mexico in 1984, Cairo in 1994) marked this debate and
reflected the evolution of demographic-economic
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10 A look through the issues of the IUSSP Newsletter can provide
a good idea of the topic.

11 Headquarters of the Economic Commission for Africa are in
Addis Ababa, Ethiopia.

12 Headquarters for the Economic and Social Commission for
Asia and Pacific are in Bangkok, Thailand.

13 Headquarters for the Economic and Social Commission for
West Asia are in Beirut, Lebanon.

14 It then became Economic Commission for Latin America and
the Caribbean (ESCALPC), with headquarters in Santiago, Chile.

15 Headquarters for the World Health Organization are in
Geneva, Switzerland.

16 Headquarters for the International Labor Organization are in
Geneva, Switzerland.

17 “Population, ressources humaines, et développement 
en Afrique de l’Institut de développement économique et de 
planification.”



thought toward a world consensus that oriented the
strategies and activity of international cooperation,
one of whose ambitions was to reinforce the bodies of
research and teaching of demography in the Third
World countries.

In this process of increasing awareness of popula-
tion problems at the world level, the United Nations
played a fundamental role supporting the dissemina-
tion and institutionalization of demography in the less
developed countries, and it remains today at the center
of a network of specialized agencies and international
institutions (including the World Bank), which, in a
more or less coordinated way ensured a technical-
scientific assistance and financing for the research
activities and teaching of demography. In particular,
the five demographic regional centers previously men-
tioned developed competences, organized trainings at
different levels for nationals in their geographic areas,
published didactic works and other pedagogic instru-
ments conceived in relation to specific local needs,
locally organized occasions for meeting and discussion
among researchers, cooperated with national institu-
tions in the field of collecting data and improving their
quality, and in certain cases, even undertook research
and published the results in books or articles. In short,
these centers constituted focal points for the diffusion
of demographic knowledge and had, thanks to their
activities of support, an important effect of multiply-
ing efforts made by the different countries to reinforce
or create their own research institutions and courses of
demography. Once they had accomplished their
mission, or because the source of their international
financing had been reduced,18 these centers had to
merge with local institutions that they had had the
mission of creating or helping. In this way, their skills,
especially in the matter of teaching, were progressively
absorbed by the national institutions.

The birth of more or less independent institutions,
more precocious in Asia and in Latin America and
much later in Africa, was effectively intensified in the
second half of the 1970s, after the Bucharest Confer-
ence. A complete and well-documented panorama of
the structures and pedagogic initiatives of the period,
drawn up on this occasion by Nora Federici for the
United Nations, underlined the great deficiency that
still reigned at the beginning of the 1970s, although
geographically uneven. If the universities that offered
classes of demography in the departments of economy,

sociology, geography, and statistics were already
numerous and if several attempts had been made to
insert elementary notions of demography in secondary
teaching or in adult literacy classes, the countries
where there existed a complete post-university train-
ing program, expressly destined to form demogra-
phers, were rare. This was true even of Asia, where the
interest in family planning had manifested earlier,
drawing attention to the usefulness of research and
teaching of demography. The lack was more under-
standable in Latin America, where opposing points of
view clashed on the problem of population growth,
and in Africa, whose population growth was not 
yet as lively and which had benefited from only a 
very thin development of its university structures
(Frederici, 1974). But growth was soon accelerated
everywhere.

In the decade of 1975 to 1985, many countries of
Latin America, Asia, and Africa equipped themselves
with structures of research and training in demogra-
phy and were able to offer courses leading to Masters’
degrees and doctorates.19 In general, it is estimated that
the possibilities offered at the national or regional level
were henceforth adequate for the training of tradi-
tional demographers, especially for the needs of offi-
cial statistics and collection of data (Cagiano de
Azevedo, 1985; Miro and Potter, 1980). Nonetheless, an
important effort remained to be made to reinforce edu-
cation on the theme of “population and development”
with more interdisciplinary contours and more diverse
and complex applications, essentially answering the
needs of socioeconomic planning and population poli-
cies (Farooq, 1985, p. 300). These questions of frontiers
are well in the line of disciplinary maturity of demog-
raphy. After a period of concentration on the creation
and improvement of data collection systems of the
corpus of methods necessary for the “construction of
a formal architecture of functioning of the demo-
graphic system”20 (Livi Bacci, 1994), priority was given
to the study of relations between the demographic
processes and transformations of society.

The history of the next 20 years until today is that
of a progressive reinforcement of university structures
in developing countries, accompanied by improve-
ment of the quality of studies and, in some cases, of
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18 According to a close observer of the evolution of the situation
at CELADE, the crisis that hit these big centers from the middle of
the 1980s was “possibly as a result of the fertility decline, which led
to decreasing interest on the part of donors” (Martine, 1985, p. 102).

19 In 1985, in his examination of the situation in Latin America,
George Martine affirms that “Overall, however, the doctoral pro-
grammers that are beginning in Brazil and Mexico are as strong as
many offered in developed countries, with the advantage of being
tailored to problems specific to the developing countries’ problems
(1985, p. 110).

20 “Costruzione di un’archittetura formale del funzionamento
del sistema demografico” (Livi Bacci, 1994).



catching up on levels of excellence. Without wishing
to generalize the exceptional cases of China or of India,
where demography had extraordinary success, it can
be observed that in nearly all the countries of the 
world (and in all the big countries), there are now
several centers of population studies within or outside
universities.

The case of developed countries was different, espe-
cially in Europe, where an unprecedented proliferation
of centers of population studies took place, perhaps
partly created by the phase of expansion experienced
by universities. Nonetheless, because of the particular
fluidity of the context attributable to restructuring in
university systems, the future of research and teaching
of demography is not without problems. In this case,
the place occupied by demography in the officially rec-
ognized university programs demands attention.21

II. THE CURRENT SITUATION

CICRED’s ACERD, available on the Internet, listed
708 centers of research or demographic training as of
September 2003, 147 of which are in Africa, 84 in Latin
America, 18 in Australia and Oceania, 76 in North
America, and 217 in Europe.22

The importance of these figures (among which
CICRED judged it right to include, in some cases, the
headquarters of international institutions present in
different countries23) depends on the definitions
adopted and on the care that persons contacted took
to provide information. Cases of omission cannot be
excluded nor can doubtful insertion of centers in the

repertory. Even without wishing to give the figures
presented later more meaning than they have,24 we can
base our ideas on the general picture provided by this
enumeration, which CICRED considers as “quasi-
exhaustive” (Gendreau and Huix-Adamets, 2003, p. 2).
In particular, Table 142–1 leaves no doubt about the
reality of the reinforcement and the dissemination of
the demographic discipline during the past 25 years.
Comparison with two of the earlier repertories of
CICRED (1973 and 1995) shows a quadrupling of the
number of centers in 30 years, with much more rapid
growth in places where they were earlier more uncom-
mon (i.e., a multiplication by 11 in Africa). Even if a
part of this growth can be attributed to an improve-
ment of the comprehensiveness of the repertories, the
founding dates of the centers are there to prove the
actual expansion; in Africa, about 75% of the centers
whose foundation date is given were created after
1970, as is the case for 57% in Latin America, 73 % in
Asia and Oceania, 69% in Europe, and 54% in North
America. If the history of demography is already old
by some centuries, its scientific and institutional auton-
omy date back only to the 1930s, and its general dis-
semination at the world level began only in the 1960s.

ACERD reports of the names and addresses of dif-
ferent centers allow us to distinguish university insti-
tutions from others. University institutions can be
distinguished from others. For the former, the univer-
sity status (i.e., department, institute, or other) and the
type of institutional disciplinary alliance can be iden-
tified.25 For the latter, a typology distinguishing public
or private institutions, governmental offices, depart-
ments of national institutes of statistics, international
organizations, and others can be established.26

The university is the principal institutional place of
research and teaching of demography (Table 142–2).
Without wanting to give an exaggerated weight to
numeric aspects, most of the centers devoted to this
discipline reside within academic structures.

Outside the university, institutions and organiza-
tions of quite varied kinds covering a large range of
scientific and operational needs are found. In some
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21 The International Symposium 1945–1995 that celebrated
INED’s 50th anniversary in Paris in October 1995 (Chasteland and
Roussel, 1997) reviewed the disciplinary evolution of demography
in a number of industrialized countries. In most of the cases, the
stages of institutional organization of the discipline were recalled
(see the papers of Alain Desrosières on France; Gérard Frinking on
the Netherlands; Andras Klinger on Hungary; Christopher Langford
on Great Britain; Roland Lee on the United States; and Anatoli Vich-
nevski on Russia), as well as future perspectives (see the papers of
Maire Ni Bhrolchain on Great Britain; Samuel Preston on the United
States; Frans Willekens on the Netherlands; Graziella Caselli on
Italy; Alexandre Avdeev on Russia; Jean-Claude Chasteland and
Louis Roussel on industrialised countries in general). For the history
of demography in Italy, we also refer to Massimo Livi Bacci’s paper
(1994).

22 CICRED considers a demographic center a “unit of research or
national studies on population, whose existence is proved by the
title of center and by a specially nominated head and consisting of
at least two full-time people (or its equivalent of part time)” 
(Gendreau and Huix-Adamets, 2003, p. 5).

23 In most cases, the international institutions interested in ques-
tions of population are not considered to be “centers of demogra-
phy,” but they are ranked apart in the category of “other useful
addresses.”

24 A report of the United Nations Population Division on the
programs of population studies in various developing countries
identified 181 centers of teaching in Asia, 111 in Latin America, and
75 in Africa, very high estimates that the authors of the report them-
selves considered as over-estimated figures (Baldwin, 1996).

25 According to CICRED’s definition, a department of sociology
could constitute a “center of demography,” just like a department of
demography.

26 The classification of centers presented in Tables 142–2 and
142–3, which is uniquely based on the denomination of centers, can
contain arbitrary elements that cannot be controlled. It can, however,
be considered as significant in its broad lines.
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TABLE 142–1 Lenters of Population Research and Teaching of Demography, by Region (Several Years)a

Years Africa Latin America Asia and the Pacific North America Europe Total

Absolute values

1973b 13 24 61 22 40 160
1995c 110 45 160 75 198 508
2003d 147 86 182 76 217 708

Relative values (%)

1973b 8 15 38 14 40 100
1995c 19 8 27 13 33 100
2003d 21 12 25 11 31 100

Average year of creatione

Year 1978 1967 1975 1971 1972 1973

a The CICRED considers centers of demography any institution where at least two people work full time on population questions (see foot-
note 22).

b Data from CICRED (Gendreau and Huix-Adamets, 2003, p. 7).
c Data from CICRED Repertory 1995 (Maffioli, 1997, p. 303).
d Data from Gendreau and Huix-Adamets (2003, p. 7).
e Data from Gendreau and Huix-Adamets (2003, p. 12).

TABLE 142–2 Centers of Population Research and Teaching of Demography Listed by CICRED’S ACERD, Classified
According to the Denomination of Institutions, by Region

Institutions of affiliation Africa Latin Asia Oceania North Europe
America America

Absolute values

Universities 49 37 78 11 50 104
Public and private organizations 30 27 52 2 17 70
Ministries and governments 33 10 17 3 6 13
Among whom, bureau of statistics inside ministries or equivalent 12 4 4 2
National institutes of statistics 18 8 8 2 1 20
International organizations 12 2 7 2 4
Scientific associations 4 2 3

� Total 146 84 164 18 76 214

Relative values (%)

Universities 33.6 44.0 47.6 61.1 65.8 48.6
Public and private organizations 20.5 32.1 31.7 11.1 22.4 32.7
Ministries and governments 22.6 11.9 10.4 16.7 7.9 6.1
Among whom, bureau of statistics inside ministries or equivalent 8.2 4.8 2.4 2.6
National institutes of statistics 12.3 9.5 4.9 11.1 1.3 9.3
International organizations 8.2 2.4 4.3 2.6 1.9
Scientific associations 2.7 1.2 1.4
� Total 100.0 100.0 100.0 100.0 100.0 100.0

Number of countries 50 24 30 5 3 36
Population (in millions)b 796 520 3680 31 316 728
Centers/countries 2.9 3.5 5.5 3.6 25.3 5.9
Centers/population (for 10 millions) 1.8 1.6 0.5 5.8 2.4 2.9

a Nationals and foreigners.
b The data on the population of countries are taken from United Nations (2003).
Data from the repertory CICRED’s ACERD, consulted in April 2004.



cases, we found entities entirely devoted to research of
a broad range in all the sectors of demography. They
enjoy public financing and are strongly linked to the
university with which they cooperate on scientific and
pedagogic levels. The most well known examples are
the National Institute for Demographic Studies (INED)
in France, the Netherlands Interdisciplinary 
Demographic Institute (NIDI) in the Netherlands, the
Institute for Research on Population (IRP, recently
rebaptized the Institute for Research on Population
and Social Policies [IRPPS]) in Italy, and the Max
Planck Institute for Demographic Research (MPIDR)
in Germany. Similar centers constituted in the 
framework of academies (e.g., Academy of Sciences,
Academy of Economy, Academy of Medicine) are
common in Eastern Europe. Most often, it is a 
matter of independent centers with public or private
financing (e.g., foundations) that are inclined 
toward some particular aspects of the study of popu-
lation, such as the family, migrations, health, and
family planning.

In many countries, units of population research can
be found at the heart of national institutes of statistics
and are responsible for the census and vital statistics.
This respects an old tradition and at the same time
answers the basic need of ensuring the link between
the collection of data and the orientations of research.
Another type of population centers, very widespread
in Africa and to a lesser extent in Asia, are those that
function within ministries with economic competences
(especially economics, planning, development, coop-
eration) or with social competences (health, work,
family, social policy) or other governmental structures.
Their principal interest is applied research, aimed at
making available to the government knowledge useful
for the integration of demographic variables in devel-
opment plans or even for the formulation, application,
and evaluation of policies in the matters of health,
reproduction, family, and distribution of population
on territory. Their presence in many African countries
(where they constitute 12% of the centers identified by
ACERD) are proof of the growing interest in popula-
tion dynamics as a development factor shown by polit-
ical decision-makers.

Another category of centers is constituted by 
international organizations, for the most part estab-
lished within the United Nations. They represent
about 4% of centers of ACERD (8% in Africa), but 
their importance goes well beyond this numeric
aspect. They have played an essential role for a long
time in the dissemination of demographic knowledge,
and they are equally important in the field of harmo-
nization and production of data. It is enough to
mention here the backing given, also in recent years,

to important data collection operations such as the
World Fertility Survey (WFS), the Demography and
Health Surveys (DHS), and the censuses.

Mention must finally be made of a small number of
scientific associations that do not fir into any of the pre-
ceding categories. They do not directly exercise teach-
ing or research functions but can develop activities of
great importance for the promotion, coordination, and
orientation of scientific discourse, especially through
the organization of occasions of exchanges and debates
among researchers. The history of the development of
the demographic described has shown the role of cat-
alyst played by the IUSSP. Along with the IUSSP, there
exist a number of national scientific associations (the
most prestigious is the Population Association of
America, which supports the journal Demography) or
regional groups, such as the European Association for
Population Studies (EAPS, supporting the European
Journal of Population) and the Union for African Popu-
lation Studies (UAPS) that take important initiatives
relating to their geographic zones.

III. UNIVERSITY CENTERS 
OF TRAINING AND 

DEMOGRAPHIC RESEARCH

1. Status and Organizational Structures

The configuration of centers of research and teach-
ing of demography within universities is closely
linked to the acknowledged ideas about the aims of
demographic training. The specific professional com-
petences of the demographer correspond to a
restrained demand in the labor market, which limits
university programs for obtaining a Bachelor’s degree
in demography, as is the case for economics or for soci-
ology. This is why almost no university program is
entirely devoted to demography. Instead, the teaching
of demography aims at providing highly specialized
professional preparation (i.e., postgraduate study) or,
on the contrary, complementary education in the
framework of more general learning itineraries, espe-
cially in the universities of developed countries. In
other words, it is most often intended for producing
future teachers or researchers, but it also aims at cre-
ating a general awareness of population issues among
those operating in various fields in which demo-
graphic processes have an influence. The training of
professional demographers with competences ranging
from the assessment of demographic parameters
useful for the planning of public and private services
to the formulation, application, and evaluation of pop-
ulation policies is less widespread, except in the
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United States, but these programs are expanding in
developing countries (Palloni, 2002; Maffioli, 1994).

These conceptions of the profession of demogra-
pher have repercussions in the academic positioning
and scientific organization of centers interested in
demography. Departments or other autonomous uni-
versity institutions exclusively devoted to demogra-
phy are rare. Centers or individual researchers
devoted to this discipline often are integrated in
departments of sociology, statistics, economics, geog-
raphy, history, epidemiology, or genetics. The situation
varies from one country to another or even from one
university to another within the same country, accord-
ing to the disciplinary alliances that were forged
during the course of history. All the same, the recent
developments in world populations and the effects
they have had on the public opinion and on policy
makers, including through the activity of international
agencies and the flourishing of specific studies, have
reinforced the means and prestige of many research
and demographic training institutions, so that in uni-
versities where organization is more flexible, they have
succeeded in acquiring some independence.

To analyze these aspects of university positioning of
demography, the centers listed by ACERD have been
classified according to the disciplines figuring in their
denomination. In the analysis that follows, the centers
whose name explicitly mentions demography or one
of its branches, alone or in association with other areas
of studies, are opposed to those whose name makes an
exclusive reference to other disciplines (see notes to
Table 142–3). The former are considered as having the
unique objective or priority of demographic research,
contrary to the latter, where the studies of population
represent only a more or less important part of scien-
tific activity. The degree of independence of the first
kind of centers has also been taken into account;
centers that are directly affiliated to their parent Uni-
versity and do not constitute a section of an interme-
diary body were defined as autonomous.

Tables 142–3, 142–4, and 142–5 provide a view of the
spread of demography in the most varied contexts.
Among ACERD’s centers of demography, a consider-
able proportion (41% at the world level, 52% in
Europe) are structures whose principal object of
studies is not demography; these are departments
dealing with sociology (10%), geography (9%), statis-
tics (8%) economics (4%), or other disciplines, only a
part of whose scientific activity concerns population.
Moreover, it can be observed that the centers devoted
principally or uniquely to demography or its branches
(59%) are often also closely linked to other disciplines,
in the sense that they do not constitute autonomous
university entities but form part of structures with

larger scientific interests, among whom sociology pre-
dominates, Only about 27% of the centers (36% in
North America) constitute autonomous units specifi-
cally devoted to demography or to demography asso-
ciated with another subject, and they are often
authorized to bestow degrees.

Particular mention must be made of centers (15.8%)
in whose denomination demography figures in associ-
ation with other disciplines (e.g., demography and
social sciences, population and development, popula-
tion and resources). The number of these centers is
expanding. According to an earlier analysis based on
the CICRED data of 1995 (Maffioli, 1997), less than 10
years ago, only 27 centers of this kind could be counted,
compared with 52 listed in ACERD in April 2004. This
tendency toward the creation of units of research and
teaching where demography is in the foreground but in
a larger framework of scientific interests, results from a
new university strategy that refuses marginalization
within large organizations and autonomy that carries
the risk of isolation; it also seems to correspond to an
evolution of research toward issues that are less strat-
egy on the core relations internal to demographic
processes and more focused on the study of relations
between these processes and other aspects of social
dynamics. In principle, the closest alliances forged in
these mixed centers should have multiple positive
effects. The interdisciplinary collaboration should be
beneficial to research and to teaching, by encouraging
scientific exchanges and maybe permitting to escape
from the intellectual isolation from which may affect
demography because of its role of a minor discipline in
relation to the principal field with which it is allied. The
teaching of demography, placed in the foreground but
not closed in on itself and open to contents chosen with
respect to programs of studies in which it is enrolled,
should permit validation of the discipline’s educa-
tional potentialities, as much on the professional level
as on the cultural level. In the same way, research ori-
ented toward exogenous and larger issues favoring
interdisciplinary aspects should contribute to the
advancement of knowledge and also consolidate the
relations between demography and allied disciplines.
However, it is necessary to ensure that this circular
process is effectively realized in the daily practice of
teaching and research of mixed centers and does not
remain at the level of aspirations.

2. Teaching in University Centers

If research on questions of population has devel-
oped in a great variety of institutions, the teaching of
demography is handed over in an almost exclusive
way to university centers with diverse aims. It aims at
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TABLE 142–3 University Centers of Research and Teaching of Demography Listed by CICRED’s ACERD, 
According to Their Denominationa

Discipline displayed in the denomination Africa Latin Asia Oceania North Europe Total
America America

Absolute numbers

Demography (or its fields) only 16 14 46 4 26 36 142
Among whom, autonomous structures 12 10 16 1 11 20 70
Demography and other 12 4 7 2 13 14 52
Among whom: autonomous structures 1 4 1 7 7 20
Social sciences, sociology, anthropology 7 4 4 1 4 14 34
Economics, management, econometrics 2 1 1 2 6 12
Statistics 1 4 1 8 14
Development and resources 1 2 3
Geography, town planning, urbanism, environment 9 3 5 1 13 31
Epidemiology, public health medicine, etc. 1 1 4 3 8 17
Othersb 3 6 7 3 5 24

� Total universities 49 37 78 11 50 104 329

Relative values (%)

Demography (or its fields) only 32.7 37.8 59.0 36.4 52.0 34.6 43.3
Among whom, autonomous structures 24.5 27.0 20.5 9.1 22.0 19.2 21.3
Demography and other 24.5 10.8 9.0 18.2 26.0 13.5 15.8
Among whom, autonomous structures 2.7 5.1 9.1 14.0 6.7 6.1
Social sciences, sociology, anthropology 14.3 10.8 5.1 9.1 8.0 13.5 10.3
Economics, management, econometrics 5.4 1.3 9.1 4.0 5.8 3.6
Statistics 2.7 5.1 2.0 7.7 4.3
Development and resources 2.0 5.4 0.9
Geography, town planning, urbanism, environment. 18.4 8.1 6.4 2.0 12.5 9.4
Epidemiology, public health, medicine, etc. 2.0 2.7 5.1 27.3 7.7 5.2
Othersb 6.1 16.2 9.0 6.0 4.8 7.3

� Total universities 100.0 100.0 100.0 100.0 100.0 100.0 100.0

a The centers of demography (in the CICRED meaning) constituted within universities or equivalent higher institutes are classified accord-
ing to the disciplines displayed in their denomination. Those that are directly affiliated to the university and do not form part of an interme-
diary body are considered autonomous. For example, under the rubric of “sociology,” departments or faculties of sociology are included, which
constitute centers of demography because they shelter demographers. The rubric “only demography” features departments of demography
and other institutes of population studies, autonomous or organized in the frame of larger university entities (e.g., faculty, departments) devoted
to other disciplines. The rubric “demography and others” includes institutes of demography and social sciences, statistics and demography,
population and development, and population and resources in general (often in Africa) inserted within departments or faculties whose scien-
tific field is larger.

b Including mixed situations (essentially economics and sociology or sociology and statistics).
From CICRED’s ACERD data, consulted in April 2004.

TABLE 142–4 University Centers of Population Research and Teaching of Demography According to Their 
Denomination and Their Degree of Autonomy, by Region (%)

Discipline displayed in the denomination Africa Latin Asia Oceania North Europe Total
(%) America (%) (%) America (%) (%)

(%) (%)

Demography (or its fields) alone or mixed 57.1 48.6 67.9 54.6 78.0 48.1 59.0
Among whom, with mixed denomination 24.5 10.8 9.0 18.2 26.0 13.5 15.8
Among whom, autonomous structures 24.4 29.7 25.6 18.2 36.0 26.0 27.4
Others 42.9 51.3 32.1 45.4 22.0 51.9 41.0

� Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0

From CICRED’s ACERD data, consulted in April 2004.



offering access to the levels of the highest specializa-
tion (a research doctorate in particular) and providing
specialized knowledge in the framework of programs
of exogenous studies.27 Complete training in demog-
raphy is given in general only by departments exclu-
sively devoted to this subject. Demography as a
complementary program is common and assumes
varied forms and contents, sometimes weakly con-
nected to the branch of affiliation.

A university education entirely focused on demog-
raphy is not generally foreseen, but the idea is begin-
ning to take root, especially in developing countries,
although in a nonsystematic manner and with variable
contents, often linked to available didactic compe-
tences rather than a precise program of teaching.

A more flexible kind of education, with the promise
very differentiated programs leading to a broad range
of degrees, is in the process of being instituted in an
attempt to satisfy very different needs. A number of
classes, not necessarily leading to formal degrees but
offering the minimum of necessary demographic
knowledge for the accomplishment of their missions
to persons implicated in administrative activities or
governmental programs related to questions of popu-

lation, are now available in universities and other insti-
tutions and international organizations.

Classes on demography given at university centers
generally offer a large range of subjects, particularly in
developed countries. The contents have tended to
diversify over the years in the course of the discipline’s
evolution, with enrichment of its methodologic corpus
and the acquisition of an increasingly broad body of
knowledge in different fields related to demography.
Besides basic teaching on the foundations of popula-
tion dynamics (e.g., demographic analysis, population
theories, mathematical demography, other technical
aspects), subjects such as historical demography, pop-
ulation economics, social demography, demography of
the family, regional demography, and many more
testify to the consolidation of the discipline’s more
recent advances and also to the exploration of new
approaches that have not yet found their definitive
systematization. Some fields of teaching are still more
fluid, mixing education and research in progress,
because they correspond to the growing interest of
researchers for the study of relations between behav-
iors and demographic processes and the social and cul-
tural contexts in which they manifest themselves, such
as gender and population, population and develop-
ment, or population and environment. These newer
kinds of courses, which are in the trail of recommen-
dations adopted at the World Conference on Popula-
tion and Development in Cairo in 1994, have spread
rapidly, especially in places where the organization of
classes is the most flexible and the necessary teaching
skills are available.

The teaching of applied demography (i.e., business
demography) has developed over the past 20 years,
particularly in the United States (Keyfitz, 1987a). This
new branch of the discipline aims at giving profes-
sional competency by teaching students to apply
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TABLE 142–5 University Centers of Population Research and Teaching of Demography, with Nondemographic 
Denomination, According to the Reference Discipline, by Region (%)

Discipline figuring in the denomination Africa Latin Asia Oceania North Europe Total
(%) America (%) (%) America (%) (%)

(%) (%)

Social sciences, sociology, anthropology 33.3 21.1 16.0 20.0 36.4 25.9 25.2
Economics, management, econometrics 10.5 4.0 20.0 18.2 11.1 8.9
Statistics 5.3 16.0 9.1 14.8 10.4
Development and resources 4.8 10.5 2.2
Geography, town planning, urbanism, 42.9 15.8 20.0 9.1 24.1 23.0

environment
Epidemiology, public health, medicine 4.8 5.3 16.0 60.0 14.8 12.6
Others 14.3 31.6 28.0 27.3 9.3 17.8

� Total 100.0 100.0 100.0 100.0 100.0 100.0 100.0

From CICRED’s ACERD data, consulted in April 2004.

27 The information on the principal programs of European 
demographic training is taken up in the Réseau européen de formation
en démographie of the Catholic University of Louvain’s Institute of
demography (Louvain-la-Neuve, Belgium). The European Eco-
nomic Commission (EEC) of the United Nations in Geneva pub-
lishes study programs of European and North American
institutions. Besides, for different years, the IUSSP Newsletter pub-
lished demographic teaching programs of institutions of different
countries that submitted the information. For developing countries,
a work of the Division of population of the United Nations on the
program of demographic studies (Baldwin, 1996) as well as an exten-
sive research conducted earlier by Stephen Baldwin (1986) provide
information on the type and activity of centers identified as offering
demographic training and on the content of the teaching.



demographic techniques (especially the techniques of
forecasting) to very diverse fields of economic activity:
marketing, management of personnel and human
resources of an enterprise, follow-up of the production
of goods and services, cohort analysis for all kinds of
lucrative or charitable ends, and for private or public
organizations.

The international debate on the modalities of trans-
mission of knowledge on the matter of population has
been very lively in the past decade. It highlighted the
widespread dissatisfaction, linked to a sometimes too
rigid architecture of teachings that did not leave
enough room for new ideas or methods, did not adapt
itself sufficiently to the educational needs of different
categories of students, or did not always satisfactorily
answer the questions raised by increasingly complex
phenomena. The multiplication and diversification of
teachings observed are beginning to answer to these
needs.28

The geographic imbalances of distribution of peda-
gogic resources are in the process of diminishing.
Although the most prestigious universities of devel-
oped countries remain the most attractive for numer-
ous students coming from developing countries, the
situations of research and of teaching in these coun-
tries have improved. In many cases, the reduction of
international financing has temporarily produced 
difficult situations. However, very often, local 
institutions, especially universities, have succeeded 
in appropriating competences previously ensured by
the centers created by the international organizations
(e.g., CELADE, CDC, IIPS). In Latin America and in
Asia, alongside still quite archaic situations that
prevail in certain countries, a number of excellent
centers have emerged in the field of demography,
capable of ensuring education that accords importance
to formal demography and to demographic statistics.
China, going from zero in 1979, equipped itself with a
dense network of centers of demography through the
country’s universities (in April 2004, ACERD listed 32
centers of demography). India is not very different,
with at least 35 centers. India and China are at the head
of the world honor’s list of countries having the most

population centers, respectively occupying second and
third place, just after the United States (60 centers) 
and before France (31 centers) and Great Britain 
(29 centers). Africa is less well furnished with popula-
tion centers, but initiatives abound, as much at the
national as at the regional level, partially supported by
the centers of the United Nations. The African Inter-
university Network for the Development and Study of
Population (RIADEP) is a network of institutions
linked to European and American universities, and 
the Center of Study and Research on Population 
and Development29 (CERPOD) was established in
Bamako, Mali.

CONCLUSIONS

From this study of the centers of teaching and
research in demography, based on the very rich data
provided by CICRED and on a systematic exploration
of information available on the Internet, a panorama
of half-tones finally emerges.

The reasons for satisfaction are numerous because
of the growth spurt that demography has had since the
1950s that led to the recent multiplication of centers of
research and teaching for the benefit of a discipline
whose field has not ceased to grow in response to
increasingly complex and diversified social demands.

However, there has been insufficient acknowledg-
ment of the kind of training capable of ensuring the
transmission of useful knowledge. In particular, it
appears that demographic expertise does not fully
succeed in incorporating itself in professional sectors
that could benefit from it for practical purposes. It
would be appropriate to undertake a more precise
analysis of problems posed by the recruitment into the
labor market of persons trained in demography. On
the pedagogic level, it would also be good strategy to
further develop the professional aspects of demo-
graphic training in view of adapting the teaching
content to the needs of society.

University centers of teaching and research in
demography and the modalities of their incorporation
in academic structures reflect the eclectic positioning
of the discipline, in the sense of its aptitude for devel-
oping different functions and contributing to a variety
of subjects according to the programs of education
with which it is allied. However, these effects also
reflect the marginal nature of the discipline, which
rarely constitutes the heart of autonomous university
education and often has only a complementary posi-
tion. The promises of the development of the discipline
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28 The International Symposium, which celebrated INED’s 50th
anniversary, devoted an important place to questions about training
and research (Chasteland and Roussel, 1997). Special sessions
devoted to teaching of demography were also organized during the
annual meeting of the PAA (New Orleans, 1996) and the General
Population Conference of the IUSSP (Beijing, 1997). Numerous other
initiatives were taken at the same period in different parts of the
world (Bogue, 1997). In recent years, the IUSSP’s study group has
coordinated its acitivity with that of by Graziella Caselli. It culmi-
nated in a seminar, Demographic Training in the Third Millennium,
organized at Rabat in Morocco, on May 15–18, 2001, and the results
were published in Genus in 2002 (Burch 2002; Caselli, 2002; 
Palloni, 2002).

29 Centre d’étude et de recherche sur la population et le
développment.



in the university framework are great, but so are the
limitations. In this contrasted picture, the future lies in
demographic research that is open to social issues and
capable of explaining social phenomena. Scientific
advances in this direction would permit it to consoli-
date the place of demography among social sciences,
stressing at the same time its eclectic nature and its
centrality for specific professional trainings.
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I. DEMOGRAPHY IN 
SEARCH OF ITSELF

Demography is frequently catalogued as a social
science, even though its links with the life sciences are
just as strong. Moreover, it can be considered relatively
old and surprisingly young. It is old because its date
of birth is known exactly, if we accept the publication
in 1662 of John Graunt’s Natural and political observa-
tions as a date of reference. It is young, insofar as its
introduction as a university discipline occurred much
later, and its first entry into academic circles dates back
barely a century (and much less in many countries),
confirming Alfred Sauvy’s (1946, p. 7) reference to
demography as “une science sauvage” (i.e., a wild
science”), because it was not developed initially within
university circles but rather began within statistical
institutes to fulfill the need for administrative data on
population trends. Demography was initially an ana-
lytic method aimed at understanding the mechanisms
of population changes, and would probably have
remained confined to a panoply of statistical and
mathematical tools (e.g., life tables, projection
methods) if it had not taken the risk of venturing out
of its protective cocoon to deal with the delicate issues
of the causes and consequences of the observed 

population movements and changes in structure or, in 
other words, issues of explaining and understanding
phenomena.

The risk of being entirely colonized by its invasive
neighbors (e.g., psychology, sociology, anthropology,
economics) was even greater because this discipline
was originally relatively poor in content (i.e., limited
to the three traditional phenomena of fertility, mortal-
ity, and migration) and in conceptual frameworks and
theories, such as that of the quite unique demographic
transition.

Fortunately, the need to understand the why and the
how of population trends, as well as the linkages that
they have with other societal changes (e.g., technologic,
social, cultural, economic, political), has resulted in
extending the field of demography and increasingly
making it a discipline that acts as a bridge between
formal demography and the other sciences and that
participates as a relay between the various disciplines
that study major events connected to human life, such
as birth and death, and that can communicate in an
interdisciplinary manner through demography (e.g.,
social science in its relationship with biology and med-
icine). It is in this sense that David Coleman (2000) can
define demography as “the statistical study of the
processes of reproduction, migration and death in the
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human species, their interrelations with the distribu-
tion and dynamics of population, and their biologic,
environmental, and socioeconomic causes and 
consequences” (Coleman, 2000, p. 27).

However, demography definitively remains in the
hands of demographers or those who so identify them-
selves. Beyond intellectual debate about whether it is
a science or a method, whether it is closer to natural
sciences or cultural sciences, and whether it is one or
several, it is useful to ask how demographers see their
own discipline and its development and which popu-
lation issues are of real interest to them in their 
professional lives.

The community of demographers is not only a rel-
atively vague unit, but it is also a group on which very
little information is available, with the exception of
some celebrities whose biographies and scientific
paths are quite well known.

The idea of carrying out a survey within this com-
munity was nearly self-imposed, when two well-
known Institut National d’Études Démographiques
(INED) demographers, Louis Roussel and Jean-Claude
Chasteland, both approaching retirement age, decided
to focus on their discipline by studying its develop-
ment from the period when they were its honorable
representatives (one as a famous family sociologist,
and the other for having directed the United Nations
Population Division) and when demography had a
valued status and considerable recognition, both aca-
demically and politically, up to the beginning of the
21st century, when rumors of loss of specificity and
even a crisis within the discipline were spreading from
one end of the planet to the other, leading to real
concern among some people about its survival.

II. A RATHER PECULIAR SURVEY

The survey, some of the results of which are pre-
sented here, was originally designed as a qualitative
survey with the aim of examining the so-called demo-
graphic crisis (Chasteland et al., 2004).

Very quickly, the small group of key people formed
by Jean-Claude Chasteland and Louis Roussel1

redirected the project toward a quantitative opinion
survey whose originality lies notably in the method of
observation, insofar as it was one of the first attempts
(in this sector) to carry out a survey using the internet.
A web questionnaire was developed and placed on the
network by several servers (the gateways used were
those of INED, the United Nations Population Divi-
sion, NIDI, and Moscow State University).

For the respondents who could not use the HTML
form, two alternative methods were provided, an MS
Word version sent by electronic mail and a question-
naire completed by hand and sent through the post.
The questionnaire was available in four languages (i.e.,
French, English, Spanish, and Russian), which was
quite uncommon (Fig. 143–1). A total of 636 responses
were collected in the period between October 1999 and
July 2000, and a server breakdown probably caused
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1 The group was made up of Alexander Avdeev (Moscow State
University), Máire Ní Bhrolcháin (University of Southampon), Jean-
Claude Chasteland (INED), Thérèse Hibert (Paris), Michel Loriaux
(Université catholique de Louvain), Giuseppe Micheli (Catholic
University of Milan), Anatole Romaniuc (University of Alberta,
Canada), Louis Roussel (INED), and Tatiana Vichnevskaia (INED).
Moreover, the group gained from the contribution of several other
individuals at different phases of the research, notably Hubert
Gérard (Université catholique de Louvain), François Héran (INED),
and Alain Desrosières (INSEE).
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FIGURE 143–1 Languages and delivery method of question-
naires, as well as regional localization and respondents’ membership
in large international associations.



the decrease in the anticipated size of the sample
because some potential respondents were unable to
send their replies through the web.

This technical hitch undoubtedly caused some
errors, but beyond this unfortunate (and unforesee-
able) occurrence, the issue of representativity would
have been raised regardless due to the method of
observation used. The reference population is vague
and not precisely defined, and using the web to dis-
tribute and collect the questionnaires is similar to an
old type of postal survey with a higher risk of repre-
sentativity errors than is usually encountered in
surveys using direct interview of a nominative list of
respondents. Admittedly, it was partly the randomness
of encounters on the web that led researchers all over
the world to read the questionnaire before deciding to
respond to it, but in this coincidence can hardly be
compared with a random selection from a table of
random numbers, as postulated by probabilistic
theory.

Various selection errors could have occurred,
without it really being possible to correct them a pos-
teriori as there was no exhaustive sampling frame
available and the only ones that could have been used
(e.g., membership lists of the large demographic asso-
ciations, such as the International Union for the 
Scientific Study of Population [IUSSP], the European
Association for Population Studies [EAPS], the Popu-
lation Association of America [PAA], and the Union for
African Population Studies [UAPS]) were themselves
only partial and were far from completely covering the
whole of the field in question. These potential distor-
tions led the originators of the study to abandon any
global statistical inference and even, by precaution, to
avoid any mention of a representative sample or even
any kind of sample, preferring to speak of a reference
group. As they wrote “The sample is, to some extent,
representative of itself” (Chasteland et al., 2004), which
does not necessarily limit the scope of the study,
insofar as it is more concerned with revealing the
diversity of situations and the relations between the
variables than with precisely describing the levels of
the phenomena.

Nevertheless, to better inform our readers, for
whom the traditional probabilistic survey based on a
random selection of statistical units from an exhaus-
tive list of the observed population remains the 
preferred method of collecting representative 
information, we have carried out a comparison
between our database and the membership list of the
IUSSP, which is the only worldwide association of
demographers. This comparison relates to three tradi-
tional identification variables that were used to a 
considerable extent in the Démographie 2000 survey

as segmentation criteria for our reference group 
(Fig. 143–2).

Numerically speaking, the Démographie 2000
survey did not suffer from an excessively low number
of respondents (636) compared with the total number
of IUSSP members (1672), because it represents 38% of
the total, while being aware that not all of the respon-
dents were members of the association (only 331, or
about 20% of members).

In terms of geographic origin, although North
America is proportionally correctly represented (a
little more than 20%), Europe is, as we would expect,
over-represented (56% compared with 32% in the
IUSSP membership database), and the other regions of
the world are under-represented, particularly Asia (6%
versus 21%). For Africa, whose limited accessibility to
the Internet could have caused a massive under-rep-
resentation, the deficit is moderate (9% versus 14%).

The distribution by sex in both databases is very
similar; in both cases, about 40% are women, although
the numbers are slightly greater in the survey than in
the IUSSP list, and the male-female differences are
grosso modo correctly respected, regardless of the con-
tinent of birth. However, the average age of the respon-
dents is systematically lower than that of European
Union members, with gaps of sometimes as much as
10 years (notably among European men and American
women).

Despite the observed differences, no attempts were
made to rectify the sample insofar as the reference
populations themselves were not exempt from selec-
tion errors and could present significant distortions
from one source to the other (the various existing pro-
fessional associations of demographers). For example,
we know that, mostly because of the IUSSP’s proce-
dure for becoming a member, the average age of this
association’s members is far higher than that of
demographers. This is one reason that explains why
almost 50% of the respondents were not IUSSP
members (and 30% declared that they were not
members of any international association).

Démographie 2000 is undeniably original because
of the communication method used, although it poses
the same problems (no more, no less) as any more tra-
ditional survey in which the target population is not
precisely delimited and constitutes to some extent a
vague group with imprecise borders.2 There is there-
fore no real reason for calling into question the valid-
ity of the information collected here any more than for
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2 This population was defined as “the group of researchers and
specialists who feel involved one way or another with demography
or population studies or, although not demographers, who are
members of an association of demographers, or who work within a
demographic organization or project” (Chasteland et al., 2004, p. 13).



other surveys that often have very high rates of non-
responses and that as a result also have high risks of
selection errors.

This survey on demography and demographers at
the crossroads of the second and third millennia was
all the more imperative because no similar exercise
had ever been undertaken, with the exception of the
much smaller survey carried out in 1995 by Francesco
Billari and Giuseppe Micheli on the participants of the
European conference organized by EAPS in Milan
(Billari and Micheli, 1995).

As Jean-Claude Chasteland (2004) points out, unlike
their colleagues from other scientific disciplines,
demographers seem to be less interested in periodi-
cally carrying out general and critical assessments of
their discipline. We can mention only a few special
issues of journals such as Demography, Population
Studies, and Population published at anniversaries cel-
ebrating their 30th, 40th, and 50th year of publication,
respectively, as well as the Chaire Quetelet, which is
devoted to themes such as causality and explanation
in demography (Tabutin et al., 1999; Duchêne et al.,
1989), the role of qualitative approaches (Gérard and
Loriaux, 1988), or the role of projections and forecasts

(Wattelar and Duchêne, 1999), in addition to Les Con-
tours de la démographie au Seuil du XXI ème siècle, pub-
lished by INED at the time of its 50th anniversary
celebrations (Chasteland and Roussel, 1997).

That journals devoted to population issues wait 30 or even 50
years before carrying out these assessments is either an indi-
cation of the difficulty of the exercise or of demographers’
more or less conscious resistance to launch into introspective
exercises. This reticence could be explained by the discipline’s
unresolved identity problems within itself and in relation to
other social sciences (Chasteland, 2004, p. 12).

Such were the considerations that led the promot-
ers of Démographie 2000 to fill a gap that seemed wor-
rying to them by asking demographers the world over
to describe their professional practices and gathering
their perceptions of current and future problems for
the discipline, rather than undertaking an analysis of
demographic literature as had previously been done
by the few authors concerned with establishing an
inventory of the discipline of demography.

With two such radically different processes, we did
not wish to attempt to systematically compare their
results, but a table has been produced by one of the
contributors of Démographie 2000, Giuseppe Micheli,
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FIGURE 143–2 Compared distribution of the Démographie 2000 sample and of the Union for the Scien-
tific Study of Population (IUSSP) database of members (enrolled before 2002), according to sex, average age,
and continent of birth. A: Comparison of structures by sex and continent of birth (in percentages). B: Com-
parison of average age according to sex and continent of birth (in years).



who through a 4-year examination of Population Index
at 10-year intervals (1963, 1973, 1983 and 1993)
describes the demographic publications listed by this
bibliographic journal according to several categories of
scientific orientation (Table 143–1). We discover that

the central themes of the discipline (fertility, mortality, nup-
tiality, family, migration) have constantly gained importance
. . . and that as a result they have overtaken more demo-
graphic areas, more conceptual approaches (logical and
methodological), and especially interdisciplinary and cross-
sectional themes that can nevertheless contribute to under-
standing the processes studied, and naturally themes that we
consider, stricto sensu, as being demographic (Micheli, 2004,
p. 206).

III. A DISCIPLINE TORN BETWEEN ITS
HISTORICAL DIVISIONS

Today, most people working on population issues
define themselves as demographers (67%), and they
have also had specific demographic training.

However, double (or triple) training disciplines are
common, with sociology largely in the lead, followed
far behind by mathematics or statistics and economics
(Fig. 143–3). It can therefore be said that self-taught
people, who were previously in the majority, have
been largely replaced by professionals who have ben-
efited from specific training in population science.

Because of this eclecticism of original disciplines,
most respondents do not demand a strict definition 
of demography based on the concept of demographic
analysis (formal demography: only 8% of responses)
and prefer to rally around the broad concept of 
population studies (84%), whether it is carried out 
in collaboration with other disciplines or not 
(Fig. 143–4)?

Only a small proportion of respondents continue to
believe that the discipline’s role should consist of
“explaining demography using demography” (self-
explanation: 5%), with one-fifth believing the opposite
(“explaining demography using other factors”),
whereas the others (75%) are more undecided but also

Chapter 143/Demography Viewed by Demographers 875

TABLE 143–1 Demographic Studies in 1963, 1973, 1983, and 1993 Listed by Population Index According to
Research Theme

Themes Demography 1963 1973 1983 1993

Mortality 9.4 9.0 16.5 11.5
Fertility 7.6 16.8 19.9 23.6
Nuptiality and family 3.8 1.8 8.1 7.6
Migration 7.7 12.0 13.2 15.9
Subtotal 28.5 39.6 57.7 58.6

Population studies

Regional population studies 6.1 6.2 2.8 2.2
Spatial distribution 7.2 6.3 4.1 3.0
Evolution in population growth and size 5.1 5.1 7.1 4.9
Characteristics of populations 8.2 5.2 4.9 8.3
Population statistics 3.2 3.1 4.0 3.9
Sub-total 29.8 25.9 22.9 22.3

Theories and methods

General population studies and theories 6.9 5.6 2.8 2.3
Research and analysis methods, models 4.0 6.3 2.2 1.5
Subtotal 10.9 11.9 5.0 3.8

Interdisciplinary and cross-sectional studies

Interaction between demographic or economic and natural resources 12.7 8.9 4.9 5.8
Demographic and non-economic interactions 5.3 3.1 2.1 4.7
Historical demography and history of demography 5.1 6.1 3.7 1.4
Policies 7.7 4.5 3.7 3.4
Subtotal 30.8 22.6 14.4 15.3

Total 100 100 100 100

From Golini (1985) and Micheli (2004, p.207) for the 1993 update.



doubtless more realistic and opt for a dual reciprocal
determination (“both”), thereby confirming that
demography is no longer confined to a narrow con-
ceptual framework, without a window to the outside
world, but plays its role fully as an interdisciplinary
science, accepting external influences on the phenom-
ena that it observes, convinced that population issues
can significantly affect society’s other phenomena.

The distribution of the respondents is appreciably
similar regarding whether the discipline is of a
descriptive or explanatory nature; only 6% consider it
as being essentially descriptive and 16% as explana-
tory, compared with 77% who consider it as being both
(1% with no opinion).

This clear unanimity is strengthened by the ques-
tion about whether demography belongs to social sci-
ences or to natural sciences; however, this time, almost
no respondent opts for natural sciences alone and only
22% for a combination of both, but most (76%) opt for
an exclusive social sciences orientation.

Figures 143–4 and 143–5 demonstrate these choices.
They are two-dimensional graphs that illustrate the ties

between the elements of the survey introduced into the
analysis by software called Réseau-Lu,3 which is not
unlike the more traditional multivariate analysis pro-
grams but which nevertheless introduces additional
factors for flexibility and facility of interpretation.

For example, graph D in Figure 143–4 establishes
the dominant attachment of demography to social sci-
ences, with a minority opting for a combination of
social sciences and natural sciences (and the near-
elimination of natural sciences alone due to the lack of
numbers). We see that the respondents who chose the
social sciences option have themselves been trained in
social sciences (e.g., sociology, geography, history) (see
Fig. 143–5), which is relatively logical, whereas those
who chose the dual option are physicians, epidemi-
ologists, mathematicians, statisticians, actuaries, biol-
ogists, anthropologists, specialists in environmental
science, or political economists.
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3 Designed and developed by Andreï Mogoutov, AGUIDEL
(www.aguidel.com). For a description of the statistical method, see
Mogoutov and Vichnevskaia (2004).



Curiously, no discipline acts as a bridge between
these two poles, which are clearly disassociated, and
demographers, who are nevertheless in the majority in
terms of training, do not themselves have any relations
with these to the benefit of a simple connection with
the least-mentioned pole (“natural sciences”), which is
a similar situation to that of economists and lawyers
who generally decline to give an opinion (see 
Fig. 143–5).

The situation is significantly different if we put the
training disciplines in correspondence with the con-
ception of demography as a descriptive or explanatory
science (see Fig. 143–5). Several subnetworks disasso-
ciated from each of the three possible options (i.e.,
descriptive, explanatory, or both) surround the nearest
disciplines, but this time, there are quite numerous
transition points that appear and that link the subnet-
works. While actuarial scientists unilaterally opt for
the descriptive aspect of the discipline and biologists
for the explanatory aspect, other disciplines (e.g., 
medicine, geography, genetics) are simultaneously
attached to both poles.

The choice of the dominant option (“both at the
same time”) is that of demographers, sociologists,

environmentalists, town planners, and to a great
extent, mathematicians and statisticians, whereas
members of other disciplines reported a preference for
a combination (“descriptive/both”); this is notably the
case for historians, psychologists, and anthropologists.

If we look at the choice of the explanatory principle
(see Fig. 143–5), we find a situation that is quite com-
parable to the previous one insofar as the division of
opinions is not as clear as that regarding the scientific
membership of disciplines. Although demographers
almost unilaterally opt quite for the dual determina-
tion of phenomena, sociologists are split between this
and explaining demography through demography,
and economists express a dual choice, but this time in
favor of explaining demography through other factors
(in addition to dual determination).

Many specialists from other disciplines remain
clearly monofactorial; this is the case of historians,
geographers, geneticists, and political economists who
prefer the option of explanation by external factors.
Only psychologists and mathematicians or statisti-
cians opt in favor of endogenous explanation (explain-
ing demography through demography), as well as
some choices of no opinion.
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IV. A STROLL THROUGH
DEMOGRAPHERS’

GEOGRAPHIC, LINGUISTIC, AND
INSTITUTIONAL SPACE

Like everyone, demographers (or experts in popu-
lation science) are born somewhere, sometimes
migrate from their countries of origin to other coun-
tries, work within different types of institutions, and
write their reports or their work in certain languages
(which are not always their mother language).

Among the respondents to the Demography on the
Threshold of the Year 2000 survey, 24% write only in
English and 8% in French, whereas taking into account
bilinguals and trilinguals (or beyond), English is used
by 60% of them, which makes it incontestably the dom-
inant language among demographers.

The distribution between types of work organiza-
tion is more balanced. Universities are in first place
(25% of responses) but are closely followed by research
centers (20%) and, trailing significantly behind are
international organizations (14%), national statistical
institutes (13%), national or federal administration
(11%), nongovernmental organizations (NGOs) (9%),
local administrations (8%), and private foundations
(5%).

The graphs of Figure 143–6 illustrate this basic
information. Figure 143–6 shows the type of organiza-
tion matched against a question mentioning the
regions of the world on which the respondents’ work
is based. A first glance at this graph shows consider-
able segregation between the regions, such as Europe,
which undertakes self-investment through the popu-
lation studies carried out in its universities and
research centers, and regions, and such as Africa,
which receives aid in this field only through interna-
tional organizations and NGOs. Moreover, the man-
agement structure of population studies is very
different in Europe and North America, because
research funding in the latter region comes from uni-
versities and from private foundations and NGOs.

Graph B in Figure 143–6 is more complex because it
results from a simultaneous projection of several vari-
ables: the country of birth, the usual country of work,
the temporary country of work, the country of train-
ing, and the languages used for scientific production.
The geographic and linguistic components are high-
lighted in this graph. We can distinguish a French
political-linguistic pole that represents the 
Francophone world, including France and its former
colonies or protectorates, with the slightly eccentric
position of Belgium and Canada.

Another pole structured around Spanish, and to
some extent Portuguese, unites most Latin American

countries, even though Spain has only a marginal posi-
tion. The Scandinavian countries, including Estonia,
and the Austro-Hungarian world are placed closely to
the countries of Eastern Europe, which are structured
around Germany (but not necessarily around the
German language). The same Eastern European coun-
tries are also attracted by the former Soviet space,
partly due to the Russian language.

The central part is made up of European countries,
among which are multilingual countries such as
Belgium and Switzerland that are attracted by several
poles in a structurally similar way. The most devel-
oped pole remains that of the English language dom-
inated by the United States and the United Kingdom,
even though it is at the same time the least specific one.
Surrounding the United Kingdom is a group of 
countries that have traditional historical links with it
(e.g., India, Egypt, Kenya).

Graph 6C provides a complimentary view of the
respondents’ migration space by summarizing migra-
tion for initial training, i.e. any movement from the
country of birth and the country of first university
training. All the countries of birth mentioned are rep-
resented, and the lack of a link of most of them to
another country confirms that a large number of
respondents received their training in their country of
birth. However, France and the United States distin-
guish themselves as two considerably attractive poles,
and at the same time they gather students from coun-
tries or regions with which they have traditional links.

Nationals of some countries such as Egypt,
Lebanon, Argentina, and Germany are shared between
the two dominant poles that, in addition, have little
exchange with each other. Other centers, such as
Belgium, Germany, and the United Kingdom also
appear as centers for training and exchange at a 
European level, whereas Canada, the Netherlands,
Austria, and Hungary form an exchange subnetwork
for initial training. Russia has a relatively isolated posi-
tion and attracts only some countries that were part of
the former Soviet empire; it has not created any sig-
nificant links with other European centers.

V. MULTIPLICITY OF STUDY THEMES

To think that demographers exercise all their talents
in virtually identical fields would be completely wrong.
Démographie 2000 asked respondents to choose
between 23 study themes and to answer this question
for three different dates of reference: “currently,” “10
years ago,” and “20 years ago.” Because of age, not
everyone could provide answers to all three dates, and
the number of respondents inevitably decreases over
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time: 621 valid answers for the current period, 468 for
“10 years ago,” and only 320 for “20 years ago.”

Nevertheless, the order of study themes has not
been upset with the progress of time, and within the
hit parade of themes, the same ones have remained
more or less in the top ten for the three dates. As can
be expected, studies on fertility and fecundity have
remained the uncontested leaders over the last 2
decades (Fig. 143–7). However, the study of mortality,
morbidity, or epidemiology have progressed over
time, going from fifth position (20 years ago), to third
(10 years ago), and finally reaching second place (cur-
rently). This is not the case for the third fetish phe-
nomenon of demography, migration, which is
currently only in 10th place with regard to internal
migration and the spatial distribution of populations
and is in 12th place with regard to international migra-
tion, which may be surprising. However, studies on
nuptiality and family structures have progressed well
and moved up from ninth position 20 years ago to fifth
place currently, whereas for the study of population in
developing countries, the reverse has happened
because it seemed to be of greater interest 20 years ago
(fourth place) than it is now (ninth place).

At the bottom of the scale we find, without any sig-
nificant variations from one period to another, eco-
nomic demography (currently in 18th place), the study
of populations in relation with natural resources
(19th), anthropologic studies and case studies (20th),
cultural demography (21st), the history of demogra-
phy (22nd), and epistemology (23rd).

The examination of the co-occurrences of study
themes from graph A in Figure 143–8 confirms that the
traditional fields of demography are strongly con-
nected among themselves and form a clearly defined
pole: fertility, mortality, nuptiality, population of
developing countries, and population policies. At 
the opposite end, a more technical-methodologic 
pole emerges, with methods and modeling, prospects
and projections, and migration and economic 
demography. Between the two, a third horizontal pole
groups the less popular poles, but it is nevertheless
connected to the other two, such as historical 
and cultural demography, anthropologic studies, or
epistemology.

Two other graphs (see Fig. 143–8) make it possible
to verify whether there is a clear differentiation in the
choice of study themes according to the two major
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variables of social identification: sex and age. The
structure by sex (see Fig. 143–8) is particularly inter-
esting, insofar as it places men and women in complete
dualization. Women are more concerned by fields con-
nected to fertility, nuptiality, life cycles, household
studies, the production of statistical data, the study of
minorities and groups, and cultural demography. Men
clearly state their preference for more technical themes
such as demographic trends, methods and models,
economic demography, natural resources, and the
spatial distribution of population.

From the point of view of age distribution (see Fig.
143–8), the separations are not as clear as with the
male-female divide, but the associations of preference
are nevertheless unambiguous and reveal substruc-
tures that are easy to identify. For example, the oldest
demographers (who are also the smallest group) state
preferences for historical demography and the history
of demography, the study of minorities and groups,
but also population studies in general and population
policies, even though they share these choices to a
great extent with their nearest age group of 50 to 54
years.

At the bottom of the age scale, we observe that the
youngest group (aged 34 or younger) and the demog-
raphers of average age (35 to 49 years) partly share the
same choices; they are in favor of regional or local pop-
ulation studies, household surveys, the production of
statistical data, and internal migration. The study of
nuptiality and family structure, as well as international
migration, are the prerogative of the more mature
demographers (50 to 64 years) who nevertheless share
these study themes with the youngest ones (aged 34 or
younger). Each age group, apart from the first, has at
least one study theme that it does not share with any
other age group: population in developing countries
for those between the ages of 35 and 49 years, the study
of life cycles and transition to adulthood for those
between 50 and 64 years, and historical demography
for those 65 years old or older.

VI. DEMOGRAPHY’S MAJOR
FACTORS OF CHANGE

Demography, like any other science, is subject to
internal and external influences that contribute to its
development and shape its current physiognomy. The
choice of eight large factors of change was proposed 
to the respondents. The classification differs slightly
according to whether first choices or multiple choices
(four cumulated responses) are referred to, but it is
clear that the introduction of individual or longitudi-
nal data has been an important internal factor of

development, as the development of information tech-
nology has been an equally decisive external factor
(Fig. 143–9).

Other factors have played a more discreet role, such
as the introduction of new demographic concepts, the
increased availability and comparability of macro-
demographic data, or the development of human and
financial resources. Nevertheless, beyond a simple
classification, these data indicate that the interaction of
certain external developments such as computeriza-
tion and the advent of micro-computing, with internal
factors, such as some developments in demographic
analysis and the availability of individual data, has
resulted in a general dynamism of the discipline that
otherwise could have sunk into a kind of inertia and
regressive stability. In any case, it would be difficult to
disassociate the two types of influence, external and
internal, because of their considerable reciprocal over-
laps, even though by grouping the different types of
causes within the questionnaire we observe the slight
advantage of external causes over internal causes.

Whatever the case, if demography is changing, it is
undoubtedly because of the changes in influences 
at the level of its scientific approaches and work
methods. The discipline is also changing simply
because the world is changing and it is therefore con-
stantly faced with new situations that did not exist pre-
viously or did not have the same significance or
intensity.
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A group of 26 large phenomena or societal changes
that have affected the world over the past few decades
were proposed to the respondents and they were
asked to specify which one of them had had an impact
on their personal practice of demography (five levels
of impact were proposed: none, low, medium, high,
very high), as well as generally on demography as a
discipline.

Among these factors, which are inevitably all exter-
nal, even if some of them have more demographic 
connotations than others (e.g., “the spread of contra-
ceptive methods,” versus “the decline of the state”),
the three emerging phenomena are without contest
“Rapid population growth in developing countries,”
“population aging,” and “persistent low fertility in
developed countries.”

“The development of international migration” is in
fifth position, preceded slightly by “the increased role
of women.” However, the change in women’s roles, in
fourth place, comes to the top of the list when it is in the
context of demography in general and the impact on
the respondents’ practices. All the more economic or
political factors are grouped together near the bottom
of the list, even though “environmental threats” and
“economic and financial globalization” are in the
middle of the list, residing in 11th and 12th place.

An analytic graph of the co-occurrences of the
various phenomena mentioned and described in Fig.
143–10, completes the vision that demographers could
have of the impact of societal developments on their
work (Fig. 143–11). Despite the relative complexity of
the relations map, several poles are quite clearly
detached. This is the case on the left of the subnetwork,
which integrates nearly all the political-economic 
phenomena (e.g., unemployment, Third World debt,

the welfare state crisis, globalization, new forms of
poverty); only “the collapse of the Soviet bloc” and
“European unity” appear decentralized on the right of
the nodal point of unemployment.

In the bottom right corner is a second subnetwork
organized around developed countries and their
issues: low fertility, aging, and the increase in life
expectancy. In the middle and toward the top, a 
third subnetwork expresses the demographic-
epidemiologic problems that face developing 
countries, notably African countries, with the corre-
spondence of themes such as rapid population growth,
fertility decline, the spread of modern contraceptive
methods, the AIDS epidemic, and the development of
health systems.

On the right, a group of phenomena related to the
female condition with changes in the roles of women,
the increase of co-habitation outside marriage, and
adolescent pregnancies bears witness to a significant
problem in both the North and the South and to the
existence of a bridge between the problems perceived
as being dominant in developing countries and those
that have a greater effect on countries that are in the
second demographic transition.

VII. BETWEEN PARADIGMS AND
METHODS: PUTTING

DEMOGRAPHERS’ TOOLS TO 
THE TEST

Demography is generally considered to be a quan-
titative discipline, dominated by statistical models and
methods, so much so that some demographers would
sometimes wish for it to be assimilated into a general
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group of methods. However, it would undoubtedly be
a dishonor to demography to reduce it to a science
without a heart or a soul, providing a perspective of
humans and the world through a heap of numbers and
curves.

It is true that its isolation from other disciplines and
the fact that it is locked away into its narrow field of
analysis create a feeling of insularity that has 
occasionally protected demography from external
influences harmful to its development, but that has
also delayed the rise of awareness of the necessary
interdependence of all social phenomena, of which
population issues are only one integral part. Is this still
true today?

Apparently not, at least if we judge from the wide
diversity of paradigms, methods, and techniques of
which modern demographers claim ownership and
which are to a great extent borrowed from other disci-
plines or from the statistical-methodologic sources
common to all sciences (see Fig. 143–11). This is the
case with regard to regression methods, logistic
models, life course analysis, or multilevel analysis,
which were created and developed within other disci-
plines; however, this is much less true or not at all true

with regard to life tables, stable populations, or indi-
rect estimation methods that are of fundamentally
demographic origin.

But what do the respondents think of them? With
regard to paradigms, it is not surprising that the first
one mentioned is the “demographic transition” theory
(78% for the discipline in general and 53% for the
respondents’ personal research). However, we may
find it strange that “changes in the roles of the sexes”
is in second place (52% and 44%), and practically ex
æquo with “family life cycle” (50% and 44%), and
ahead of “health transition” (46% and 29%), or even
“evolution in mortality at very old ages” (31% and
17%) placed last but one ahead of “sustainable
growth” (29% and 14%).

It was not possible to decide between four or five of
the proposed paradigms: spatial analysis, micro-macro
relations, inter-generational transfers, health transi-
tion, or even “social networks,” and the two categories
“for demography in general” and “for personal work”
are practically the same.

Perhaps the beginning of an explanation is found in
the fact that some of the proposed items are concepts
rather than analytic frameworks and that they do not
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FIGURE 143–11 The impact of recent societal changes on demography as a discipline (classification in
percentages by descending order of themes mentioned).



necessarily reach their outcomes in the formulation of
a processed theory, as is the case for the demographic
transition.

It must be emphasized that not all the respondents
accord the same importance to the different paradigms
proposed, according to their personal characteristics,
especially sex; men refer more frequently to what
could be called a heavy artillery made up of the demo-
graphic and health transitions, the evolution of mor-
tality, sustainable growth, and population-resource
relationships, and women are more attracted by
“softer paradigms,” such as family micro-economics,
family life cycle, changes in the roles of the sexes, the
analysis of social networks, or inter-generational trans-
fers (trends not illustrated here).

If we leave paradigms and concentrate more on
methods and techniques, we observe that the domi-
nant values remain at the level of demography in
general, “life tables” (74%), and “data collection
methods” (60%). Other relatively traditional methods
and techniques fall to the bottom of the list, such as
“standardization through standard population” (39%),
“modeling variables related to fertility” (39%), “logis-
tic models” (26%), and “markovian models” (16%).
Around the middle of the list are “stable populations”
in seventh place at 43%. It is interesting to observe the
breakthrough of the methods and techniques that have
only recently been introduced into demography, such
as “APC4 models” (53%), “life course analyses” (40%),
“survival analyses” (36%), and “multilevel analyses”
(35%) (Fig. 143–12).

It is also true that the classifications can differ 
significantly according to point of view: that of
researchers for their personal work, or that of the dis-
cipline in general (Fig. 143–13). This is why “life
tables” receive 74% of the general vote but only 47%
of the personal vote.

The two graphs of Figure 143–14 provide an addi-
tional view of the relations between paradigms and
various techniques and methods. The first graph (see
Fig. 143–14) is structured in a diamond shape and
reveals the close links between these two great dimen-
sions. On the left of the map are the two classics of
demographic analysis: “the demographic and health
transitions” and “the evolution of mortality at very 
old ages”; on the side of the paradigms are life tables,
stable populations, methods of standardization
through standard population, and modeling of 
variables related to fertility. On the right are the
methods and techniques, concentrated quite com-
pactly around the paradigms “changes in the roles of
the sexes,” “micro-macro relations,” “the analysis of
social networks” and “spatial analysis,” “multilevel
and life cycle analyses,” as well as “data collection
methods.”

At the top, another paradigmatic trio, “family life
cycle,” “intergenerational transfers,” and “family
micro-economics” attract the APC models, duration
models, and survival analyses while keeping strong
links with “life course analyses” that becomes a bridge
between this subnetwork and that centers on “changes
in the roles of the sexes.”

The second graph (see Fig. 143–14) illustrates the
relations between the researchers’ choice of methods
and techniques for their own work according to sex
and age combined (binary variables: below the age of
50/age 50 and over). Among men, regardless of age,
there is a strong attraction for life tables, APC models,
stable populations, indirect estimates, and simulation
methods. The markovian models are the prerogative
of those aged 50 and over. On the female side, while
age is relatively undiscriminating, women differ from
their male counterparts by a sustained interest in data
collection methods, life course analyses, and multi-
level analyses, as well as in duration models and 
standardization by regression methods.
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FIGURE 143–12 Classification of the main paradigms used by demographers in their personal work.

4 For “age, period, cohort” (see Chapter 18).
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However, the two groups distinguished by sex are
not entirely isolated in their methodological prefer-
ences insofar as three nodal points ensure the connec-
tion between the men and the women, namely
standardization by population models, modeling vari-
ables related to fertility, econometrics, and logistic
models, although these methods and techniques
appear nearer the bottom of the list by order of 
importance.

VIII. A DISCIPLINE IN CRISIS OR A
DEVELOPING SCIENCE: DOES

DEMOGRAPHY STILL HAVE 
A FUTURE?

We could not end this review of the professional
characteristics and practices of demographers without
also mentioning their perceptions about the future 
of their discipline, the question that initially motivated
the Démographie 2000 survey: What are the fears 
and hopes of demographers concerning their disci-
pline? Do they believe that there is a crisis specific 
to demography that could eventually call into question
its existence as an autonomous discipline and reduce

it to a mere store for methods for the use of other 
disciplines?

Let us immediately reassure ourselves: This hypoth-
esis does not correspond at all to the dominant opinion
of the demographers questioned. In the questionnaire,
five levels of appreciation were proposed to the
respondents: “is demography currently experiencing
(in the fields in which you work personally) usual
problems, serious problems, or a real crisis at the con-
ceptual, technical, explanatory, ethical, political, or
financial level?.” The “crisis” response did not exceed
8% for any of these levels and was sometimes as low
as 4% (at the conceptual and technical levels).
However, 20% to 25% of the respondents believe that
their discipline, although it is not experiencing a crisis,
is having serious problems, with “usual problems”
fluctuating between 50% and 70% (Fig. 143–15).

The question remains whether these usual or
serious difficulties are specific to demography or
whether they are generally shared with the other social
sciences (Fig. 143–16). Although two-thirds of the
respondents (68%) believe that the problems are
common to all the social sciences, one-fifth (26%) con-
sider that they are specific to demography, and the
others (6%) prefer not to give an opinion (Fig. 143–16).
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Another danger facing demography is the possibil-
ity of exploding into a large number of relatively
autonomous specializations (e.g., economic demogra-
phy, family demography, demography of migration,
mortality studies) to the point of losing its unity and
finding itself split among other disciplines (e.g., statis-
tics, economics, sociology, biology).

Do the respondents share this pessimistic vision?
Only partly, insofar as they mainly think that in the
future there will be an increase in autonomous spe-
cializations (52% agree compared with 30% who dis-
agree; 18% did not respond), and they consider that the
threat of demography looking inward is a serious risk
that should be taken into consideration (50% versus
38% who consider that the risk is low or nil). The most
pessimistic (26%) even fear that the discipline will col-
lapse and that the fragments would be recovered by
other powerful neighboring disciplines such as sociol-
ogy, economics, and statistics.

The authors of the questionnaire thought that it
would be interesting to find out what motivates the
commitment of demographers. Fourteen reasons (and
two free responses) were proposed to the respondents.
The first choice is not surprising because it corre-
sponds to a very common stereotype: “contribute to
scientific progress through research and/or educa-
tion” (19% of cumulated preferences). Three motiva-
tions then follow in nearly ex æquo order, with 9% to
10% of responses: “satisfy intellectual curiosity,”
(common) but more committed “to promote social
integration and equality of conditions” and “to fight
against North/South disparities.” Immediately fol-
lowing are the objectives of “reducing inequalities in
health and gender” (7% and 8% of responses).

“To control migratory flows,” “to warn governments
and opinions about excessive population growth or, on
the contrary, about the threatened reproduction of gen-
erations,” or “to safeguard the demographic bases of

national identity” no longer appear to be very impor-
tant objectives for most demographers.

Examining the graphs of Figure 143–17 reveals the
existence of two clearly defined ideologic poles. The
one on the left (see Fig. 143–17) groups the modalities
corresponding to the most common motivations at the
center of the pole, such as “to contribute to the
progress of science” and “to satisfy intellectual curios-
ity” jointly with less common motivations that reflect
concern for the preservation of national identity, the
wish to regulate migratory flows, or the denunciation
of threatened reproduction (in the North) and exces-
sive population growth (in the South).

On the opposite side, a second pole reveals 
more innovative or more social values such as the
reduction of social inequalities and those related to
gender, the fight against racism and xenophobia, 
the search for equity between the generations, and 
the fight for integration and reducing North-South 
disparities.

The second chart (see Fig. 143–17), which compares
the respondents’ motivations with the type of organi-
zations for which they work, highlights the different
purposes of demographic research according to the
place in which it is carried out. The universities, on the
left of the graph, are mainly concerned with reducing
inequalities between men and women and in health,
as well as reducing racism and xenophobia and fight-
ing against the pernicious use of demography. On the
opposite side, the research centers want to contribute
to scientific progress and satisfy intellectual curiosity,
while warning of the risks of excessive population
growth and the non-reproduction of generations. The
local administrations and the national offices of statis-
tics, which are structurally close on the graph, share
the latter concern while wishing to ensure equity
between the generations and regulating migratory
flows. The international organizations and NGOs are
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more concerned with excessive population growth and
reducing North-South disparities, as well as wanting
to promote social integration.

In any case, demographers have many challenges
ahead of them that they will be able to rise to, alone or
in collaboration with representatives from other disci-
plines, if they are not too timid, or as Alfred Sauvy said
about aging, overcautious.

In the South, the previous priority themes of popu-
lation growth and excess fertility are being supplanted
by concerns regarding health. In the North, family and
household life “remain at the center of social demog-
raphy concerns, but the emphasis is moving away
from traditional marital behavior toward new behav-
ior” (Romaniuc, 2004). The massive intrusion of bio-
genetics into reproductive and health fields will no
doubt contribute to the natural science aspect of
demography, without weakening its attachment to 
the social sciences, as these problems of poverty 
and inequality between populations and within 

populations are increasingly intolerable, just as the
increasingly pressing ecological constraint is imposing
more activity in favor of sustainable development.

From the point of view of Western countries, all the
attention of political leaders will for a long time remain
focused on issues of immigration and low fertility
insofar as they “call into question social cohesion,
national identity, and the power struggle in the world”
(Romaniuc, 2004).

All things considered, the vision sometimes evoked
of demography as a discipline that is running out of
steam and having difficulty finding its second wind
could lessen, and even disappear, at the dawn of the
21st century, if demographers realize that beyond pure
knowledge and scientific neutrality (which remain
fundamental concerns), they also need to give more
preference to knowledge applied to the service of
humanity, without hesitating to intervene in public
debates surrounding major regional, national, and
world issues.
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By abstaining for too long from making any nor-
mative judgments and taking any ideologic stands,
demography has perhaps lost view of the fact that the
essence of society is fundamentally political, and it will
regain a full place within the social sciences (as demol-
ogy?) only if it endorses the lucid sentence of Pareto
when he stated in 1916 “that there is no scientific solu-
tion to the problem of human actions, nor for that of
social organization.”
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