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Preface

The international CUPUM (Computers in Urban Planning and Urban Manage-
ment) conference has been one of the premier international conferences for the
exchange of ideas and applications of computer technologies to address a range of
social and environmental problems relating to urban areas. The first conference
took place in 1989 in Hong Kong. Since then this bi-annual conference has been
hosted in every continent of the world (with the sole exception of Africa) (see
below). In 2013, delegates gathered for the 13th time in the city of Utrecht in the
centre of The Netherlands.

The CUPUM Board has promoted the publication of a book with the collection
of the scientific papers that were submitted to the conference. Those papers went
through a competitive review process that resulted in the selection of what the
reviewers deemed to be the best CUPUM papers. All these papers fit the main
overarching theme of this specific CUPUM conference: Planning Support Systems
for Sustainable Urban Development. Therein, we acknowledge that sustainable
urban development is an issue that deserves wide and continuous attention.
Moreover, it reflects the growing worldwide recognition of the importance of
Planning Support Systems (PSS) with their background in GIScience as instru-
ments for planning and policy support in general and for achieving sustainable
urban development in particular.

Organizing the programme of an international conference and editing a volume
of scientific papers requires time, effort, and support. First of all, as book editors,
we would like to thank the authors for their high-quality contributions.

Second, we would like to thank the reviewers for their difficult task to assess
and select the best papers for inclusion in this book. The double-blind review
process was not an easy task, for sure, and it is always difficult when a number of
potential authors are going to be disappointed. The group of reviewers who
assisted us in this difficult selection process and provided the selected authors with
valuable comments on their drafts were the members of the Board of Directors of
CUPUM and the Advisors to this Board (see below). By fulfilling the review
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process double-blind and demanding at least three reviews per submission we
believe that the review process has been conducted in a fair and equal way.

Third, we would like to thank our scientific sponsors (the Faculty of Geosci-
ences and the Urban and Regional Research Centre URU of the Utrecht Univer-
sity) for their contribution in time and resources to this publication. In addition, we
would like to thank Springer Publishers for their willingness to publish these
contributions in their academic series Springer Lecture Notes in Geoinformation
and Cartography. This is the first time that a selection of best papers from the
CUPUM conference has been published by Springer. Last but definitely not least,
we would like to thank Ingeborg Koppenol, our office manager, who checked and
double checked all chapters and in doing so, ensured that a book would actually be
forthcoming.

Past CUPUM Conferences

# Years Place Country

I 1989 Hong Kong HKG
II 1991 Oxford GBR
III 1993 Atlanta USA
IV 1995 Melbourne AUS
V 1997 Mumbai IND
VI 1999 Venice ITA
VII 2001 Honolulu USA
VIII 2003 Sendai JPN
IX 2005 London GBR
X 2007 Iguazu Falls BRA
XI 2009 Hong Kong CHN
XII 2011 Lake Louise (Calgary/Banff) CAN
XIII 2013 Utrecht NED
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Introduction to ‘Planning Support
Systems for Sustainable Urban
Development’

Stan Geertman, John Stillwell and Fred Toppen

1 Introduction to Planning Support Systems

Planning Support Systems (PSS) are geo-information-technology-based instru-
ments that are dedicated to supporting those involved in planning in the perfor-
mance of their specific tasks (Batty 1995; Klosterman 1997). The term PSS
appeared on the planning scene in the mid-1980s thanks to its progenitor, Britton
Harris, although the concept of building instruments dedicated to the support of
planning activities dates back much further. In a sense, it can be argued that PSS
are related to Geographic Information Systems (GIS)—insofar as most PSS are
very likely to be based on a GIS as the means of storing, managing and displaying
spatial data—but while GIS are general-purpose tools that are applicable for many
different spatial problems, each PSS is distinctive in its focus on supporting a
specific planning task and may therefore contain a particular set of component
parts. Although PSS are also related to so-called Spatial Decision Support Systems
(SDSS), the two types of system differ in that PSS generally pay particular
attention to long-range problems and strategic issues whereas SDSS have evolved
from DSS used in business management and are generally designed to support
shorter-term policymaking by isolated individuals or by business organizations
(Clarke 1990). An alternative way of distinguishing SDSS and PSS is to recognise
that SDSS aim to support operational decision making whereas the primary focus
of PSS is on strategic planning activities. Given this function, a typical PSS will
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The Netherlands
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integrate planning-related theory, data, information, knowledge, methods and
instruments within a single framework, with access provided through a shared
graphical user interface (Geertman and Stillwell 2003, 2009).

Until relatively recently, attitudes toward PSS development tended to be rather
negative. Klosterman (1998, p. 35) complained that ‘‘instruments for planning
support are no better developed now than they were ten years ago’’, and he was
equally pessimistic about the adoption of new instruments and computer appli-
cations in planning practice in the near future. Harris (1999, p. 7) noticed that
‘‘planners and designers have remained at best distrustful, or at worst downright
antagonistic, toward computer-based models of support’’. With the turn of the
century, however, the attitude toward instruments for planning support seems to be
changed. At present, much more positive attention is being focused on planning
support and its technological instruments than has been the case in the past several
decades—a trend evident from the sheer volume of studies being undertaken, the
dedicated conferences now taking place, and the diversity of papers and books that
take PSS as their primary focus (e.g., Brail and Klosterman 2001; Geertman and
Stillwell 2003, 2009; Brail 2008). Many leading academic authors consider PSS to
be valuable support tools that will better enable planners to handle the complexity
of planning processes, leading in turn to plans of higher quality and savings in
terms of both time and resources (e.g., Stillwell et al. 1999).

2 PSS for Sustainable Urban Development

Since 2006, more than 50 % of the world population is living in urbanized areas
(Castells 1996, 2001; Rollnick 2006), while around 1900 this was about 10 %
(Priemus 2003). The increasing concentration of living and associated activities
like working and recreation has consequences that vary in space and time. Besides
the positive requirements such as the preservation of open spaces and the provision
of preconditions for affordable public transport, there are also a range of negative
implications that are outcomes of the urbanisation process. In rural areas, these
problems can entail depopulation, fragmentation and difficulties in retaining
economic vitality and liveability; in intermediate or transitional areas, the typical
problems include an increase in traffic congestion, overconsumption of land, urban
sprawl, et cetera; and for urban area, the problems may involve, inter alia, either
over- and depopulation as well as socio-economic deprivation and environmental
deterioration.

The notion of ‘sustainability’ can be envisaged as a present-day perspective to
overcome these negative implications of continuing urbanization trends, and
endeavour to undertake developments that will protect the environment, produce
high quality spaces, generate economic prosperity and encourage social equity/
cohesion (e.g. Goedman and Zonneveld 2007). Remarkably, it is only quite
recently that this notion has begun to be actually applied in the field of spatial
planning of urban development, in particular through the use of ideas such as smart
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growth, network cities, ecological footprints, new urbanism, eco-cities, et cetera
(e.g. Knaap 2002; Pivo 2002). Given its short history and, consequently, the rather
basic state of knowledge about sustainability methods, it is a tremendous challenge
to operationalize the notion of ‘sustainable urban development’ (Healey 2006,
2007; Tanguay et al. 2010; UN Habitat 2009).

Given the place, time and scale dependency of the implications indicated above,
to attain a process of sustainable urban development requires informed policy
measures that will vary in time and place and context too. This implies the need for
appropriate knowledge production and consumption. Therein, the concept of
‘governance’ will play an ever increasing role in development planning. Herewith,
it is acknowledged that besides government organisations, there are a host of
associated institutions or stakeholders such as the private sector or the wider public,
who will need to have a say in policy making and will try to influence the decisions
that are to be taken. Different parties will always have different and often conflicting
views. The level of sustainability will function as a yardstick for future urbanisation
developments, although our present knowledge concerning the notion of ‘sustain-
able urban development’ and its implications for governance are still very limited.

It is certain that information and knowledge will play a prominent role in
governance to promote sustainable urban development. The problems challenging
sustainable urban development are both multidimensional and ‘wicked’; there are
very complex issues in which spatial, social, economic, and environmental
dimensions interact and/or compete with each other. To be able to cope with this
complexity, it is necessary to have available a range of support tools of which the
present generation of PSS is a fine example. PSS are envisioned to support
stakeholders to improve their knowledge base and to integrate and balance the
various demands on space (Geertman and Stillwell 2003). At present, there is a
lack of evidence that PSS are indispensable in contributing to the proper guidance
of urban sustainable development processes although there are some promising
signs and results from important case studies (Geertman and Stillwell 2009).
Moreover, at the moment, there is a lack of sufficient insights into appropriate
methodologies/approaches to achieve planning support for practitioners with the
help of generated knowledge and PSS (Geertman 2006). It is an important goal of
this book to show different ways in which PSS can support the process of sus-
tainable urban development.

3 Structure of the Book

This book has been divided into five parts, the contents of which are summarised
in the remainder of the chapter. There is always some danger in imposing structure
on a wide range of contributions, but we have chosen a five part categorisation
based on the purpose or use of each PSS. Part 1 is a collection of contributions that
illustrate PSS that are used for spatial analysis and urban modelling. Part 2 con-
tains a series of chapters about PSS that find their application specifically in

Introduction to ‘Planning Support Systems for Sustainable Urban Development’ 3



environmental planning and modelling. In Part 3, traffic and network modelling is
at the core of the contributions. Part 4 contains a range of PSS that are charac-
terised by their distributed nature and which we identify as web-based support
systems. Finally, Part 5 focuses on chapters which are dedicated to the function of
planning and policy support. Therein, it is not so much the function of a specific
system itself as much as the role that the kind of system (can) play in the support of
planning and policy processes.

3.1 Part 1: Spatial Analysis and Urban Modelling

This second chapter ‘‘What-Ifs, If-Whats and Maybes: Sketch of Ubiquitous
Collaborative Decision Support Technology’’, is an expanded and elaborated
version of the keynote address, delivered by Harry Timmermans at the 13th
CUPUM Conference in Utrecht, the Netherlands, July 2–5, 2013. In this chapter,
written by Soora Rasouli and Harry Timmermans, the authors put forward the
question whether dominant SDSS and PSS for sustainable urban development
which are based on specific areal units are suitable for adequately predicting
consumer response. Instead, they argue that the space–time behaviour of urban
citizens should be represented by disaggregated models to enable greater sensi-
tivity to behavioural heterogeneity and to higher levels of spatial and temporal
resolution. This requires more detailed datasets but also more recognition of the
need to address the issue of uncertainty in data and modelling systems in a more
systematic and fundamental way.

In line with the previous chapter, Toshihiro Osaragi and Teruo Nishimatsu
propose in ‘‘A Model of Land Use Change in City Areas Based on the Conversion
of Unit Lots’’ a disaggregate land-use model, which is not based on the cell as a
modelling unit but on the building lot. A modified version of the conventional
Markov chain-style land-use model is used to create an approach based on the
probability of conversion of unit lots. In order to do this, lot conversions were
investigated to detect the variables that best describe the structure of the lot
conversion. Based on the outcomes of this analysis, sub-models were created and
validated that describe essential processes in land-use change like changes in land
category, lot division, demolition of buildings and the reconstruction of buildings.
These sub-models were then combined to create the final land-use model, after
which its accuracy and temporal stability was validated. Moreover, the range of
region sizes over which the model provided acceptable estimates was investigated.
In general, the model calculations provided good results.

In their contribution ‘‘Simulating the Dynamics Between the Development of
Creative Industries and Urban Spatial Structure: An Agent-Based Model’’, Helin
Liu and Elisabete Silva present a simulation framework and an agent-based model
for simulating the dynamics between the development of creative industries and
urban spatial structure. In general, creative industries are envisaged as contributing
to urban innovation and urban sustainability. However, in practice, the
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effectiveness of planning creative industries is unsatisfactory and frequently turns
out to be economically and socially unsustainable, generating negative competi-
tion, requiring extensive government investment on regeneration, and resulting in
vacancy rates or short-term usage and abandonment, once the government subsidy
stops. The solution proposed in this contribution is to view the relationship among
the agents involved as a dynamic complex process. In a spatially explicit model,
simplified urban space is used to represent real urban land space. The agents
involved include the creative firms, the creative workers and the local government.
The resulting urban spatial structure is examined from two aspects: the spatial
density distribution and the spatial clustering pattern of both the creative firms and
creative workers. With the help of the framework, it is expected that more effective
and sustainable urban development can be achieved. The framework is tested
using the city of Nanjing, located in the Yangtze River Delta in China, as a case
study. This work shows that the framework provides an interface allowing sce-
narios to be easily generated, although the model application also shows short-
comings such as the difficulty of fully incorporating agents’ potentially irrational
behaviour or subjective choices into the model.

In ‘‘LACONISS: A Planning Support System for Land Consolidation’’ by
Demetris Demetriou, John Stillwell and Linda See, a prototype planning support
system is presented called LACONISS, that integrates GIS, artificial intelligence
techniques and multi-criteria decision methods to assist the planning process of
land consolidation in a rural context. This process is supported in four distinctive
modules: the measurement of land fragmentation; the design of alternative land
distribution plans; the assessment of these alternative plans based on a set of
criteria; and the production of a land partitioning plan, which is the final land
reallocation plan. The spatial PSS has been implemented and applied in a case
study area in Cyprus from which it shows that the system can contribute to both
rural (and urban) sustainable development since it supports and automates the land
reallocation process. This reallocation process can be considered as the principal
component of any land consolidation project. One future challenge is how the PSS
might be converted into a generic, commercialised or open source software system
where the user could customise the application based on land consolidation leg-
islation and practices of a particular country.

Kazuaki Miyamoto, Nao Sugiki, Noriko Otani and Varameth Vichiensan focus in
‘‘Qualitative and Quantitative Comparisons of Agent-Based and Cell-Based
Synthesis Estimation Methods of Base-Year Data for Land-Use Micro
Simulations’’ on the comparison of two approaches to estimate base-year micro-
data for land-use microsimulations: cell-based population synthesis versus agent-
based methods. The two methods are compared using both qualitative and quanti-
tative methods and it is concluded that neither one is superior in each aspect. Cell-
based methods are preferred when the microsimulation deals with data that are
sufficiently simple, while agent-based methods are preferred when accurate and/or
numerous micro-data attributes are demanded. In short, the findings suggest a way
for selecting a better method based on the conditions of the microsimulation model
and the purpose of its application.
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In their contribution ‘‘Application of Land Use Model Combined with GIS and
RS Technology in Supporting Urban Spatial Planning’’, Rui Zhou, Hailong Su,
Xinjun Wang, Yuanman Hu and Fenge Zhang illustrate the application of the
combined application of a land-use model, a GIS and a remote sensing instrument
to simulate the future land use and landscape pattern change in Xinzhuang town in
Jiangsu Province in China. The application shows that this combined land-use
modelling approach can successfully simulate the spatial–temporal changes of
future land-use under different scenarios. These outcomes can serve as an early
warning system for understanding the future effects of land-use changes. Fur-
thermore, the results can also be considered as a strategic guide for urban land-use
planning in that the PSS can help local authorities to better understand the complex
land-use system and undertake improved urban development and land-use man-
agement. Above all, it shows how a land-use change model can be a helpful and
scientific tool for supporting urban land-use planning and policy making.

Scott Lieske, Roger Coupal, Jeffrey Hamerlinck, Donald McLeod and Anna
Scofield present a geographical information science-based PSS in ‘‘Planning
Support Systems for Fiscally Sustainable Planning’’ with which residential growth
can be projected and the fiscal consequences of development can be assessed. To
accomplish this, future urban growth is modelled, spatially and temporally di-
saggregated to indicate future residential growth at different planning horizons.
Spatial indices are then calculated for different planning horizons and incorporated
into an econometric model which calculates the effect of change in urban form on
public service expenditures. Fiscal modelling and growth modelling are linked via
land-use and density specifications. Applications of the system demonstrate that,
with the help of the proposed PSS, savings on public service expenditures can be
realised. As such, the results, both mapped and numeric, prove to be very useful
for local government planning and decision making.

3.2 Part 2: Environmental Planning and Modelling

This part of the book begins with a chapter on ‘‘Generalisation of Planning Data as
a Contribution to Strategic Environmental Assessments (SEA): The Example of a
City-Wide Biotope-Type Assessment for Berlin’’, by Michael Föerster, Antje
Köeppen, Jöhanna Ferretti, Johann Koeppel and Birgit Kleinschmit in which they
focus on so-called GIS-based Strategic Environmental Assessments (SEA) that
generally require the processing of a variety of environmental and planning data.
More often than not, it is necessary to combine thematic datasets of different
spatial resolutions and in order to overcome this difficulty, the authors present a
method for the generalization of over-detailed planning data, in this case a city-
wide biotope-type assessment of Berlin in Germany. The method includes the
aggregation of an ecological assessment of a biotope-type map to a more gen-
eralized block-based inventory of open and green spaces in map form by areal
weighting. The results show that the combination of the two datasets can be very
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sufficiently utilized to detect areas of high ecological significance in early stages of
environmental planning. From this, the recommendation is to include the method
as a part of a PSS used for SEA.

In ‘‘Using MapTable� to Learn About Sustainable Urban Development’’, Peter
Pelzer, Gustavo Arciniegas, Stan Geertman and Jaap de Kroes introduce a map-
based touch table, called MapTable, and explain its application as a PSS for
sustainable urban development. More specifically, the chapter evaluates the extent
to which this touch table can be of help to incorporate environmental values in the
development of a sustainable neighbourhood in the region of Utrecht in the
Netherlands. The conclusion is that the touch table facilitates learning processes by
providing a platform for communication among stakeholders from different
backgrounds. The application of the map-based touch table shows how it supports
the integration of environmental values into spatial planning practice. Still several
questions remain, of which one stands out and requires special attention in further
research. This is the question of the role of the touch table in the facilitation of the
communication among stakeholders from different backgrounds like urban
designers and spatial planners.

Brian Deal, Varkki Pallathucheril and Tom Heavisides present their PSS called
Land-use Evolution and impact Assessment Model (LEAM) in ‘‘Ecosystem
Services, Green Infrastructure and the Role of Planning Support Systems’’. This is
a dynamic-spatial modelling technology with which probable future development
patterns can be simulated given varying planning policy or investment scenarios
and the likely impacts on regional infrastructure and resources. In the chapter, the
authors describe a pragmatic first step in an effort to link land-use modelling, green
infrastructure resources and ecosystem valuation in their PSS in helping to sustain
critical green infrastructure resources in the State of Illinois in the USA. The PSS
loosely couples a dynamic-spatial model to a beneficiaries-based ecosystem val-
uation model and presents the resulting information in the Web-based GeoPortal.
The GeoPortal facilitates exploring potential development scenarios within a river
basin while tracking their implications to the regional green infrastructure system,
including the related costs. The long-term vision for this work is to provide rel-
evant information about ecosystem services and green infrastructure at varying
scales to leverage land-use decision making at different political levels.

‘‘Urban CO2 Planning: A Decision Support System’’ by Ivan Blecic, Arnaldo
Cecchini, Matthias Falk, Serena Marras, David Pyles, Donatella Spano and
Giuseppe Trunfio presents a DSS with which carbon exchanges of alternative land-
use scenarios can be estimated with the help of a modelling framework. It is
envisioned that the complexities of urban systems and the interaction of carbon
emissions with the environment and local meteorology make it a non-trivial task to
support urban planning and management for a more sustainable metabolism of
future cities with the help of a modelling framework. The proposed framework
encompass three components: (1) a cellular automata (CA) model for the simu-
lation of urban land-use dynamics; (2) a transportation model to capture the long-
term average vehicle load on the road network; and (3) a soil–vegetation–atmo-
sphere transfer model tightly coupled with a weather forecasting model for
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simulating interactions related to carbon fluxes between the city, environment and
local weather. With the help of this modelling framework, the impacts of future
planning alternatives on carbon emissions are evaluated for the City of Florence in
Italy. As a result, the authors recognize the difficulty of calibration but also see the
application of the framework as providing a promising perspective for developing
decision support tools for sustainable urban planning.

In ‘‘A GIS-Based Performance Metrics for Designing a Low Energy Urban
Agriculture System’’, Steven Jige Quan, John David Minter and Perry Pei-Ju
Yang introduce a low energy urban agriculture system in Atlanta in the USA that
was conceptualized by a performance-based urban design model, a model that
suggests a metabolic process of energy, material and water flows in an urban
setting. It explores how dimensions of representation, performance and scenario
planning can be integrated into a PSS that connects urban form, ecological per-
formance and future scenarios for design decision making. Based on the test case
in Atlanta, the proposed PSS model demonstrates how a GIS platform is designed
for accommodating various sources of information, including energy, material and
water flows in the city. This is deemed essential information for a local food
production system that aims to grow local food using food waste and thus reduce
the food desert. In the PSS model, the authors establish a set of tools to manage the
representational information, to use them for conducting performance energy flows
and waste stream flows at four spatial scales, and to evaluate the overall perfor-
mance of the system under different development scenarios. The findings are
encouraging; they go beyond traditional solution-based urban design and provide a
more comprehensive understanding of how an urban agriculture system functions
and performs. The authors conclude that such results could not be achieved
without a PSS framework.

Energy modelling in the built environment at different scales is the focus of ‘‘A
Comprehensive Review of Existing Urban Energy Models in the Built
Environment’’ by Saleh Mohammadi, Bauke de Vries and Wim Schaefer. Until
recently, modelling approaches have focused on energy flow simulation in urban
areas from generation to distribution and finally consumption. The authors provide
an overview and an assessment of three main approaches to simulate energy flow
in urban areas. The evaluation is done based on the energy flow direction and the
application focus of these models in the urban energy system. Accordingly, three
main distinct categories of models are identified, including: supply, demand and
integrated models. Each of these categories uses different assumptions and sim-
ulation techniques and relies on different levels of data. As such, there is a wide
range of urban energy models that vary greatly in terms of spatial and temporal
scales, energy side focus, analysis variables and methodological approaches.
Based on a uniform set of criteria, a critical review of these models is performed
and the conclusion is that some key issues are missing in the existing urban energy
models, like integrated multi-layer models, spatial implications of renewable
energy technologies, and integrated simulation and optimization methods.
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3.3 Part 3: Traffic and Network Modelling

The first chapter in this section of the book concerns a demonstration of ‘‘A
Procedure Using GIS to Analyze the Access by Non-Motorized Transport to
Transit Stations’’ by Fernanda Monteiro and Vânia Campos. The underlying idea
is that for achieving sustainable mobility, it is important to encourage the use of
non-motorized and public transport. The quality of urban space around public
transport stations can be an important factor to encourage the access of non-
motorized transportation, especially by foot or by bicycle. Thus, it is envisaged
that the best way to increase the use of public transport, instead of automobile use,
is to improve pedestrian facilities and cycling conditions to access the stations. The
proposed procedure evaluates walk and bicycle paths near the stations based on
indicators mainly related to the physical characteristics of these paths. To define
these indicators, a bibliographical review and a survey research in subway stations
in Rio de Janeiro in Brazil were developed. From the survey, the distances trav-
elled by users to the stations were evaluated and the attractiveness factors of walk
and bicycles trips around them were identified. Based on these indicators, a spatial
analysis of paths around a transit station were performed with the help of GIS. The
maps presented indicate the quality levels of the walking and bicycle paths and
indicate where potential improvements can be made.

In ‘‘Locations with Frequent Pedestrian-Vehicle Collisions: Their
Transportation and Neighborhood Environment Characteristics in Seattle and
King County, Washington’’, Junfeng Jiao, Anne Moudon and Yuan Li describe an
application for the identification of locations where vehicle–pedestrian collisions
are frequent, and for the isolation of road and neighbourhood environment char-
acteristics of locations that are associated with frequent collision occurrences. It is
considered that successfully identifying these characteristics will help researchers
to develop a better PSS to locate, predict or remove collision hot spots within a
city and provide safer environments for the residents. The analyses demonstrate a
consistent effect of the road and neighbourhood environment on the frequency of
pedestrian collisions; the more intensely developed and travelled environments
were also the locations where pedestrian collisions were more frequent. A direct
association is noted too between proxy measures of pedestrian volumes, such as
the density of residential units and jobs, and bus boarding and alighting counts
with the number of collisions. This same direct association is noted with higher
vehicular volumes. These proxy measures of pedestrian activity and exposure to
vehicles confirm a lack of pedestrian safety in metropolitan areas. In fact, the
relatively small number of locations with high and very high pedestrian-vehicle
collisions should facilitate targeted, effective and inexpensive pedestrian safety
improvement programmes.

The authors of ‘‘A Computer-Aided Approach for Planning Sustainable Trips to
Large Trip Generators: The Case of Cycling Routes Serving University Campuses
’’, Thais de Cássia Martinelli Guerreiro and Antônio Nélson Rodrigues da Silva
present an approach for the planning of sustainable trips to large trip generators, in
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their case cycling routes serving Sao Paulo’s university campus. Using this
approach, the design and evaluation of potential impacts of new cycling routes
connecting a university campus with the city’s street network can be performed.
GIS tools are used to assess the potential impacts of proposed routes on bicycle,
car and walking trips. The results show that the proposed methodology is adequate
for exploratory studies and transferable to a PSS which could be designed for a
variety of goals, such as the design of paths, management of bicycles flows, et
cetera. Although this study focuses on the particular case of a university campus, it
is concluded that the approach can be easily generalized and applied to other large
trip generators.

In their contribution ‘‘Walk Route: A New Methodology to Find the Optimal
Walking Route in the City of Atlanta’’, Subhrajit Guhathakurta, Ge Zhang, Manoj
Panguluru and Ramachandra Sivakumar demonstrate a new methodology for
finding optimal walking routes according to user-specified conditions. The
pedestrian network planning methodology reflects the influence of environmental
factors facilitating or impeding pedestrians’ propensity to walk. Several charac-
teristics of the built environment have been identified to influence walking
behaviour. The Analytical Hierarchy Process (AHP) is used to weigh each attri-
bute, which is then combined to calculate a walk score. Thereafter, the optimum
route is determined by applying a routing algorithm based on the walkability cost
of the network. In a case study of the city of Atlanta in the USA the application of
this methodology is demonstrated. The methodology is designed to address mul-
tiple objectives: (1) it offers a means for pedestrians to identify routes that meet
their requirements; (2) it provides a framework to measure the quality of the
pedestrian infrastructure in the city; and (3) it serves as a decision support tool for
urban planning to make neighbourhoods and places more walkable. Although this
study focused on the pedestrian’s experience, the methodology could also be
modified and applied as a route optimization model for people with disabilities.

3.4 Part 4: Web-Based Support Systems

In the initial chapter of Part 4, ‘‘Access to UK Census Data for Spatial Analysis:
Towards an Integrated Census Support Service’’, John Stillwell, Justin Hayes, Rob
Dymond-Green, James Reid, Oliver Duke-Williams, Adam Dennett and Jo Wathan
explain the development of a web-based ‘one stop shop’ where users can access a
range of data from different sources, including those associated to the United
Kingdom (UK) census of population. Censuses remain a crucially important
source of demographic and socio-economic data both for academic research as
well as planning and policy making for urban sustainability in the UK. Data from
recent UK censuses have been used to produce a variety of products in digital form
at different spatial scales, ranging from the counts of individuals or households
with particular characteristics captured by the census questionnaire and often
referred to as aggregate statistics, to samples of the population at individual or
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household level, known collectively as micro data. They are used to create geo-
demographic profiles of local populations, to identify health, educational and
occupational characteristics, to measure levels of deprivation and affluence, as well
as to establish the characteristics of households and the housing which they
inhabit. Access to these often large and complex data sets for social science
research has been facilitated through the development of a set of services funded
by the Economic and Social Research Council (ESRC) over the last decade. In the
chapter, the authors describe the transition of the present online census support
service to a more integrated service of Census Support within a new UK Data
Service.

In ‘‘The Online What if? Planning Support System’’, Christopher Pettit,
Richard Klosterman, Marcos Nino-Ruiz, Ivo Widjaja, Patrizia Russo, Martin
Tomko, Richard Sinnott and Robert Stimson present an online version of a well-
known PSS called Online What if (OWI). The chapter describes the development
and applications of OWI that is being developed as a component of the Australian
Urban Research Infrastructure Network (AURIN—www.aurin.org.au) project.
AURIN has been established to provide advanced information infrastructure to
support interdisciplinary research and promote sustainable urban development in
Australia. OWI enables a range of end users to create and explore what if? land-
use change scenarios for an area’s future land use, population and employment
patterns. The authors discuss OWI in the context of a demonstrator case study in
Hervey Bay, Queensland, and introduces future applications of this public par-
ticipation GIS (PPGIS) tool to support the sustainable planning of cities in Aus-
tralia. Moreover, it illustrates the potential that advanced eResearch infrastructure
can provide for helping planners, decision makers and private citizens to explore
alternative sustainable futures for cities and regions around the world.

‘‘A Web-Based Fuzzy CA Model for Urban Growth Simulation’’ by Yan Liu
describes a methodology to implement a fuzzy constrained urban CA model within
a web-based GIS environment. At present, CA models are increasingly adapted by
geographers and planners to simulate the spatial and temporal process of urban
growth. However, in practice, the operation of CA models and the calibration of
the parameters mostly are just known to the modellers. This is largely due to the
constraint that most CA models are developed on desktop computer programs.
Consequently, there is little input from the user to test or visualize the actual
operation or to evaluate the applicability of the model under different conditions.
In contrast, in the web-based CA model presented in the chapter, users can
visualize and test the operation of the model; they can modify or calibrate the
model’s parameters and evaluate its simulation accuracies; and can feed the model
with ‘what-if’ conditions to generate alternative outcomes. The model is applied in
a case study for the Gold Coast City in Southeast Queensland, Australia to sim-
ulate the spatial–temporal process of urban growth. Based on its application it is
concluded that the web-based CA modelling platform provides a useful channel to
foster public participation in urban planning and management. Moreover, it will
contribute significantly to the development of CA modelling as well as to the
understanding of urban growth dynamics.
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In ‘‘Flexible Geospatial Platform for Distributed and Collaborative Urban
Modelling’’, Yi Zhu, Mi Diao, Joseph Ferreira, Weifeng Li and Shan Jiang present
an infrastructure for a flexible GeoPortal platform for supporting distributed urban
modelling with spatially detailed land-use and transportation interactions. The
modelling infrastructure supports the loosely-coupled large-scale land-use, trans-
portation and environment modelling work with distributed research groups and
public agencies. The infrastructure is based on the PostgreSQL database structure
and two visualization tools which can be used to coordinate the results from a
variety of analytical models, to provide web-based visualization of data and to save
and share useful spatial patterns via WMS records or URL links. It provides col-
laborative tools to support parallel development and interconnection of complex
model components in a manner that facilitates the visualization, discussion and
sharing of intermediate results. Large-scale land-use, transportation and environ-
ment modelling contains many components which are themselves complex, in
various stages of development and distributed among different research groups.
Many of the datasets needed for model calibration are incomplete, more aggregated
than desired or yet to be acquired. The GeoPortal platform is aimed at accelerating
the realistic evolution of modelling data and cross-group learning as well as
enhancing sense-making during early stages of model exploration and integration.

In the final contribution in this section, ‘‘The Participatory Cube: A Framework
for Analysis of Online Participation Platforms’’, Alenka Poplin, Gilberto Corso
Pereira and Maria Célia Furtado Rocha describe a framework for the analysis of
online participation platforms. These platforms should enable interested citizens to
contribute their knowledge and opinions and thus to create more sustainable living
for everybody. The authors propose the so-called participatory cube as a frame-
work for the analysis of the large variety of participatory applications available
online. This framework consists of three axes which form a cube and which
represent three dimensions identified as the most relevant for the analysis. These
dimensions are: decision power; interactivity of communication; and access to
space of communication. The framework enables the specific characteristics of
online participation platforms to be analysed and assessed. This is applied to a
range of case studies, originating from Germany and Brazil, and encompassing
technologies that support civic engagement. From this comparison the authors
conclude that additional research is needed to understand which approaches can
enable satisfactory participation processes and how this success and satisfaction
can be measured.

3.5 Part 5: Planning and Policy Support

The authors of ‘‘Application of Socio-Technical Research Methods in
Understanding the Genesis and Potential Sustainability of Planning Support
Systems’’, Wayne Williamson and Bruno Parolin, ask themselves the question:
‘How does the application of socio-technical research methods enhance our
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understanding of the genesis and potential sustainability of PSS?’ To answer this
question they compare two methodologies. First, they have collected data from
interviews and the application of the so-called Actor-Network Theory (ANT);
second, they request the completion of an online questionnaire by planners and
GIS staff working in local and state government and private practice. The ques-
tionnaire data were analysed using a structural equation modelling (SEM) tech-
nique under the Unified Theory of Acceptance and Use of Technology (UTAUT)
framework. Results of applying ANT provide useful insights into the social and
technical interactions that are required to build and implement a PSS. The UTAUT
results stress that in order for Information and Communication Technology (ICT)
applications to be widely accepted by planners, the organizations in which they
work need to address performance expectancy and facilitating conditions as pri-
orities. The insights gained from the ANT and UTAUT analyses appear to be
complementary and suggest that the introduction of software is not a value neutral
innovation that is just adopted by an organization, but rather, software can be
viewed as a non-human actor that translates and is translated throughout the
adoption process. Moreover, it shows there is a need for an on-going translation
process which will determine the success or failure of the adoption process. In that,
the process of introducing ICT tools into an organization is a process of network
formation in which actors seek to persuade others to become enrolled and promote
the acceptance of their view of the way the problem can best be solved.

Yanliu Lin and Stan Geertman, in ‘‘Governance Approaches in the
Regeneration of Immigrant Communities: Potential Roles of Planning Support
Systems’’, start by considering the political issue of massive migration from rural
into urban areas in developing countries in particular. For the governments
involved, it is almost impossible to provide or subsidize sufficient housing for
these low-income migrant groups with the result that immigrant communities
develop that are characterized by high concentrations of poverty and social and
economic deprivation, and possibly also economic, physical, and social exclusion.
Traditional planning approaches fail to sustainably regenerate these communities
due to complex social, economic, spatial issues, and due to conflicts between key
stakeholders. New governance approaches have been advocated in which the
interplay between state, market and civil society results in several modes of
governance in these contexts. The authors argue that each mode of governance has
its positive and negative consequences for the regeneration of immigrant com-
munities and that PSS can assist in dealing with the negative consequences.
Therein, they conclude that three types of PSS—namely ‘informing PSS’, ‘com-
municating PSS’, and ‘analysing PSS’—can play a distinctive role in dealing with
the specific deficiencies of each mode of governance in the context of immigrant
communities.

In ‘‘Supporting Planning Processes by the Use of Dynamic Visualisation’’,
Stefano Pensa, Elena Masala and Isabella Lami set themselves the goal to build a
method for using an intuitive visual language which will enable communication
among decision and policy makers, as well as other kinds of public or private
actors for allowing the planning process to be effective in including participation
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and collaboration as approaches to a sustainable urban development. In order to
build common knowledge and facilitate reasoning among the different actors, the
authors propose a method for sharing information through the use of dynamic
maps. Therefore, they propose the Interactive Visualization Tool (InViTo), a
visual method for managing spatial data in real-time, based on parametric three-
dimensional modelling. InViTo is based on Grasshopper, a free plug-in of
McNeel’s ‘Rhinoceros’, a 3D modelling software package most often used in
architecture design. InViTo is a tool conceived as a PSS for aiding the actors
involved in sharing information and raising awareness of spatial issues. The sys-
tem has been used in different case studies and has shown its effectiveness in
creating awareness of spatial problems and enhancing discussions.

In the final chapter of the book, ‘‘Beauty and Brains: Integrating Easy Spatial
Design and Advanced Urban Sustainability Models’’, the authors Eduardo Dias,
Marianne Linde, Azarakhsh Rafiee, Eric Koomen and Henk Scholten describe the
challenges of creating a PSS acceptable by designers and report the success of
combining two existing planning support tools: ‘Phoenix’, and ‘Urban Strategy’.
The systems were developed in different contexts by and for different groups, but
their combination unlocked the key to user acceptance and adoption. Their low
learning curve attracts even technophobic stakeholders and makes use of recent
advances in cloud computing for storage and processing to deliver immediate
feedback. It allows anyone, but in particular designers, to sketch their set of
solutions with natural movements and receive prompt feedback on key indicators
of sustainability performance, enabling iterative improvements of designs. Based
on past experiences and future case studies, the authors envisage a bright future for
these integrated tools in supporting the professional tasks of urban designers, in
short ‘Geodesign’.

4 Conclusions

The suite of contributions that we have introduced and which follow in the
remainder of the book represents a representative cross-section of PSS for sus-
tainable urban development. This collection highlights the diversity and empha-
sises the dynamics of on-going PSS developments, in this case dedicated to the
planning and policy making issues that surround sustainable urban development. It
is worth reiterating that achieving sustainable urban development is a hugely
difficult task to accomplish because of the multidimensional nature of the social,
economic and environmental dimensions of sustainability and the way in which
they interact and/or compete with each other across space and over time.
Endeavouring to cope with this complexity requires support tools of which the
present generation of PSS contains some excellent example.

We hope that the contents of the book chapters about PSS for Sustainable
Urban Development assembled in this collection will encourage and enthuse you
to recognise the current state of the art in PSS development and to appreciate the
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value of the new and innovative developments that are on-going. We also hope
that those amongst you who are practitioners will consider ways in which PSS can
be developed and nurtured for use in facilitating your own decision making and
planning activities.
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What-Ifs, If-Whats and Maybes: Sketch
of Ubiquitous Collaborative Decision
Support Technology

Soora Rasouli and Harry Timmermans

Abstract Since its introduction, geographic information science has witnessed a
tremendous growth and can build on enormous achievements (e.g. Cheng et al.
2012). Current geographic information systems and the decision support systems and
models that have been accompanying these systems have a strong ‘geography’
identity, typical of the era in which geographic information system were introduced.
Systems are mostly based on spatial entities (mostly grids or polygons). To the extent
that commercial and open source geographic information systems have been enri-
ched with models, a similar strong geographic flavor can be discerned. Most models
of spatial choice behavior are related to the aggregate spatial interaction models,
models of land use change are often based on cellular automata. The question then
becomes whether dominant spatial decision support systems, fundamentally based
on aggregate spatial interaction, cellular automata and similar models, are suitable
for adequately predicting consumer response. We content that in light of the
increasing complexity of the decision making process and increasing personalization
of decisions and lifestyles, these systems and their underlying models have
increasingly become inadequate and obsolete. The field should shift to the devel-
opment of more integral microscopic models of choice behavior, allowing more
integral policy performance assessments. Moreover, mobile computing should allow
and stimulate the development of real-time information and decision support systems
that support the management of urban functions and include persuasive computing.
Uncertainty analysis should play an integral role in these developments.
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1 Introduction: Shifting Contexts

Since its introduction, geographic information science has witnessed a tremendous
growth and can build on enormous achievements (e.g. Cheng et al. 2012). Scholars
from a variety of disciplines and backgrounds have become involved in this area of
research and development, and made significant contributions to the field. The
number and more importantly the quality of international journals in geographic
information science have experienced wealthy growth and steady improvement.
International conferences, including CUPUM, have continued their success in
attracting leading scholars in the field, presenting their latest research findings and
reflecting on existing areas of research to formulate evolving research agendas.
The application of geographic information systems and associated decision and
planning support systems has shown profound evidence of international dissemi-
nation and valorization (e.g. Geertman and Stillwell 2009).

This is not to say that all tools, models and integrated decision support systems
have found ample application (Vonk et al. 2005, 2007a, b; Te Brömmelstroet and
Schrijnen 2010). It is probably fair to argue that in many parts of the world
geographical information systems with their mapping opportunities have gradually
replaced conventional maps and databases. Information science has entered many
private and public firms and organizations. It has affected daily work in a positive
way, increasing productivity, although issues of synchronization, the existence of
different data formats and software platforms remain (e.g. De Paoli and Miscione
2011). The application success of decision support systems shows considerably
more variability. In some fields of application, such as transportation planning, the
use of forecasting and impact assessment models is relatively common. Other
fields, such as retail planning, have shown significant fluctuation (e.g. Huang and
Levison 2011; Shen et al. 2011; Rasouli and Timmermans 2013), while the use of
decision support systems in other domains is still virtually lacking (e.g. Johnson
and Sieber 2011). Regional and international differences prevail.

In general, the acceptance of new technology depends on perceived needs,
awareness of the technology and the extent to which the technology successfully
addresses the needs (e.g. Bailey et al. 2011; Slotterback 2011; Rae and Wong
2012). In that context, it is relevant to memorize that geographic information
systems and the decision support systems and models that have been accompa-
nying these systems have a strong ‘geography’ identity, typical of the era in which
geographic information system were introduced. Systems are mostly based on
spatial entities (mostly grids or polygons). To the extent that commercial and open
source geographic information systems have been enriched with models, a similar
strong geographic flavor can be discerned (e.g. Voudouris 2011). Most models of
spatial choice behavior are related to the aggregate spatial interaction models (e.g.
Silveira and Dentinho 2010), models of land use change are often based on cellular
automata. In particular, the number of applications of cellular automata model is
staggering (e.g. Furtado et al. 2012; García et al. 2011, 2012; Long et al. 2012;
Mahiny and Clarke 2012; Norte Pinto and Pais Antunes 2010; Plata-Rocha et al.
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2011; Tang 2011; Thapa and Murayama 2011; van Vliet et al. 2012; White et al.
2012; Liu 2012).

This dominance of aggregate models is understandable considering the constant
flirting of geography and regional science with aggregate models, originally
developed in physics in combination with the geography background of early
developers, and technical considerations such as the fact that the spatial repre-
sentation of the data in geographic information systems is congruent with the
principles underlying these aggregate models. The dominant inclusion of aggre-
gate models in geographical information systems is not only understandable from
the evolution of the key underlying disciplines, it is also understandable from a
computer science perspective in that limited memory and computing power
necessitated constraints on data and model complexity in the early years. Con-
veniently, the latter was amplified by the methodological principle of parsimony as
the hallmark of scientific research and model development (e.g. Klosterman 2012).

The functionality of geographic information systems and associated models
served the primary needs of urban planning (e.g. Vonk et al. 2007a, b). In many
countries, the process of urban planning is orchestrated by public planning
authorities, which on the one hand stimulate particular developments and on the
other hand constrain others by formulating norms and guidelines. In addition,
detailed land use planning shapes and signals legal authority for citizens and firms.
In particular at higher levels of planning hierarchies, an academic approach to plan
development and assessment has implied a relatively structured planning process
involving the formulation of plan scenarios, the prediction of their likely effects in
terms of a set of performance indicators (what-if questions) and an evaluation of
plan scenarios and alternatives (e.g. Ligmann-Zielinska and Jankowski 2010; cf.
Grêt-Regamey and Crespo 2011). Exogenous trends and scenarios are typically
described for official statistical areas (neighborhoods, municipalities, provinces),
explaining the use of the areal classification for data representation and model
operation. This focus has been further legitimized by the fact that several specific
planning domains have been strongly influenced by fundamentally spatial con-
cepts. An example is the functional hierarchy of shopping centers which stimulates
a neighborhood-based provision of stores serving local communities for their daily
shopping needs, complemented by larger regional shopping centers and the city
center itself serving a larger sphere of influence. Another example is the neigh-
borhood concept, which assumes social coherence, and a sense of place, branded
in local plans.

Spatial decision support systems provide the functionalities for evidence-based
planning and design, with space typically represented at some level of aggregation
(grid-polygon). The system produces the values of alternative plans on a set of
performance indicators deemed relevant to judge the quality of the plans in meeting
a set of corresponding plan objectives. The effects of plan interventions in many
cases depend on how individuals and households are reacting to such interventions
and adapt their current behavior. For example, the feasibility of new shopping malls
and their external effects on the turnover of existing shopping centers depends on
how households reorganize their shopping habits and substitute currently used
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centers for the new malls. Similarly, the success of the concept of high density,
mixed land use neighborhoods in curbing mobility rates, depends on how much
people’s activity-travel decisions are influenced by such spatial characteristics.

2 From Aggregate to Microscopic Models

The question then becomes whether dominant spatial decision support systems,
fundamentally based on aggregate spatial interaction, cellular automata and similar
models, are suitable for adequately predicting consumer response. We content that
in light of the increasing complexity of the decision making process and increasing
personalization of decisions and lifestyles, these systems and their underlying
models have increasingly become inadequate and obsolete. As argued by Chapin
(1968) already decades ago, most land uses and transportation systems do no exist
for their own sake, but because they are means for conducting mandatory and
discretionary activities. People have certain needs and desires and in order to
achieve these, they need to become involved in a set of activities. Because the
facilities (or land use) enabling them to become involved in these activities are
spatially distributed as a result of a (planned) sorting process, people need to
travel. Activities constitute the link between the city and the people, while travel is
the mechanism that makes the city working as an integral system. Chapin thus
argued that the study of activity patterns, recurring in space and time, might
ultimately yield better theoretical explanations and improved predictive models for
urban planners and designers. Modelling consumer reactions to changing exoge-
nous circumstances and plan interventions in terms of changes in their daily
activity travel patterns thus seems paramount to fulfil the articulated need of policy
assessment in some policy domains. Such microscopic models should logically
outperform conventional aggregate models in that they capture particular behav-
ioural mechanisms, behavioural heterogeneity and complexity that the spatial
interaction models fundamentally ignore. The extent to which the microscopic
models outperform aggregate models depends on the relative prevalence of such
systematic errors and the extent to which these errors are counterbalanced else-
where in the modelling process.

For a long time, such microscopic models were deemed impossible. However,
increasing computing power, and developments in data fusion and modelling
frameworks have allowed the first large-scale microscopic activity-based models
of travel demand (e.g. Arentze and Timmermans 2000; Bhat and Singh 2000;
Bowman and Ben-Akiva 2001; Miller and Roorda 2003; Raney et al. 2003), which
simulate at high spatial and temporal resolutions which activities are conducted,
where, when and for how long, with whom, and the transport mode involved.
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3 The Shift to Integral Performance Assessments

The leading theme of this conference is sustainability. Our contention is that a shift
from aggregate spatial interaction models to microscopic spatial choice and
decision-making models would enhance our ability to better support urban deci-
sion making processes. Energy efficiency, social cohesion, cultural and economic
prosperity, health and safe built environments characterize sustainable urban
development. All these topics are strongly intertwined with how individuals and
households organize their daily lives, reflected in their activity-travel patterns in
different urban settings. Assuming that the achievement of these goals depends, at
least partially, on a good understanding of urban activity-travel patterns, the
development of valid and reliable activity-based models seems paramount to better
support urban planning processes. It does not only have the advantage that actual
decision makers as opposed to spatial units, which do not make any decisions, are
modelled, the attention to space–time behaviour at a high level of spatial and
temporal resolution also implies that in addition to the usual economic and social
performance indicators, environmental impacts can be simulated.

Traffic contributes significantly to urban emissions and thus the impact of daily
travel on emissions can be predicted. In this context, it should also be emphasized
that current legislation articulates the importance of high spatial resolution at the
level of a building plan. This level of resolution is also required if we move from
emissions to air quality and exposure. The current models express exposure based
on zonal population statistics. However, as a direct result of their daily activity-
travel behaviour, the population moves across the city during the day. Therefore,
exposure assessments, based on zonal population statistics are fundamentally
flawed. Other examples of improved sensitivity of microscopic models to policy
indicators where aggregate models fail include the amount of social exclusion,
quality of life, and time pressure.

4 Ubiquitous Pervasive Information

The relationship between the urban systems and activity-travel patterns is of
central importance in this context. As argued, several urban planning and design
concepts saluted to this intricate connection. A better understanding of activity-
travel patterns should ultimately lead to improved evidence-based planning, but
due to dynamics in both the urban system and people’s preferences, and the
omnipresence of imperfect information, by definition urban systems will always be
out of equilibrium. Wardop’s user equilibrium assumes that network equilibrium
occurs when no traveller can unilaterally change his route choice to reduce travel
times. It may be a theoretically appealing concept, but has no behavioural foun-
dation in the sense that the implicit notion of complete and full information does
not have any credibility.
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Information and communication technology can play a critical role in reducing
user disutility of out-of-equilibrium artificial urban systems. First, by providing the
right information at the right time, the uncertainty and possibly ineffective
behavioural response and decisions that stem from incomplete and imperfect
information may be reduced. In some cases, for example whether there is a direct
bus connection between A and B, static information may suffice. In other cases,
whether it is better right now to choose the car or the bus between A and B, real
time traffic information will be more effective. Second, in addition to user benefits,
public and private firms and organisations may also profit. For example, park
guidance systems will allow park managers to maximize the use of their parking
facilities. Users also benefit in this case assuming that indeed they prefer to find a
vacant parking place as quickly as possible. Hence, the inherent disequilibrium
may at least partially be addressed by providing the right information to the right
people such as to optimize system level performance. Thirdly, whereas these
examples involve neutral information about the (time-varying) state of the urban
system, information and communication technology may also be used to try and
persuade people to behaviour in a certain way. The underlying objective may be to
improve personal service, but also to optimize service-level performance or some
combination of these. Examples such as minimizing system-wide congestion,
discouraging trucks traveling through environments with many children, and
reducing emissions quickly come to mind.

This argument acknowledges the shift in policy from urban development to
urban management and control. Such management and control stems from the
notion that urban systems almost by definition are in a constant state of disequi-
librium. Development strategies are ineffective in reducing the short-term negative
effects of disequilibrium. The use of information and communication technology
has become increasingly more prevalent in this context. Our contention is that ICT
will be the new layer for the ‘‘smart’’ city of the future. Mobile technology,
combined with intelligent systems, will create ubiquitous environments and make
information omnipresent. Intelligence, accuracy, personalization, persuasion, real
time are some of the buzzwords in this development (e.g. Lu and Liu 2012).

Mobile tools and mobile e-services will mark the next major developments in
spatial decision support systems. The emergence of grid computing and service-
oriented architectures, computing is becoming increasingly less confined to tra-
ditional computing platforms. Grid computing promises the accessibility of vast
computing and data resources across geographically dispersed areas. Mobile
wireless devices significantly enhanced this capability to deliver access to high-
performance computing under demanding circumstances. Cloud computing makes
storage of large amounts of data a lesser problem. E-services guarantee access to
software. New dedicated languages and platforms will allow users to easily per-
form a set of related analyses, with dedicated support of how to conduct such
analyses.

This shift to mobile platforms should not necessarily imply different content as
evidenced by services and apps supplied by particular municipalities which have
continued to provide access to city statistics, maps and current plans: the
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communication tool differs—the contents does not. However, Web2.0 technology
does offer new opportunities. In particular, social media provide interesting new
opportunities. Members of a community can exchange information, trace partic-
ular others, identify the most current location of particular friends, etc. These
functionalities offer the co-production of maps, databases, exchange of real time
information, a platform for organizing meetings and location-based services, etc.
Applications rapidly emerge: updates of databases, underlying navigation systems,
group-tracing systems, updates and experiences of actual, real time transport
systems, community-based portals in the context of plan development, and many
similar examples could be mentioned.

5 Implications for Research Agenda

To this point, we have contemplated that effective decision and planning support
systems for sustainable urban development should address space–time behavior of
its citizens as this constitutes the logical basis for developing an integrated model
system that derives emission, exposure, noise, social exclusion and other perfor-
mance indicators from the way people organize their daily lives in a particular
urban setting as reflected in their daily activity-travel patterns. The main conse-
quence for the development of geographic information systems is that areal units
no longer make up the core of the system because individuals, households and
activity locations should be represented at higher levels of spatial resolution. This
need for higher resolution is reinforced by the requirements of especially envi-
ronmental policies. In addition, with time as the linking pin, the need for a tem-
poral organization of data emerges, creates a new challenge as most mainstream
geographical information systems are not organized around temporal data.

Models themselves need major elaboration and new model types need to be
developed. Whereas operational activity-based models of travel demand are not
widely available, considerable progress is still required in short-term traffic fore-
casting, individual use of travel information, and particularly in modeling traveller
response to persuasive information as a function of different underlying goals
(personal preferences, system performance or some combination). Travellers will
be aware of the fact that other travellers may also receive recommendations and
hence have to make decisions, considering their beliefs of how other travellers will
react. Such models of strategic decisions under conditions of uncertainty are still at
the very early stages of development (Han and Timmermans 2006a, b). Assuming
that such models will be developed with a sufficient degree of accuracy, then
distributed recommendations have to be provided in case of a single control agent.
What-if questions will be complemented by if-what questions! Such information
provision systems are currently not available either, at least not any systems that
go beyond simple practical solutions.

Models need data for estimation and validation. This new generation of models
is no exception. In fact, data requirements are formidable, considering the
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real-time and high spatial and temporal resolution of the envisioned models.
Traditionally, the data for activity-travel models stem from one-day travel surveys.
It does not need many arguments to reason the pure inadequacy of such data for
the next generation of models. We need ‘‘technology for technology’’. Fortunately,
several recent technological developments may provide a solution. In recent years,
transportation research has witnessed a tremendous growth of interest into the use
of modern information and communication technology (ICT) for data collection.
Modern mobile technology will become a superior alternative for these traditional
surveys in collecting data about individual travel patterns. Mobiles devices range
from laptop computers, Personal Digital Assistants (PDAs) and mobile phones to
mobile game computers. In the near future, new technologies such as Augmented
Reality may become widely available. Also changes in wireless networking will
offer new opportunities: cellular telephony is moving from low-bandwidth to
higher bandwidth Universal Mobile Telecommunications System (UMTS) to
support more advanced services (e.g. graphics). Wireless networks provide a
higher bandwidth but are primarily used for laptops and PDA’s. Hotspots support
access to the Internet. Bluetooth provides a low-bandwidth, short-range protocol
for communication between devices (e.g. mobile phone and head set). An
upcoming technology is Worldwide Interoperability for Microwave Access (WI-
MAX) that provides a long range, fast connection and potentially competes with
the UMTS standard. These developments lead to ubiquitous travel environments:
information can be shared in a network environment from some geo-sensors
providing users with information readily available anywhere, for any person and at
any time. This information can be descriptive, but can also relate to recommen-
dations. The same technology however can also be used to track individuals. When
used in isolation, tracking technology such as GPS is insufficient as it only pro-
vides information about route choice behaviour and the current position of the
person tracked. However, in principle such data can be enhanced with other spatial
and non-spatial data. Moreover, GPS traces can be interpreted using particular
algorithms to derive information about other facets of activity-travel patterns.

It should also be articulated that cars of the future are driving computers. Data
on routes, emissions, energy consumptions, driving style, use of travel information
and navigation systems, etc. can be directly extracted from the computer. Simi-
larly, smart cards offer huge potential datasets on the use of public transportation
systems. Devices recording energy consumption of home appliances should be
very useful for modelling energy consumption. Admittedly, the different sources
of data relate to different people. However, modern data fusion techniques can be
used to create synthetic populations. These will not be perfect, but perfect for the
task at hand, certainly offering much richer and larger data sets than the data that
we currently are forced to use.

Indeed, these datasets will be huge, so huge and complex that it becomes difficult
to process using current database management tools. A GPS device with a 1 s time
interval will record 35 million data points over a 100 day time period. The Smart
Card data in Seoul generates 10 million observations per day. The so-called ‘‘Big
data’’ are difficult to handle with existing geographical information systems and
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associated relational and object-oriented databases, desktop statistical, estimation
and mapping/visualization packages. Planning authorizes are currently exploring the
opportunities of parallel and cloud computing using tens, hundreds, or even more
servers. They did not touch these increased data set sizes. Hence, there seems a bright
future for intelligent supervised machine learning and data mining algorithms.

The combination of these imperfect, imputed data and the anticipated use of
microscopic simulation models with their inherent model uncertainty, bring about
the need to systematically and more fundamentally address the issue of uncertainty
in complex model systems (Rasouli and Timmermans 2012a, b). To differentiate
policy impact from model uncertainty, a formal uncertainty analysis is needed. To
support individuals in making decisions by suggesting certain actions, it is critical
to analyze the impact of data uncertainty on the suggested actions, particularly in
the parameter space where one advice shifts to another. Furthermore, the future
itself is inherently uncertain. Uncertainty in scenarios should not be met with a
fatalistic attitude. Rather, new concepts, tools and approaches should be developed
to explicitly deal with the fundamentally probabilistic, conditional forecasts in
policy assessments. Approaches should enhance our understanding of critical paths
in the dynamics of spatial systems, possible bifurcations points and critical tran-
sition states? Rather than producing a single forecast for different scenarios, we
should perform sensitivity analyses for critical parameter subspaces, use ensem-
bles of models to derive probabilistic forecasts (e.g. Rasouli and Timmermans
2012c), identify trajectories that imply a resilient system, simulate internal system
adjustment to external perturbations, etc. Such endeavours might help in arbi-
trating intelligently between different plan options.

To end this presentation, in the beginning we have argued for the need of
increased disaggregation to make our models more sensitive to behavioural het-
erogeneity and the required sensitivity to higher spatial and temporal resolution.
However, the results of the uncertainty analysis stipulated above with certainty
indicate that the degree of model uncertainty in model forecasts and impact
assessment will, albeit not linearly, increase with increased spatial and temporal
resolution. Moreover, one would also expect input uncertainty to be higher at
higher spatial and temporal resolution. In other words, the development of
increasingly more disaggregated model of spatial choice behaviour should go hand
in hand with a systematic comparison of model performance against simpler, more
aggregate models. Keeping in mind limited resources and relevant margins in
policy formulation and decisions, some optimum should be expected.
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A Model of Land Use Change in City
Areas Based on the Conversion of Unit
Lots

Toshihiro Osaragi and Teruo Nishimatsu

Abstract Many studies on land use change have been performed in order to
provide fundamental information for future land use plans. In the estimation pro-
cess of transition probabilities of land use, it should be noted that the spatial unit of
land use conversions in city area is a lot. The present study proposes a land use
model based on the transition probability of lots, which can be built in planning
support systems for sustainable urban development. Lot conversions such as
changes in land category, division of lots, the demolition/reconstruction of build-
ings, changes in building types are described in the models, and we investigate what
variables are best to describe the structure of lot conversions. Using the model
estimated from time-series GIS data, we discuss the effects of land use policy by
simulating land use change in the future, and demonstrate that it is necessary to
control the potential for development of lots by adopting adequate zoning regula-
tions and widening roads, by taking into account effects on lot conversions.

1 Introduction

1.1 Land Use Model for Sustainable Urban Development

During the past decades the concept of sustainable development has established
itself as a new requirement for urban and metropolitan level public action, which
involves the design and practice of urban and land-use planning (Gauthier 2007).
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The concern over sustainable urban development will continue to grow, especially
in the developing countries which are undergoing rapid urbanization. The main
issue of sustainable urban development is to search for better urban forms that can
help to sustain development, especially the minimization of unnecessary agricul-
tural land loss (Li and Yeh 2000). In practice, land-use planning proved to be one
of the most important areas in which conceptions of sustainable development are
contested (Owens and Cowell 2002).

In the meantime, a sustainable urban development would require considerably
more ambitious policies than today in order to limit energy consumption, reduce
pollution and protect natural areas and arable land (Gauthier 2007). Namely, re-use
of urban areas and more effective utilization of building sites is a possible strategy
to this end, not only in developing countries but also in developed countries. Land
use planning for a sustainable urban development must be oriented towards the
conversion of agricultural land into urban land uses, but should not be based solely
on such urbanization processes.

Changes that occur on urban land do not occur within the neat, uniform squares
of a raster file; they occur on lots, whose shapes are often anything but neat and
square. When an existing building on a lot is demolished, a new building is built
for a new use, meaning that the land use has been changed (Fig. 1). This is because
the ease of the permit process for demolishing buildings affects the direction and
speed of the change in land use. Also, it is quite common for lots to be divided,
with portions being sold off for conversion to residential use (Fig. 2). There is a
need for a debate not only about change in land category (undeveloped land/
building lot), but about division of lots, demolition/reconstruction of buildings, and
change in building type. Thus, in contrast to land use changes in suburbs, where
changes in land category are the main topic of concern, a model for land use in
existing city areas that include lot division, building demolition/reconstruction,
and building-type change is required, when we discuss sustainable urban
development.

Buidlings to be demolished

Buidlings constructed
for a new useBuidlings reconstructed

for the same use

Fig. 1 Example of demolition and reconstruction of buildings observed in existing city area
within 4 years
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1.2 Behavioral Approach for Land Use Model

There are two approaches in the field of land use models: to consider the overall
volume of land use in each region, or to directly model land use changes by
individual unit lots. The former is called the aggregate model, and the latter is the
disaggregate model. Nowadays, there is demand for development of a behavioral
model that asks ‘‘How are land use decisions made?’’ behind the increasingly
popular use of the disaggregate model in disparate fields of research.

Microsimulation models are recently broad trend, in which the dynamic
behavior of individual agents is explicitly simulated over both time and space to
generate aggregate system behavior. Agent-based models are ones in each indi-
vidual actor within the system of interest are modeled as autonomous ‘‘agents’’,
each one of which possesses identity, attributes and the capability to ‘‘behave’’, i.e.
to make decisions and to act within the system (Miller et al. 2004).

Typical examples are models based on multi-agent systems (MAS) and cellular
automata (CA), which are in vogue in many branches of interdisciplinary research
fields, including urban planning and urban management, and built-in decision/
planning support systems (McClean and Watson 1995; Li and Yeh 2000; Torrens
2002; Arentze and Timmermans 2003; Saarloos et al. 2005). Land use and land
cover change (LUCC) models based on MAS/CA were offered as a means of
complementing other techniques, after examining the strengths and weaknesses of
myriad ordinal LUCC modeling approaches.

1.3 Limitation of Previous Approach

Kapelan et al. (2005) identified the principal strengths and weaknesses of planning
support tools (PST) for sustainable urban development while considering the
broader issue of how an integrated urban planning support system (PSS) can be

lots to be divided

4 years
later

lots divided into smaller
percels

Fig. 2 Example of division of lots observed in existing city area
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developed. They identified a total of over 150 tools for sustainable urban devel-
opment using 14 criteria [We consider here both PSS and decision support systems
(DSS) interchangeable, since the difference between them lies mainly in the
application of these systems.]. The issue of calibration and validation of mathe-
matical models, especially impact assessment models in PSTs for sustainable
urban development, is often neglected even though it is very important. A model,
no matter how complex and detailed, is meaningless if its outputs cannot be
trusted. Therefore, a PST should be fully calibrated using sufficient quality/
quantity of observed data (Kapelan et al. 2005). Thus, the limitations of con-
temporary MAS/CA models include its poor statistical significance in parameter
setting, statistical verification and calibration of models. Also, CA models include
its poor ability to handle actual irregular shape of urban lots. Coupling MAS/CA
with a statistical model, they can serve as an analytical engine to provide a flexible
framework for the programming and running of dynamic spatial models.

PSS are generally regarded as systems in which technologies dedicated to the
planning profession are brought together. Harris and Batty (1993) associated the
concept of PSS with combining a range of computer-based methods and models
into an integrated system that is used to support a particular planning function
(Geertman and Stillwell 2004). Namely, various land use models for urban area are
needed for integrated PPS for sustainable urban development.

Although this chapter addresses fundamental problems hidden in the conven-
tional models proposed up to the present, the challenges shown in this chapter are
common and partly overlap those of the MAS/CA models, which are often used in
PPS. Namely, it has been widely recognized in geography that there exist common
scale-related problems related to the verification and validation of MAS/CA
models. Most MAS/CA models are, by nature, interdisciplinary. It is obvious,
therefore, that we should draw on and combine knowledge from many disciplines
in order to develop creative new tools for PSS for sustainable urban development.

1.4 Our Approach to Micro Land Use Model

In recent years, land use databases are being assembled at a rapid pace, as GIS
technology is steadily being upgraded. It is now easy to obtain data from multiple
time points. Given this background, a large body of basic research using Markov
chain models exists in LUCC studies (Drewett 1969; Bourne 1971; Bell 1974; Bell
and Hinojosa 1977; Robinson 1978; Jahan 1986; Ishizaka 1992; Muller and
Middleton 1994; Theobald and Hobbs 1998; Qihao 2002). Markov models may be
combined with CA for LUCC modeling, as evidenced by joint CA-Markov models
(Li and Reynolds 1997; Balzter et al. 1998). Several methods were proposed to
sharpen the Markov chain models for LUCC analysis.

However, there still remained several types of errors that resulted from the
estimation method of land use transition probability (Osaragi and Aoki 2006). The
transition probability matrix, which is at the heart of conventional Markov-chain
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land use models, makes its estimates on the basis of the overall sum of the areas of
lots whose uses were changed between two time points, using raster database, for
instance. This method is quite simple, but tends to give a misleading picture of the
structure of actual land use conversions. There is a great difference between the
matrices generated by estimates based on area and those generated by estimates
based on unit lots. In addition, this method does not provide a dependable analysis
of how likely it is for a change to occur on any individual lot. Nevertheless, we
should take into consideration that the basic unit of land use change is not a cell
but a building lot. Adopting the conventional method entails the risk of over-
looking the true transition structure (Yoshikawa 1994).

This research uses a modified version of the conventional Markov chain-style
land use model to create a model based on the probability of conversion of unit
lots. In this approach, fixed asset tax records (non-spatial data) kept by local
authorities were combined with spatial data such as lot location and shape in a
single file to create a source of data about individual lots. Submodels were con-
structed to describe actions such as changes in lot division, building demolition, or
building reconstruction. These were combined into the land use model proposed
here. The accuracy of the model was then investigated. Future changes in land use
were simulated with the model to predict the effects of factors such as zoning
changes and street widening.

2 Approach to and Modeling of Land Use Conversions

In city areas, land use changes generally arise when older style buildings are
demolished and replaced with contemporary buildings. This is quite different from
land use changes in suburban areas, where a major concern is land development.
Land use issues should also be considered from a disaggregate viewpoint—it is
perfectly natural to examine these issues from the perspective of those people
whose activities are tied to the land (such as homeowners and business owners),
who make decisions about the exact uses of their own plots. In other words,
analysis of the basic unit for changes in land use—the lot—should be considered
from the viewpoint of behavioral science. This chapter expands the conventional
concept of changes in land use in city areas to include the combination of changes
both to land and buildings.

Figure 3 is a diagram of the model. The following should be noted: (1) The
probability of division is estimated individually for each lot. The number of
parcels resulting from each of the divided lots is then estimated. (2) If there is a
building on a lot, it is predicted whether or not the building will be demolished.
When the building is predicted not to be demolished, it is assumed that no change
will occur in land use, thereby determining the use of the lot at the next time step.
(3) If there is no pre-existing building on the lot, it is predicted whether or not the
land category of the lot will be changed; for lots used for forest or agriculture, the
prediction process is stopped and no prediction of any change is made. (4) If the
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land category of the lot is for buildings, it is predicted that the building will be
remodeled and upgraded. The mathematical form of this model is as follows:

x1�ðt þ 1Þ ¼ Dt11x1�ðtÞ þ Dt21x27ðtÞ þ
X6

l¼1

ð1� rÞDþ R½ � t21x2lðtÞ ð1Þ

x2jðt þ 1Þ ¼Dt12k7jx1�ðtÞ þ Dt22k7jx27ðtÞ þ rx2jðtÞ

þ
X6

l¼1

ð1� rÞDþ R½ � t22kljx2lðtÞ
ð2Þ

where D ¼ ð1� dÞ þ d
P

n ndn; R ¼ rd
P

n ndn � 1
� �

;

xij(t) is the number of lots whose land category is i and land use (building type)
is j at time t (see Fig. 3),

r is the remaining probability of building,
d is the probability of lot subdivision,
dn is the probability of lot subdivision into n lots,
ti1i2 is the transition probability of land category from i1 to i2,
kj1j2 is the transition probability of building type from j1 to j2.

3 Estimating the Probability of Lot Conversion

The design of the land-use model takes into account that the collection of indi-
vidual micro data (i.e. data which because of their micro location can be associated
with individual buildings or small groups of buildings) is neither possible nor
desirable. The land-use model therefore works with synthetic micro data which
can be retrieved from generally accessible public data (Moeckel et al. 2002). This
study uses fixed asset tax record data in Mitaka City, Tokyo from the period
1994–1998, in which around 60,000 individual lots are included. The probabilities

Time t Time t+1

1. Single dwelling

3. Apartment

5. Commercial

6. Factory or
Storehouse

Forest or
Agricultural Lot

Building Lot

No

Yes

Yes

Yes

No

No

(1)

(2)

(3)

(4)

Forest or
Agricultural Lot

2. Single dwelling
(combined-use)

4. Apartment
(combined-use)

7. Vacant

Demolish

Presence
of building

Division
of lots

Predict the
number of
lots

Predict the changes
in land category

Predict the type of
building

i=1

i=2

j=

i=1

i=2

j=

1. Single dwelling

3. Apartment

5. Commercial

6. Factory or
Storehouse

Forest or
Agricultural Lot

Building Lot

2. Single dwelling
(combined-use)

4. Apartment
(combined-use)

7. Vacant

Fig. 3 Land use model based on unit lots

36 T. Osaragi and T. Nishimatsu



of lot conversion estimated below vary greatly with conditions, including the
attributes of lots, location and prevailing regulations on land use. Therefore, this
study investigates what variables are best to include in models in order to describe
the structure of lot conversions. Generally, the more explanatory variables, the
more detailed look one can get at the structure of conversions; however, the model
becomes unstable if classifications are too fine. A contingency table analysis
model based on Akaike Information Criterion (AIC) was used to incorporate
variables into the model in order of statistical significance (Akaike 1972, 1974).
Since statistically significant variables mean nothing if they cannot be used in
urban policy, variables were sought in a preliminary study (Table 1).

3.1 Probability of Lot Division

Sometimes portions of lots are sold off while houses are still standing on the unsold
parts of the lots. However, lots with no house are more likely to be divided (Fig. 2).

Table 1 Variables describing the characteristics of lots

Attributes

Area of lot (1) 100 m2, (2) 500 m2, (3) 1,000 m2, (4) 1,000 m2 or more
Width of adjacent street (1) 4 m, (2) 6 m, (3) 10 m, (4) 10 m or more
Current presence of

building
(1) Yes (a building is standing), (2) No (no building)

Type of building on a lot (1) Single dwelling, (2) Single dwelling (combined-use), (3)
Apartment, (4) Apartment (combined-use), (5) Commercial, (6)
Factory/storehouse

Age of building on a lot (1) 10, (2) 20, (3) 30, (4) 40, (5) 50, (6) 60, (7) 70, (8) 80, (9)
81 years or more

History of lot division (1) Yes (a lot was divided before), (2) No (never divided)
Combined-use here means that in addition to dwelling space, the building also contains

commercial-use facilities with over 30 m2 of floor space

Regulations

Land use zoning (1) Low-rise residential, (2) Middle-to-high-rise residential, (3)
Residential, (4) Quasi-residential, (5) Neighborhood
commercial, (6) Commercial, (7) Quasi-industrial/industrial

Floor area zoning (1) 50 %, (2) 80 %, (3) 100 %, (4) 150 %, (5) 200 %, (6) 300 %, (7)
500–600 %

Building area zoning (1) 30 %, (2) 40 %, (3) 50 %, (4) 60 %, (5) 80 %

Location

Districts (1) Commercial, (2) Industrial, (3) Residential, (4) Residential with
commercial, (5) Regular residential

Distance to the nearest bus
stop

(1) 100 m, (2) 200 m, (3) 300 m, (4) 300 m or more

Distance to the nearest
railway station

(1) 500 m, (2) 1,000 m, (3) 1,500 m, (4) 1,500 m or more
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Current presence of a building was added to the list of explanatory variables for this
reason. As the results of a contingency table analysis, four statistically significant
variables (1:[Current presence of a building], 2:[Area of lot], 3:[Land category],
4:[Width of adjacent street]) were incorporated in the model. That is, the probability
of lot division was estimated for each combination of these variables, i.e., 64
(=2 9 4 9 2 9 4) probabilities of lot division were estimated. [Current presence of
a building] has the highest explanatory power; lot division was more probable when
there was no building. The explanatory variable with the second highest influence
was [Area of lot]. The larger the area, the higher the probability of division. [Dis-
tance to the nearest bus stop] was also employed to calculate the probability of lot
division in the simulation, whose execution will be described below.

3.2 Probability of Building Demolition

In contrast to other probabilities of conversion, the probability of demolition of a
building must be estimated while accounting for the fact that it actually existed until
some point in time without being demolished (Osaragi 2004, 2005). This is employed
as an explanatory variable on the basis of earlier investigations on the probability of
demolition of buildings. As the results, three variables (1:[Type of building on a lot],
2:[Land use zoning], 3:[Age of building]) were incorporated in the model.

3.3 Probability of Change in Land Category

Conversion of residential land to forest or agricultural land is extremely rare, and its
probability can be considered to be fixed without dependence on any other con-
ditions. The variable of [History of division] has been added to the list of
explanatory variables in order to account for the probability of the opposite process,
division of a forest or agricultural lot and conversion for sale as residential plots. As
the results, three statistically significant variables (1:[History of division], 2:[Area
of lot], 3:[Width of adjacent street]) were selected for explanatory variables.
[History of division] is the most powerful explanatory variable; the probability for a
forest or agricultural lot to be converted to residential is extremely high. [Land use
zoning] was also employed as an additional variable in the simulation in order to
discuss the power of controllable variables in the change of land category.

3.4 Probability of Change of Building Type

It was studied what factors influence the change of certain classifications of
buildings. 1:[Area of lot] and 2:[History of lot division] had the highest
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explanatory power in conversions from ‘‘Single dwelling’’ to other uses. However,
in the simulation described below, the explanatory variable of zoning designation
is used, which has about the same level of strength as land use regulations.
1:[History of lot division] and 2:[Area of lot] both have high explanatory values
for apartment buildings. The greater the area of a lot, the higher the probability that
it will be converted to use for an apartment building. The probability is also
increased if the lot has ever been divided. Since there are low numbers (samples)
of combined-use single dwellings (combined-use here means that in addition to
dwelling space, the building also contains commercial-use facilities with over
30 m2 of floor space), combined-use apartment houses, commercial establishments
and factories, only the factor of 1:[History of lot division] is employed to explain
conversions from these classifications. For conversions of vacant lot, three vari-
ables are adopted; i.e., 1:[History of lot division], 2:[Area of lot], 3:[Land use
zoning], 4:[Width of adjacent street] after examining their consistency with the
probabilities of other conversions. Locations adjoining wide streets and com-
mercially zoned locations show high probabilities of conversion of vacant lot to
commercial use.

4 Validation of Model

4.1 Accuracy of Estimates by Model

All of the lots were sorted into two groups at random, comprising 1/4 and 3/4 of
the original set. The probability of conversion was calculated using the 3/4 portion,
and Eqs. (1) and (2) were employed to test the probabilities for the lots in the
remaining portion to test the accuracy of the estimates by the model. As described
above, the prediction was carried out for each individual lot, but urban planning
often calls for information relating to area, so the validation was carried out with
respect to area. Figure 4 shows a partial comparison of estimated area and the
actual area in 1998. The estimates were generally consistent with the actual areas.

4.2 Stability Across Time

While cellular modeling techniques offer greater flexibility for representing spatial
and temporal dynamics, these dynamics are based on stationary transition proba-
bilities (Parker et al. 2003). The models proposed thus far assume that the tran-
sition probability will remain stable in the future, except in a few instances where
it has been tested (Bourne 1971; Bell 1974; Bell and Hinojosa 1977). Therefore, it
is necessary to confirm the stability in the transition probability in terms of time.

The estimating parameters cannot be rigorously tested for their ability to predict
the future, so they were set using data from 1994 to 1996, and then used in an
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attempt to predict the changes in the 1996–1998 period. In addition to the magnitude
of the errors, the method was also examined for its prediction of the direction of
changes in land use. Figure 5 provides the fraction represented by the error in the
estimates with respect to the actual values. The commercial use was slightly
underestimated, but the model showed good overall consistency with the data.

It is generally assumed in Markov-chain models that the transition probability
matrix is constant. This assumption is not very plausible for changes in land use,
however, which are closely connected to middle/long term socioeconomic activ-
ities. The researcher or planner must revise both the database itself and the
expected accuracy of the data there when preparing models that are expected to
replicate actual events. For example, methods can be used to incorporate the
varying probability of conversion over time.

4.3 Spatial Extent Predictable with Model

It was also investigated whether the same parameters can be applied in a com-
paratively small area. The parameters found using the data for the entire city of
Mitaka were employed to predict changes in land use in 11 different chō (a subunit
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of a city approximately equal to a few tens of blocks). Some results were shown in
Fig. 6. These predictions showed a generally good match with actual land use
changes, but a greater extent of scatter was found in the estimates of combined-use
apartment houses in Kitano-chō and factory/storehouses in Shinkawa-chō. When
predictions are attempted over smaller spaces, these have an increased influence
over the estimates for the larger region. Estimates at the aggregate area level are
then prone to error.
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5 Simulations for Predicting Future Land Use

5.1 Analyses, from the Point of View of Future Land Use

The estimated parameters were used to predict the uses of lots in the entire area of
Mitaka City over the next 20 years (Fig. 7). In terms of area, conversion to resi-
dential use is predicted to continue, with a reduction for forest- and agriculture-
land and a large increase in single-dwelling and multiple-dwelling (apartment)
residential land. Commercial land is expected to shrink slightly, along with land
used for industrial purposes and material storage (Fig. 7, bottom right). However,
the area zoned for combined commercial and multi-dwelling residential area was
predicted to increase, indicating a high potential for commercial plots to be con-
verted to such combined use. The mean lot area was also investigated (Fig. 7,
upper right). The overall area for single-dwelling and multiple-dwelling residential
land was predicted to increase, but the size of individual residential plots was
predicted to decrease, like those of commercial plots. Lots for combined-use
apartment buildings will become slightly larger and are less prone to be divided
during reconstruction of buildings than ordinary apartment buildings. Lots for
combined-use multiple-dwelling complexes have a high potential to be rebuilt with
larger buildings at the time of change in land use category.
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5.2 Analysis of Influence of Land Use Plans

5.2.1 Direction and Speed of Conversions of Forest
or Agricultural Land

Conversion of forest and agricultural land was investigated (Fig. 8). The area
under these two uses was predicted to be reduced to about 75 % of its current total
over the next 20 years. The after-conversion uses will be residential or vacant, and
much of the vacant lots will be converted to residential land. The after-conversion
uses were examined for variations with before-conversion uses (Fig. 8, right side).
Conversions of agricultural and forest land in middle-to-high-rise residential dis-
tricts and in residential districts were quite fast, consuming about half the available
land in the 20-year period. These rates of conversion of the agricultural and forest
lots in middle-to-high-rise residential districts and in residential districts, multiple-
dwelling, commercial use or vacant status were three, five and two times as much
as average rates, respectively. A clear influence was predicted for district land use
designation on conversions.

5.2.2 Direction and Speed of Conversions of Vacant Lots

The fate of vacant lots was also predicted (Fig. 9). The area under this designation
was predicted to fall by 35 % over 20 years. By conversion type, relatively few
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conversions occur in quasi-residential districts, neighborhood commercial districts
and commercial districts (Fig. 9, right side). Of those that undergo conversion,
vacant lots in quasi-residential districts most often see conversions to combined-
use single dwellings, and vacant lots in neighborhood commercial districts are
usually converted to combined-use apartment buildings or commercial
establishments.

5.2.3 Analysis of Conversions of Land Adjoining Main Roadways

The effect of street widths in metropolitan plans was also investigated (Fig. 10).
Conversions to single dwellings were suppressed but conversions to commercial
use and combined-use apartment houses were increased by the widening of
adjoining streets (Fig. 10, right side). Therefore, it is necessary to control the
potential for development of lots in districts with streets that are marked for
widening, so that development proceeds in an orderly manner in adjoining districts
during the widening process.

5.2.4 Analysis of Conversions of Land Use with Respect to Zoning

The influence of zoning revisions on land use conversions was observed, paying
particular attention to low-rise residential districts adjoining neighborhood com-
mercial districts and commercial districts near railway stations (Fig. 11). If zoning
does not change (present zoning), the number of single dwellings increases, but
this number decreases if the land is converted to any of the following: middle-to-
high-rise residential; residential; quasi-residential/neighborhood commercial; or
commercial (Fig. 11, upper left). Following zoning changes, however, there were
predicted to be increased conversions to combined-use apartment houses and to
commercial establishments (Fig. 11, upper right, lower left); the increase in
commercial establishments was particularly marked.
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In sum, when zoning regulations are relaxed in especially convenient locations
such as low-rise residential districts near railway stations, conversion to com-
mercial establishments was accelerated.

It is necessary to debate revision of zoning designations in the face of the
problems related to the use of empty land left after factories in quasi-industrial or
industrial districts have been moved or abandoned (Fig. 12). The conversion of
these areas to low-rise residential districts promotes the expansion of living spaces,
including single dwellings. On the other hand, the conversion of these areas to
middle-to-high-rise residential districts or residential districts promotes mixed use
of nearly 20 % of the area, combining single dwellings, apartments, commercial
establishments, factories, storage and still-vacant spaces. If these abandoned plots
are re-zoned for commercial use, changes occur at a more sedate pace, and only
forest and agriculture lots are quickly converted to residential land. Therefore,
planners must note that the direction of land use conversions varies greatly from
the usual direction when the initial use is industrial. Planners must pay careful
need to the probable direction of conversions as they prepare to re-designate the
permitted usage of lots.

6 Summary and Conclusions

For this study, a method for predicting the future designated use of single lot units
was devised from a previous area-based estimation method for the probability in
conversions in land use. A land use model incorporating this method was pro-
posed. Submodels were created and validated that described essential processes in
land use—changes in land category, lot division, demolition of buildings, and
reconstruction of buildings. These sub-models were combined to create the final
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model. The accuracy and time stability of the model were validated and the range
of region sizes over which the model provided acceptable estimates were inves-
tigated, and good results were obtained.

Simulations of changes in land use were then carried out and predictions of the
effects of changes in zoning and street width on future land use were observed, and
we demonstrated that (1) planners need to control the potential for development of
lots in districts with streets that are marked for widening, so that development
proceeds in an orderly manner in adjoining districts, (2) conversion to commercial
establishments was accelerated, when zoning regulations are relaxed in especially
convenient locations such as low-rise residential districts near railway stations, (3)
it is necessary to note that the direction of land use conversions varies greatly from
the usual direction when the initial use is industrial. Hence, planners must consider
the probable direction of conversions as they prepare to re-designate the permitted
usage of lots. Thus, the models were shown to allow investigations of specific land
use policies and comparison of these with actual land use changes.

The model proposed in this research seems to be applicable only to a rather
limited area, since the database used here is very precise and detailed. Sui et al.
(2013) explores both the theories and applications of crowdsourcing for geo-
graphic knowledge, by situating volunteered geographic information (VGI) in the
context of big-data deluge and the data-intensive inquiry. This phenomenon of
VGI, which is part of a profound transformation in how geographic data, infor-
mation, and knowledge are produced and circulated, will be activated in the future.
Very high-detail spatiotemporal databases are, therefore, expected to be available,
especially in urban area.

Moreover, the estimated parameters would vary if we choose another area for a
case study. For instance, the demolition rate of buildings in a certain area would be
different from that of the study area used here. However, the authors think from
their experiences that the mechanism of land use conversion will be quite similar
each other, at least in Japan. Further study is, therefore, needed to confirm the
compatibility of the proposed models by applying them to other areas.
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Simulating the Dynamics Between
the Development of Creative Industries
and Urban Spatial Structure:
An Agent-Based Model

Helin Liu and Elisabete A. Silva

Abstract Creative industries have been widely adopted to promote economy
growth, urban regeneration and innovation. It is expected that this strategy can
produce a sustainable development model. However, in reality it is not effective
enough because the implemented policy based on linear analysis is misleading.
This chapter aims to fill this gap by examining the dynamics among creative
industries, urban land space and urban government from a complex systems’ view.
It presents a general simulation framework and an agent-based model (named
‘‘CID-USST’’) developed in NetLogo. This is a spatially explicit model where a
simplified urban space is used to represent the real urban land space. The agents
involved include the creative firms, the creative workers, and the urban govern-
ment. The resulting urban spatial structure is examined from two aspects: the
spatial density distribution and the spatial clustering pattern of both the creative
firms and the creative workers.

1 Introduction

It took more than 50 years for the concept of creative industries to evolve from
‘‘culture industry’’, through ‘‘cultural industries’’ to ‘‘creative industries’’
(O’connor 2007). However, it was quickly accepted and adopted world widely by
urban policymakers aspiring to promote urban growth. The underlying policy
rationale, growth and innovation (Foord 2008) were fuelled by the argument for
‘‘creative city’’ (Landry, 2000) and ‘‘creative class’’ (Florida 2002). As a result,
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cities and regions around the world are trying to develop, facilitate or promote
concentrations of creative, innovative and/or knowledge-intensive industries in
order to become more competitive and sustainable (Girard et al. 2012).

These initiatives also provide evidence to support the argument that creative
industries can contribute to urban economy growth (Piergiovanni et al. 2012;
Higgs et al. 2008), raise employment rate (Mossig 2011; Higgs et al. 2008),
support urban creativity (Stam et al. 2008; Scott 2006), facilitate urban regener-
ation (Pratt 2009; Evans 2005), and be beneficial to sustainable urban development
(Kakiuchi 2012; Forum for the Future 2010).

However, much of the focus has been around the investment of cities in specific
regeneration projects or flagship developments rather than addressing the nature of
the infrastructure, networks and agents engaging in the city’s cultural development
(Comunian 2011). This directly leads to the ineffectiveness of policy in terms of
urban growth and sustainable development. First, focusing on short-term attraction
rather than long-term relation can lead to the waste of significant investment in
cultural infrastructure and creative economies, as firms and workers tend to be
‘footloose’ (Florida 2002) and can move to other city or region easily. Second,
creative industries are dynamic; they are not bound to certain areas within a city
but can resettle themselves spatially within a very short time. Therefore, an
understanding of their spatial behaviours and its relationship with the locational
factors and the urban policies is critical in developing sustainable and effective
urban development schemes.

This chapter introduces a system approach to explore the dynamics between the
development of creative industries and urban spatial structure. First, it proposes the
dynamics framework which explains the complex interactions among the involved
agent classes (creative firms, creative workers and urban government). Within this
framework, the government acts as advocator and regulator. To cultivate creative
industries, the leverage of supportive policies are utilised by the urban government
to (re)develop certain urban sites or regenerate declining urban areas. The creative
firms are influenced by the government policies and constrained by their own
available capital and profit rate. They have to first find office location according to
location utility, and second employ/fire workers by checking their profit rate.
Using a similar principle of referring to location utility, the workers have to find
suitable residences to live. In addition, they also have to hunt for jobs in these
creative firms. Their employment/unemployment consequently changes the profit
rate and capital of the firms. Then, this chapter uses the city of Nanjing to illustrate
the development of the simulation model named ‘‘CID-USST’’.

2 The General Framework for Simulating the Dynamics

The strategies/policies adopted by the urban/region government to attract invest-
ment in creative industries can be grouped into six categories: (1) property and
premises strategies; (2) business development, advice and network building;
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(3) direct grants and loans schemes to creative business/entrepreneurs; (4) fiscal
initiatives; (5) physical and IT infrastructure; (6) soft infrastructure (Foord 2008).

For modelling simplification purpose, within a city realm these six categories
can be generalised into two types: (1) policies that centre on financial or other soft
support (i.e. as tax reduction, lower land/office and promotion of cultural diver-
sity); (2) policies that directly relate to urban land use planning. In practice, the
government sometimes offer grants and loans directly to the creative firms without
requiring them to locate in certain sites. In this research, we suppose that all these
policies are used as the leverage to develop certain land plots. In other words, the
government prefers to allocate the policy packages to some certain land plots so as
to attract firms to promote the land-use development.

The behaviour of the urban government in making supportive policies can be
described as shown by the left part of section A in Fig. 1: (1) The first step is to
design policy packages (in a process of combining the possible policies, say tax
reduction, lower office rent for instance); (2) The government has to allocate all the
policy packages spatially within the city (by changing planning permission in plots
of land, which in consequence influences the firms’ decision on office location and
promotes land use change).

Regarding the second type of policies (land use change), strategies were gen-
eralised into three aspects: urban regeneration, new development and land-use
guidance (the right part of section A in Fig. 1). This ‘‘urban regeneration’’
behaviour resonates with the fact that creative industries are usually integrated
with urban regeneration as a strategy to renew declining urban areas. New
development deals with land plots of green belt/farmland which are strictly pro-
tected. Both the creative firms and the creative workers cannot occupy these plots
unless development of new offices or new housing estates is permitted by the
government. The urban land-use guidance is about the strategy of defining the
maximum plot ratio of each plot to control land exploitation. It is obvious these
three strategies can affect the marks of the locational factors of the involved plots.

The values of each plot’s locational factors are crucial for both the creative
firms and the creative workers. This is because those locational factors determine
the firms’ final decision upon where to set their offices and the workers’ final
choice of where to live. There are two points which need further clarification. First,
the set of locational factors for the creative firms and the creative workers should
be different—their choice are based on totally different use purposes, one as
working space and the other as living place. Second, depending on the case, both
of the two sets of locational factors can vary accordingly, for instance, factors that
determine the location of creative industries in London might be different from
that in New York. Despite of these differences, the principle of deciding the final
location is the same. That is, both the firms and the workers prefer the plot which
generates the largest location utility among the candidate plots.

For both the firms and the workers, it is not an easy task to find the right
location. In this framework, it is assumed that the tolerance of failure for both the
firms and the workers is not limitless. In other words, for a firm, it will be allowed
to try to find an office location, until exceeds the defined maximum time of
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attempts. Once it runs out the allowed maximum number of attempts it will give
up and be permanently excluded (the lower left part of section B in Fig. 1). For a
worker, failing to find a residence for too long will lead him to give up. In
modelling terms, he will be excluded permanently from the system (the lower part
of section C in Fig. 1).

However, what the two classes of agents need to do is not confined only to their
locational behaviours. The creative firms, aiming to generate profit and avoid
bankruptcy, must employ the right number of workers. The creative workers, in
order to support themselves, must try to find a job in the creative firms. This is a
bilateral process which can determine the fate (exclusion from the system) of each
other.

To employ the right number of workers is a complex process (the upper left part
and the right part of section B in Fig. 1). It is assumed that if the firm’s total capital
becomes negative, immediately the firm will claim bankruptcy and be excluded
from the system. As a consequence, all the workers employed by this firm will lose
their jobs, turning to be unemployed and waiting for the next employment
opportunity. If the total capital is positive, the firm then has to decide the firm’s
plan in terms of size development. The basic principle is that if the profit rate is not
acceptable, the firm will fire workers and reduce its size so that the costs (workers’
payment and office rent) can be reduced and continue to operate. On the other
hand, if the profit rate is higher enough, the firm will expand its expected size
(increase available offices), expecting to employ more workers and generate more
profit. Or if the firm’s profit rate is positive but not high, it will keep its current size
and employ new workers if more workers are needed.

The creative firms’ decisions on size development influences the creative
workers directly. This is because, as labour force, the creative workers have to
compete with each other in the labour market so as to find a job (the upper part of
section C in Fig. 1). For those unemployed, the first step to find a job is to target
the potential firms which are in need of new workers. The number of candidate
firms that a worker can target is not infinite but limited to a certain value. This
value can be interpreted as the maximum times a worker can go for interviews in
1 month. However, those candidate firms are not randomly selected, but based on
the job-hunter’s expected salary. Finally, the worker will choose the firm offering
the highest payment. It is possible that the job-hunter may fail in finding a position.
If this happens, the job-hunter will wait for a new chance in the next round until
the times of failure is beyond the defined tolerance (number of times worker can
apply/be-interviewed in 1 month).

In terms of the creation of new agents, we suppose that new creative firms will
be established if the total demand is greater than the total production (section D in
Fig. 1). The total production is all the value the employed workers generated
which should be calculated in the simulation process. It is also assumed that that
the supply of new creative workers highly depends on the real-time employment
rate. If this employment rate is higher than the critical rate which should be open to
user’s control, new creative workers will be created and ready to enter the system
in the next round (section E in Fig. 1).

Simulating the Dynamics 55



3 Agents and Their Action Rules

Agents and their action rules require an environment to perform their dynamic
behaviour, commonly called ‘the modelling environment’. The modelling envi-
ronment defines the virtual space in which agents operate, serving to support their
interaction with the environment and other agents. Agents within an environment
may be a-spatial, spatially explicit and/or spatially implicit (Silva and Wu 2012;
Wu and Silva 2010). Spatially explicit means that agents have a location in
geometrical space, while spatially implicit equals to the statement that location is
irrelevant (Crooks and Heppenstall 2012). Currently, there are a couple of mod-
elling systems (software) suitable for agent-based modelling. Of these systems, in
spatially explicit simulation, seven are widely used which are Swarm, MASON,
Repast, NetLogo, StarLogo, AgentSheets and AnyLogic (Crooks and Castle 2012).
The model to be built based on the dynamics framework proposed above is spatial
explicit.

3.1 Urban Government

As discussed in the dynamics framework, the behaviour of the government is
defined by two ways: design of supportive policies, land use planning schemes.

3.1.1 Design of Supportive Policies

It should be admitted that supportive policies vary across different cities. But it is
possible that these policies can be classified into a number of similar groups. In
this simplified policy design process the government first figures out the possible
policies and then combines groups of policies to produce policy packages. In a
general condition, if the number of policy groups is n, then the number of possible
policy packages is Np ¼ C1

n þ C2
n þ � � � þ Cn

n : These policy packages then can be
allocated spatially by the government according to their development schemes. It
is also very important that each policy package has its own duration. once it is due
it is withdrawn by the government (Table 1).

Table 1 Triggers and action
rules for the urban
government

Trigger Action

There are supportive
policy schemes

Designs and allocates the policy
packages spatially

Duration of a policy
package is due

Withdraws the policy package

The land plot can be used
for office development
or housing development

Sets its maximum plot ratio
for development
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3.1.2 Land Use Planning Schemes

In terms of land use planning, the government is supposed to act in three aspects:
(1) to carry out urban regeneration which focuses on the redevelopment of
declining sites; (2) to develop new housing or offices in undeveloped suburban
areas (such as green belt); (3) density control, which can be defined by plot ratio
(Table 1). To simplify this process, instead of specifying the ratio for every plot,
we can divide the urban land space into different areas and set up the maximum
plot ratio for each area.

3.2 Creative Firms

3.2.1 Looking for Office Site

In this model, we hold that, in terms of choosing a location, each firm has its own
particular preference. In other words, if we assume that the set of locational factors
that determine the firms’ office location is Ff ¼ F1; F2; F3; . . .; Fnf g and the
number of the locational factors is n (the subscript of f refers to ‘‘firm’’). The
importance that a firm attaches to each locational factor is different, which in
consequence can be described as Wf = {w1, w2, w3, …, wn}.

If we assume that the set of candidate plots is CPf = {P1, P2, P3, …, Pm} where
m is the number of candidate plots. It is obvious that each plot has a different set of
values for the location factors in Ff, which can be described as {mf1, mf2, mf3, …,
mfn}. Thus, the location utility each plot generates for this firm can be calculated
by the formula:

Uf ¼ ðw1 � mf 1 þ w2 � mf 2 þ w3 � mf 3 þ � � � þ wn � mfnÞ � Q

where Q is the building quality of the plot. Then the one which generates the
greatest location utility can be defined as:

Pfinal ¼ Pmax where Pmax satisfies that

Uf ðPmaxÞ ¼ maxfUf ðPiÞ; i ¼ 1; 2; 3; . . .; mg

This plot, as explained earlier, is the site where the firm chooses to settle down.
The firm’s moving-into this plot will consequently raise the marks of the locational
factors of this plot and its neighbouring ones. It is possible that the firm fails to find
the right place. If this happens, the firm will continue to search in the next tick. But
when the waiting time exceeds the maximum tolerable time, the firm is excluded
from the system.
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3.2.2 Looking for Workers

Before deciding whether to employ or fire workers, the firm must first check its
capital and profit rate (Table 2). The firm’s capital can be determined by its cost
for land rent, workers’ salary workers’ output, tax paid and the sale rate of the
production. The design depends on the case being studied. If the capital runs out,
the firm will collapse and lead to the unemployment of its staff. Simultaneously, its
demise will also cause the decreasing of the values of the locational factors of the
relevant plots.

But if the firm is successful and is generating a profit-rate higher than the
critical value (open to change by the user), it is allowed to expand its office area,
and employ more workers. However, considering costs, it will only employ those
workers whose expected salary is approximate to the firm’s wage standard (should
be set by the user depending on the studied case). A firm has to decrease its
expected size (and so its office area) if its profit rate is negative and lower than the
critical value (open to change by the user). If the expected size is reduced to a
value smaller than the real size of the firm, workers with less profit-making ability
(referring to the value of worker’s capability minus his real income) will be fired.

3.3 Creative Workers

3.3.1 Looking for Residence

Using the analogy of the firm’s action rules in finding an office, the principle for
the worker to find accommodation is to choose plot with the maximum location
utility (Table 3). If we assume that:

The locational factors for the workers are Fw = {F1, F2, F3, …, Fn} (w refers to
‘‘worker’’), and the corresponding weights are Ww = {w1, w2, w3, …, wn};

The candidate plots are CPw = {P1, P2, P3, …, Pm}, and the marks each
candidate plot features for the locational factors are {mw1, mw2, mw3, …, mwn}.

Then the location utility of each candidate plot for the worker can be calculated
via:

Uw ¼ ðw1 � mw1 þ w2 � mw2 þ w3 � mw3 þ � � � þ wn � mwnÞ � Q

where Q is the building quality of the plot;

Table 2 Triggers and action
rules for the creative firms

Trigger Action

Firm’s total capital \0 Dies and is permanently
excluded (claims bankrupt)

Time of failing to find the right
office site [ the maximum
times that it can tolerate

Dies and is permanently
excluded (gives up and
moves to another city)
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And the best location can be identified by:

Pfinal ¼ Pmax where Pmax satisfies that

UwðPmaxÞ ¼ maxfUwðPiÞ; i ¼ 1; 2; 3; . . .; mg:

Similarly, the worker’s moving-into this best plot will raise the values of the
locational factors of the neighbourhood. Still, the question of which factors will be
affected depends on the modeller’s design and purpose. However, if the worker is
unable to find the right accommodation, he will continue to try until is excluded
from the system (the maximum value of attempts is open to change by the user).

3.3.2 Looking for Job

The worker cannot relax even if he succeeds in finding residence. He must con-
tinue looking for a job position (Table 3). He only considers candidate firms which
can provide payment higher than his expected salary. However, to reflect the two-
way choice practice in employment, the payment that the candidate firms can offer
is limited to two times the income expected by the worker. With this restriction, a
number of firms (this number is open to change by the user) will be picked out as
the candidate firms which the worker is willing to work for.

The supposition here is that the worker will choose to work in the firm which
provides the best payment. But if the employment rate is worryingly low, the
worker may not be able to find a job. In this situation, the worker will try two
possible strategies. First, try to find a job in the next round. Second, give up
directly if the time of being unemployed (open to change by the user) is too long,
and as a result, he will be excluded from the system. Conversely, if the employ-
ment rate is high, greater than the critical value set by the user, new workers will
be born into this dynamic system.

4 Model Implementation: The Case of Nanjing

This section uses the modelling environment of NetLogo (Wilensky 1999) in order to
simulate the dynamics of the modelling framework proposed above. In NetLogo, the
default agent is defined as ‘‘turtle’’. If the model to be built is spatially explicit, the
‘‘world’’ in NetLogo can act as the geographical space (Table 4).

Table 3 Triggers and action rules for the creative workers

Trigger Action

Times of failing to find a job in the creative
firms [ the maximum times he can endure

Dies and is permanently excluded (gives up
and turn to find jobs in other businesses)

Times of failing to find a place to live [ the
maximum times he can endure

Dies and is permanently excluded (gives up
and moves to another city)
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The city used in this simulation is Nanjing, a growth pole with a population of
about 7.7 million in the Yangtze River Delta. Since 2006, creative industries have
been designated by the government as the pivotal industrial sectors to generate
growth and facilitate urban spatial restructuring (The Nanjing Bureau of Culture,
Broadcast, Television, News Media and Publication 2011; Nanjing Municipal
Government 2006, 2010). As creative industries consist of a set of industrial
sectors, in this study we narrow the research down to two industrial sectors:
software design and cartoon design. The data (such as urban policy schemes,
locational factors that determine the worker’s residence choice, worker’s income,
locational factors that determine the firms’ office location, creative firms’ size and
size-development plan) needed for this research are collected via a fieldwork of
questionnaires and semi-structured interviews.

As this model deals with how the development of creative industries influences
the urban spatial structure, it is called Creative Industries Development—Urban
Spatial Structure Transformation (CID-USST). Figure 2 illustrates the user inter-
face of the complete model.

4.1 Setting-Up Procedure

The first step in setting up the environment is to generate the simplified urban land
space of Nanjing. In this case, it is based on these principles:

• It is single-centered with one CBD.
• The urban space is divided into five areas: CBD, inner city bureau, outer city

bureau, inner suburb, and outer suburb. The plot ratio in each area is capped to
the maximum plot ratio.

• The geographical features that influence the locational marks of each plot are
generated based on the parameters in the user interface.

• The generation of facilities (such as shopping malls, libraries, underground and
city roads) that influence the locational marks of the land plots obeys the
principle: the closer to the city centre, the higher the probability is.

• The urban road system is a combination of ring-ways, grid, (within inner-city-
bureaus) and radiant roads from the centre. The closer to the city centre, the
higher the road density is.

Table 4 The concepts for
agent-based modelling in
NetLogo

General concepts in
agent-based model

Corresponding
concepts in NetLogo

Agent ‘‘turtle’’
spatially implicit: set by the

modeller as necessary
Environment spatially explicit: ‘‘world’’
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• The locations of the other urban elements (creative industry parks, old factories,
green parks) are generated via controlling their distribution percentages in each
urban area of the city.

In this case study, the urban land space is represented by the ‘‘world’’ (the black
plain in Fig. 2). Via fieldwork, we figured out that:

1. The firms’ locations are mainly determined by eight factors listed by impor-
tance (high to low) are:

government policy guidance,
urban road-transport (bus line),
high-speed public transport (underground),
cooperation and trade milieu among firms,
geographical proximity,
land rent,
sharing of talent pool, and
physical environment.

2. The factors that influence the creative workers’ housing-location preference
involve six determinants which, in sequence with the first as the most impor-
tant, are:

public transport (bus line and underground),
convenience for buying daily supplies,
housing rent/price,
physical environment quality,
allocation/inheritance, and
cultural facility.

Fig. 2 The user interface of the complete CID-USST model (overview)
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The geographical features considered (generated) in this are: river, lake, hill,
urban road, regional road linkage (cloverleaf), green park, underground, industrial
park, universities and research institution, declining housing site, old factory,
shopping mall, cultural facilities (such as museum, library). These features can be
set via the user interface, shown by section A in Fig. 2 (Fig 3).

According to the questionnaires, the most frequently adopted supportive poli-
cies are: tax reduction, lower land/office rent, and trade/milieu promotion. In
the setting up process, these policies are repackaged and allocated to certain plots
by referring to the parameters controlled by section B of Fig. 2 (Fig. 4). The
parameter ‘‘b-tax-rate’’ means the basic tax rate that the government generally

Fig. 3 Section A of Fig. 2:
tools to set the geographical
features

Fig. 4 Section B of Fig. 2:
tools to set the policy
packages
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applies to the firms. The ‘‘mean-tenure’’ is the mean duration for all the policy
packages.

The government’s power in urban renewal/development is simulated by section
E of Fig. 2 (Fig. 5). Via it, the user can add/cancel policy packages or start new
regeneration/development schemes. The button ‘‘plot-renew’’ points to the pro-
cedure of urban regeneration. Once it is pressed during the operation of the model,
a set of plots with lower building quality (building quality\0.5) will be renewed.
If the user needs, he can also approach the previously protected areas and develop
new housing property on them via pressing the button of ‘‘newsubflat’’.

Section C of the user interface is designed for the user to set the primeval
numbers of the firms and the workers (Fig. 6). It also provides the user the access
(the two sliders on the right) to setting the primitive demand (in value) of the
creative production (software, cartoon, animation) per month.

The critical values that closely related to the triggers of the behaviours of the
agents are open to change by the user via section D (Figs. 2, 7). It consists of ten
sliders. The upper six deal with the three actions of the agents: the workers to find
job and to look for accommodation; the firm to look for office. The lower four is
the critical values that relate to the birth of new agents (firms, workers) (Table 5).

The setting up process can be initiated by pressing the button ‘‘setup’’ (Fig. 8).
All the system needs to execute the programme in this process is to prepare the
primeval status of the system according to the details depicted in Table 5. This
setting up process basically consists of 8 steps: (1) Generate a simplified urban
land space; (2) Calculate the primitive locational marks (basic-mark, transport-
mark, rapidtrans-mark, environment-mark, shopping-mark, culture-mark, milieu-
mark, talent-mark) for each plot; (3) Calculate the basic land price (office rent,
housing rent) of each plot; (4) Set the building quality of each plot; (5) Set the
maximum plot ratio of each plot; (6) Set up policy packages and their locations;

Fig. 5 Section E of Fig. 2: tools for the user to act as the urban government

Fig. 6 Section C of Fig. 2: tools to set the primitive number of the agents and the production
demand per month
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(7) Generate the primitive firms and set their primeval status; (8) Generate the
primitive workers and set their primeval status. Only when this process is complete
can the model execute the dynamic procedure, which operates according to the
action rules defined in the section of ‘‘agents and their action rules’’. The ‘‘go’’
button in section H directly points to the whole dynamic procedure (Fig. 8).

4.2 Running the Model in Nanjing

Once the model starts to run it is possible to display the simulation results. These
results are spatially visible in the ‘‘world’’ by swapping views via section I and J
(Figs. 2, 9, 10, 11), and also numerically readable as presented in section F and G
(Figs. 12, 13).

The section of F and G are both dedicated to the demonstration of the dynamic
results. The first three monitors in section F of Fig. 2 are used to record the number
of total firms, total workers, and total policy packages that the government pro-
vides. The last three, in contrast, aim to show the number of agents in trouble,
including firms without offices, workers with no jobs and worker with no suitable
accommodations (Fig. 12).

In section G (Fig. 2), the four plots at the second row are tools to examine the
spatial clustering pattern of the creative workers and the creative firms. For this
purpose, two spatial statistics are used (Wong and Lee 2005). One is the variance-
mean ratio (VMR) by the method of quadrat analysis, which is used by plots ‘‘f-
cluster-check-Q’’ and ‘‘w-cluster-check-Q’’. The expression for VMR is:

Fig. 7 Section D of Fig. 2: tools to set the critical values (and triggers)
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VMR ¼ S2

X

The other one is the R statistic by nearest neighbour analysis. It is adopted by
the other two plots (f-cluster-check-N and w-cluster-check-N). The expression is:

R ¼ Ro

Re
¼
P

di=n

0:5
ffiffiffiffiffiffiffi
A=n

q

where di is the nearest distance of each point, A is the study area and n is the
number of point.

Fig. 8 Section H of Fig. 2: the ‘‘setup’’ button and the ‘‘go’’ button

Fig. 9 The ‘‘world’’ as direct demonstration medium of the result
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Fig. 10 Section I of Fig. 2: tools to show/hidden the two classes of agents (creative firms,
creative workers)

Fig. 11 Section J of Fig. 2: tools to show the spatial distribution of the location marks

Fig. 12 Section F of Fig. 2: monitors to record the number of the agents
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Fig. 13 Section G of Fig. 2: plots to describe the spatial distribution features and the
socioeconomic features of the dynamics process
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The three plots with ten labels on the legend at the third row aims to report the
spatial distribution of the creative workers, the creative firms and the policy
packages. Following these three plots are another two plots dedicated to under-
stand the spatial distribution of the land rent and the housing rent of the plots by
similar approach (Fig. 13).

5 Conclusion

Creative industries can contribute to urban innovation as well as urban sustain-
ability. However, in practice the effectiveness of planning creative industries is not
satisfactory and many times economically and socially unsustainable—generating
negative competition, high government investment on regeneration in order to
attract firms/workers but resulting in vacancy rates or short term usage and
abandonment, once the government subsidy stops. One solution to this problem is
to view the relationship among all the involved agents as a dynamic complex
process as presented in our research, by proposing a complex system approach to
understanding the complex interactions among the creative firms, the creative
workers and the urban government in terms of planning of urban land use. With
this we expect that a more effective and sustainable urban development can be
achieved.

We present this research framework and computer model hoping that visually
and quantitatively decision makers, researchers and stakeholders can see the
advantages for dynamically planning land uses, firm location, demand for office
and residential space and human resources—the case of Nanjing illustrates the
model development process. The complete model provides an interface that allows
scenarios to be easily generated.

Finally, it is also important to be aware of the model’s limitations. First, an
agent-based model has to be built at the right level of abstraction for every phe-
nomenon, judiciously using the right amount of detail for the model to serve its
purpose (Couclelis 2002). In order to simplify the dynamics framework, we had to
omit some details (i.e. the urban residents are not regarded as an agent class in the
framework).

Second, this agent-based system deals with human beings which means that it
will involve agents with potentially irrational behaviour, subjective choices, and
complex psychology. These factors are difficult to quantify, calibrate, and some-
times justify (Crooks and Heppenstall 2012). For instance, in the case of Nanjing,
policies such as intellectual property rights protection and special outlet for
products are classified as trade/milieu promotion. Its influence on the policy
marks of the relating land plots is counted, but its further influence upon the firm’s
profit rate and capital cannot be quantified.
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LACONISS: A Planning Support System
for Land Consolidation

Demetris Demetriou, John Stillwell and Linda See

Abstract Land consolidation is considered as the most effective land manage-
ment planning approach for solving the land fragmentation problem in rural areas
and more broadly to assist the implementation of regional and urban planning.
This chapter focuses on a planning support system for land consolidation in rural
areas called Land CONsolidation Integrated Support System for planning and
decision making (LACONISS) that integrates GIS, artificial intelligence tech-
niques and multi-criteria decision methods. The system involves four modules: the
Land Fragmentation System (LandFragmentS) module measures existing land
fragmentation in an agricultural context; the Land Spatial Consolidation Expert
System (LandSpaCES) Design module produces alternative land redistribution
plans; the LandSpaCES Evaluation module assesses these plans based on a set of
criteria; and the Land Parcelling System (LandParcelS) module produces the final
land partitioning plan. The final output is the land reallocation plan. The whole
system has been applied to a case study area in Cyprus and this reveals that land
fragmentation can be reliably measured, that alternative land reallocation plans can
be produced that can successfully emulate planners’ reasoning, that the most
beneficial plan for various combinations of criteria and weights can be identified
and that the subdivision process can be automated satisfactorily although further
improvements are needed. The contribution of LACONISS is relevant to both rural
and urban sustainable development since it supports and automates the land
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reallocation (or land readjustment) process which is the principal component of
any land consolidation project whether rural or urban. Eventually, LACONISS
may constitute the foundations for developing a generic system that could be
applied in any country that implements land consolidation projects.

1 Introduction

Land fragmentation is defined in the literature as the situation in which a single
farm or ownership consists of numerous spatially separated parcels (Bentley 1987;
Van Dijk 2003) which may be small in size and have irregular shapes. In an
agricultural context, land fragmentation implies a defective land tenure structure
that in many cases may inhibit agricultural development and sustainable devel-
opment more generally (Demetriou et al. 2012a). In some countries, there may be
additional land fragmentation factors such as the lack of road access to land
parcels in certain areas and issues relating to ownership rights. For example, a
parcel may have shared ownership, i.e. it may belong to more than one landowner,
or there may be dual or multiple ownership, i.e. the land is owned by one person
whilst the trees growing on the land are owned by someone else and a third party
has ownership rights for water. All the problems associated with agricultural land
fragmentation hinder mechanisation, cause inefficient production and involve large
costs to alleviate adverse effects, resulting in a reduction in farmers’ net incomes.

Land fragmentation is also a problem in urban areas where it may obstruct
rational urban expansion or development. Legal and planning restrictions linked
with individual properties may prevent an integrated planning approach in urban
areas. Thus, although this chapter is specifically concerned with land fragmenta-
tion in a rural context, there is little doubt that similar land issues arise in urban
areas and require solutions to ensure that urban spaces and communities become
more sustainable.

Land fragmentation occurs frequently in various parts of the world. To control
fragmentation through the application of certain land management measures, a
land fragmentation study is usually undertaken followed by an environmental
impact assessment and a feasibility study. The results from the first of these
assessments can be quantified by an appropriate fragmentation index, although at
present, no standard algorithm or universally accepted methodology is available
for measuring land fragmentation (Van Hung et al. 2007). The most popular
indices of those developed in the past include the ones by Simmons (1964) and
Januszewski (1968), although as pointed out in Demetriou et al. (2013a), they both
have significant drawbacks and their application can result in wrong decisions.
Thus, there is clearly a need for a better methodology for measuring land frag-
mentation in a reliable manner.

The most favoured land management response to the land fragmentation
problem is land consolidation. There are two main components: the reallocation
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(or readjustment) of land and agrarian spatial planning (Thomas 2006a). The first
component involves finding an optimal reconfiguration of an existing land tenure
structure in a given rural area based on the relevant land consolidation legislation
and current practices, both of which impose various constraints on achieving the
aims of a particular land consolidation project. The second involves provision of
the necessary infrastructure, including roads, irrigation and drainage systems,
landscaping and environmental management, settlement renewal and soil
conservation.

Land reallocation consists of land redistribution and land partitioning. Land
redistribution involves decision-making by combining current legislation, existing
land tenure structures, rules of thumb and the experience of the planners. It
involves preparing a preliminary plan to restructure ownerships and therefore the
number, ownership, size, land value and approximate location of the parcels. Land
partitioning, in contrast, is a design process that involves subdividing the land into
smaller parcels or ‘sub-spaces’ in terms of parcel shape, size, land value, final
location and various constraints. Land partitioning is often a trial-and-error process
in practice, which uses the relevant legislation concerned, the existing land
structure, design criteria, constraints and rules of thumb. The outcome is the final
land consolidation plan.

Land consolidation has a number of problems such as lengthy project duration,
high operational costs, conflicts of interest among landowners and lack of con-
sensus amongst stakeholders. These latter problems are associated with the most
critical component of the whole exercise, which is the land reallocation process
(Sonnenberg 2002; Thomas 2006b). Thus an automated system that can transform
land consolidation planning into an efficient, systematic and transparent process is
clearly required (Demetriou et al., 2012a).

Proprietary Geographical Information Systems (GIS) do not currently have the
capability to adequately support such complex spatial planning and decision-
making problems (e.g. Geertman and Stillwell 2009). GIS are simply too generic
and would need the ability to incorporate expert knowledge, produce alternative
solutions or allow evaluation of these solutions without customization or knowl-
edge of programming. In fact, planning or decision support systems for land
consolidation which automate the process in a systematic and efficient manner
have not yet been developed despite the considerable efforts in land reallocation
research that have been undertaken since the 1960s (Rosman and Sonnenberg
1998). Instead, the focus has been on the development of isolated algorithms for
land redistribution, land partitioning or the evaluation of land consolidation plans.

Some previous studies have attempted to automate the problem of land redis-
tribution by treating it as a mathematical optimisation problem (e.g. Rosman and
Sonnenberg 1998; Ayranci 2007), meaning that, although the results are some-
times optimal in terms of efficiency, they are not necessarily realistic or opera-
tionally applicable. Other studies, focusing on land partitioning (Buis and
Vingerhoeds 1996; Tourino et al. 2003), have produced results that are encour-
aging but still far from satisfactory. Furthermore, land consolidation evaluation
studies (e.g. Coelho et al. 2001; Sklenicka 2006) have also suffered from a lack of
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tools capable of providing detailed land reallocation inputs for ex-ante project
evaluation. The limitations of these studies emphasise the need for new and more
efficient methods and techniques to model the entire land reallocation process
within an integrated planning framework.

LAnd CONsolidation Integrated Support System for planning and decision
making (LACONISS) (Demetriou et al. 2012b) aims to fill this gap and is the focus
of this chapter. This new system is a hybrid prototype that integrates GIS, artificial
intelligence techniques (e.g. Openshaw and Openshaw 1997), namely expert
systems (ES) (e.g. Giarrantano and Riley 2005), genetic algorithms (GAs) (e.g.
Goldberg 1989) and multi-criteria decision methods (MCDM) (Malczewski 1999)
both multi-attribute (MADM) (Sharifi et al. 2004) and multi-objective (MODM)
(Deb 2001). The reader is referred to Demetriou et al. (2011, 2012a, b, c 2013a, b,
c) for further conceptual and technical details. The focus of the current chapter is
on the use of LACONISS as a planning support system and its application to a case
study area in Cyprus (Demetriou et al. 2011). The next section summarises the
land reallocation process as carried out in practice and Sect. 3 presents an
explanation of each of the four modules of LACONISS. The case study is reported
in Sect. 4 and the chapter concludes with a short discussion of the potential
prospects for the system.

2 The Land Reallocation Process in Practice

As noted earlier, the decision to implement land consolidation measures to control
fragmentation usually involves undertaking a land fragmentation study, an envi-
ronmental impact assessment and a feasibility study. The latter two are beyond the
scope of this chapter. The former currently involves the statistical analysis of the
land tenure structure of the area under study so as to reveal potential problems and
their extent to which they are associated with land fragmentation. If these analyses
suggest the implementation of land consolidation, then a national organization
such as the Land Consolidation Department (1993) in Cyprus promotes the project
so as to receive approval by the Minister of Agriculture, Environment and Natural
Resources. Thereafter, following legal acceptance, the final decision for imple-
mentation is taken by the landowners concerned. In Cyprus, a decision to go ahead
is taken when 50 % plus one landowner agree with the implementation since this
group should own the majority of the total land value of holdings in the area. The
other landowners should then follow and the implementation stage may begin.
This involves the study and construction of a main road network, an updated
valuation of all land parcels, the study and construction of a complementary road
network, the undertaking of carrying out preference sessions with landowners and,
eventually, the final land reallocation study (Demetriou et al. 2012a).

In practice, the process of land reallocation involves the assembly of all
properties belonging to different landowners in a certain area, followed by a new
subdivision of land into parcels and redistribution of the land to the same
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landowners, based on the share (in terms of a holding’s area and/or land value) of
each individual’s land in the whole area (Sonnenberg 2002). The process is nor-
mally carried out using a computer-aided design (CAD) system and/or a GIS. In
particular, the process, as it is applied in Cyprus, involves the following nine major
steps:

(1) Subdivision of the consolidated area in land blocks where each land block is
enclosed by roads, streams and the external boundaries of the study area.
Roads include those constructed in a previous stage of the project; the pro-
posed new roads will provide access to all new parcels.

(2) Calculation of the total area and land value of each land block.
(3) Definition of which landowners will not be granted property in the new plan,

based on the minimum area and land value limits established by the Land
Consolidation Committee (LCC).

(4) Definition of which parcels will be exempted from reallocation, based on the
relevant decision of the LCC.

(5) Calculation of the percentage of land (as a land value) that should be provided
by landowners for public facilities which is called the contribution coefficient.

(6) Calculation of the land value that should be allocated to each landowner after
the subtraction of the land value calculated by the contribution coefficient.

(7) Definition of the maximum number of parcels that can be allocated to each
landowner based on the rule of a ‘small-medium-large holding’ as defined by
the Head of the Land Consolidation Department.

(8) Calculation of the initial available land (in terms of size and value) for real-
location in each block.

(9) Reallocation of properties.

The last step is the most complex and involves land redistribution and land
partitioning as noted earlier which, in practice, may be carried out as a single,
iterative trial and error process. This proceeds block by block by considering how
to reallocate the properties in a certain block. Firstly, the properties in the block
owned by current landowners are considered, followed by the potential to transfer
the properties of other landowners in that block. The aim of the planner is to
produce an optimum plan based on a series of criteria categorized as parcel and
landowner related, legislative/authoritative, economic, social, environmental and
local (Demetriou et al. 2012a). Thus, for each land block, planners attempt to
design a predefined number of parcels (as a result of land redistribution), each with
as regular a shape as possible, approximating a desired land value (because the
latter is the basic land reallocation criterion according to legislation) and size,
subject to the limitation that the latter exceeds the minimum limits provided by
legislation and that a parcel should have access to a road. The processes can be
semi-structured and formulated as an algorithm as follows:

(1) begin reallocation for block i for landowner k who owns land located within
block I;
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(2) consider if the property of landowner k should be reallocated to block i and
whether this is possible;

(3) consider other ownership attributes, i.e. parcels/shares of the landowner
k owned in other blocks;

(4) decide how to reallocate property based on the previous steps (1–8 outlined
above), using the reallocation principles provided in the legislation, govern-
ment directives, advice and the criteria noted earlier. The decision refers to the
number of parcels, their size, the land value, the location of each parcel and
the aggregate size and land value;

(5) design the new parcel(s) in block i, which involves the exact definition of their
shape and location. The design should take into account the existing bound-
aries, environmental protection, et cetera;

(6) calculate the remaining available land in terms of size and value for reallo-
cation in block i;

(7) move to the next landowner in block i and execute steps (2–5) and reconsider
(if necessary) the reallocation decisions that have already been made, for
potential appropriate modifications;

(8) once land reallocation is completed for block i, go to the next block and repeat
steps (1–6); and

(9) once all the landowners have been granted the property in question, then a new
version of the land reallocation plan is ready.

It is obvious that the above process is laborious and hence usually takes months
or even more than a year to complete depending on the size of the project. It is also
clear that human capabilities are limited in terms of rapidly producing a set of
alternative solutions, even using a CAD and/or a GIS. Thus, in practice a unique
solution is constructed by working through each block, parcel by parcel. In
addition, different planners may produce different solutions because the process is
highly subjective and hence decisions may be questioned by farmers in many
cases.

3 LACONISS Components

In contrast to the conventional process explained above, LACONISS transforms
the whole planning approach into a systematic, efficient, transparent and auto-
mated process as outlined in the operational framework (Demetriou et al. 2012b)
illustrated in Fig. 1. The whole planning approach is based on Simon’s (1960)
three-stage decision-making model, i.e. intelligence, design and choice that reflects
the three sub-systems of LACONISS embedded within an ArcGIS platform. Land
Fragmentation System (LandFragmentS) integrates GIS and multi-attribute deci-
sion making (MADM) methods which scan and measure the extent of land frag-
mentation (Intelligence phase). Thus, if the planner judges that land fragmentation
is a problem, it becomes possible to proceed to the next sub-system called Land
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Spatial Consolidation Expert System (LandSpaCES) which consists of two mod-
ules for design and evaluation respectively. The Design module integrates GIS
with an expert system (ES) and automatically generates a set of alternative land
redistribution plans which are then passed to the Evaluation module which
assesses these alternative solutions based on the classical MADM (‘Choice phase
I’) so as to identify the most beneficial plan. The optimal solution is then input to
the last sub-system, that is, Land Parcelling System (LandParcelS) that integrates
GIS with a genetic algorithm (GA) and multi-objective decision-making (MODM)
methods and automatically generates the final land reallocation plan which pro-
vides an optimal configuration of parcels in terms of shape, size and land value
(‘Design and Choice phase II’). The development tools are Visual Basic for
Applications (VBA) and ArcObjects.

3.1 The LandFragmentS Module

Traditionally, MADM involves selection from a number of alternative solutions
which are described by attributes (or criteria) (Malczewski 1999). This method is
used for measuring the performance of an existing system (i.e. land tenure)
compared against an ideal situation; the measure might take the value of 0 for the
most amount of fragmentation and 1 for the least amount. The planner first selects
which land fragmentation factors to include in the analysis from the following six
factors: the dispersion of parcels; the size of parcels; the shape of parcels; the

LACONISS
(Land Consolidation Integrated 

Support System for planning and 
decision making )

LandSpaCES
(Land Spatial Consolidation Expert 

System)

LandParcelS
(Land Parcelling System)

Design phase I
Land redistribution design 

module
(GIS+ES)

Choice phase I
Land redistribution evaluation 

module 
(GIS+MADM)

Design II & Choice II
Land partitioning module

(GIS+ GAs+ MODM) 

Alternative land 
redistribution plans Final land 

reallocation plan

Best land 
redistribution plan

LandFragmentS
(Land Fragmentation System)

Intelligence phase
Land Fragmentation module

(GIS+MADM)

Fig. 1 The operational framework of LACONISS (Demetriou et al. 2012b)
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accessibility of parcels; and the type of ownership which is a twofold criterion, i.e.
dual ownership (when land and trees and/or water belong to different landowners)
and shared ownership (where the land belongs to different landowners). The
planner must then assign a relevant weight to each factor which represents its
importance using one of two available methods: direct rating of a numerical value
and qualitative rating. Direct rating involves assigning a value of less than 1 while
qualitative rating is rating via an ordinal scale with seven levels (extremely high;
very high; high; intermediate; moderate; low; and very low). These categories are
then transformed to a quantitative scale. However, the sum of the weights should
equal 1 in both methods.

Once the factors and weights are chosen, the system calculates a score for each
factor and ownership and builds a land fragmentation table (with factors in col-
umns and ownerships in rows). These values are then standardised between 0 and
1. Value functions are used for standardisation (Beinat 1997) which capture of
human judgement within mathematical expressions. These value functions have
been constructed by a group of land consolidation experts. A land fragmentation
index (LFI) is then calculated for each ownership, using the weighted summation
method, and then a global land fragmentation index (GLFI) is calculated for the
whole area as the average of the LFIs. For both the ownership and global levels,
the percentage contribution of each factor is also calculated. A tool for undertaking
sensitivity analysis tool is also built into the system which allows the user to
identify the sensitivity of the outcomes to the weights selected. The final GLFI
then indicates whether land consolidation is required. If this is found to be true, the
next step involves the design of alternative land redistribution plans using the
Design module.

3.2 The LandSpaCES Design Module

The LandSpaCES Design module (Demetriou et al. 2011) integrates GIS with an
ES, the most traditional artificial intelligence technique that attempts to emulate
human reasoning for solving complex decision-making problems such as land
redistribution. A knowledge base and an inference engine are the main compo-
nents of a typical ES. For this module, the knowledge base consists of 74 IF–
THEN rules. These have been extracted from legislation, the experience of the
planners, rules of thumb and other related documents. A cadastral map, databases
regarding land parcels, landowners and ownerships and facts, which are decision
variables defined by the planner representing different scenarios, are provided as
inputs to the system. The inference engine examines which rules have been sat-
isfied by the facts, which are then returned as decisions (in the form of a land
redistribution map) to the planner. New land redistribution solutions are produced
when the facts change. Therefore the system can automatically generate a set of
alternative solutions. These are then passed onto the next module for evaluation.
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3.3 The LandSpaCES Evaluation Module

The Evaluation module integrates GIS with the classical form of MADM. This
enables planners to evaluate a set of alternative solutions in a flexible manner. A
set of land redistributions for evaluation and a set of criteria to assess these
alternatives are selected by the planner. The available criteria are: the mean size of
the new parcels; the mean parcel concentration coefficient (PCC); the change in
the number of landowners; the percentage of ownerships ‘completed’ that had less
than the minimum size limit according to the legislation to which extra land is
added to reach the minimum limit; and the mean landowner satisfaction rate
(LSR). The PCC and LSR are new concepts which have been developed by
Demetriou et al. (2013c).

An effect table is then produced which contains the alternatives as columns and
the criteria as rows. The performance of each alternative for each criterion is
represented by a score in the appropriate cell of the table. Appropriate values
functions are used to standardise the scores between 0 and 1, representing the
worst and best performances of alternatives, respectively Weights are then chosen
for each criterion using one of the two available methods mentioned previously in
LandFragmentS. A decision rule (or aggregation model) then calculates the overall
performance of each alternative followed by a ranking of the alternatives. In the
final stage, a sensitivity analysis is undertaken are carried out on both the weights
of the criteria and the performance scores. The method of Triantaphyllou (1997) is
used, which assesses the robustness of the ranking and produces a final recom-
mendation (the most beneficial solution) which is passed to the next module for
automated land partitioning.

3.4 The LandParcelS Module

The LandParcelS module (Demetriou et al. 2013b) integrates GIS, genetic algo-
rithms (GAs) and multi-objective decision making (MODM) methods. Based on
the theory of evolution, GAs are stochastic optimisation techniques that are used
for solving complex non-linear optimisation problems. MODM is a design process
that searches for the best solution among an infinite or a very large number of
feasible alternatives within the feasible region.

The first step is select the optimisation parameters that represent the objectives
for the new parcels, i.e. shape (F1), size (F2) and land value (F3) so as to compose
an appropriate fitness function (Demetriou et al. 2013b). Each objective term is
calculated through an appropriate formula which will equal zero when the result
represents an optimum. Thus, the further the outcome of each term is from zero,
the worse it is. In the situation where more than one input parameter is optimised, a
weight is required for each parameter. In the optimisation process, this weight
represents the importance of the objective. It is also possible to add a penalty
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function (R) which can be used to penalize infeasible solutions, e.g. solutions that
do not provide parcels with access to roads. The fitness function will have a value
of zero if all parcels of a block have: the optimum shape (F1 = 0), which reflects a
rectangle with a length: breadth ratio of 2:1; the predefined size (F2 = 0); the
predefined land value (F3 = 0) and accessibility to a road (R = 0). After these
parameters are defined, a random population of solutions is then generated by
defining which land block will be partitioned and the size of the population. In this
research Thiessen polygons were used to generate the random or new solutions.

To run the GA, the number of generations (or iterations) must be chosen and the
elitist factor, which is the percentage of the best solutions from each generation
that will be directly transferred to the next one, must be specified. A selection
method must be then be chosen to fill the mating pool with the same number of
individuals as found in the initial population based on their fitness value in an
iterative process. New individuals (offspring) are then created by applying the
genetic operators to parent individuals. The crossover operator combines two
randomly selected parents from the mating pool and then introduces changes
through mutation. The new offspring generated are then evaluated using the fitness
measure chosen. The iterative process then ends if the termination criterion is met,
returning the best solution generated at that point. Otherwise, the iterative process
continues. The result consists of two database tables with information about the
process of evolution for each generation. Visualisation of the resulting subdivision
of each block is then possible using the GIS environment. By running the system
for all land blocks in the consolidation area, the final land consolidation plan is
produced.

4 System Implementation

LACONISS has been implemented using a case study area in Cyprus covering the
land consolidation of the village of Chlorakas located in the District of Paphos
(Demetriou et al. 2011). The outputs for each module are presented and discussed.
The case study area showing the situation before and after land consolidation is
illustrated in Fig. 2.

4.1 Measuring Fragmentation in the Study Area

LandFragmentS was run for the case study area using equal weights for all factors.
Figures 3, 4, 5 present the resulting distributions for the Simmons and Januszewski
indices and the new land fragmentation index (LFI), respectively. The two existing
indices present very similar patterns although the Januszewski index gives rela-
tively high values with an average of 0.841 and a minimum of 0.364. In contrast,
the Simmons index gives lower values with an average of 0.785 and minimum of
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0.160. In contrast, the new index (LFI) results in considerably lower values
compared to both existing indices, i.e. an average of 0.512 with a minimum of
0.216 and a maximum of 0.839; In addition, no holding achieves an LFI of 1 in
contrast to both existing indices in which around 50 % of ownerships have resulted
in the highest value of 1.

The results show that both existing indices underestimate the problem of land
fragmentation (with an average around 0.8) compared to the new index where the
latter takes six critical factors into account instead of only two. If the two existing
indices had been used, it is clear that policy decisions made from their use would
have been wrong. In contrast, the GLFI result of approximately 0.5 suggests that

Fig. 2 The case study area before and after land consolidation (LCD 1993)
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there is a significant land fragmentation problem in the area. It is comforting to
note that land consolidation was actually carried out in this study area. The results
have therefore shown that the GLFI is more reliable and overcomes the defi-
ciencies associated with the existing indices (Demetriou et al. 2013a). More
flexibility could be added to the system, however, by allowing users to add more
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Fig. 3 Distribution of the Simmons index across holdings
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factors or an interactive facility could be provided for constructing the value
functions.

The results have also shown that MADM can be used for spatial systems
analysis in contrast to the more conventional assessment of a discrete number of
alternative solutions. In LandFragmentS, MADM has been used to explore and
measure the performance of the land tenure system compared to an ideal system
and in evaluating the shape of a parcel compared to an optimum standard. These
approaches can be applied to other disciplines that focus on system or object
evaluation.

4.2 Designing Alternative Solutions

The system performance of the ‘Design module’ can be measured by comparing
the agreement between the solution generated by the system and the solution of the
human experts for the case study area. A land redistribution map and three
associated database tables containing information regarding the new parcels,
landowners and ownerships are the outputs of this module. The evaluation of the
system has shown that it is capable of replicating the decisions of the planners
between 63 and 100 % across nine criteria. Moreover, the system considerably
outperforms the planners by reducing the time required for a solution from days to
minutes. The system also contributes towards the generation of more objective
solutions since the process is standardised, systematic and transparent (Demetriou
et al. 2011).

Although the results were shown to be successful, a number of improvements
could be made. For example, it would be useful to provide an editable knowledge
base and more rules could be added to enhance performance. The addition of extra
data such as the preferences of the actual landowners needs to be considered in the
future. The development of an explanation facility regarding the decisions made
would also be a very useful feature to facilitate communication between the
planners and the landowners. Finally, the system could be tested with more case
studies in order to provide more robust conclusions regarding the performance.
The system was run with ten different sets of facts to generate ten alternative land
redistributions representing different planning scenarios which are evaluated in the
next section.

4.3 Evaluating the Alternative Solutions

Four different weighting scenarios illustrate the ranking of the ten alternatives
generated in the ‘Design module’: equal weights (scenario 1); descending order of
weights (scenario 2); ascending order of weights (scenario 3); and expert judgment
(scenario 4). Figure 6 provides the results of these rankings.
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The results show some interesting outcomes. For example, alternative 1 (i.e. the
solution from the experts) is outperformed by alternatives 2, 3, 4 and 9, so the
system can produce solutions that are superior to those of the experts. There is also
no single alternative that produces the best performance across all scenarios. For
example, alternative 3 is ranked the highest in scenarios 1 and 3 while alternative
10 is the best in scenarios 2 and 4. Alternative 10 ranks third and seventh in
scenarios 1 and 3 while alternative 3 is ranked second in scenarios 2 and 4. The
results show that alterative 3 has a better balance across performance scores, i.e.
there is a trade-off between all of the criteria. Thus, alternative 3 is the best as it
achieved the most stable behaviour by rank order across all scenarios and thus is
passed as an input to the next module.

4.4 Generating the Final Parcels

Two typical land blocks were chosen to demonstrate the LandParcelS module
which differed in the degree of complexity. Block I with a size around 3 ha
contains six parcels whilst Block II with a size of around 5 ha contains 10 parcels.
As noted earlier, land partitioning is handled as a multi-objective optimization
problem based on a fitness function which was utilized for a combination of
objectives so as to optimise: shape and size (F1 and F2); shape and land value (F1
and F3); and shape, size and land value (F1, F2 and F3). In contrast to single-
objective optimization which yields a unique optimum solution, multi-objective
problems with conflicting objectives will produce a different optimum solution for
each objective. The final result is a set of equally optimal solutions but that contain

Fig. 6 Ranking of alternatives for four different criteria weighting scenarios (Demetriou et al.
2012c)
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trade-offs between the objectives (Deb 2001). This set of optimal solutions lie on
the Pareto-optimal front.

These encouraging results indicate that advancements have been made towards
solving this complex spatial problem. However, the results differ depending upon
the degree of complexity. For example, solutions that are close to the optimum are
generated for the block with the lower complexity while the results were further
from the optimum when optimizing two objectives, e.g. size and land value even
though they were close to optimum for shape. Similar results were found when
optimizing all three objectives at the same time.

The final subdivision of block I is shown in Fig. 7 where shape and size are
optimized (case a in Fig. 7), shape and land value (case b in Fig. 7) and shape, size
and land value (case c in Fig. 7). For instance, case a has a fitness of 0.112, F1 of
0.181 and a F2 of 0.094 meaning that F1 has been improved by 31.44 % and F2 by
85.17 % compared to the initial subdivision. The parcel shape (F1) and size (F2)
are on average distant from the optimum by 18.1 and 9.4 %, respectively. In
accordance with this, Fig. 8 shows the Pareto-optimal front (dashed line) for case
a. The optimum solution corresponds on the origin of the two axes F1 and F2 i.e.
0,0. The best solution, which is the solution that dominates all the others based on
a certain weighting scheme, is marked with a triangle and falls on the Pareto-
optimal front. All the other solutions belong to the non-Pareto-optimal set.

The results generated here are encouraging but there is clearly a need to further
improve the performance of the algorithm in terms of the final outcome. This could
involve the development of a new algorithm for space partitioning in which the
parameters are directly involved in the process of optimization, which is not the
case in the current process. Another solution would be to introduce a so-called
guidance (or learning or local) optimiser which would be embedded within the
current optimisation process. There is also room for improvement in terms of the

Fig. 7 The final outcome for block I for three optimisation cases
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running time of the algorithm, which currently takes approximately five to ten
hours for each land block. The use of parallel computing might be a solution or the
algorithm could be redeveloped with a more powerful programming language.

5 Conclusions

A prototype planning support system (PSS) for land consolidation has been out-
lined in this chapter with a focus on rural sustainable development. The application
has been demonstrated in a land consolidation area of Cyprus. The PSS demon-
strated in the chapter integrates planning and decision-making within a framework
for land reallocation where the process has been transformed by integrating GIS,
artificial intelligence techniques and multi-decision making methods into a sys-
tematic, automated, transparent and efficient process. This new system is, there-
fore, capable of solving some of basic problems associated with the process.

Two suggestions for further research and development include: a) making
improvements to each module of LACONISS in order to overcome the limitations
noted earlier; and b) move the system from a prototype demonstrated in a single
country system to a more generic, commercialised or open source software where
the user could customise the application based on land consolidation legislation
and practices of a particular country. Many researchers have attempted to construct
such a system since the 1960s. LACONISS has the potential to provide the cor-
nerstone for reaching this ambitious aim. In addition, planners within different
disciplines and specialisations may find the system rationale, several parts of the
design and the development methodologies of interest. Finally, one might consider
the potential of LACONISS in supporting land consolidation projects in urban
areas in the future.
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Qualitative and Quantitative Comparisons
of Agent-Based and Cell-Based Synthesis
Estimation Methods of Base-Year Data
for Land-Use Microsimulations

Kazuaki Miyamoto, Nao Sugiki, Noriko Otani
and Varameth Vichiensan

Abstract Land-use microsimulation is becoming an indispensable function in a
planning support system for sustainable urban development because it provides the
detailed information necessary for decision making on emerging issues at the
household or firm level. In land-use microsimulations, there are two approaches
for estimating base-year micro-data: cell-based population synthesis, which gen-
erally uses the iterative proportional fitting method, and agent-based methods. This
chapter compares these two methods qualitatively and quantitatively. The quali-
tative comparison shows that neither one is superior in every aspect. The cell-
based method is preferred when the microsimulation deals with data sufficiently
simple, while the agent-based method is preferred when accurate and/or numerous
micro-data attributes are demanded. Similarly, the quantitative comparison based
on a goodness-of-fit evaluation does not show a single superior method for all
applications. These findings suggest a way for selecting a better method based on
the conditions of the microsimulation model and the purpose of its application.
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1 Introduction

In the field of urban modelling, microsimulation is emerging as a popular way to
describe detailed changes in land-use and transportation in metropolises. It pro-
vides the detailed information necessary for decision making on emerging issues,
many of which should be studied at the level of individual households or firms.
Therefore, urban microsimulation is becoming an indispensable function in a
planning support system for sustainable urban development.

Land-use microsimulation requires the micro-level modelling of a dataset of
individuals, such as populations, households, or firms. Although this chapter
focuses on micro-population data, intrinsically used for trip generation in travel
demand models, the concept is also applicable to households and firms in land-use
models. An individual is characterized through many attributes, such as age and
type of household. In a microsimulation, the necessary attribute of every individual
in a study area must be prepared for the simulation’s base year. However, such
information is not available because the retrieval of individual micro-data from the
administrative registration system is neither allowed nor desirable for privacy
reasons. Therefore, most microsimulation models use a synthetic population cre-
ated from readily accessible aggregate data such as national censuses and infor-
mation obtained from sample surveys. Micro-data estimation may proceed in one
of two ways: cell-based or agent-based approaches. The popular cell-based pop-
ulation synthesis is built mostly by applying the iterative proportional fitting (IPF)
method (Pritchard and Miller 2009; Müller and Axhausen 2011; Lee and Fu 2011),
while the agent-based approach is emerging (Moeckel et al. 2003; Miyamoto et al.
2009, 2010a, b; Sugiki et al. 2013). Therefore, it is reasonable to compare these
two approaches.

The aim of this chapter is to compare these two approaches from various
viewpoints for selecting the appropriate one based on the type of microsimulation
model and purpose of its application.

The presented comparisons are made qualitatively and quantitatively. The
qualitative comparison discusses and descriptively compares the advantages and
disadvantages of each approach. The quantitative comparison presents an empir-
ical examination using data from the Sapporo metropolitan area of Japan. A set of
complete information data obtained from the person trip survey is used as a
pseudo-observed dataset. Stochastic samplings from this pseudo-observed dataset
produce several sampling datasets, which are used to estimate base-year micro-
data by employing and comparing both the cell-based and the agent-based
approaches. The goodness-of-fit values between the pseudo-observed dataset and
the estimated datasets produced by the cell-and agent-based methods are then
calculated for each sampling case. Although the goodness-of-fit between the cell-
based datasets is conventional, that for the agent-based datasets is novel in this
field. Here, the one proposed by Otani et al. (2010, 2012) is employed. The
findings drawn from these comparisons finally suggest a technique for selecting
the appropriate method.
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The remainder of this chapter is organized as follows. Section 2 provides the
relevant backgrounds of the cell- and agent-based population synthesis methods.
Sections 3 and 4 present the qualitative and quantitative comparisons of the two
methods, respectively. Finally, the chapter concludes with suggestions for method
selection in Sect. 5.

2 Population Synthesis Estimation Methods

2.1 Cell-Based Methods

2.1.1 IPF Procedure

The IPF method, proposed by Deming and Stephan (1940), is a popular technique
for population synthesis. While Beckman et al. (1996) were the first to apply IPF to
the population synthesis problem (see Guo and Bhat 2007), the same approach was
also proposed in Miyamoto et al. (1986) to synthesize households in a metropolis
using the simultaneous probability maximization principle with margins as con-
straints, basically equivalent to IPF in terms of the solving procedure.

In principle, IPF produces the number (Zijk) of agents, individuals, or house-
holds, in the cells of a multidimensional (i, j, k) table, regarded as a limited number
of individual types defined by a set of attributes. The IPF method uses a sample
dataset to consider the contingencies between the dimensions or attributes, with
the condition that the summations of Zijk into lower dimensions should fit the
margins given by the census data. The general procedure of IPF is shown in Fig. 1
for a two-dimensional table for simplicity. Although the data obtained by using
this approach are useful for microsimulation models, they are not micro-data on
individual agents but rather the number of agents by type.

Fortunately, Guo and Bhat (2007) improved IPF by overcoming the zero-cell-
value problem and the inability to control the statistical distributions of both
household- and individual-level attributes. Pritchard and Miller (2009) also
improved the IPF procedure by adding a function to allow many more attributes per
agent using a Monte Carlo simulation based on a sparse list-based data structure.
Both improvements are useful developments that remain within the scope of cell-
based approaches, which is inevitable as long as the IPF procedure is used.

2.1.2 Goodness-of-Fit

In discussing the goodness-of-fit of micro-data, Pritchard and Miller (2009) argued
that a synthetic population could be tested for its goodness-of-fit against the true
population’s characteristics if the complete ‘‘ground truth’’ is known, but they did
not indicate a method for carrying out this goodness-of-fit test. In the absence of
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such ground truth, they referred to a method of cross-classifying the synthetic
population in order to form a table using IPF-based procedures. If the individual is
classified using two categories (i, j) for simplicity, the synthetic population can be
compared with a validation table using the distance-based standardized root mean
square error (SRMSE) statistic (Knudsen and Fotheringham 1986):

SRMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
IJ

P
i;j ðẐij � ZijÞ2

q

1
IJ

P
i;j Zij

ð1Þ

A smaller value indicates a better fit. This statistic is calculated for each of the
validation tables in turn and the goodness-of-fit statistics in each type are then
averaged to provide an overall goodness-of-fit for the type, overcoming the
manipulation problem in the calculation.

2.2 Agent-Based Methods

2.2.1 Monte Carlo simulation

Figure 2 shows the agent-based approach used by Moeckel et al. (2003). To carry
out a microsimulation, they used Monte Carlo sampling procedures with an agent
in order to select as many features as necessary. In this case, the number of features

Fig. 1 IPF procedure for cell-based estimations
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was limited only by the possibility of determining reasonable relationships
between the selected attributes.

Following the basic idea proposed by Moeckel et al. (2003), Miyamoto et al.
(2009) built an agent-based system using a Monte Carlo approach. This system
originally dealt with the ages of four-member households only, but it was later
extended to cope with both continuous- and discrete-attribute variables for a
household as an agent (Miyamoto et al. 2010a, b; Sugiki et al. 2013), as shown in
Fig. 3. The system uses sample data that contain all information from the micro-
data to reflect the contingencies between attributes, along with the existing sta-
tistical data as the control total in each zone. To reproduce the correlation between
continuous-attribute variables, independent variables that can be obtained through
the principal component analysis of the original variables are introduced into the
system and employed as intervening variables (Sugiki et al. 2013). In addition, the
system is composed of several iteration processes so that data production satisfies
the available control total by attribute. An indicator to evaluate the goodness-of-fit
between the two sets of micro-data, detail of which is described in next section, is
also proposed in order to ensure that system development remains rational and
objective. The present chapter uses a simplified version of this system as an agent-
based estimation method.

Fig. 2 Agent-based
synthetic population
generator proposed by
Moeckel et al. (2003)
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2.2.2 Goodness-of-Fit

The micro-dataset is denoted as a set whose elements are vectors. The observed
dataset A and j-th estimated dataset Ej are denoted as follows:

Fig. 3 Agent-based population synthesis flowchart of Miyamoto et al. (2010a)
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A ¼ fai ¼ ðai1; ai2; . . .; aiZÞj1� i�Ng ð2Þ

Ej ¼ fe j
i ¼ ðe

j
i1; e j

i2; . . .; e j
iZÞj1� i�Ng ð3Þ

where Z is the number of attributes and N is the number of agents. The aik and e j
ik,

values in A and Ej, respectively, denote the values of the k-th attribute in the i-th
agent.

The average and variance statistics are usually used to compare the similarities
between the two sets. However, the problem is not testing whether the distributions
match. As no existing indicator was available, the authors propose the minimum

value of the summation of the squared distance, Disðai; e j
kÞ, to determine the

fitness between particular elements in the two sets. To avoid both memory over-
flow and the excessive influence of vacant values (999), the ceiling value of the
squared difference between elements, DiffMax, is used as follows:

Disðai; e j
kÞ ¼

XZ

l¼1

minððail � e j
klÞ2; DiffMaxÞ ð4Þ

Then, the goodness-of-fit, Fit(Ej), of the estimated dataset, Ej, is defined as
follows:

FitðEjÞ ¼ min
r2Rn

XN

i¼1

Disðai; e j
rðiÞÞ ð5Þ

where Rn means the set of all bijections from the set {1, 2,…, N} onto itself. As Rn

has N! elements, it is necessary to calculate the squared distance summation N!
times for one estimated dataset.

Although calculating the squared distance summation is straightforward, as
N grows, the number of elements in Rn becomes larger and the calculating time
increases abruptly, a problem known as the ‘‘combinatorial explosion problem.’’
To calculate the goodness-of-fit, the minimum value is thus selected after calcu-
lating all the squared distance summations. In other words, calculating the
goodness-of-fit is the same as searching for the minimum value in numerous
squared distance summations; this is the combinatorial optimization where the
genetic algorithm works efficiently. Of the many types of genetic algorithm
methods, the authors adopt symbiotic evolution to find the bijection that minimizes
the squared distance summation. Symbiotic evolution maintains two separate
populations: a partial solution population whose individuals represent partial
solutions and a whole solution population whose individuals are combinations of
individuals in the partial solution population and represent whole solutions. This
approach results in a fast and efficient genetic search and prevents convergence to
suboptimal solutions (Otani et al. 2012).
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3 Qualitative Comparison

This section presents a qualitative comparison based on the following perspec-
tives: the characteristics of agents, the number of attributes and their categories,
the estimation norm, uniqueness, complexity, data availability, and the compati-
bility between the agent-and cell-based estimates.

3.1 Characteristics of Agents

Because cell-based methods are used to estimate the number of agents that belong
to a cell in a multidimensional table, regarded as a limited number of individual
types defined by a set of attributes, they are not used to estimate agents directly.
Thus, agents are characterized by the representative attributes by which the cell is
defined. In other words, many agents have the same attributes.

By contrast, agent-based methods directly estimate each of the agents indi-
vidually. Therefore, each estimated agent is unique in the dataset, making the
values of the attributes continuous and rendering any attribute combination
possible.

3.2 Number of Attributes and Their Categories

When generating complex sets of micro-data, the IPF procedure used in cell-based
methods has its limitations. First, it implies very high standards in terms of the
reliability of the initial input data for the cells of the matrix. Second, the IPF
method must set zero cells to 0.1 or 0.01, which influences the probabilities and is
hardly theoretically founded (Moeckel et al. 2003). In addition, cell-based
approaches (i.e., IPF and its extensions) present the following challenges:

• Neither attributes nor their categories can be set universally.
• The discrete setting of categories causes a problem similar to the modifiable area

unit problem in zoning. For example, certain attributes, such as age and income,
are originally continuous.

• Additional attributes generate more zero-cell problems and reduce reliability.

The IPF procedure may have been devised to reduce the computation and
memory burden of computers by setting a limited number of agent types. How-
ever, this approach does not necessarily overcome these issues, because the
combinations of attribute categories are apt to reach a huge number, while most
cells have a zero value. Meanwhile, agent-based methods have essentially no limit
to the number of attributes and categories they can use.
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3.3 Estimation Norm

Cell-based methods use the IPF procedure, which has a robust norm based on the
entropy maximization principle, thus establishing a set of solving algorithms.
However, agent-based methods have a weaker norm in the current formulation
because the estimation is carried out through multiple Monte Carlo simulations.
These simulations stochastically estimate each agent based on the probabilistic
distributions of the attribute values obtained from a sample set. Although they may
be based on likelihood criteria, the function cannot be formulated.

3.4 Uniqueness

Because cell-based methods use the IPF procedure, the estimated cell-based data
are unique as long as the IPF algorithm is fixed. However, because agent-based
methods use the Monte Carlo simulation, the resulting estimation will be different
for each simulation trial. Thus, it is necessary to select a set of micro-data for the
base year from among the estimated datasets.

3.5 Complexity

Although there are variations in IPF procedures (Müller and Axhausen 2011), the
general algorithm is straightforward. The estimation framework for agent-based
methods is rather ad hoc and complicated, such as that shown in Fig. 3. They are
not an optimization problem but rather a solving method using simulations.

3.6 Data Availability

Both methods are built using the same data, namely generally accessible aggregate
data provided by a national census with additional information obtained from
sample surveys. Thus, they are virtually identical.

3.7 Compatibility Between Agent-and Cell-Based Estimates

Because cell-based methods are not used to estimate agents directly, agents can be
characterized only by using the corresponding attributes by which the cell is
defined. In other words, many agents must have the same attributes. Pritchard and
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Miller (2009) relaxed this stipulation by adding a function to IPF in order to allow
many more attributes per agent using a Monte Carlo simulation based on a sparse
list-based data structure. Because agent-based methods estimate a set of agents
directly, agent data can be easily converted into cell-based data.

4 Quantitative Comparison

The quantitative comparison presented in this section is carried out using real
micro-datasets of cells and agents. The former dataset is used to evaluate the
robustness of the two methods, while the latter is applied to validate the effec-
tiveness of the micro-data synthesis. Target data are individuals with two attri-
butes: age and number of household members. The original categories for these
attributes are set as follows: age has 18 categories (0–4, 5–9, 10–14, 15–19,…,
80–84, and C85) and the number of household members has seven categories (1,
2, 3, 4, 5, 6, and C7).

4.1 Data

The data used in the quantitative comparison are obtained from the current person
trip survey for the Sapporo metropolitan area of Japan. Complete information is
available for 19,394 households; 10,000 households are randomly sampled from
the original dataset to create a pseudo-observed dataset that consists of 24,115
individuals. Eight sample datasets of 1,000 households, which consist of
approximately 2,400 individuals, are then obtained by randomly sampling the
pseudo-observed dataset.

4.2 Estimation

4.2.1 Cell-Based Method

A cell-based estimation using the IPF method, as shown in Fig. 1, is conducted
using the following procedure.

Step 1 Set the control totals for each marginal column and row in the census data.
Step 2 Set the sample data to cells as seed values in the estimation table.
Step 3 Set the zero cells to very small values (e.g., 0.01) in the estimation table.
Step 4 Calculate the column and row totals.
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Step 5 Calculate the evaluation value as the sum of the absolute differences
between the marginal column and the row totals in the estimation table
and the control totals.

Step 6 Calculate the adjustment ratio from the marginal column and row totals in
the estimation table and the control totals.

Step 7 Renew each cell value by multiplying the present value by the adjustment
ratio in the estimation table.

Step 8 Repeat steps 4–7 until the evaluation falls below a pre-determined con-
vergence value.

4.2.2 Agent-Based Method

The agent-based estimation using a Monte Carlo simulation is conducted using the
population synthesis system shown in Fig. 3. This system provides a household-
based agent dataset containing the age of each household member and the number
of household members as attributes. It can then easily convert individual-based
micro-data using these two attributes.

4.3 Comparison Framework

The quantitative comparison between the cell- and agent-based methods is pre-
sented in Fig. 4. It is assumed that a pseudo-observed dataset for simulations that
have complete information is available. Some sample datasets are obtained from
the pseudo-observed dataset using a specific sampling rate. The control totals are
given by the total number of individuals by age and the number of household
members for the pseudo-observed dataset.

This study estimates eight sets of base-year data from a sample dataset based on
the two methods: cell data according to the cell-based method, agent data
according to the cell-based method, cell data according to the agent-based method,
and agent data according to the agent-based method. First, cell data are estimated
according to the cell-based method using the IPF procedure. Second, agent data are
obtained by assuming that all agents that belong to a cell have the same corre-
sponding attributes. Third, the agent data obtained from the agent-based method
are estimated using the Monte Carlo simulation system. Lastly, the cell data
derived from the agent-based method are obtained by aggregating them using the
categories of the attributes. Two hierarchical categories, called ‘‘original’’ and
‘‘aggregated’’ cells, are then set for each attribute in order to compare the effect of
cell size, as shown in Fig. 5.

The goodness-of-fit is calculated for both cell and agent data between the
estimated and pseudo-observed datasets to quantitatively compare the two meth-
ods of estimation for the two cell cases. The SRMSE in Eq. (1) is used to compare

Estimation Methods of Base-Year Data for Land-Use Micro Simulations 101



Fig. 4 Quantitative comparison framework

Aggregated 
Categories (2)

1 2 3

Original 
Categories (2)

1 2 3 4 5 6 7

Aggregated 
Categories (1)

Original 
Categories 
(1)

Number of Household 
Members

1 2 3 4 5 6 7

1 1 Age 0–4
2 5–9
3 10–14

2 4 15–19
5 20–24
6 25–29

3 7 30–34
8 35–39
9 40–44

4 10 45–49
11 50–54
12 55–59

5 13 60–64
14 65–69
15 70–74

6 16 75–79
17 80–84
18 85+

Fig. 5 Two hierarchical cells for quantitative comparison
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the two datasets in the cell-based method, while the goodness-of-fit index in Eq.
(5) is applied to compare the two datasets in the agent-based method.

4.4 Comparison by Cell

The cell-based goodness-of-fit values of the cell- and agent-based methods for the
eight sample datasets for the original and aggregated cells are shown in Tables 1
and 2, respectively. The goodness-of-fit of the agent-based estimation is slightly
better than that of the cell-based one, on average, for the original cell case. The
difference in the goodness-of-fit values between the cell- and agent-based methods
is not significant, however. In samples 2, 5, and 7, no significant difference is
shown, while a better fit is exhibited in samples 1, 3, 4, 7, and 8. On the contrary,
the cell-based method generally shows better performance for the aggregate cells,
likely because no zero-cell is included in the aggregated cell case, whereas there
are some in the original cell case.

4.5 Comparison by Agent

The agent-based goodness-of-fit values of the cell- and agent-based methods are
calculated six times for each sample dataset. The averages and standard deviations
of the agent-based goodness-of-fit values for the original and aggregated cells are
shown in Tables 3 and 4, respectively. The goodness-of-fit of the agent-based
estimation is significantly better than that of the cell-based estimation, on average,
except for sample 5. Moreover, the standard deviation results show that the agent-
based estimation is more stable than the cell-based one. In the aggregated cell case,
it is natural that the agent-based method shows significantly better performance
than the cell-based method.

Table 1 Cell-based goodness-of-fit values of the cell- and agent-based estimations (original
cells)

Case Population of sample Cell-based goodness-of-fit

Cell-based estimation (IPF) Agent-based estimation (MCS)

Sample 1 2,346 0.184 0.170
Sample 2 2,357 0.183 0.192
Sample 3 2,434 0.208 0.171
Sample 4 2,415 0.184 0.175
Sample 5 2,416 0.213 0.219
Sample 6 2,452 0.163 0.162
Sample 7 2,443 0.220 0.182
Sample 8 2,467 0.223 0.167
Average 0.197 0.180
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Table 2 Cell-based goodness-of-fit values of the cell-and agent-based estimations (aggregated
cells)

Case Population of sample Cell-based goodness-of-fit

Cell-based estimation (IPF) Agent-based estimation (MCS)

Sample 1 2,346 0.046 0.050
Sample 2 2,357 0.055 0.079
Sample 3 2,434 0.044 0.070
Sample 4 2,415 0.063 0.058
Sample 5 2,416 0.071 0.082
Sample 6 2,452 0.043 0.045
Sample 7 2,443 0.096 0.088
Sample 8 2,467 0.082 0.062
Average 0.063 0.067

Table 3 Agent-based goodness-of-fit values of the cell-based and agent-based estimations
(original cells)

Case Population of sample Agent-based goodness-of-fit

Cell-based estimation (IPF) Agent-based estimation (MCS)

Average Standard deviation Average Standard deviation

Sample 1 2,346 3,997 27.3 2,539 15.5
Sample 2 2,357 4,189 38.1 2,932 17.5
Sample 3 2,434 2,976 34.5 2,369 16.8
Sample 4 2,415 3,517 51.8 3,028 13.6
Sample 5 2,416 2,969 12.1 3,336 16.8
Sample 6 2,452 2,486 50.8 2,444 22.6
Sample 7 2,443 3,116 22.9 2,594 9.3
Sample 8 2,467 3,782 40.5 2,863 13.1

Table 4 Agent-based goodness-of-fit values of the cell-based and agent-based estimations
(aggregated cells)

Case Population of sample Agent-based goodness-of-fit

Cell-based estimation (IPF) Agent-based estimation (MCS)

Average Standard deviation Average Standard deviation

Sample 1 2,346 19,100 12.0 2,539 15.5
Sample 2 2,357 18,824 18.5 2,932 17.5
Sample 3 2,434 19,397 12.6 2,369 16.8
Sample 4 2,415 19,217 13.0 3,028 13.6
Sample 5 2,416 19,495 10.9 3,336 16.8
Sample 6 2,452 19,790 43.9 2,444 22.6
Sample 7 2,443 18,462 11.5 2,594 9.3
Sample 8 2,467 19,474 23.2 2,863 13.1
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5 Concluding Remarks

This chapter compared cell- and agent-based population synthesis methods qual-
itatively and quantitatively. The findings are summarized as below.

First, the qualitative comparison showed that both methods have advantages
and disadvantages. In particular, agents should be defined by attributes in accor-
dance with the capacity of the microsimulation model into which the estimated
base-year dataset is input. If the model deals with data sufficiently simple for the
cell-based method to estimate, the computation costs of the agent-based method
increase. By contrast, if the applicable model is sensitive to the accuracy of the
attributes and/or is able to deal with numerous attributes, the cell-based method
will face difficulties estimating detailed base-year data.

Second, the quantitative comparison failed to draw a clear conclusion about
which method is superior, although the numerical results showed that the agent-
based method has a slightly better goodness-of-fit than the cell-based one. This
unclear difference is probably caused by the size of the pseudo-observed dataset
and thus that of the sampled set. However, the agent-based method clearly showed
significantly better agent-based estimation performance.

These findings suggest a way for selecting a better method based on the con-
ditions of the microsimulation model and the purpose of its application.
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Application of Land Use Model Combined
with GIS and RS Technology
in Supporting Urban Spatial Planning

Rui Zhou, Hailong Su, Xinjun Wang, Yuanman Hu and Fenge Zhang

Abstract This chapter illustrates an application of the Conversion of Land Use
and Its Effects at Small regional extent (CLUE-S) model, combined with Geo-
graphic Information System (GIS) and Remote Sensing (RS) technology, in
simulating future land use and landscape pattern change under different land use
scenarios in Xinzhuang town, Jiangsu province, China. It is based on multi-tem-
poral high-resolution remotely sensed images. Three different scenarios are
designed to simulate the future patterns of the study area. Kappa coefficients are
applied to evaluate the feasibility of CLUE-S model for supporting spatial plan-
ning. The results showed that the increase of construction land and decrease of
paddy fields would be the dominant trend of future land use change. Plenty of
farmlands and ecological land will be encroached by construction land in the next
20 years. The landscape pattern will be more fragmented, disaggregated and
disconnected, and the landscape will become more diversified and homogenous.
The prediction accuracy of CLUE-S is satisfactory; it means that this model can
provide scientific support for land use planning and policy making.
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1 Introduction

Land use changes are driven by the spatial–temporal interactions between bio-
physical and human dimensions at different scales (Veldkamp and Lambin 2001;
Verburg et al. 2004). They affect the ecological, physical, and socioeconomic
processes of a region in various ways (Forman 1995; Brookes 2001). Thus,
increased efforts have been made to understand the processes, trends and driving
forces of land use change and its ecological consequences (Verburg et al. 1999;
Parker et al. 2003; Turner et al. 2007). Identifying the primary causes, processes
and trends of land use change are crucial for urban planning, utilization of regional
resources, and environmental management (Ojima et al. 2002; Zhao et al. 2013).
Land use change model is a useful tool for analyzing driving forces and processes,
understanding the causes and consequences, predicting the possible futures of land
use change, and assessing ecological impacts and decision-making for land use
planning (Luo et al. 2010). Scenarios analysis with land use modeling can provide
support for land use planning (Verburg et al. 2004) and help inform policymakers
of possible future patterns under different policy restraint conditions (Koomen and
Stillwell 2007). Land use change models can support an examination of future land
use change under different scenarios (Liu et al. 2011). They are helpful tools in
providing reproducible data to supplement our capabilities to analyze land-use
change and make better-informed decisions (Costanza and Ruth 1998). Conse-
quently, spatially-dependent land use models are indispensable for sustainable land
use planning (Guan et al. 2011).

Land use planning has attracted increasing attention over the last decade since
the growing negative impacts of urban sprawl, such as consumption of prime
agricultural land and open space have been realized (Batisani and Yarnal 2009).
The conflicts between urban development and farmland preservation or ecological
protection have been becoming increasingly contentious all over the world,
especially in China (Zheng et al. 2012). Whether it can be handled properly will
have implications for food security, ecological security and social security. It is
related to important issues such as sustainable development of the economy,
society, and ecology (Koomen and Ding 2006; Clover and Eriksen 2009). The
topic has caught the attention of land-use and urban planners (Carsjens and van der
Knaap 2002; Deal and Schunk 2004; Lee et al. 2009). Planners worldwide thus
seek to steer land-use developments through a wide range of interventions that
either constrain certain developments or favor them. For the formulation of ade-
quate spatial policies, the involved parties normally make use of models that
simulate possible spatial developments (Koomen et al. 2008).

Land use change modeling and simulation has increasingly become a popular
tool in land use planning and policy formulation. Veldkamp and Lambin (2001)
emphasized the importance of land use change modeling as a planning tool for
projecting alternative land use pathways into the future. Some land use models
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have been successfully applied in supporting region planning. However, consid-
ering the complexity of model application and actual conditions in China, land use
change models have rarely been applied in assisting spatial planning. Therefore,
most spatial planning maps, especially urban planning maps, were schematically
made without scientific support. The planning of future urban land use is designed
by the need of economic and population growth, and the planners’ experiences and
topographical and geologic characteristics. Such planning processes lack scien-
tifically quantitative approaches and models.

In the past 10 years, different land use change models have been developed
with various objectives and backgrounds (Verburg et al. 2004). As a typical
spatial-explicit and empirical-statistical model, the CLUE-S model is well-known.
It can better understand the processes that determine changes in the spatial pattern
of land use and explore possible future changes in land use at the various spatial
scales (Verburg et al. 2008). It can also specify the scenario conditions for future
land use in detail (Verburg et al. 2002; Verburg and Veldkamp 2004). Compared
to the relatively subjective land use models based on decision-making behavior of
locators (Parker et al. 2003; Berger et al. 2006), the CLUE-S model is based on
land use change processes and its simulation result is more objective and per-
suasive. However, it lacks multi-temporal historical land use data. The advantage
of this model is the explicit attention for the functioning of the land-use system as
a whole, the capability to simulate different land-use types at the same time and the
ability to simulate different scenarios. CLUE-S model has been successfully
applied in simulating land-use changes based on different spatial and non-spatial
policies (Verburg et al. 2006; Overmars et al. 2007).

In this study, three scenarios were designed to systematically describe possible
alternative land use views of the future. These scenarios considered land use
planning, farmland and ecological environment protection over the next 20 years.
The objective of this study is to simulate a broad range of future spatial devel-
opments and offer a full overview of the potential land use change trends under
different scenarios based on CLUE-S model. First, we provide a detailed account
and the implementation issues of the methodology. Second, spatio-temporal
changes in land use and landscape patterns under different scenarios were ana-
lyzed. Third, the predicted results of urban construction area under the three
scenarios in 2020 were compared with a prospective plan map of 2020 to evaluate
the feasibility of a land use change model for supporting spatial planning. Finally,
we discuss the evaluation of CLUE-S model and present the conclusion. This study
will be helpful for urban planners and decision-makers to better understand the
complexities of land use change and make scientifically sound decisions for future
land use planning and management.
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2 Materials and Methods

2.1 Study Area

As a typically area of rapid urbanization and industrialization in the south of
Jiangsu province, Xinzhuang town (120�320–120�440E, 31�290–31�370N) is located
in the Changshu city (Fig. 1). It is one of the two significant development central
towns in the latest master plan of Suzhou city, due to its prominent location and
convenient location for water and land transportation. It is in the east of Shajiabang
resort district, in the west of Wuxi city, approximately 50 km from Suzhou city
and Wuxi city, and 190 km from Nanjing city and Hangzhou city. The study area
is about 104.26 km2, including 2 district agencies, 20 villages, 3 neighborhood
committees and a farm named South Lake. In recent years, the economy of
Xinzhuang town has been growing rapidly. In 2008, the GDP of the study area was
6.058 billion CNY, and the population was about 127,500, including more than
52,000 adventitious workers. Urban and rural industrial and residential land has
continuously expanded with economic and industrial growth in Xinzhuang,
especially after 2000 (Zhou et al. 2010); Urban sprawl has occupied plenty of
farmland and caused substantial change to the area’s landscape and environment in
the past decades (Zhou et al. 2011).

2.2 Data Preparation and Processing

In this study, many data sets, including 1991 aerial photographs at 1:10000, 2001
IKONOS image and 2009 QUICKBIRD image, were used to acquire land use
maps. The 1:10000 topographic maps and 1:10000 digital elevation model (DEM)
of the study area were collected from Geographic information center of Jiangsu
province. A total of 405 evenly distributed field-survey points for land use
information were sampled via field surveys in 2009 with the help of a global
positioning system (GPS) with ±1 m error for ground-truthing.

Other data used in this study includes: (1) Statistical yearbooks of 1991, 2001
and 2009 of Changshu city obtained from Changshu Statistical Bureau; (2) Sta-
tistical yearbooks from 2007 to 2010 of Xinzhuang town obtained from Xinzhuang
Statistical Bureau; (3) The urban planning and land use maps and textbooks of
Xinzhuang town obtained from Xinzhuang Planning Bureau of Land and
Resources.

Firstly, the 2009 QUICKBIRD image was geometrically corrected and geo-
coded to the Transverse coordinate system, using the 1:10000 topographic maps
with ERDAS IMAGE 9.1 software. Secondly, the image-to-image method was
applied for the geo-referenced registration of images in 1991 and 2001 with the
total Root Mean Squared (RMS) error of less than 0.5 pixels. Thirdly, an image
enhancement of intensifying visual distinction among features was performed to
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increase the amount of information. In succession, image interpretation symbols of
different image elements were added accompanying by field investigations, which
could be consulted in the process of artificial visual operations. Finally, visual
interpretation was carried out on images of 1991, 2001 and 2009, and land use
maps were acquired with the help of ancillary data including the topographic map
and ground survey information. Land use types were divided into 9 classes: paddy
field, dry land, forestland, water area, urban and rural construction land, aqua-
culture land, grassland, vegetable field, and orchard land). Because of the
restriction of area percentage of each land use type in CLUE-S model, the 9 land
use types were integrated into 6 categories for simulating: paddy field, dry land
(including vegetable field), forestland (including grassland and orchard land),
water area, aquaculture land, urban and rural construction land. The 405 field-
survey points were used to examine the accuracy of the image classification. The
Kappa coefficient was 95.2 % in 2009, 93.5 % in 2001, and 92.1 % in 1991. Both
ERDAS Imagine 9.1 and ARCGIS 9.0 were applied to integrate the data using
standard GIS features. Due to the different resolutions of remotely-sensed images,
all the results of classification were re-sampled at 20 9 20 m for further analysis.

2.3 The CLUE-S Model

The CLUE-S is a new version based on early CLUE model (Veldkamp and Fresco
1996; Verburg et al. 1999). It was based on an empirical analysis of location
suitability combined with the dynamic simulation of competition and interactions
between the spatio-temporal dynamics of land use systems, and specifically
developed for the spatially explicit simulation of land use change (Verburg et al.
2002). This version has been applied in case studies with a local to regional extent

Fig. 1 Location of Xinzhuang town in Jiangsu province, China
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and the spatial resolution ranging from 20 to 1,000 m (Verburg and Veldkamp
2004; Overmars et al. 2007).

The model is sub-divided into two distinct modules: non-spatial demand
module and spatially explicit allocation procedure. The non-spatial module cal-
culates the area change for all land use types at the aggregate level. Within the
second part of the model these demands are translated into land use changes at
different locations within the study region using a raster-based system (Fig. 2).
Allocation of each land use type is based on a combination of empirical analysis,
spatial analysis, and dynamic modeling. Empirical analysis is applied to determine
the relationships between spatial distribution of land use and a number of proxi-
mate factors that drive or constrain land use change. Based on the competitive
advantage of each land use at a location, the competition among land uses for a
particular location is simulated. The schematic representation of the procedure to
allocate change in land use in CLUE-S model is in Fig. 3 (Verburg et al. 2002).
Verburg et al. (2006) provided its basic structure. The actual allocation process
depends on the constraints and preferences defined by the user based on the
characteristics of the land use type or the assumed processes and constraints
relevant to the scenario.

Fig. 2 Modules within the CLUE-S model (Verburg et al. 2002)

Fig. 3 Overview of the procedure to allocate changes in land use to a raster based map (Verburg
et al. 2002)
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2.3.1 Scenarios Design and Assumptions

In this study, three scenarios were designed to represent different implementations
of the spatial policies and restrictions: (1) The Historical Trend (HT) scenario was
formulated based on historical land use change from 1991 to 2009. Land use area
demand was forecasted via the autoregressive integrated moving average (AR-
IMA) approach, which employs a time series analysis based on the historical land
use area changes. Besides 1991, 2001, and 2009, the land use data in this study
area for the years from 1991 to 2009 were obtained from statistical yearbooks of
Changshu city. (2) The Urban Planning (UP) scenario was designed based on the
urban planning and land use planning schemes of Xinzhuang town, which
emphasized compact urban development and basic farmland preservation. The
areas which demand different land use types in the UP scenario were adjusted from
the results of the HT scenario. (3) The Ecological and environmental protection
(EE) scenario was designed based on related ecological and environmental pro-
tection policies in the study area over the next 20 years, the expectation of this
scenario was to maintain the ecological land and improve the increasingly wors-
ening ecological problems. The land use area demand in the EP scenario was
adjusted based on the results from the UP scenario.

2.3.2 Logistic Regression

The demand for land by the different land use types determines the overall
competitive capacity of the different land use types, but the location suitability is
also a major determinant of the competitive capacity of the different land use types
at a specific location. Generally, conversions of land use are expected to take place
at locations which have the highest ‘preference’ for a specific type of land use at a
given moment. It can be calculated as a probability of a certain grid cell by logistic
regression as follows (Bucini and Lambin 2002):

log
Pi

1� Pi

� �
¼ b0 þ b1X1;i þ b2X2;i þ � � � þ bnXn;i ð1Þ

where Pi is the probability of a grid cell for the occurrence of the considered land
use type i and the X are the driving factors; b0, b1, …, bn are the beta values of
logistic regression for driving factors. The value of Relative Operating Charac-
teristics (ROC) proposed by Pontius and Schneider (2001) was used to evaluate the
fit of the regression model. A completely random model gives ROC a value of 0.5
while a perfect fit results with ROC value of 1.0. If the value of ROC is below 0.7,
the accuracy of the model is low; the accuracy will be preferable if an ROC value
is above 0.7 (Pontius 2000).

The driving factors of land use change taken into account as potential deter-
minants were selected based on literatures and fieldwork in the study area,
including 11 factors: distance to major road, distance to minor road, distance to
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river, distance to village government, distance to rural settlement, GDP, gross
industrial product, gross agricultural product, grain output, population density, per
capita income. The logistic regression models, based on the GIS dataset, were
constructed to determine the relations between land use changes and a set of
potential driving factors. The logistic regression results got through SPSS software
were shown in Table 1. The spatial distribution of all land use types could be well
explained by the selected driving variables as indicated by the high ROC test
statistics ([0.7). The derived regression models were used to calculate suitability
maps for different land use types.

2.3.3 Simulation Spatial and Temporal Resolution Setting

A series of test scenarios were set using 10–50 m resolution with 10 m steps. The
results showed that the highest spatial resolution in the CLUE-S model was 20 m
in Xinzhuang town. Therefore, the simulation spatial resolution was set as
20 9 20 m grid in this study, including 946 rows and 685 columns.

The land use in 2009 was simulated based on that in 1991 and 2001 with
CLUE-S model to validate its applicability in the study area. The forecast periods
were 18 and 8 years, respectively. The predicted land use map in 2009 was
compared with the actual land use in 2009 by utilizing the Kappa coefficient. It has
been applied to any model that predicts a homogenous category in each grid cell.
The Kappa result was 0.75 and 0.80 for 1991 and 2001, which indicated that the
two maps show a relatively high consistency with 18 years. CLUE-S was then

Table 1 Results of logistic regression for different land use types in 2009

ExpðbÞ
Driving
factor

Construction
land

Dry
land

Paddy
field

Aquaculture
land

Forestland Water
area

A 0.9987 0.9998 1.0002 1.0007 0.9991 1.0000
B 0.9995 1.0000 1.0001 1.0002 1.0001 1.0001
C 0.9989 0.9999 0.9955 1.0037 0.9983 1.0017
D 1.0000 1.0000 1.0000 1.0000 1.0000 0.9999
E 1.0000 1.0000 1.0000 1.0000 1.0000 1.0000
F 0.9998 1.0003 1.0003 0.9996 0.9996 1.0000
G 1.0003 0.9998 0.9997 1.0001 0.9998 0.9999
H 0.9999 0.9998 1.0000 1.0002 0.9999 1.0000
I 1.0004 1.0003 0.9993 0.9994 1.0008 1.0002
J 1.0048 0.9908 1.008 1.0063 1.0037 0.7906
K 0.9777 0.998 1.0015 1.0061 1.0029 1.0015
Constant 0.0279 0.4873 10.3249 0.0157 0.9809 8.2511
ROC 0.851 0.759 0.792 0.812 0.815 0.988

A distance to major road; B distance to village government; C distance to minor road; D GDP;
E gross industrial product; F grain output; G per capita income of resident; H gross agricultural
product; I population density; J distance to river; K distance to rural settlement; ROC relative
operating characteristics
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used to predict land use change for the 18-year period beginning in 2009 with 1-
year steps in the study area.

2.3.4 Land Use Conversion Matrix and Elasticity Setting

There are two sets of parameters in the CLUE-S model (land use conversion
matrix and elasticity) that could influence the pattern of land use change. The land
use conversions restricted by land use policies, restrictions and land tenure could
be reflected in a land use conversion matrix. The rows of the matrix indicate the
land use type at time step t and the columns indicate the land use type at time step
(t ? 1). Moreover, land use type specific conversion settings were defined and
implemented by the relative elasticity for change (ELAS) in the model (Verburg
et al. 2002). The relative elasticity ranges between 0 (easy conversion) and 1
(irreversible conversion). The value of this factor is set based on expert knowledge
and can be adjusted during the calibration stage.

In this study, we assumed that the construction land would not be converted to
other land use types. Based on the reference data during 1991–2009 and expert
knowledge, the values of conversion elasticity for different land use types were
tuned so that they were suitable for the calibration of the model. The final con-
version elasticity values of paddy field, dry land, forestland, water area, aqua-
culture land, urban and rural construction land in the model during 2009–2027
were 0.4, 0.5, 0.6, 0.7, 0.4, and 0.9, respectively.

2.4 Landscape Metrics

In order to evaluate and compare the simulated results based on CLUE-S model
under the three scenarios of the strategy in the study area, four landscape-level
spatial metrics were selected to reflect future landscape pattern changes based on
their ecological meanings, including number of patches (NP), landscape shape
index (LSI), Shannon’s evenness index (SHEI), and Contagion index (CONTAG),
these metrics were calculated using Fragstats 3.3 software at the landscape level.

3 Results and Analysis

3.1 Spatio-Temporal Change of Land Use in Future Under
Different Scenarios

Different land use types with regard to future area changes are shown in Fig. 4,
which displayed different change trajectories from 2010 to 2027. The main land
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use types of construction land and aquaculture land showed the similar increasing
trend under the three scenarios. The average annual increase rate of construction
land and aquaculture land under HT scenario were 68.97 and 41.57 ha/a, which
were obviously higher than the other land use types. The transfer matrix analysis
showed that the increased area of construction land was mainly converted from
paddy field. Unlike the other two scenarios, under the EE scenario, the forestland
and water area would increase, for their higher ecological service values. In
addition, the dry land under EE scenario was well protected, and its area increased
slightly. The area of paddy field would decrease under all scenarios. This is
particularly true for the HT scenario, which showed the area of paddy field
decreased by 2,088.50 ha from 2009 to 2027, while the area under UP and EE
scenario decreased by 472.25 and 346.81 ha, respectively.

In summary, the expansion of construction land and the decrease of paddy field
were the dominant changes of land use in the study area under the three scenarios
(Fig. 5). Most of the increasing construction lands were due to the sprawl from the
existing construction area through occupation of the surrounding paddy field, dry
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Fig. 5 The land use map in 2009 and simulated results of land use in 2027 under different
scenarios. a Land use of Xinzhuang town in 2009. b Simulated results under HT scenario.
c Simulated results under UP scenario. d Simulated results under EE scenario
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Fig. 5 continued
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land, forestland, and so on. It occurs mainly at the urban–rural fringe, nearby
existing construction land and around major roads and water area. The decreased
paddy fields were mainly located near existing construction land, and along water
area and major roads. As elsewhere, the farmland in this area was also more likely
to be encroached by construction land, which means the conflicts between urban
and rural development and farmland preservation will gradually increase. Con-
sequently, in the process of plan-making, the urban planners and decision-makers
in Xinzhuang town need to highlight the issues and strengthen the control of its
land use by confirming the amount of urban and rural construction land scientif-
ically, and reasonably prohibiting the unplanned sprawl of construction land, in
order to realize the sustainable development of land use.

3.2 Landscape Pattern Change Under Different Scenarios

The number of patches at the landscape level over the study area increased under
UP and EE scenarios from 2010 to 2027, which means that the landscape would be
more fragmented, especially under UP scenario. The number of patches would
increase rapidly before 2018, and then decline quickly under HT scenario. Such
change may be due to the discrete construction land increasingly linked together
after 2018, for the rapid growth of urban land and rural settlement area. The
increasing trend of landscape shape index under each scenario from 2010 to 2027
indicates that the landscape patches would become increasingly disaggregated.
Shannon’s evenness index increased under UP and EE scenarios, which means the
landscape pattern would be toward more diversified and homogenous. Under HT
scenario, the SHEI showed a parabolic trend. Namely, the value increased first,
then decreased for the construction land; it would become the dominant landscape
and make the land use type patches more uneven in future. Contagion index
showed a decreasing change trend under UP and EE scenarios, which means that
the connectivity of future landscape would decline and the landscape would be
more fragmented (Fig. 6).

3.3 Comparison Analysis of Simulated Results with Urban
Planning Maps

To evaluate the feasibility of land use change model in supporting spatial planning,
a comparison analysis was made between simulated urban construction land of
2020 and perspective plan map in 2020 from Xinzhuang town urban planning
(2006–2020). The simulated urban construction land in 2020 under different
scenarios and the perspective plan map in 2020 are shown in Fig. 7. It is observed
that the urban construction land in the planning map was regular and compact with
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clear boundaries, while the simulated urban construction land in 2020 under dif-
ferent scenarios was rather spatially dispersed with complicated boundaries.
However, the simulated map may more closely reflect the real situation of urban
growth pattern, while the planning map is more like subjective blueprint with few
objectively and scientifically technological and methodological supports. It is well
known that the Kappa coefficient can be used for measuring the consistency
between two maps based on a contingency table and for accuracy assessment as a
whole. The simulated results and planning map were compared by analysis of
Kappa coefficient. Table 2 shows that the consistency between simulated maps and
planning map was more than 0.5, especially for simulated location and quantity
precision, which was more than 0.8 and 0.6, respectively. This means that the three
scenarios were designed reasonably and the prediction accuracy of CLUE-S model
was excellent.

4 Discussion and Conclusions

Based on three periods of land use data extracted from high-resolution remote
sensing images, natural and socioeconomic data, the CLUE-S land use change
model was used. This was then combined with GIS and RS technology to suc-
cessfully simulate future land use change trend under three scenarios. The land use
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Fig. 7 The simulated urban construction land under three scenarios and prospective plan map in
2020
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Fig. 7 continued
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modeling and prediction results showed that the increase of construction land and
decrease of paddy field would still be the main trend of land use change in the
study area. A good deal of farmlands and ecological land, especially around
existing construction land, major roads and water areas, would be mainly trans-
formed to urban land and rural settlement in the next 20 years. Results of land-
scape pattern metrics analysis showed that the landscape would be more
fragmented, disaggregated and disconnected, and the landscape pattern was toward
more diversified and homogenous. Therefore, a reasonable constraint and control
policy should be made for urban expansion and land use change. Such a policy, or
policies, would improve the current land use trends and establish an ecological
safety pattern for urban and rural development. This is an effective way towards
smart protection and smart growth, promoting regionally sustainable development.
The prediction accuracy of CLUE-S was satisfactory, no matter the location,
quantity or overall accuracy of land use change, which suggests the feasibility of
land use change model for land use planning supports.

In summary, our study presented an important contribution to land use mod-
eling for supporting spatial planning, and successfully simulated and predicted the
spatio-temporal changes of future land use. The simulated future land use maps
under different scenarios could serve as an early warning system for understanding
the future effects of land use changes. Furthermore, the simulation results can also
be considered as a strategic guide for urban land use planning. It would help local
authorities better understand the complex land use system and develop the
improved urban development and land use management, which can better balance
urban expansion, basic farmland and ecological environment conservation. Above
all, the land use change model can be a helpful and scientific tool for supporting
urban land use planning and policy making. Planners and decision-makers should
pay more attention to the potential consequences of land use change in the process
of policy-making. Our findings and discussions will not only give decision-support
for Xinzhuang town, but also for other similar areas with rapid rural urbanization
in China.

Acknowledgments The research work presented in this chapter is supported by the National
Natural Science Foundation of China (Project No. 50808048) and the National Science and
Technology supporting Program of China (Project No. 2006BAJ10B05-03).

Table 2 Results of Kappa coefficients of simulated map with plan map in 2020

Comparison K standard K location K quantity

UP scenario 0.551 0.831 0.663
EE scenario 0.533 0.824 0.647
HT scenario 0.564 0.815 0.691
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Planning Support Systems for Fiscally
Sustainable Planning

Scott N. Lieske, Roger H. Coupal, Jeffrey D. Hamerlinck,
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Abstract Local government’s need for accurate assessments and projections of
the fiscal consequences of development is well established and persistent. This
analysis demonstrates the use of a geographic information science-based planning
support system to project residential growth and the fiscal consequences of
development. The cornerstone of the analysis is a spatial index of urban form
which captures clustering and dispersion of the built environment. A regression
model indicates the spatial index to be a statistically significant determinant of
expenditures on policing services in the study area. Modelled future growth was
spatially and temporally disaggregated to indicate future residential growth at
different planning horizons. Spatial indices were calculated for these planning
horizons and incorporated into the econometric model for ceteris paribus evalu-
ation of the effect of change in urban form on public service expenditures. Results
demonstrate planning informed by PSS modelling has the potential to realize
savings on public service expenditures.
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1 Introduction

Sustainability, from the perspective of local government finance, is in part a sit-
uation where the costs of providing a public service are minimized rather than
exacerbated by development decisions. Emerging research in local government
fiscal modeling demonstrates a statistically significant relationship between
increasing dispersion of the built environment and increasing costs of public
service provision. The goal of this research is to inform public service decision
making and support sustainable planning and urban development by making clear
the fiscal implications of a local government land-use planning and regulatory
framework. The approach taken is to use a geographic information science-based
planning support system (PSS) to link a public service expenditure model with a
growth model. The growth modeling technique employed here is a straightforward
build-out analysis based on future land use and density requirements specified in a
developing comprehensive plan. Build-out rather than a more sophisticated growth
model is preferred as it ties clearly and directly to the existing planning and
regulatory framework in the study area. Zoning, along with subdivision control
law and to a lesser extent growth control laws and building codes are the primary
regulatory tools associated with land development in the study area. In order to
compare and contrast the impacts of differing land-use patterns a base scenario
emerging from the comprehensive planning process is contrasted with an alter-
native land-use scenario. The alternative land-use scenario has decreased densities
in outlying areas and a larger urbanized area. The hypothesis is the alternative
land-use scenario, with a more concentrated built environment, will offer greater
efficiency than the base scenario. Given plausible results (indicating the econo-
metric modeling, growth modeling, and the linking of the two are valid), the
degree of economic efficiency realized, the magnitude of fiscal change and change
in efficient area across scenarios may be used as a cornerstone for proactive fiscally
sustainable planning.

PSS operationalize various tools needed to develop this analysis including
scenario planning, build-out analysis, spatial and temporal growth modeling, and
impact assessment. By using PSS to critically evaluate land-use and density
specifications within the context of future growth it may be possible to more
clearly demonstrate the future impacts of current policies and regulations including
whether mechanisms in place help to realize or conflict with a community’s vision.
Van Eck and Koomen (2008) describe this approach as ‘‘ex-ante evaluation of the
spatial effects of planning measures’’ (p. 124) and note the importance and need
for tools to do this. By enabling ex-ante evaluation of the potential impacts of
extant planning policies and regulations it is hoped to be able to realize broader
impacts from this research including conclusive impact and benefit from PSS,
spatial modeling and spatial planning.
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2 Background

This research used the CommunityViz� PSS to evaluate the long-term (25 year)
influence of changing urban form on expenditures for policing services in Laramie
County, Wyoming, USA. Developed by the Orton Family Foundation (Rutland,
VT), CommunityViz is a modular system built on the ArcGIS platform (ESRI, Inc.;
Redlands, CA). CommunityViz includes two integrated components: Scenario 360
and Scenario 3D. Scenario 3D allows display of three-dimensional landscape and
structure information with real-time movement and object manipulation in a semi-
realistic setting. Scenario 360 provides functionality for assessing the potential
impacts of specific, proposed land use actions. CommunityViz Scenario 360 is used
here to develop a build-out analysis, distribute modeled dwelling units spatially and
temporally across the study area, and evaluate the fiscal and related impacts of
alternative land uses using a scenario analysis and series of indicators.

2.1 Local Government Expenditure Modeling

The fiscal implications of differing urban forms are important considerations for
local government financial health and as evaluation criteria in planning processes.
Burchell and Listokin (1978) articulate the need for fiscal analysis stating that
municipalities, ‘‘…must be aware of the public costs associated with private
development, major rezonings, annexations, or alternative land use plans’’ (p. 1).
Fiscal analysis may be used to predict budget deficits, allow local governments to
quantitatively consider land-use policy decisions, levels of service, capital
improvement plans and long term financing needs including current and future
revenue streams. Fiscal analyses are helpful in short and long-term land-use policy
and financial planning (Tischler 2002a). For comprehensive planning, Tischler
recommends evaluation of different plan alternatives early in the planning process,
prior to making the plan. This allows planners, ‘‘…to determine if land use … and
location assumptions generate net revenues or net costs to the jurisdiction’’ (Tis-
chler 2002b, p. 4). Goetz (2007) further emphasizes the importance of the issue
when he juxtaposes the need for the fiscal evaluation of planning alternatives with
the idea of planning as a non-repeatable experiment. Once constructed, residential
land-use patterns are ‘‘largely irreversible’’ (p. 20).

Important research in local government expenditure modeling includes
Davenport (1926), Fabricant (1952), Hirsch (1970), Borcherding and Deacon
(1972) and Heikkila (2000). These works demonstrate the use of econometric
techniques to model local government expenditures on public services as a
function of determinants including factor inputs and neighborhood characteristics.
Examples of the latter include population, income, density and urbanization.
Often, but not always, low density is associated with higher per capita costs of
public service provision and higher density is associated with lower per capita
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costs of service provision. Lieske et al. (2012) add to this body of literature by
developing a spatial index of urban form that was a statistically significant
determinant of local government expenditures. The econometric model put for-
ward here is based on the tradition of local government expenditure modeling from
the 20th Century augmented with the methods of Lieske et al. (2012) for quan-
tifying urban form.

2.2 Scenario Planning

In planning contexts, scenarios may be viewed as different plausible development
alternatives. Scenarios can serve as thinking tools, communication tools and eval-
uative tools. As thinking tools, the construction of scenarios ‘‘…requires people to
uncover and cope with forces that are driving change in their environment’’ (Avin
and Dembner 2001, p. 22). Observing different patterns allows consideration of the
driving forces behind those patterns (Veeneklaas et al. 1995). Implicitly and
explicitly tying driving forces to scenarios allows consideration of different
assumptions and stimulates critical thinking (Xiang and Clarke 2003). Scenarios
change and improve thinking because the discussion moves from ‘‘What do you think
might happen?’’ to ‘‘What else might happen?’’, ‘‘Why might this happen?’’ and
‘‘How might this happen?’’ (Avin and Dembner 2001, p. 22). As a communication
tool, scenarios serve a bridging function, allowing an exchange of information
between scenario creators and scenario users (Xiang and Clarke 2003). This
exchange of information means scenarios are useful as a communication and edu-
cation tools between planners and their audiences. Finally, as evaluative tools,
scenarios allow the answering of ‘‘What if?’’ questions quantitatively, qualitatively
and visually. Evaluation of scenarios brings about the key benefit from scenario
planning, ‘‘…the knowledge that, having explored many alternatives well, the
selected course of action is defensible and prudent’’ (Avin and Dembner 2001, p. 20).

2.3 Build-Out

Build-out analysis is a calculation of the development capacity of land based on
current or proposed zoning regulations and associated density values. Walker and
Daniels (2011) call build-out analysis ‘‘…the most common and basic type of
growth projection’’ (p. 76). Build-out analysis enables a community to illustrate
and evaluate the impacts of their zoning regulations including lot size, floor area
ratio, lot coverage, building height, number of stories, setbacks and density. On
one hand the analysis may appear somewhat hypothetical because it specifies the
very upper limit of legally allowable growth. On the other hand, it is critical for
decision makers and citizens to know the long-term impacts of their land-use
regulatory framework and if that framework helps realize or conflicts with the
vision of the community. For example:
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Often, a build-out analysis presentation shocks audiences. By showing a map or
3-D model of what the community would look like if it were built out, you can
draw the public’s attention to the negative effects of poorly planned growth and
weak zoning (Walker and Daniels 2011, p. 77).

2.4 Spatial and Temporal Growth Modeling

CommunityViz� TimeScopeTM functionality allows mapping and analyzing
temporal change by enabling the storage and presentation of historical data as well
as modeling future growth by specifying build rate details including growth rate
and growth rate type (e.g. linear, exponential etc.). TimeScope also allows spec-
ification of the order in which features are built over time, for example based on
development criteria such as suitability. ‘‘TimeScope calculates where and when
new development will occur based on assumptions that you provide about growth
rates and growth patterns’’ (Walker and Daniels 2011, p. 80).

2.5 Impact Assessment

Impact analysis involves quantifying outcomes from different spatial patterns and
their interaction with any related non-spatial drivers. Impact analysis is premised
upon and directly supports the rational planning process where data are trans-
formed into conclusions and recommendations (Hanna and Culpepper 1998). As a
tool that is both evaluative and communicative, impact analysis helps people
understand the implications of discrete design and policy choices on the larger
community (Snyder 2003).

The quantification of impacts is accomplished by creating indicators. Indicators
are calculated values which measure impact or performance (Walker and Daniels
2011). Indicators can be used to represent nearly anything quantifiable within a
planning process. They can be as simple as counting features or measuring the size
of an area or as sophisticated as the user cares to develop. Indicators facilitate
direct comparison of criteria before and after events and/or among scenarios. Van
Eck and Koomen (2008) recommend indicators be understandable to policy
makers, accurately present modeling results, and allow one to discern differences
between scenarios.

3 Methods

Laramie County, Wyoming was selected for study because county planners were
recently using CommunityViz to develop a build-out analysis as part of a com-
prehensive plan update. The county is an example of a fast-growing community
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with considerable development occurring beyond the urban fringe. The county
seat, Cheyenne, is the state capital of Wyoming and primary node and source of
service provision in the area. Growth in Cheyenne and Laramie County has been
spurred by the northern expansion of the front range of Colorado, the proximity of
Cheyenne to the junction of two major interstate highways, and oil and gas
development.

3.1 Scenarios

Two scenarios are developed, a base scenario and an alternative land-use (Alt. LU)
scenario. The base scenario captures anticipated future land uses and associated
densities that are part of the current planning effort. The alternate land-use scenario
attempts to ascertain if changed land use and density values can lead to lower costs
of public service provision. The alternate land-use scenario represents a slight
expansion of the urbanized area of the county and the establishment of agricultural
(Ag) zoning where development is restricted to one dwelling unit per 640 acres.

3.2 Build-Out

Preliminary econometric modeling did not indicate the pattern of commercial or
industrial development to be a statistically significant determinant of policing
services expenditures. The emphasis of the build-out analysis is therefore resi-
dential rather than commercial or industrial development. Commercial develop-
ment is included only to the extent needed to have a reasonable certainty that there
is not an over estimation of residential development due to the complete exclusion
of commercial development.

Steps in developing a build-out analysis are to (1) chose a land-use analysis
layer, (2) specify density rules and (3) specify any additional development
parameters based on both the regulations of the study area and the desired accu-
racy and level of detail of modeled output. The analysis layer used here is a grid
with cells one square kilometer in size that covers the study area. CommunityViz�

build-out functionality allows one to enter settings for densities and additional
parameters through an interactive wizard-type series of input windows. Build-out
parameters used for the two scenarios are identical and presented in Appendix I.
CommunityViz offers both numeric and spatial build-out functionality. Numeric
build-out calculates building capacity based on area and density rules. Spatial
build-out generates data by creating a GIS layer of building points. The land-use
layers used to develop the build-out analyses for the two scenarios are presented in
Fig. 1.

One of the additional parameters that may be specified in a build-out model is
development constraints. Constraints incorporated here include public lands
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Fig. 1 Land uses for the base scenario (above) and alternate land-use scenario (below)
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managed by the U.S. Bureau of Land Management, State of Wyoming owned
lands, lands under conservation easement, oil and gas wells indicated as permitted
by the Wyoming Oil and Gas Conservation Commission as of April 2012 with 350
foot buffers, Western Area Power Authority power transmission lines buffered to
120 feet, county road rights of way, distributed U.S. Department of Defense sites,
areas with slope greater than ten per cent, 100 year floodplains, and petroleum
pipelines from the Wyoming Pipeline Authority buffered to 120 feet on each side.

As seen in Fig. 2 development constraints in the county are extensive and
widely distributed. Identical constraints were incorporated in each scenario.

3.3 Spatial and Temporal Growth Modeling

CommunityViz� TimescopeTM functionality was used to temporally and spatially
disaggregate build-out results. Critical Timescope parameters are start and end
date, growth rate and build order. Build order specifies where features are more
and less likely to be built over time. The Timescope start date was set to 2010, the
year of the latest data incorporated into the fiscal modeling. The Timescope end
date was set to 2037 establishing a 25 year planning horizon from the 2012 update
to the Laramie County comprehensive plan. Growth rate is indicative of devel-
opment pressure (Theobald and Hobbs 1998) and set at two percent annually.

Fig. 2 Laramie County, Wyoming development constraints
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While census data indicate a 1.2 per cent annual increase in population and 1.6 per
cent annual increase in housing units for the time period 1990–2010, Timescope
will only accept integer values for growth rate. Two percent was selected rather
than one percent as two percent more closely tracks the pace of residential
development in the study area. Preliminary efforts at developing a spatial
regression-based development suitability model were inconclusive therefore build
order was specified based solely on proximity to existing residential development.
Statistically, proximity to existing buildings is the best indicator of desirability
(Walker and Daniels 2011), and presumably, the location of future growth. Using
Timescope, build-out results were temporally disaggregated to indicate modeled
future growth in 2012, 2022, 2032 and 2037. These years correspond to planning
horizons relevant to the Laramie County comprehensive plan update where 2012
represents current conditions, 2022 a ten year planning horizon, 2032 a twenty
year planning horizon and 2037 a twenty-five year planning horizon.

3.4 The Fiscal Model

Based on Hirsch (1970), Borcherding and Deacon (1972), Heikkila (2000) and
Lieske et al. (2012) a per service aggregate expenditure function is presented as
follows:

E ¼ f Nx; M; Ið Þ ð1Þ

where,
E represents total annual per service local government expenditures on inputs

in dollars,
f (.) represents an allocation of resources for service provision,
Nx represents a combination of neighborhood characteristics relevant to

expenditures,
M is a spatial index that captures urban form by land use; and,
I is a vector of essential inputs related to E.

The dependent variable in the model is operating expenditures of the Laramie
County Sheriff’s department. This and the explanatory variables incorporated in the
econometric model are summarized in Table 1. All data are time series covering
21 years from 1990–2010. In all cases data represent 21 observations (n = 21).

Following Lieske et al. (2012) results of the regression model may be used to
calculate a spatially defined service-based impact for each grid cell in the analysis.
A property tax revenue model may also be developed. By contrasting the spatially
defined service-based impact with revenue for each cell, fiscal efficiency (whether
a cell contributes more in tax payments than it demands in services) and ineffi-
ciency (where the modeled demand for service is greater than revenue) may be
mapped in a spatially explicit fashion.
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Extension of the base (2010) fiscal model to incorporate the results of the
spatial and temporal growth modeling relied heavily on CommunityViz� dynamic
attribute functionality to calculate new spatial indices for the planning horizons of
interest. Dynamic attributes are formula-driven attributes of a GIS layer, much like
formula-based cells in a spreadsheet, which automatically re-calculate when inputs
change. After running the build-out and Timescope models, the first step in
extending the expenditure model was to use a dynamic attribute to count the
number of buildings in each grid cell indicated by Timescope as having been built.
The sum of the building value for each cell was determined by a dynamic attribute
that calculates the mean residential building value in the current or nearest cell
where mean residential building value is greater than zero, multiplying this value
by the count of new dwelling units in the grid cell, then adding this modeled
building value to any building value from existing residences located within the
cell. The next step was to calculate local Moran’s I values for each cell based on
the sum of building value within that cell. As detailed in Lieske et al. (2012), the
spatial index is calculated as the average of these local Moran’s I values for cells
where the sum of building value is greater than zero. This process was repeated in
order to develop a spatial index for each planning horizon. Following the gov-
ernmental expenditure projection methods of Hirsch (1961), calculation of a
spatial index for each planning horizon allowed ceteris paribus evaluation of the
change in urban form in each planning horizon on expenditures.

The revenue model required similar adjustments in order to incorporate the
outputs of the build-out and Timescope spatial and temporal growth modeling. The
first step in expanding the revenue model was to count the number of buildings in
each grid cell indicated by Timescope as having been built. Dynamic attributes
where used to determine lot size and value per acre. Lot size was assigned based
on zone. Value per acre was calculated similarly to mean building value where the
value per acre per cell was taken from that cell if it was greater than zero or from
the nearest neighboring cell if the original cell was undeveloped. Given the count
of residential buildings, lot size, land value per acre and mean building value for
each cell it was a simple matter of following the Laramie County assessor’s
formula to model assessed value. Property tax for modeled buildings was deter-
mined by multiplying assessed value per cell by the appropriate tax rate. In order
to determine the property tax paid for each cell the property tax for modeled

Table 1 Definition of variables

Included variables Definition Units

LEEXP Operating expenditures of the Laramie
County Sheriff’s Dept.

Millions of $USD 2010

Res Spatial index representing residential urban form Spatial index
Rural Pop Population of unincorporated Laramie County Individuals
LEO Officers in the Albany County Sheriff’s Dept. Individuals
T Time Years
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residential buildings was simply added to the property tax paid by existing resi-
dences. Spatially explicit revenue models where developed for each planning
horizon.

Property tax may be contrasted with the revenue model on a cell by cell basis to
estimate fiscal efficiency in a spatially explicit fashion. The annual share of overall
property tax dedicated to the provision of policing services is approximately 8 %
over the time period of the study. Evaluation of fiscal efficiency is accomplished by
multiplying property taxes by 8 % to indicate the portion of property taxes
applicable to policing services. An if/then dynamic attribute formula is used to
calculate a Boolean value indicating whether or not a grid cell contributes more in
revenue than the value of the service-based impact of the cell, or vice versa.

3.5 Impact Analysis

Fiscal impact evaluation is both map and indicator based. Maps may be used to
indicate areas of efficient and inefficient residential development. Indicators may
be used to summarize the impacts of different development patterns on revenues,
expenditures, dwelling units, area impacted by efficient and inefficient develop-
ment, and the spatial index of urban form. Like dynamic attributes, Community-
Viz� indicators are formula driven and update automatically when inputs change.

4 Results

The mapped build-out results for 2037 shown in Fig. 3 illustrate the differing
future land uses presented in Fig. 1 yield substantially different patterns of resi-
dential growth. Both scenarios result in an increase in residential development in
and around the core urban area of the county, the City of Cheyenne. The alternate
land-use scenario sees substantially increased residential development in the area
northeast of the present municipal boundary of Cheyenne and substantially less
residential development scattered throughout the remaining areas of the county. It
is important to note the number of dwelling units accommodated in the alternate
land-use scenario is slightly more than the base scenario in each planning horizon.
In 2037, the year of maximum difference, the alternate land-use scenario allows
3,000 more dwelling units than the base scenario.

Mapped and indicator-based results for this analysis are presented for 2012,
2022, 2032 and 2037. The presentation of results across several years both helps
one understand and communicate the continuous nature of temporal change and,
according to Walker and Daniels (2011) generates more interest and a greater call
to action than the theoretical maximum that is the more usual output of a build-out
analysis.
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Fig. 3 Build-out results through 2037, base scenario (top), alternate density (bottom)
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Urban form quantified as a spatial index allows one to quickly ascertain the
changing character of the built environment across the time period of the study.
Because the spatial index is based on the Moran’s I measure of spatial autocor-
relation a larger spatial index indicates greater clustering in the built environment
and a lower spatial index indicates decreased clustering of the built environment.
As shown in Fig. 4 changes in the spatial index over the time period of the study
indicate de-clustering of the built environment over the time period of the study for
both scenarios, but greater dispersion for the base scenario and relatively greater
clustering for the alternate land-use scenario.

Results of the econometric modeling (Table 2) show a statistically significant
relationship between urban form as quantified using the spatial index and law
enforcement expenditures. Urban form is specified with standard and the quadratic
form of the spatial index (Res and Res2). The sign on the standard form of the spatial
index is negative, indicating that as the built environment becomes more dispersed
expenditures on policing services increase. The positive relationship between
expenditures and the square of the spatial index demonstrates that as clustering
decreases expenditures increase at an increasing rate. The positive sign on
rural population indicates expenditures increase commensurately with population.

Fig. 4 Change over time of the spatial index of urban form

Table 2 Regression model coefficients

Parameter Coefficient Standard error t P Lower 95 % CI Upper 95 % CI

Constant 17.256 5.49 3.14 0.007 5.48 29.03
Res -6.802 2.097 -3.24 0.006 -11.3 -2.3
Res2 0.522 0.126 4.15 0.001 0.25 0.79
Rural population 0.000 0.000 1.06 0.307 -0.000 0.000
Officers 0.063 0.29 2.17 0.047 0.001 0.124
Officers2 -0.000 0.000 -2.17 0.048 -0.001 -0.000
Time -0.135 0.213 -0.62 0.543 -0.599 0.33
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The positive sign on officers and negative sign on officers squared indicates that
increasing the number of law enforcement officers increases expenditures at a
decreasing rate.

Maps indicating residential areas of Laramie County that are efficient and
inefficient for the provision of policing services for the planning horizons of the
study are presented in Fig. 5. Looking at the maps in Fig. 5 and the number of
efficient (Fig. 6a) grid cells, it is apparent both scenarios result in increases in
fiscally efficient cells around the large urban center of the county, Cheyenne.
Although, there are more grid cells that are fiscally efficient in the alternate land-
use scenario than in the base scenario across the time period of the study. The
effect of the Agricultural District zoning can be seen in the number of inefficient

Fig. 5 Modeled fiscal
efficiency for the provision of
county policing services by
year: 2012–2037
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cells (Fig. 6b) which is considerably less in the alternate land-use scenario than the
base scenario.

In addition to the mapped outputs and counts of efficient and inefficient grid
cells, fiscal impacts may be gauged by looking at the revenues and expenditures
associated with each scenario. As shown in Fig. 7 expenditures for the base sce-
nario increase both more rapidly and to an overall higher annual level than for the
alternate land-use scenario. Revenues for both scenarios remain approximately
equal throughout the time period. While both scenarios indicate residential
property taxes allocated to policing services are insufficient to cover the cost of
policing services, the alternate land-use scenario requires smaller expenditures and
therefore performs better over the course of the modeling than the base scenario.

Fig. 6 a Numbers of efficient one square kilometer grid cells in each scenario. b Numbers of
inefficient one square kilometer grid cells in each scenario
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5 Discussion and Conclusion

This chapter demonstrates an econometric model of public service expenditure that
incorporates urban form can be linked with a growth model in such a way that
produces plausible results for public service expenditures. Fiscal modeling and
growth modeling are linked via land use and density specifications that are key
components of the regulatory and policy framework of the study area. These links
make clear the direct connection between those frameworks and potential future
expenditures on public services. Results, both mapped and numeric, are in turn
useful for local government planning and decision making.

In a discussion of land resource economics, van Kooten (1993) posits that
demonstrating inefficiency is insufficient justification for planning; planning must
lead to efficient land use. Given that benchmark, neither the base or alternate land-
use scenario meets the standard needed for government intervention to bring about
improved outcomes. The fact that neither scenario closes the gap between reve-
nues and expenditures leads to the question if there is a way to further optimize
results. What the scenarios suggest is further research on the relationship between
urban form and public service expenditures to see if urban form can be manipu-
lated to bring about substantially greater efficiencies in the costs of public service
provision.

From the benchmark provided by van Kooten it would be desirable to see, for
example, if one could realistically model land use and density in a such a way that
results in fiscal sustainability, where the gap between revenues and expenditures
closes rather than widens as time passes. The econometric model results suggest it
is necessary to alter urban form in such a way that it increases rather than
decreases the spatial index. This would likely require further expanding the urban
area, increasing residential densities in the urban core and the areas surrounding
the urban core in the county, and decreasing residential densities in the more
outlying areas. Theobald and Hobbs (1998) note that land-use change models are

Fig. 7 Modeled annual expenditures associated with the provision of county policing services
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noticeably affected if ‘‘…even small clusters of moderate density are at some
distance from an urban center’’ (p. 68). This is likely the case here. In addition to
there being trade-offs between development in the urban core of the county and
outlying areas there may be tradeoffs associated with levels of development within
higher density clusters of development, specifically the two developing clusters of
higher density indicated as fiscally efficient that lie east of Cheyenne as shown on
the maps in Fig. 5.

The modeling highlights a number of features of PSS including scenario
planning, build-out, spatial and temporal data disaggregation and the quantitative
assessment of planning alternatives with indicators. Given the largely irreversible
nature of changes to the built environment, PSS enable an inexpensive and low-
risk opportunity for ex-ante evaluation of planning regulations and policies.
Another potential benefit of this modeling approach is that it could be incorporated
into the day to day permitting work of a planning office. Having defined the
relationship between trends of change in urban form and change in county reve-
nues and expenditures for policing services over time it is a small leap to consider
site specific additions to model inputs and resultant changes in model output.
Furthermore, while the focus of this discussion is development of optimal solu-
tion(s) to a planning problem, it is noted there are no restrictions on integrating
model outputs with a public engagement planning process in order to incorporate
public values in fiscally sustainable planning and decision making.

Among the broader impacts of this work are support for spatial planning, spatial
modeling and PSS adoption generally through promotion of the benefits of PSS
using demonstration projects (Vonk et al. 2005) that meet the demands of planners
and successfully address standard and desirable planning tasks (Vonk and Geert-
man 2008). By embedding the approach within an existing planning and regulatory
framework and producing plausible results, this research may help address PSS
bottlenecks including lack of awareness of the potential applications of PSS
(Geertman and Stillwell 2009; Vonk et al. 2005). The forward looking nature of
the project also is well aligned with Klosterman’s (2009) mention of the normative
effort to move the planning profession toward planning and away from adminis-
tration. Looking forward, in addition to further refining data inputs and modeling
procedures, there are opportunities for research in demonstrating the positive
communication, group cognitive, process impact and business case benefits of PSS
and scenario planning for local government fiscal sustainability.
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Part II
Environmental Planning and Modelling



Generalisation of Planning Data
as a Contribution to Strategic
Environmental Assessments (SEA): The
Example of a City-Wide Biotope-Type
Assessment for Berlin

Michael Förster, Antje Köppen, Johanna Ferretti, Johann Köppel
and Birgit Kleinschmit

Abstract GIS-based Strategic Environmental Assessments (SEA) generally
require the processing of a variety of environmental and planning data. Therefore,
it is necessary to combine thematic datasets in different spatial resolutions. This
chapter presents a method for the generalization of a city-wide biotope-type
assessment and an urban structure and inventory of open and green spaces map for
the city of Berlin. The method includes the aggregation of an ecological assess-
ment of a biotope-type map to a more generalized block-based inventory of open
and green spaces map by areal weighting. The results show that the combination of
the two datasets can be very sufficiently utilized to detect areas of high ecological
significance in early stages of environmental planning. The application of a 1 ha
minimum mapping unit leads to a better integration of biotope-type information
into the block structure than the utilization of a 3 ha-size criterion.
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1 Introduction

The Strategic Environmental Assessment (SEA) Directive was introduced in the
European Union by the European Commission in 2001 (EC 2001). Since then, the
SEA has developed into a key instrument for sustainable development (e.g., Da-
lay-Clayton and Sadler 2005; Jones et al. 2005). This European Directive requires
an environmental assessment of the effects of formal plans and programs which set
a framework for subsequent planning levels (Therivel 2004). In terms of the
practical implementation of the SEA tiering is an important aspect. Tiering can be
defined as avoiding duplication of thematic information in succeeding assessments
of policies, plans, programmes and projects. Once an issue has been assessed at a
higher planning level it is not required to be considered at a lower level, other than
perhaps to provide essential detail not provided in the prior assessment (Jones et al.
2005). SEA studies involve the consideration of many different environmental
variables presenting complex interrelationships, which vary in time and space.
Therefore methods and techniques in such strategic assessments should aim at
simplifying the frequently complex issues under consideration at strategic deci-
sion-making levels (Fischer 2007). In practice the wide acceptance of Geographic
Information Systems (GIS) applications in environmental studies has permitted the
development of spatially explicit approaches (Gonzales Del Campo 2008; Marull
et al. 2007; Vanderhaegen and Muro 2005).

Particularly for the SEA as a cross-sectional environmental assessment
instrument, normally a huge amount of environmental data is needed to develop a
GIS-based spatially explicit method for analyses. For supporting informed deci-
sions, data quality and scale are key considerations. Although the utilization of
GIS data is extensive, in practice several barriers limit the widespread use of
spatial data. A main obstacle is the difficulty to integrate data from different
sources because of their heterogeneities (Gonzales Del Campo 2008; Kieler et al.
2007; Vanderhaegen and Muro 2005), because of:

• Syntactic heterogeneities—caused by different data models (relational or object
oriented) or geometric models (grid or vector),

• Schematic heterogeneities—caused by different conceptual data models (for
example, different generalization hierarchies in regard to faunistic mappings
such as grid or point based mappings),

• Semantic heterogeneities—caused by differences in the meaning, interpretation
and usage of identical or similar information (chemical water quality as an
indicator for the environmental assets fauna and water etc.).

To overcome those heterogeneities the INSPIRE (INfrastructure for Spatial
InfoRmation) Directive (2007/2/EG) aspires to establish an infrastructure for
spatial information in the European Community for the purposes of community
environmental policies or activities which may have an impact on the environment
(EC 2007). It aims at allowing users to identify and access spatial or geographical
information from a wide range of sources in an interoperable way for a variety of
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uses (Gonzales Del Campo 2008; Vanderhaegen and Muro 2005). The INSPIRE
Directive advantageously affects the integration of environmental data for the
further development of the SEA.

For developing a city-wide strategic planning and decision support instrument it
is necessary to combine various sources of planning data of different scales and
attributes, a challenge usually addressed by disciplines such as spatial statistics,
where spatial aggregation methods are necessary to create meaningful units in
(geo)statistical analyses (Flowerdew and Green 1992; Goodchild and Lam 1980;
Gotway and Young 2002). Therefore, different methods were developed to com-
bine data collected within differing zonal systems. If data for a specific variable is
available for one zonal system but is required for use in a different one, it can be
described as a source unit which needs to be transposed to a target unit by areal
interpolation (Flowerdew and Green 1989). Through those areal interpolation
methods different data can be combined within a single zonal system and jointly
analyzed. A typical form of areal interpolation is based on weighting by area. The
averaging method assigns the average value of the original units to the newly
aggregated unit. The weights are derived from the proportion of the target unit
overlapping each source unit. The implicit assumption in this method is that the
variable of interest is evenly distributed in the source unit, which is often not the
case in reality (Flowerdew and Green 1989, 1994; Goodchild and Lam 1980).

The aim of this chapter is to develop an aggregation method for the general-
ization of detailed planning data for enhancing the use of this data in large-scale
analyses like SEAs using the example of the city of Berlin (see Fig. 1). To that
purpose, an aggregation method was developed for a ‘‘biotope-type assessment’’
(BTA), which is based on the city-wide ‘‘biotope-type map’’ (BTM, see SenStadt
2009), shown in Fig. 2. The BTM focuses on the classification of habitat types
containing biodiversity-based information. In contrast, the ‘‘urban structure and
inventory of open and green spaces map’’ (USM) focuses on the classification of
different land use types in general. Both maps complement one another and can
contribute useful information for a SEA. Therefore, this chapter presents a method
that aggregates both information types and potentially enhances their usability for
strategic planning in Berlin.

2 Data and Methods

2.1 Data

To evaluate the effects of planning data generalization, two different data sets
representing the current land use for the whole city of Berlin were selected. The
biotope-type mapping (BTM) with a scale of 1:5,000 represents the ‘‘habitats in
which certain plants and animals form a long-term association’’ (SenStadt 2009). It
is based on primary data gathered by detailed field mapping and aerial image
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interpretation as well as on pre-existing geodata such as urban structure, green and
open space. The reference units for the primary data are habitat boundaries, and
are predominantly statistical block structures for the secondary data. The biotope-
type map consists of around 59,000 polygons (SenStadt 2009).

For the subsequent integration of the BTM into the USM, it was necessary to
simplify the complex BTM information. Thus, a SEA Assessment Framework was
used. Within this framework, the BTM was reclassified to create the BTA, which
is restricted to assessment classes relevant to a SEA. The BTA distinguishes a
restriction area, indicating areas with legally binding criteria or restrictions (e.g.,
protection areas), and four precautionary areas (I–IV, see Fig. 2), representing the

Fig. 1 Study area Berlin

Fig. 2 Assessment matrix for the ecological significance of biotope-types (extraction) with
assessment map (BTA—left) and block structure of the urban structure and inventory of green
and open spaces map (USM—right)
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environmental quality for each environmental asset according to Directive 2001/
42/EC (Ferretti et al. 2009; Koeppen et al. 2010).

The second data-set is the ‘‘urban structure and inventory of open and green
spaces map’’ (USM). The USM is a combination of the urban structure for resi-
dential areas and an inventory of green and open spaces from 2008, and has a scale
of 1:50,000 (SenStadt 2008a, b). The reference unit is the statistical block struc-
ture, and the data set consists of more than 25,000 statistical blocks and block
segments for the whole city (Schneider et al. 2007; SenStadt 2010; Welsch 2008).

3 Areal Weighting with Aggregation Rules

The first step for the aggregation of the BTA into the USM was areal weighting
(see Fig. 3). Areal weighting is a method assigning the average value of the
original zones (in this case the BTA) to new zones (in this case the block structure
of the USM). Hence, the areal weighting aggregates the assessments of inter-
secting biotope-types within a block to a mean value. By that, a summed-up value
of the ecological significance for each single block is calculated.

By just including the areal weighting as described above, the aggregation
method considers only the block structure of the USM as the target zone system.
This is appropriate for the intended strategic scale level of 1:50,000. However, in
some parts the method is too coarse for an assessment of ecological significance.
Especially in the less-developed boundary area of Berlin some large blocks show a
size of over 1,000 ha. These blocks are often characterized by large agricultural
areas with few structures. Nevertheless, the BTA can have a high variance of
polygons of different ecological significance within the coarser block polygons of
the USM. In these cases of over-generalization, aggregation rules were developed
to sub-divide USM polygons in order to integrate additional BTA information into
the USM statistical blocks.

The first criterion to identify statistical blocks where the original biotope-type
geometry should be integrated is in cases where an absolute deviation of two or
more categorical assessment steps between a single biotope-type assessment and
the block-based mean value of the assessment occurs. For example, if the main
part of a block is characterized by habitats with a low ecological significance
assessed as precaution area III (with a mean of 2.3 for the total block) and the same
block also contains one smaller polygon with a biotope-type of high ecological
significance assessed as restriction area (5.0), this information will be integrated
into the USM (thematically and geometrically). Without this additional step, the
information about the existence of that exceptional habitat within that strategic
level block would only be considered in more detailed planning stages. Therefore,
a comparison of the calculated block-based mean values with the original BTA
was accomplished by an overlay analysis.

The second criterion for the inclusion of polygons from the BTA was the
biotope size. It is not suitable to integrate a very small habitat with a size of only a
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few square meters into the block structure for a city-wide analysis even if a
sufficient deviation exists. Therefore, two different minimum sizes were deter-
mined and the planning applicability for each size was evaluated. First, a minimum
size of 3 ha was considered due to the fact that this is a minimum size for the
illustration of relevant city-wide plans in Berlin, such as the Land Use Plan or the
Landscape Program (SenStadt 2007). Next, a minimum size of 1 ha was tested in

Fig. 3 Flow chart of the developed aggregation method (calculation formula for the areal
weighted mean according to Flowerdew and Green 1994)
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recognition of the fine granularity of the BTA as well as to increase the amount of
useful biotope-type information for integration into the USM. For both results the
biotope-types deviating from the block-based mean by two or more assessment
steps (see Fig. 4) were analyzed according to their size.

By including these aggregation rules, relevant biotopes were able to be inte-
grated into the block structure of the USM. However, the biotope-type geometry is
not perfectly aligned with the statistical block geometry of the USM, which can
cause sliver polygons. Therefore, resultant sliver polygons were assigned to
neighbouring biotopes with the largest shared border.

4 Results

After implementing the described aggregation method, the results were analyzed
for the whole city of Berlin. Altogether about 9,000 biotopes were detected which
deviate from the block-based mean by at least two assessment steps. These bio-
topes are located in approximately 4,500 USM statistical blocks. These blocks are
predominantly situated in the border area of the city of Berlin, where the average
polygon size of the USM is higher and the BTA in contrast can be very detailed
(see Fig. 4 for an example). The detected USM polygons have an average size of
6.9 ha. The deviating biotopes within these blocks on the contrary have an average
size of only 0.1 ha. Analyzing the range of ecological significance in five

Fig. 4 Allocation of detected 4,500 blocks (grey) subdivided by deviating biotopes (black)—
example from the north-east of Berlin
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assessment steps plus the category of no assessment (all in all six different
assessment categories) of the biotopes occurring in these blocks, 90 % of the
detected blocks contain biotopes with a differing ecological significance of two
through four assessment steps (see Table 1). Analyzing the average size of these
blocks in relation to the range values it is obvious that the average size is
increasing together with the range of ecological significance. Blocks with a range
value of five show an average size of 16 ha, and blocks with a range value of six
have up to 35 ha.

Due to the small size of the biotope-types deviating from the block-based mean
for two or more assessment steps, the 4,500 generated blocks were filtered by the
two size criteria. For the minimum size of 3 ha only 29 biotopes were detected,
which were integrated into 24 USM blocks. For the minimum size of 1 ha in
contrast, 277 polygons were identified, which were integrated into 201 blocks (see
Fig. 5a, b). The minimum size evaluations show that most of the biotopes devi-
ating from the block-based mean value for more than two assessment steps are too
small for a meaningful geometric integration on a city-wide scale.

For the verification of the different integration results it is also important to
analyze the semantic dimension of the integration process. Therefore, the thematic

Table 1 Range value and ancillary statistic values of detected blocks with deviating ecological
significance of occurring biotopes according to Fig. 2

Range value Number of blocks In percentage of total Area in ha Average area in ha

2 1382 31 5838 4
3 1552 34 7950 5
4 1123 25 9687 9
5 382 9 6146 16
6 45 1 1580 35P

4484
P

100
P

31200 Ø 6.9

Fig. 5 a Blocks with an integration of detected biotope-types with 3 ha, b Blocks with an
integration of detected biotope-types with 1 ha
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attributes from both the BTA and USM data sets within the detected polygons
were evaluated. Table 2 shows the classification of the identified 24 blocks where
BTA polygons were integrated into the USM block zonation under the 3 ha
minimum criterion. It can be stated that most of the subdivided blocks are cate-
gorized as water, farmland and vacant areas. The average size of more than 50 ha
of the divided blocks indicates that predominantly very large blocks are affected.
Analyzing the biotopes which subdivided the USM blocks, it can be asserted that
mostly forests, standing waters and fields were integrated into the USM map.
Table 4 shows the similar evaluation of subdivided polygons for the 1 ha mini-
mum criterion. It can be seen, that blocks with the USM category ‘‘forest’’ are
especially affected using this more detailed evaluation. Analyzing the deviating
biotopes with a size of more than 1 ha (see Table 5), it can be stated that almost
150 biotopes of the total 277 integrated biotopes belong to the categories forests
and green spaces. This classes show an average size of about 1.7 ha and a total size
of 260 ha. This is about 50 % of the total area of the integrated biotopes. Generally
it can be observed that the variety in both the USM and BTA classifications of the
subdivided blocks ascends in relation to the reduction of the minimum size cri-
terion. Noting the average assessment categories of the integrated biotopes
according to Fig. 2 in relation to the frequency in Tables 3, 4, 5 it can be seen that
there is no correlation. It can be assumed that biotopes with both high (e.g.,
forests) as well as low (e.g., built-up areas) ecological significance are likely to be
integrated into the block structure. This can be explained by the more quantitative
and assessing character of the criteria applied, especially regarding the BTA.

In Tables 2, 4 the calculated average mean BTA values of the affected blocks
before and after the geometric integration of the deviating biotopes are illustrated
as well as the difference between both values. For both size criteria (1 and 3 ha) a
marginal decrease is visible. Thus, the effect of the geometric integration of the
biotopes on the block-based mean value of the ecological significance is not very
significant. In total, biotopes with a higher ecological significance were integrated
into these blocks due to the general decrease of the block-based mean value. No
change in assessment category can be detected on average for any of the affected

Table 2 Blocks subdivided by biotopes deviating from the block-based mean value for more
than two assessment steps with a size of more than 3 ha classified by the USM

USM classes Number
of
blocks

Average
area in
ha

Sum area
in ha

Mean value
before
integration

Mean value
after
integration

Average
mean
difference

Water 6 128.30 769.82 3.66 3.88 0.21
Farmland 5 78.15 390.75 1.86 1.86 -0.01
Vacant areas 5 32.11 165.49 2.56 2.56 0.00
Forest 3 18.22 50.49 3.40 3.30 -0.10
Public facilities 2 38.22 76.44 1.97 1.81 -0.15
Parks/Green spaces 2 54.35 108.70 2.59 2.33 -0.25
Sports Facilities 1 23.54 23.54 2.56 2.36 -0.21

Total
P

24 Ø 53.27
P

1585.24 Ø 2.66 Ø 2.58 Ø -0.08
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Table 3 Main biotope-type categories of the BTA deviating from the block-based mean value
for more than two assessment steps with a size of more than 3 ha

Main categorization
of biotope-types

Number
of
biotopes

Average
assessment
category

Average
area in
ha

Sum area
in ha

Forests 7 4.9 3.77 26.37
Standing waters 6 3.3 7.53 45.17
Fields 5 1.8 4.84 24.18
Green spaces, herb fringe

fields and grassland
4 2.5 3.49 13.98

Bushes, tree rows and groves 3 4.0 6.96 20.88
Built-up areas, traffic facilities 2 1.0 4.31 8.61
Flowing waters 1 1.0 8.94 8.94
Anthropogenic regosol sites and ruderal

fields
1 3.0 3.09 3.09

Total
P

29 Ø 3.07 Ø 6.13
P

151.21

Table 4 Blocks subdivided by biotopes deviating from the block-based mean value for more
than two assessment steps with a size of more than 1 ha classified by the USM

USM class Number
of
blocks

Average
area in
ha

Sum area
in ha

Average
mean
value
before
integration

Average
mean
value after
integration

Average
mean
difference

Forest 76 20.31 1590.8 2.84 2.66 -0.18
Vacant areas 35 19.21 690.88 2.52 2.55 0.03
Farmland 22 43.93 966.47 1.91 1.92 0.00
Public facilities 16 22.23 355.70 2.34 2.26 -0.07
Water 16 65.58 1049.3 3.31 3.46 0.15
Parks/Green spaces 12 35.36 424.27 2.90 2.77 -0.13
Low development with

predominantly small
business and industrial
use

8 15.25 121.98 1.96 1.60 -0.35

Meadows and pastures 4 19.85 79.39 2.84 2.77 -0.07
Sports facilities 3 13.72 41.17 2.79 2.19 -0.60
Cemeteries 2 16.66 33.32 2.83 3.00 0.17
Low buildings with yards 2 15.55 31.11 2.37 1.98 -0.38
Allotment gardens 1 6.96 6.96 3.33 2.87 -0.46
Dense development with

predominantly small
business and industrial
use

1 10.09 10.09 1.24 1.04 -0.20

Little or non-built-up green
and open spaces

1 60.57 60.57 1.79 1.56 -0.23

Postwar high-rise
development

1 12.91 12.91 2.00 1.53 -0.47

Horticulture 1 10.75 10.75 1.57 1.27 -0.30
Total

P
201 Ø 24.3

P
5485.7 Ø 2.4 Ø 2.2 Ø -0.2
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classes in the USM, apart from the type ‘‘sports facilities’’ for the one-hectare-size
criterion (see Table 4). Here, a decrease of the average mean value can be
detected. Before integrating deviating biotopes, the value was 2.79, which corre-
sponds to the assessment category precaution area II, and after the integration the
value changed to 2.19, which corresponds to the assessment category precaution
area III (see Fig. 2).

Analyzing the amount of legally protected biotopes which were detected for
both sizes, it can be stated that for the 3 ha minimum mapping unit a total of 13
biotopes were protected according to the Federal Nature Conservation Act and 8
biotopes under the Habitats Directive. For the 1 ha minimum mapping unit 118
biotopes were protected according to German law, and 75 areas were protected
under the Habitats Directive.

The comparison of the city-wide areal distribution of all assessment categories
for the three aggregation steps in Fig. 6 shows an almost equal distribution. The
highest deviation can be noticed for precaution area IV. This is caused by the fact
that with over 30,000 ha, most habitats in the original biotope-type assessment
were categorized as precaution area IV. Thus, due to the calculation method of the
block-based mean value, the approximation of this assessment category in relation
to precaution area III is very high.

Table 5 Main biotope-type categories of the biotope-type mapping deviating from the block-
based mean value for more than two assessment steps with a size of more than 1 ha

Main categorization
of biotope-types

Number
of
biotopes

Average
assessment
category

Average
area in
ha

Sum
area in ha

Forests 91 4.57 1.74 158.14
Green spaces, herb fringe fields and

grassland
61 2.30 1.68 102.66

Built-up areas and traffic facilities 28 1.07 1.70 47.53
Anthropogenic regosol sites and ruderal

fields
26 1.69 1.53 39.73

Bushes, tree rows and groves 22 3.82 2.36 51.96
Standing waters 17 3.88 3.77 64.11
Fields 13 1.46 2.78 36.20
Rivers and streams 11 1.36 2.36 25.93
Bogs and marshes 3 5.00 1.32 3.95
Green and open spaces 3 1.00 1.22 3.67
Dwarf shrub heaths 1 5.00 1.01 1.01
Special biotopes 1 1.00 1.49 1.49
Total

P
277 Ø 2.68 Ø 1.91

P
536.37
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5 Discussion

In this study an aggregation method for the generalization of over-detailed plan-
ning data, in this case a biotope-type assessment, is described. Thereby the method
includes an aggregation of a biotope-type map-based assessment of ecological
significance to the coarser block-based inventory of the open and green spaces map
by areal weighting. Additionally, the ancillary criteria assessment deviation and
two different minimum sizes were applied for the integration of certain biotopes
into block structure as a target zoning system.

The application of the presented aggregation method for planning data is fairly
new in planning processes. It is more established in disciplines such as geo-
statistics, where overcoming different zoning systems between various data sets
has always been a common challenge. However, the recently increasing adoption
of GIS in complex environmental planning questions and the required early
integration of environmental issues in planning processes makes the incorporation
of a large variety of planning and environmental data at different scales necessary.
This is especially relevant for decision-making at an early, more strategic planning
stage. Therefore, the presented method shows a way to adjust a detailed planning
data-set to small-scale map by a spatial aggregation. The result shows that the areal
weighting of the detailed biotope-type assessment on the block structure of USM
includes significant parts of ecologically valuable areas. Hence, this method can
help to present block-based ecological significance for early small-scale

Fig. 6 Difference of the area (in ha) for each assessment step from the original biotope-type
mapping
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environmental analysis in an appropriate way. It shows a possibility to selectively
integrate important detailed information and to bring them up to a small-scale for a
first early inspection. The intended loss of information normally associated with an
aggregation process (Gotway and Young 2002) was restricted to an acceptable
degree. The application of the 1 ha-size criterion leads to a higher amount of
integration of biotope-type information into the small-scale block structure of the
USM than the 3 ha-size criterion (see Fig. 5). Moreover, a higher amount of
legally protected biotopes were included, which can have a high relevance in later
planning decisions. Therefore, the 1 ha-size criterion should be preferred to
approach the fine resolution of the biotope-type assessment.

It should be stated that the application of the deviation criterion as presented in
this study considers absolute deviation. Deviating biotopes with a lower ecological
significance and with a higher ecological significance as the block-based mean
value got integrated likewise. In future developments it would be interesting to
limit the deviation criterion to biotopes with a higher ecological significance, or to
additionally integrate further technical criteria, such as the exclusive preference of
specific main biotope-type categories such as forests or the unconditioned inte-
gration of legally protected biotopes.

6 Recommendations

The presented and discussed method can be used for enhancing the quality of data
for large-scale analyses such as Strategic Environmental Assessments. The
selective integration of specific biotope-assessment information leads to an
enhancement of the data set quality for the use at a strategic planning level,
because important detailed information such as legally protected biotopes were not
considered in previous SEAs.

Therefore, one recommendation derived from this study is to include the pre-
sented method as a part of a Planning Support System (PSS) of a SEA. The
detected 8 (respectively 75) sites which are protected under the Habitats Directive
within the city of Berlin could be permitted for further urban development at an
early planning stage. The procedure can be implemented very easily in already
available Planning Support Systems by selecting sites with a significant share of
protected areas. This can prevent time-consuming and costly protection mea-
surements at a later planning stage, such as the Environmental Impact
Assessments.
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Using MapTable� to Learn About
Sustainable Urban Development
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Abstract Sustainable urban development is a critical issue in the Netherlands.
The country is densely populated, which causes conflicts between environmental
concerns and spatial development. Environmental policy integration is proposed as
a way to improve the integration of environmental values into spatial planning
with the help of learning processes. This chapter evaluates the extent to which the
combination of a map-based touch table and an area-specific environmental profile
are of added value to environmental policy integration. The case study is the
application of the map-based touch table, called MapTable� for the development
of a sustainable neighborhood in the region of Utrecht, the Netherlands. It was
found that MapTable� facilitates learning processes by providing a platform for
communication among stakeholders from different backgrounds. Nonetheless, it
must be ensured that all stakeholders are equally included, and that the process
suits the application of a map-based touch table in combination with an area-
specific environmental profile.
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1 Introduction

Environmentally sustainable urban development is a critical issue in the Netherlands.
The country is densely populated, which causes conflicts between environmental
concerns and spatial developments. Moreover, climate change poses challenges to
several Dutch cities with regards to water management. Attempts have been made to
integrate environmental concerns into urban and regional planning, particularly
since the publication of the Brundtland Report in 1987 (e.g., Brundtland 1987; De
Roo et al. 2012). The inclusion of environmental values in urban development is part
of the concept of environmental policy integration (EPI). The main premise of this
approach is the integration of environmental values into specific sectoral policies—
in this regard, urban planning (e.g., Lafferty and Hovden 2003; Nilsson and Persson
2003; Nilsson 2005). However, this integration has proved a far from easy task, as
spatial planning ‘‘tends not to pay enough attention to sustainability and environ-
mental concerns’’ (Simeonova and Van der Valk 2009, p. 244). De Roo et al. (2012,
p. 203) cite an evocative example from a practitioner:

It is shocking to see staff from different departments [within the same municipality]
shaking hands and introducing themselves for the first time. Environmental and Spatial
Planning departments still operate very much in parallel, and are not – or not sufficiently –
aware of each other’s work.

Hence, the question arising from this issue is how environmental values can be
better integrated into the urban planning process. This chapter argues that this
process of integration should be perceived as a learning process in which actors
from varying backgrounds gain a better understanding of the role of environmental
values in a planning problem. The importance of learning has been emphasized in
a range of studies focusing on spatial planning and public administration (e.g.,
Schön 1983; Te Brömmelstroet 2010; Zanon 2010). Moreover, learning is argued
to be viable solution for EPI (Nilsson and Persson 2003).

The aim of this study was to improve the learning process related to EPI through
the combination of two tools: area-specific environmental profiles and planning
support systems (PSSs). Area-specific environmental profiles describe the extent to
which specific environmental indicators are relevant to a specific area. The under-
lying rationale of such profiles is that the relevance of environmental values differs
among spatial areas (De Roo et al. 2012; Weber and Driessen 2010). For instance, in
an industrialized area, noise pollution is usually not a big issue, whereas in a resi-
dential neighborhood it can cause a lot of harm. It is also assumed that by applying
area-specific profiles, higher sustainability goals can be achieved, since environ-
mental values do not lead to the imposition of juridical restrictions on urban
development, and in this case form an integral part of a vision that relates to local
characteristics and functionalities. As area-based environmental profiles have an
explicit spatial component, they can be depicted on a map or incorporated in a
geographic information system (GIS). They can therefore be translated into a PSS,
which Geertman (2008, p. 217) defines as: ‘‘geoinformation technology-based
instruments that incorporate a suite of components that collectively support some
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specific parts of a unique professional planning task’’. Recent studies (e.g., van der
Hoeven 2009; Te Brömmelstroet 2010) emphasize that a PSS can be helpful in
supporting learning processes. In this, discussions and interaction among the
involved stakeholders are crucial. For this purpose, it is assumed that a PSS like a
map-based touch table has the potential to encourage and facilitate discussion
(Arciniegas 2012).

This chapter presents an evaluation of the extent to which the application of a
map-based touch table is useful to support learning processes in which the prime
purpose is to integrate area-specific environmental profiles into spatial planning
practices. The chapter is structured as follows. Section 2 elaborates on the debate
about EPI, area-specific environmental profiles, and learning processes. Section 3
describes the potential of PSSs, and in particular a map-based touch table, to
facilitate learning processes, as well as their limitations. Section 4 introduces
MapTable�,—a map-based touch table developed by the geo-communication
company MAPSUP. It makes use of an area-specific environmental profile called the
‘‘Sustainability Profile of the Location’’ developed by IVAM. Section 5 presents the
application of MapTable� in the sustainable area development of Rijnenburg in the
Netherlands. Section 6 relates the findings to the theoretical framework, and draws
lessons for the future. Section 7 presents the main conclusions.

2 Learning About Sustainability in Urban Planning

In recent years, sustainability has gained attention in the urban planning literature
(e.g., Campbell 1996; Rydin 2010). In particular, climate change is seen as a topic
that is critical for the discipline of planning (e.g., Uittenbroek et al. 2013). Whereas
sustainability encompasses several dimensions such as people, planet and profit, the
focus here is on the ‘‘planet’’ dimension, namely the environmental sustainability.

2.1 Environmental Integration as Learning

Despite good intentions, it has proven very difficult to integrate environmental
values into the planning process (De Roo et al. 2012; Simeonova and van der Valk
2009). The challenge has been described more explicitly by researchers in the EPI
field, for whom EPI is:

… the incorporation of environmental objectives into all stages of policymaking in non-
environmental policy sectors, with a specific recognition of this goal as a guiding principle
for the planning and execution of policy; accompanied by an attempt to aggregate pre-
sumed environmental consequences into an overall evaluation of policy, and a commit-
ment to minimise contradictions between environmental and sectoral policies by giving
principled priority to the former over the latter (Lafferty and Hovden 2003, p. 9 –
emphasis added).
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Note that in this definition, the central element of integration is that environ-
mental values are prioritized over other values (such as profitability and aesthet-
ics). The question thus becomes how environmental values could be given more
priority in urban planning processes.

Policymaking is far too complex, ambiguous, and fuzzy for simple and
straightforward solutions. For instance, stakeholders in policymaking frame
problems in terms of environmental dimensions in different ways. Urban design-
ers, for example, put aesthetics central, whereas a transport planner focuses on
traffic flows. To incorporate environmental values effectively in a policy process, it
is necessary to think beyond traditional values. For this purpose, EPI is addressed
as a learning process in which stakeholders learn about environmental values
(Nilsson and Persson 2003; Nilsson 2005). While there are many types of
‘‘learning’’ in the field of policymaking and planning, the focus here is on the
learning processes of individual stakeholders. The notion of ‘‘frames’’ is central to
understanding learning. Based on the work of Erving Goffman (1974), Benford
and Snow (2000, p. 614) define frames as ‘‘schemata of interpretation that enable
individuals to locate, perceive, identify, and label occurrences within their life
space and the world at large.’’ In planning and policymaking, the work of Rein and
Schön (1994) has shown that a change of frame, or the incorporation of other
frames, leads to learning processes (Nilsson 2005). Put differently, learning occurs
when a stakeholder in the planning process perceives a planning issue through a
different lens.

It is not an easy task to bring about a frame change, either radically or incre-
mentally, since frames tend to be rooted in the different rationalities of the
involved stakeholders (Carton 2007). Moreover, the knowledge base of individuals
in the planning process also differs. Or, as stated by Healey (2007, p. 245): ‘‘What
we know exists in many forms, from systematized accounts and analyses, and
practical manuals, to stories exchanged in the flow of life, and skills exercised in
doing practical work.’’ Transport planners, for instance, tend to rely strongly on
systematized knowledge, whereas for urban designers experiential knowledge is of
more importance. Nonetheless, there is one aspect that unites all the stakeholders
in urban planning: space.

2.2 A Spatial Discussion

For urban planning, EPI is an essentially spatial endeavor. The critical question is
always where developments occur, and what the local environmental impacts and
restrictions are. Another important aspect of space in EPI is the characteristics of
the local context. Environmental policy is not a one-size-fits-all policy, but must
deal with the particularities of local circumstances. For instance, the siting of a
windmill might conflict with a residential neighborhood, but not with a business
park. Area-specific environmental profiles are thus developed according to the
context (see De Roo et al. 2012; Weber and Driessen 2010). Two of these tools are
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LOGO (a Dutch acronym for ‘‘Local Area Typology and Environmental Quality’’)
and MILO (a Dutch acronym for ‘‘Environmental Quality in the Physical Envi-
ronment’’), which were developed in the early 2000s. The input of these tools is
based on the local circumstances and reveals the environmental ambitions for a
specific locality. MILO is particularly useful in areas where the environmental
burdens are not too strict.

MILO aims at improving the environmental quality of certain parts of the city by inte-
grating area-specific environmental ambitions in the spatial planning process. This often
leads to higher environmental quality than legally required. Yet reviews indicate that
MILO’s success can be assured only in areas with limited environmental constraints
(Weber and Driessen 2010, p. 1130).

By making the environmental ambitions explicitly spatial, it is easy to incor-
porate EPI in spatial planning disciplines like urban design, spatial planning, and
landscape architecture. However, area-based environmental profiles such as MILO
and LOGO are relatively new tools; extensive experience of their application in
practice is therefore lacking (De Roo et al. 2012).

Whereas area-specific environmental profiles make EPI spatially specific, there
is underused potential to make environmental values also spatially visible. In other
words, as De Roo et al. (2012, p. 113) state: ‘‘area qualities can also be visualized
in the form of maps, which can reinforce the related discussion.’’ In fact, maps are
a logical platform, since they tend to be part of the working practice of the
involved actors. For environmental analysts, maps are very useful to depict noise
contours or air pollution, whereas for an urban designer they are an instrument to
sketch a vision for an area. Put differently, planning actors have different frames
about the function of maps. Carton (2007) argues that three dominant frames
represent the role of maps in spatial planning: analysis, design, and negotiation.

The analysis frame addresses maps as a way to systematically understand what
the problem is. Stakeholders within this frame rely strongly on quantitative
methods and logical analysis; the map is used as a research model. Typical
examples of stakeholders in policy settings are environmental analysts and
transportation planners. In the design frame, maps are a way to support an intuitive
and creative process. It is a way to communicate ideas—for instance, about urban
form—that are not easily translated through text. Typical stakeholders relating to
this frame are urban designers and landscape architects, whose knowledge base is
to an important extent experiential. In the negotiation frame, the content of a map
is of minor importance. A map is envisioned as an instrument to be used strate-
gically in a planning process. Typical stakeholders related to this frame are policy
advisors, process-oriented spatial planners, and stakeholders with political com-
mitments. Table 1 shows the three frames, the typical stakeholders, the knowledge
bases, the functions of a map, and the roles of area-based environmental profiles.

Central to this chapter is the question how the analytical frame can be adopted,
or at least be understood, by stakeholders with a design or negotiation frame. This
is based on the premise that the depiction of environmental values (noise, air
quality, etc.) tends to be based on the knowledge of environmental analysts with an
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analytical frame. Hence, EPI can be achieved in a learning process in which
reframing is the central aim. Guidelines on this process are provided by Simeo-
nova and van der Valk (2009, pp. 257–58): ‘‘it demands a decision-making process
based on strong social interaction and learning between actors (…).’’ This state-
ment is in line with planning scholars who emphasize the communicative and
interactive nature of planning, based on Jürgen Habermas’s notion of communi-
cative rationality (Healey 1992; Innes and Booher 2010). Discussion, collabora-
tion, and communication are seen as the central elements of a planning process.
However, the discussion of environmental values requires the use of quantitative
models and large amounts of data. Hence, a tool to facilitate the process must be
sensitive to the communicative process with stakeholders from different back-
grounds, and should be able to provide them with quantitative information and
analysis tools. Based on recent studies that address the use of PSSs in collaborative
planning settings (e.g., Arciniegas 2012; Te Brömmelstroet 2010), we hypothe-
sized that a user-friendly PSS is suited for this task.

3 Planning Support Systems

A broad range of instruments can support integrated planning and environmental
policy, varying from paper maps to complex environmental models. PSSs are
designed to combine the user friendliness of the former with the information
richness of the latter. In a recent review of PSS applications by Geertman and
Stillwell (2009), about one third of the studies deal explicitly with environmental
issues. Moreover, in the PSS literature a shift can be observed from a direct
instrumental application of a PSS, towards a much more interactive and com-
municative use, which mirrors the shift from rational planning to collaborative
planning (Geertman 2006; Pelzer 2012). In the case of, for instance, the land-use

Table 1 Frames about maps in planning

Frame Typical stakeholders Knowledge
base

Function
of a map

Role of area-based
environmental profiles

Analytical Environmental analysts,
transport planners,
financial analysts,
GIS specialists

Systematized Research
model

To integrate
environmental
values into spatial
planning

Design Urban designers,
architects/
landscape architects

Experiential Design
language

To show environmental
restrictions and
opportunities of visual
designs

Negotiation Policy advisors,
some spatial
planners, politicians

Pragmatic Decision
agenda

As a strategic instrument in
the planning process

Inspired on Carton (2007)
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scanner (a large-scale model about future land uses in the Netherlands), learning
plays a key role:

The system is developed to support the discussion on the long-term adaptability of the
Netherlands to flood risk. It aims to facilitate the learning of the user on the subject,
instead of giving unambiguous answers on what management strategy is preferable. This
is a significant difference with the more traditional decision support systems. (Van der
Hoeven et al. 2009, p. 162, emphasis in original).

In a similar vein, Te Brömmelstroet (2010) argues that the key role of PSSs is to
facilitate learning processes. In a recent study by Arciniegas (2012), a PSS in the
form of a map-based touch table was used to support learning processes. Touch
tables comprise software that is user friendly, and hardware in the form of an
interactive table that can function as a platform for discussion. Such touch tables
provide the opportunity to combine intuitive sketching with quantitative analyses.
Until now, however, only a few studies have described the practical application of
touch tables in planning (Alexander et al. 2012; Arciniegas 2012; Dieber 2003;
Hofstra et al. 2008), and none of these studies explicitly relates to EPI.

4 The MapTable�

The map-based touch table that is empirically analyzed in this chapter is Map-
Table�. Besides the hardware (the actual table), the system comprises GIS soft-
ware (ArcGIS and CommunityViz) and an area-based environmental profile called
the ‘‘Sustainability Profile of the Location’’. These elements are explained in more
detail below.1

1 Since the use of specific jargon, brand names, and abbreviations might be somewhat confusing,
the following table presents the central terms.

Generic term In the Rijnenburg case study

Map-based touch table MapTable�

GIS software ArcGIS� and CommunityViz�

Area-specific environmental profile Sustainability profile of the location (SPL)
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4.1 The Tool

4.1.1 Hardware: MapTable�

MapTable� (see Fig. 1) is a large (116 cm in diagonal) touch table, developed and
brought to the market by MAPSUP (www.mapsup.nl). The table stands on four
multidirectional wheels and can easily be moved around. Its screen can be rotated,
tilted, and adjusted in height. MapTable� can be operated with a digital pen (or
stylus), finger multi-touch gestures, or a wireless mouse and keyboard. It supports
a wide range of group tasks to which maps are central, including visioning and
idea sketching, the structuration of local knowledge, and real-time geographical
calculations.

Fig. 1 The MapTable�
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4.1.2 Software: ArcGIS and CommunityViz

MapTable� works as the interface between users and a large variety of planning
tools (which are typically run within the ESRI ArcGIS� environment), including
the Sustainability Profile of the Location. The Sustainability Profile of the Loca-
tion tools described in this chapter were developed with CommunityViz Scenario
360 (http://www.communityviz.com/), which is a set of extensions for ArcGIS,
specifically designed to support land-use planning.

4.1.3 The Area-Based Environmental Profile: The Sustainability
Profile of the Location

The Sustainability Profile of the Location (SPL) for Rijnenburg was based on
fourteen indicators, which mainly concern such environmental issues as noise,
energy, water, and ecology (www.toolboxrijnenburg.nl). The indicators were
selected in close cooperation with the Municipality of Utrecht. To make the indi-
cators accessible for users from different backgrounds, it was chosen to have 1–10
scores (the widely accepted Dutch school grading system) rather than the original
indicators. Although the SPL for Rijnenburg was unique, the logic and methodology
of the SPL had already been developed and applied by IVAM (www.ivam.uva.nl).
The SPL was implemented in a GIS in order to visualize it on MapTable.

4.2 Using MapTable�

Three main tasks can be carried out with MapTable. It can be used to modify
existing land-use functions, to implement and sketch sustainability measures, and
to calculate and portray the SPL indicators. As users design a district’s land-use
plan, the SPL scores are calculated or updated in real time. The tool allows its
users to modify the land-use functions of a region by painting new land uses
directly on the MapTable map. It can also be used to draw additional sustainable
themes, such as windmills, sound barriers, cycle tracks, insulation, bus stops,
biogas generators, etc.

MapTable serves as the interface between users and the GIS-based SPL. The
SPL tool is interactive: Users can provide input, see the results in real time, and
then modify the input and recalculate new output. The SPL comprises three major
components, namely a spatial component, an interface with interactive sliders or
parameter space, and a chart space.

The spatial component, or map space, is essentially a layer-based GIS that
shows relevant map layers that can be combined and turned on and off, and on
which new designs can be made by drawing on MapTable. Amongst these maps,
two dynamic layers are part of the SPL, namely a land-use layer—which contains
existing functions that can be modified—and a layer with additional sustainable
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functions, such as windmills, that can be added to the plan. Existing land-use
functions can be modified by painting new land uses using a painter tool. Users
touch on a land-use palette to choose a land-use type and ‘‘paint’’ this new class on
existing parcels on the map. New or additional sustainable functions can be added
to or drawn on the map. Examples are lines representing cycle tracks, or circles
representing windmills and their coverage. These shapes can be selected from a list
and inserted into the map (see Fig. 2). Changes to existing land-use functions as
well as additional functions result in changes to the SPL scores portrayed in the
chart space.

Fig. 2 Drawing additional sustainability functions on MapTable. Note that on the dynamic chart,
the sustainability profile of the location score for ‘‘energy neutral’’ increases as a result of
inserting this six-windmill array

Fig. 3 Interface with interactive sliders and drop-down menus
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The parameter space comprises an interface that has a number of interactive
sliders and drop-down menus, with which users can specify values for parameters
that are relevant to each sustainability theme. Values are set by touching and
dragging a slider to a desired position, or by selecting a new value from a list of
choices (see Fig. 3). For example, the interface can be used to modify the height of
existing sound barriers or to increase the price of CO2 per ton. Changes to these
input values result in changes to the SPL scores in the dynamic chart space.

The chart space contains the main output of the SPL, which is presented as a bar
chart containing the SPL score for each theme of sustainability deemed relevant to
Rijnenburg (see Fig. 4). The values on this chart are updated as soon as changes
are made on the map (by painting new land uses or drawing additional functions)
or to input values (by changing parameter values on the interface).

5 Experiences with MapTable� in Utrecht: Rijnenburg

5.1 Rijnenburg: A Sustainable Neighborhood

The Municipality of Utrecht has strong ambitions with regards to sustainable urban
development. For example, its plans to develop a new neighborhood—Rijnenburg—
southwest of the city and build 7,000 dwellings there, can be seen as an exemplary
case, as the intention is to incorporate environmental values that are significantly
above average, and for the neighborhood to produce energy rather than consume it.

In 2008, the municipality brought together an urban design firm, several
environmental research agencies (which provided the SPL), and a geo-commu-
nication firm (which provided MapTable�) to concretize its vision of the new
neighborhood. The Province of Utrecht actively supported the project. Two years

Fig. 4 Dynamic chart showing the sustainability profile of the location (here, ‘‘DPL’’) scores for
various sustainability themes
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later, the structured vision of Rijnenburg—‘‘Living in the Landscape’’—was
finalized. The sessions with MapTable� had helped the participants to include
sustainability aspects in the plan. See Fig.5 for practical application.

However, the commercial developers (who owned most of the land) were not
convinced of the feasibility of the plans, partly because they had not been involved
in the MapTable� sessions. They challenged many of the assumptions in the plan,
which led to a pause in the project execution. In addition, as a result of the
financial crisis in 2010, developers are much more cautious about undertaking
large-scale developments. As a consequence, the MapTable� project was can-
celled in 2011. Although the area is still empty, the Province of Utrecht recognized
the potential of MapTable� for planning processes and decided to continue its use
in other projects. At the time of writing (2013), new projects in which both the
SPL and MapTable� will be used are under development.

5.2 MapTable� in Rijnenburg

There are two reasons why the municipality decided to use the combination of
MapTable� and the SPL. First, when a support tool had to be chosen in 2008, the
SPL was one of the few methods that could provide a quantitative and integral
analysis of sustainability in an area—one of the explicit aims in the case of
Rijnenburg. Second, there was a need for a tool that would facilitate not only
quantitative analysis but also drawing, and MapTable� does this. The assumption
was that because of the possibility to draw, urban designers would actively think
and work together.

Since 14 indicators had to be included in MapTable�, the preparation process
was very lengthy and time intensive. In total, six workshops were organized. The
workshops focused both on developing a plan for Rijnenburg and on getting the
SPL indicators right in MapTable�. They were led by an environmental analyst
from the municipality and facilitated by a GIS specialist from MAPSUP. Most of
the participants were environmental analysts with a specific expertise. The group
comprised external consultants (water, peat meadow) and specialists from the
municipality and the Province of Utrecht (air, noise, traffic).

The urban designers from the external firm were less actively involved. They
did not actually draw on MapTable�, as was the intention beforehand, but pro-
vided three sketches of scenarios, which were entered into the system. Then, with
the help of the municipality’s urban designers (not to be confused with the leading
designers from the commercial firm), the environmental analysts started to make
drawings on MapTable. Attempts were made to include the municipality’s
financial experts, but they did not participate in the sessions because of time
pressure and a lack of interest. The commercial developers were also not included
in the workshops. Consequently, three types of actors had intense experience with
MapTable�: GIS specialists, environmental analysts, and urban designers. Their
experiences are described below.
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5.3 Experiences of the Planning Actors

5.3.1 GIS Specialists

The GIS firm MAPSUP seconded a GIS specialist to provide technical facilitation
during the sessions with MapTable�. Although the specialist had no input in the
process in terms of content, such a specialist is a critical actor for the usage of
MapTable. His or her main role is to translate the suggestions and remarks made
by the planning actors into the right map images by using the ArcGIS software on
MapTable�. Or as the GIS specialist who was most closely involved in Rijnenburg
remarked: ‘‘When an environmental analysts talked about noise, I had to make
sure I directly depicted the noise map, otherwise the momentum would have been
lost’’. One of the difficulties the GIS specialist had to cope with, was the contin-
uous addition of new factors by planning actors, which made the underlying model
of the SPL very complex, leading to sensitivity to technical errors and lengthy
calculation times.

5.3.2 Environmental Analysts

One of the starting points in Rijnenburg was that environmental analysts should
actively provide planning solutions for the area. This is in contrast to the tradi-
tional role of Dutch environmental analysts, who tend to participate in later stages
of the planning process, when legal requirements have to be met. Environmental

Fig. 5 MapTable� depicting the Rijnenburg area during a demonstration at a conference. Photo
Toolbox Rijnenburg (www.toolboxrijnenburg.nl)
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analysts comprised the majority of the people who were involved in the MapTable
sessions, and their expertise covered such subfields as air quality, noise pollution,
and water management. In general, the environmental analysts evaluated the use of
MapTable� positively, in the sense that it helped them to envision the diverse
topics of a planning problem in an interconnected way. One challenge was the
handling of the SPL scores: While the scores help the participants to think inte-
grally and to connect different actors, some of the environmental analysts found it
difficult to think in terms of scores of 1–10, rather than the well-known environ-
mental indicators (e.g., decibels for noise pollution).

5.3.3 Urban Designers

An even greater challenge than the participation of environmental analysts was the
inclusion of urban designers. Someone closely involved said: ‘‘For me the process
would be successful if the urban designers would stay around MapTable� until the
end’’. Although this was the case, the application of MapTable� disrupted the
urban designers’ working practice, to which sketching and visualization are cen-
tral. In particular, two issues became clear during the sessions in Rijnenburg. First,
the working practices of urban designers and landscape architects, to which rough
and intuitive sketches are central, are difficult to handle on MapTable�. This is
because, on the one hand, vague images are difficult to translate into a GIS, and on
the other hand, the drawing itself is part of the designer’s creative process. Second,
the integral approach that was applied in Rijnenburg was a barrier to creativity. For
example, the urban designer who attended most of the sessions remarked, ‘‘If you
emphasize integrality too much, it hampers focus and creativity’’.

5.4 Communicating with MapTable�

All of the involved actors recognized that the central function of MapTable� is to
improve communication. The role of MapTable� has two dimensions regarding
communication. First, the inclusion of the table as such (the hardware) leads to a
group dynamics in which it is easier to come up with ideas and to think beyond
professional roles. Second, the use of the SPL indicators leads to intensive dis-
cussions about the incorporation of environmental issues in the spatial plan. The
indicators force the actors to be very explicit about their proposed interventions
and the expected effects, since the results are directly depicted by MapTable�. Or
as one of the involved actors who led most of the workshops remarked: ‘‘They are
forced to show the spatial impact of their discipline’’. Besides the fact that issues
become much more explicit, the development of such a ‘‘spatial language’’
encourages the understanding of the issues of relevance to other disciplines and the
interrelatedness of problems. A case in point is windmills (see also Fig. 2), which
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lead to a significant increase in energy production, but also to new noise contours
where it is not possible to construct dwellings.

However, there were also problems. Technical errors and long waiting times in
some instances hampered the dynamics of the workshop. Even the tiniest hiccough
could have a significant impact. As someone involved in the organization of the
workshops remarked: ‘‘When MapTable had to calculate for a couple of minutes, or
measures couldn’t be presented right away, people lost their concentration’’. A more
fundamental issue is the difference in working practices between urban designers and
environmental analysts. MapTable� was in many instances a burden on, rather than a
catalyst for, the design process. It forced the designers to be very explicit at an early
stage and to continuously think integrally. Whereas this was a very convenient
approach for the environmental analysts, for urban designers it interrupted their
working practices too much. Illustrative of that is a remark made by the main urban
designer involved in MapTable�: He called the session a ‘‘side project’’, rather than a
fundamental part of the development of the plan for Rijnenburg.

6 Discussion: A Map-Based Touch Table for the Inclusion
of Environmental Values

This section places the experiences with MapTable� in Rijnenburg in a wider
context. It evaluates the extent to which a map-based touch table is useful in
supporting EPI, and draws lessons for future research and practice.

6.1 Learning with a Map-Based Touch Table

6.1.1 Learning as Reframing

In this chapter, reframing is considered the outcome of a learning process. This
seems to make sense from a theoretical perspective: The strong differences
between environmental analysts and urban designers can be explained by the
fundamentally different frame they have of maps. Providing a solution through
MapTable� was more difficult, however. It turned out to be relatively easy to
connect with stakeholders with a similar frame (i.e., environmental analysts).
However, connecting the work of urban designers (design frame) and environ-
mental analysts (analytic frame) proved much more of a challenge. Although
MapTable� encouraged interaction among actors with frames that are far apart,
this interaction did not necessarily lead to learning processes. Consequently, while
MapTable� is clearly capable of improving the learning processes of actors who
have similar working practices and knowledge bases, more is needed to improve
the communication among actors with frames that vary more significantly.
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6.1.2 Area-Specific Environmental Profiles

The area-specific environmental SPL has positive influences on EPI as a learning
process. First, the sustainability scores ranging from 1–10 are easy to understand
by actors with different frames. Environmental analysts are encouraged to discuss
their expertise in a language that is understandable to other planning actors.
Moreover, since an area-specific profile focuses on the characteristics of a
neighborhood or a region, the discussion about sustainability remains concrete,
rather than becoming abstract. However, some challenges were observed too. In
Rijnenburg, there was hardly any unsolvable conflict between values: High
environmental standards could relatively easily be included in the plan. However,
this is not the case in dense urban settings, where it is not always possible to meet
the demands of the various disciplines. For instance, although a new road might
harm the air quality in a neighborhood, it might be a vital new connection for the
city. However, area-specific environmental profiles also have to cope with a
conflict of values that is more generic. Whereas environmental values can be
expressed in a quantitative score, this is much more difficult, if not impossible, for
aesthetic values. Such values are central to the work of urban designers, which
explains the hesitance of urban designers in Rijnenburg to focus too much on
environmental integration.

6.1.3 A Map-Based Touch Table

In short, a map-based touch table supports a learning process in two ways. First,
the table’s hardware leads to an open and constructive group dynamics. Planning
actors stand around the table and feel free to make possible interventions visible on
the map and to exchange arguments. The second element is a greater challenge,
however. The purpose of the SPL indicators in combination with the Communi-
tyViz software is to develop a spatial language, which leads to the reframing of the
involved planning actors. As argued, it is a challenge to bridge the design and the
analytic frame, and it can be questioned whether a GIS-based PSS like MapTable�

suffices for this purpose. In the following subsection, some lessons are drawn that
could improve the application of a map-based touch table in learning processes.

6.2 Lessons for the Future

Four lessons can be drawn for the future application of map-based touch tables to
facilitate learning processes. Although these lessons are based on the experiences
with MapTable� in Rijnenburg, where the objective was to improve learning for
EPI, they can be applied more widely.

First, it is important to pay explicit attention to the organization of the process.
In the Rijnenburg case study, the application of MapTable� and the area-based
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environmental profiles required changing the conventional planning and design
process. Environmental concerns had to be included at an earlier stage in the
planning process, which meant that environmental analysts had to get involved
much earlier and become much more active. Hence, when considering the appli-
cation of a map-based touch table, it is important to ensure that both the process
and the sessions are carefully prepared. Based on experiences in a range of cases
with MapTable�, it is proposed to have four types of session in a sequential order:
exploration phase (getting to understand the area and the data/models that are
needed), problem definition phase (defining the issues that have to be solved in the
area), solution phase (brainstorming, during which possible interventions are
proposed), and design phase (drawing and calculating interventions on the map-
based touch table). This approach would have two advantages: There would be
ample time in the process for the analysis of the problem, which encourages
learning processes, and the exploration session would allow stakeholders time to
get acquainted with the map-based touch table.

Second, the selection of stakeholders in each stage should be made with suf-
ficient care. In Rijnenburg, for instance, the developers were involved too late and,
partly as a consequence, did not endorse the results of the MapTable� sessions.
Moreover, in sessions that focus explicitly on sub-dimensions of environmental
concerns (noise, water, etc.), it is wise to include the relevant experts. However, in
more design-oriented sessions, one professional from an environmental back-
ground (the Municipality of Utrecht has ‘‘Environmental Coordinators’’) might be
sufficient, along with, for instance, an urban designer, a transport planner, and a
commercial developer. However, this does not guarantee a successful learning
process, as the next lesson reveals.

Third, in this chapter, reframing is considered the outcome of a learning pro-
cess. For a map-based touch table to facilitate this, it has to bridge the demands of
an analytical frame, a design frame, and a negotiation frame. In Rijnenburg, the
focus was on the analytic frame, and less on the design frame. Nonetheless, map-
based touch tables could in the future play a more significant role, since urban
designers also use maps, albeit in a different, more intuitive way. Depending on the
characteristics of the process and the demands of the designers, two directions are
possible for future application. First, a map-based touch table is very suitable for
design software like SketchUp (www.sketchup.com), which now tends to have
ArcGIS plugins, making exchange very easy. Depending on the stage of the
planning process, either more design or more analytical software could be used.
Second, however, it can be questioned whether it is desirable to eliminate the
paper-based drawing by urban designers from the process, since this is considered
a very valuable endeavor for a range of stakeholders. The challenge then becomes
how to translate these drawings into a GIS environment while preserving the
original aims and relating them to data and analysis.
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7 Conclusion

The purpose of this study was to assess the extent to which the application of a
map-based touch table can support learning processes in which the prime purpose
is to integrate environmental values into spatial planning practices. As a general
conclusion, a map based touch table supports such learning processes. In the
Rijnenburg case in-depth discussion about a range of sustainability aspects in
relation to a planning issue, which gives the involved planning actors new insights.
Moreover, the combination of the Sustainability Profile of the Location with the
MapTable� ensured that environmental values played an important role
throughout the various stages of the planning and design process. Nonetheless,
some aspects stand out and require more attention in future research and practice.

It is quite common practice to apply a planning support system in relative
isolation from the political and private sector arena, and this was the case in
Rijnenburg. The advantage of this approach is that it provides a safe and com-
fortable setting for learning processes. The disadvantage is that the results of the
sessions are not connected to the political dynamics. A way to make such a
connection is to organize map-based touch table sessions with all the relevant
stakeholders (e.g., city council members, commercial developers) and to com-
municate the results of the sessions in a timely manner. A wide consensus is also
critical for environmental policy integration, since although reframing the pro-
cesses of a set of stakeholders is a step forward, it is far from a guarantee that
environmental values will be included in the actual development.

Moreover, the Rijnenburg case revealed that the use of an area-specific profile
on a map-based touch table is very fruitful to improve the analyses, but steps
should be taken regarding the communication among stakeholders from different
backgrounds. A case in point is the role of urban designers, for whom it is not
always easy to connect to the structured and systematized nature of an area-
specific environmental profile. However, this problem shows that Carton’s (2007)
ideas about frames in relation to maps are a very relevant heuristic tool. The
difference between the analytic frame and the design frame became very clear
during the application of MapTable�, whereas actors with a negotiation frame
(e.g., developers, politicians) were absent from the sessions.

This chapter provides solutions for the application of a map-based touch table
to facilitate learning processes related to sustainable development, but has raised
several questions. How could stakeholders with a political or commercial interest
be appropriately involved in the application of a map-based touch table? And
could the burgeoning field of geodesign (e.g., McElvaney 2012) further specify the
requirements for the application of a map-based touch table to support actors with
different frames, in particular urban designers? Finally, how can the planning
process be adjusted in such a way that environmental values are included much
earlier in the planning process, while ensuring that the change is not too radical for
the involved institutions and stakeholders?
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At the time of writing (2013), a new pilot study is being developed in which the
Sustainability Profile of the Location and MapTable� will be applied again. The
lessons drawn from the Rijnenburg case are being taken into account in the
development of this study, which we hope will provide answers to the questions
raised above. After all, the endeavors with a map-based touch table are a learning
process not only for planning actors, but also for software developers and uni-
versity researchers.
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Ecosystem Services, Green Infrastructure
and the Role of Planning Support Systems

Brian Deal, Varkki Pallathucheril and Tom Heavisides

Abstract Traditional efforts to improve the quality of life in our communities
have, at times, had detrimental effects on both the environment and the very issues
the investments were designed to address. Sustainable development decisions must
take into account–in social, economic and environmental terms–the long-term
impacts of planning and investment decisions. In this chapter we argue that
advances in computation techniques and network infrastructure enable the next
generation of planning support systems to support such an accounting. We
describe our experiences and lessons learned from application of the LEAM
planning support system and a Web-based GeoPortal in helping to sustain critical
green infrastructure resources in the state of Illinois.

1 Introduction

Nussbaum (1993) has argued that improving the quality of life of our communities
is one of the least costly and most viable economic development strategies
available. Efforts to foster an improved quality of life have traditionally focused on
a narrow definition of economic development. As a consequence a large portion of
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the investments made have focused on built, physical infrastructure projects. This
traditional approach has had detrimental effects not only on the environment and
climate, but on the very things the investments were intended to improve—the
characteristics that define a better quality of life. For example, infrastructure
investments intended to increase mobility and reduce travel times by increasing
road capacity have instead lead to sprawling patterns of development, longer
commutes, increases in vehicle miles travelled, and increased total carbon emis-
sions. Likewise, the root causes behind concerns like climate change, urban water
run-off and loss of open-space have been traced to conventional infrastructure
investments and related urban planning decisions.

Achieving a more sustainable future for our communities necessitates a
departure from the traditional approach to planning and decision making to take
into account the long-term impacts of planning and infrastructure investment
decisions in social, economic and environmental terms. Assessing important
planning decisions in these terms however, requires the ability to: (1) prudently
identify existing ecosystem resources and the potential services they provide,
(2) forecast future changes to our cities, and (3) assess how these changes will
affect the identified resources and services.

The term green infrastructure is increasingly being used to describe important
ecosystem resources as a backbone for the delivery of necessary ecosystem ser-
vices. According to Leigh Ann MacDonald of the Conservation Fund of North
Carolina, green infrastructure is defined as:

… the interconnected network of waterways, wetlands, woodlands, wildlife habitats, and
other natural areas; greenways, parks, and other conservation lands; working farms, ran-
ches and forests; and wilderness and other open spaces that support native species,
maintain natural ecological processes, sustain air and water resources and contribute to
health and quality of life. (McDonald et al. 2005)

Although this and related definitions provide a conceptual basis for under-
standing green infrastructure, there is still a gap in the planning realm, i.e. inte-
grating the concept with local land-use decisions. Long-term sustainable
development planning must take into account existing green infrastructure and the
effect that development decisions may have on its ability to provide services into
the future. For example, the protection and development of green infrastructure
offers a two-way path toward mitigating climate change by restoring natural
greenhouse gas mitigation systems to a landscape while simultaneously reducing
potential emissions by encouraging a conscious and adaptive growth management
structure.

Future changes to cities and regional urbanized areas are increasingly being
forecasted using large-scale urban simulation models. The Land-use Evolution and
impact Assessment Model (LEAM) planning support system (PSS), developed at
and deployed by the LEAM laboratory at the University of Illinois, incorporates
one such simulation model. LEAM uses state of the art dynamic-spatial modeling
technologies to develop simulations of probable future development patterns given
varying planning policy or investment scenarios and the likely impacts on regional
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infrastructure and resources. These simulations have been used in regional plan-
ning and decision making across the United States.

This chapter describes a pragmatic first step in an effort to link land-use
modeling, green infrastructure resources, and ecosystem valuation in a planning
support system (Fig. 1). The PSS loosely couples a dynamic-spatial model to a
beneficiaries-based ecosystem valuation model and presents the resulting infor-
mation in a Web-based portal. The long term vision for this work is to provide
relevant information about ecosystem services and green infrastructure at varying
scales to leverage land-use decision-making at different political levels across
jurisdictions.

We first review the current state of thinking on ecosystem services, their val-
uation, and green infrastructure. Following this, we briefly describe the LEAM
PSS and the value it adds to regional planning processes. We sketch an imple-
mentation of how this PSS has been applied to support green infrastructure
planning in the state of Illinois in the United States. We conclude with some
thoughts about the issues that emerge from this implementation.

2 Ecosystem Services and Green Infrastructure

The urgency of economic conditions, nationally and internationally, has resulted in
monumental efforts to revive the economy by increasing public spending,
including investments in infrastructure (Editorial New York Times, ‘‘Mr. Obama’s
Energy Future’’ Published: February 25, 2009). While the debate about this
intervention continues, there is increasing recognition that this view of the

Fig. 1 A decision support framework linking land use modeling, green infrastructure resources,
and ecosystem valuation
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economy does not adequately include the contributions of ecosystem services
(Daly 1997; Ruhl 2006; Farley 2008). ‘‘Ecosystem services are the conditions and
processes through which natural ecosystems, and the species that make them up,
sustain and fulfill human life’’ (Daly 1997). Further, ecosystems and the services
they provide are often argued to be critical natural capital essential to environ-
mental sustainability (Ekins 2003).

Simply put, ecosystems, their functions, and the services they provide are all
interrelated and constitute infrastructure fundamental to human health, safety, and
welfare. The literature confirms what appears intuitively apparent (the theoretical
and practical importance of ecosystem services) and makes a strong argument for
including these services in planning and decision making (Wackernagel 1999).
However, given the rate at which ecosystems continue to be degraded and con-
verted to other uses, it is clear the importance of green infrastructure is not being
recognized quickly enough (Costanza 1997). Further, as major efforts to fix the
economy focus on investment in built infrastructure, an opportunistic next step
would be to develop real world examples to demonstrate the benefits of also
investing in green infrastructure.

2.1 The Role of Valuation

Land-use decisions at different spatial scales can leverage valuations of relevant
ecosystem services, and information about green infrastructure at varying scales.
Proper valuation analysis can demonstrate the long-term implications of develop-
ment in socio-economic and environmental terms across a region. The information
presented in economic terms, can better guide management decisions about eco-
nomic development relevant to land acquisition, conservation and restoration efforts
especially as they implicate green infrastructure resources. As information moves
from the state to regional hubs and further to local jurisdictions, it facilitates dialogue
and proactive decision-making across all planning jurisdictions or levels (Fig. 2).

Landscape-scaled ecological models for analyzing and assessing ecosystem
services have been developed and applied in various studies in urban and other
intensively used landscapes (Opdam et al. 2006; Mörtberg et al. 2007). These
models address the relationships between landscape patterns, ecosystem dynamics
and biodiversity (Alberti 2010; Johst et al. 2011), including the role of habitat
amount and connectivity. In planning applications, such models often result in the
outlining of green infra-structure or ecological networks, consisting of core areas
with high nature values or habitat patches, connected by corridors for maintaining
connectivity (Jongman et al. 2004; Opdam et al. 2006). In these applications, green
infrastructure areas can become spatially static and dependent on the legal pro-
tection of the appointed areas, while surrounding areas take on the brunt of the
development pressures, at times reducing the effectiveness of the green infra-
structure systems. Some have argued that the static nature of these solutions inhibit
alternative solutions (Hostetler et al. 2011).
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The above and related literature (see De Groot et al. 2002) provides an avenue
for discerning the relationship between green infrastructure and planning deci-
sions. One approach uses socio-economic valuation techniques to define the role of
ecosystem services in dollar/unit terms. However, due to the difficulty of incor-
porating its complex valuation structures in public decision-making processes,
ecosystems valuation discussions are often left out of critical policy debates.

How a society values its green infrastructure and the services it delivers has
been widely discussed in the literature (Vemuri 2006). Many researchers argue
that ecosystem services are significantly undervalued (Costanza et. al. 1998; Daly
1996) and that the global economy is but a subsystem of these global services.
Many others however, including many economists in the US, consider green
infrastructure and ecosystem services to be something outside of what is consid-
ered ‘the economy’ (Daly 1996). Ecosystem services are seen as just another input
to industrial, value added, and economically driven processes. This approach
misses the economic benefits of standing trees, healthy wetlands, abundant fish-
eries, and other biota, not to mention the human sense of biophilia that
E. O. Wilson contends we as humans need and crave (Wilson 1984).

Natural processes add value (value in an anthropomorphic sense) in a multitude
of ways. In economic terms, we derive significant amounts of utility from eco-
systems and their green infrastructure services. This utility is both direct and

Fig. 2 Hierarchical green infrastructure identification and planning process across scales (from
De Groot et al. 2002)
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indirect. Direct services have both visible markers such as boot sales for hiking
and revenue from park use fees; and less visible markers such as the increased
property values of houses located near forested areas. The more direct markers
allow us to complete an estimate for the economic value of a green infrastructure
resource (a Use Value) without too much difficulty. Unfortunately, we are able to
measure only a few of the potential services in this way. Indirect services, such as
energy from the sun, nutrient cycling by bacteria, or flood mitigation services
performed by wetland areas are more indirect, with tertiary connections to us and
as a consequence, are inherently more difficult to evaluate. For example, bacteria
turn wastes into food-producing nutrients in the soil, insects pollinate plants, the
sun provides energy and water, and plants take these valuable commodities and
turn them into food. We pay for the food, but the bacteria, insects, sun and water
come naturally—as part of the basic infrastructure of the earth. Nature provides
these services without cost in the traditional sense.

Many of these useful services however, depend on the existence of healthy
systems (forests or wetlands for example) in order to continue to provide the
amenities that we value. For example, trees (especially leafy ones) in urbanized
areas can provide a buffer to buildings from sunlight in summer, winds in storm
events, etc. These mitigation activities reduce the required engineered solutions that
a building owner must invest in. The green infrastructure—the trees, have in effect,
replaced (complemented) the grey infrastructure—the structural elements that must
be constructed and engineered to resolve the same issues. The ways in which green
infrastructure benefits are identified and incorporated into local decisions about
land use is one critical cog missing from typical land use discussions.

How does the cost of these services translate into policy decisions? Hanemann
(1994) notes that humans are ‘cognitive misers’ who ‘satisfies’ or do the minimum
when it comes to dealing with complex choices. Due to the difficulty of incor-
porating indirect values in decision making processes, and the complexity of
considering green infrastructure effects, it has been easier for decision makers to
avoid the difficult questions on how to handle them. In order to improve policy on
these important services, we must first work on ways to reduce the complexity and
opacity inherent in assessing their relative value. Equally important is our ability to
make information on these services accessible and readily understandable, i.e.
reducing the complexity of green infrastructure information. In other words, a
municipality must be able assess and compare the relative costs, benefits, and
implications of various land use policy scenarios on critical green infrastructure
resources (Cropper 2000). Most local governments however, are not properly
equipped to discern the value of local green infrastructure, and as such these
important assets can be missing from local decision making processes.

The current literature on ecosystem services valuation has primarily focused on
the ‘‘supply’’ or the ‘‘source’’ side of the equation—i.e. how much of a critical
resource is available and at what cost. A key link to integrating the concepts of
green infrastructure and ecosystem services in practice is the identification of the
‘‘demand’’ side. It answers questions of not only how much, but how quickly will
it will be used. Disaggregated valuation information that is localized and spatially
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explicit also addresses questions of where the resources are and where the demand
originates. When linked to spatially explicit green infrastructure data, the rela-
tionship between the values and the local costs of physical replacement becomes
clear and these costs appear avoidable.

Arguments against ecosystem-service valuation notwithstanding [i.e. nature
cannot be appropriately assigned a dollar value (Cobb 1994)], it is clear that
valuation helps bridge the gap between economic and ecological perspectives for
sustainable development. The point is not to precisely determine the value of
nature, but highlight the finite nature of these resources.

2.2 The Case of New York’s Water Supply

A widely circulated example of the hidden values of ecosystem services can be
found in the case of New York City and its nearby Catskills Mountains. The city
historically piped its municipal drinking water from a watershed in the Catskills. The
mostly wooded watershed produced clean, clear, good tasting water that required
little treatment. Development in the Catskills began booming in the 1990s however,
enough to cause the water quality of the watershed to drop below EPA minimum
standards. Estimates for mechanical treatment of the water were has high as 8 billion
dollars. The EPA waived its treatment requirements in exchange for an agreement
that New York City take measures to protect the natural filtration systems of the
Catskills watershed. To date, the city has purchased over 300,000 acres of natural
lands, put around $25 million into agricultural best practice programs, subsidized
sewage treatment, bought agreement from Catskills communities with economic
development funding, and implemented numerous other watershed restriction
measures. The plan has seen success; the city has the largest unfiltered system in the
nation, and produces higher quality water than it did in 1993. The watershed pro-
tection actions have cost, in total, around $1.5 billion (Chichilnisky 1998).

In this case, the choice was clear; implement an alternative plan fast, or start
building an extremely expensive filtration plant. Unfortunately, most local gov-
ernment decisions are far more nuanced, and it is not always so readily apparent
which policy is more cost-effective. As the New York example shows, providing
local decision-makers with better information about the possible impacts of
development on ecosystem services and potential alternatives can lead to a more
enlightened decision-making process that can save the municipal government
money and improve the sustainability of local development decisions.

2.3 The Case of Johnson Creek in Portland

The Lents area of southeast Portland is one of the oldest and most diverse
neighbourhoods in the city. It is also an area that experiences a high risk that
Johnson Creek will flood each winter. The creek’s past history includes: 37 flood
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events since 1941 with 28 of these resulting in direct property damage and the
remainder ‘nuisance events’ (10-year flood event or less) (from Evans 2004).

Storage of the nuisance events was the intended target of the 2002 Johnson
Creek Restoration Plan. It was intended to manage flood storage, water quality,
and fish and wildlife habitat, while promoting natural floodplain function (Evans
2004). In its 2004 follow up study titled: Comparative Valuation of Ecosystem
Services: Lents Project Case Study, the city attempted to analyze the tradeoffs in
approaches between flood control measures that that provide ecosystem function
benefits and those that do not. Questions considered for analysis include: What is
the return on investment for ecosystem service-oriented projects and in different
locations?

The results of their comparative valuation analysis found that using natural or
ecosystems based approaches for the flood abatement project could provide ser-
vices of more than $30 million in economic value to the city over a 100-year time
period (*$300,000/year). It also found that 5 ecosystem services would see an
increase in productivity at quantifiable levels as a result of floodplain improve-
ments that included riparian restoration measures.

These examples demonstrate how the identification of the causal relationship
between ecosystems and the benefits that humans derive from them would help in
significant cost-savings and preservation efforts within highly urbanized areas. The
methods used also recognized the long-term implications for their efforts and
found cost-effective ways to resolve the issues. Similar fore-sight in planning for
urban areas that could done more quickly would help in sustainable development
by incorporating the ecological and economic perspectives in more of the day-
to-day or routine decision making tasks. The following sections show the potential
of using the existing technologies described above in land-use modeling and
information dissemination for assessing the relative costs of various policy and
investment choices.

3 Planning Support Systems

During the last two decades, spatial analysis tools, geographic information systems
(GIS), and remote-sensing (RS) technologies have been widely implemented to
monitor, analyze and visualize urban growth phenomena. Although GIS-based
tools provide useful analysis and have been widely used to assist urban planners,
the static representations on which they are built are not sufficient to study the
dynamics of urban systems (Klosterman 1999; Hopkins 1999). Maps and satellite
images are limited to static displays of past and current data sets. These images
merely portray the current state of a system, offering neither the reasons why
things appear as they do nor projections of possible future states. The causal
mechanisms associated with land use change are still not well understood, in part
due to the complexity of urban systems.
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Computer-based urban system simulation models are now being employed to
forecast and evaluate land use changes (Brail 2008; and Deal 2008). Simulation
models enable planners to view and analyze future outcomes of decisions and
policies before they are put into action. These models have the ability to help
improve our fundamental understanding of land use transformation dynamics and
the complex interactions between urban change and sustainable systems (Brail
2001; Deal 2001, 2009).

3.1 Land Use Evolution and Impact Assessment Model

LEAM is one such PSS and seeks to address the need in planning and policy-
making for answers to what-if? and so-what? questions (Deal 2003, 2008; Deal
and Pallathucheril 2007). Fundamentally, LEAM consists of two major organi-
zational parts: (1) a land-use change model (LUC)—defined by a dynamic set of
sub-model drivers that describe the local causality of change and enable easy
addition and removal of variables and the ability to play out ‘what-if’ scenarios;
and (2) impact assessment models that facilitate interpretation and analysis of
land-use change depending on local interest and applicability—these help to
answer ‘so-what’ questions and explicate the consequences of a land-use scenario.

The LEAM LUC model utilizes a structured lattice surface with state-change
conditions that evolve over time. The lattice surface, however, is not flat but
shaped by both biophysical and socioeconomic factors. The land-use transfor-
mation potential of individual cells is evaluated by explicitly quantifying the
forces (drivers) that contribute to change. Understanding the causal mechanisms of
change provide local decision makers an opportunity for testing policy and
investment choices and are a critical component for completing scenario-planning
exercises. Driver sub-models are locally dependent and derived through both
analysis and local stakeholder interaction. An open architecture and modular
design facilitates incorporation of additional local drivers needed to improve the
explanatory power of the model.

A regional econometric, input–output model determines the regional demand
for residential, commercial and open space land (Sarraf et al. 2005). Households
and jobs are forecast and converted into land demand using sector-based economic
and demographic analysis instead of sub-regional constraints on demand used in
other approaches (see Wu and Martin 2002). The estimated demand for residential
and commercial development serves as a target for regional land allocation.
Market variables increase or decrease development rates based on how well the
regional demand targets were met or not met. The model then generates likely
development pattern simulations that help in visualizing the projected change.
Figure 3 is the probability surface for the Chicago metropolitan region, and Fig. 4
the associated land-use change map.

Once model simulations are established, scenario descriptions of alternative
land-use policies, investments decisions, growth trends and unexpected events
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(among others) can be tested, analyzed and compared for regional importance.
Simulated outcomes are described in graphs, charts, text and map form and are
used in engaging local dialogue and in analyzing the potential implications of the
changes described (Deal and Schunk 2004). The assessment of probable impacts is
important for understanding the ‘so what’ of scenario simulations. A visual and
quantitative representation of each scenario’s outcome provides both an intuitive

Fig. 3 A LEAM probability map for the metropolitan Chicago region. Darker areas are areas
with higher probabilities for development
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means of understanding and a basis for analyzing the implications of potential
decisions. These representations act as a catalyst for discussion and communal
decision-making.

Fig. 4 A LEAM change map for the metropolitan Chicago region. Dark areas are areas that
developed over the 30 year modeled timespan
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LEAM scenarios can explicate the impact of diverse public policy and
investment choices on green infrastructure and its critical component ecosystem
resources (Deal and Pallathucheril 2009). This approach reveals areas for miti-
gation and conservation, and also highlights the connection between natural
resources and a region’s economic vitality. The approach would be most effective
if it is scaled up beyond regional jurisdictional borders to the scale of natural
boundaries. Highlighting green infrastructure and ecosystem services in this way
could hasten the departure from the traditional practice of development from a
strictly economic perspective.

3.2 Visualization and Access to Information

The transformation from data into information is a vital part of any PSS. The
importance of effective visualization techniques for dealing with complex data sets
has been long recognized, especially in the field of natural resource research (e.g.
Ekstrom 1984; Rosenfeld and Kak 1982). GIS has provided a much needed
technological boost in quickly analyzing large amounts of spatial data. On the
other hand, these systems impose an extremely steep learning curve and are rel-
atively inaccessible to a vast majority of people.

Visualization facilitates extraction of information from complex data sets by
providing salient information in clear and concise terms; they can provide a
‘snapshot’ of information that the user might find useful in decision making. But
what happens when there are thousands of snapshots to view? LEAM produces
vast quantities of data on a myriad of planning scenarios. How do we make them
accessible and useful?

In LEAM, access to complex data sets and information is enabled via a Geo-
Portal. The LEAM GeoPortal is built on Plone, the open-source content man-
agement system (www.plone.org). Plone objects were designed and implemented
for storing LEAM scenarios, plans, and other spatial and aspatial data. An
experimental MapViewer (based on the Google Maps API) is embedded and
visualizes spatial data sets derived from LEAM, valuation and green infrastructure
analysis. Map exploration allows the usual selection of raster and vector map
overlays, the ability to zoom and pan, and an added ability to dial back and forth in
time within LEAM simulations results. This allows users to viscerally experience
land-use changes associated with complex policy and investment scenarios (and
associated changes in valuation) in a systematic manner.

The GeoPortal allows content of different types—from text to images to GIS
layers—to be managed in a consistent and uniform manner, effectively simplifying
the reporting and analysis process. Full text searches can be combined with spatial
queries to help locate information and data of interest. A built-in workflow
capability supports a create-review-publish cycle for new content. This vastly
simplifies participation by numerous individuals each with a different role to play
and with differential access to the content of the GeoPortal.
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The advantages of this approach are numerous. The GeoPortal provides users
with a simplified view into highly complex data sets. Users are today familiar with
using and interacting with Web-based map services. Users can view the data in
satellite mode and relate information to on-the-ground realities. Because of the
ability to pan, zoom and move around the data, users get a real sense of how land
use changes might affect their community. They can locate themselves in space
and identify issues of primary importance to them relatively quickly and easily.

4 Support for Planning Green Infrastructure in Illinois

Working with the Illinois Department of Natural Resources, the authors are
delivering information (green infrastructure identification and analysis, valuation,
modeling results) for the state of Illinois. This section discusses the concepts and
conceptual framework for undertaking such a task along with the potential for such
practices to succeed in other areas and at different scales.

4.1 The Illinois Green Infrastructure GeoPortal

To support planning of green infrastructure in Illinois, an instance of the GeoPortal
was created and populated with content from different parts of the state
(www.leam.illinois.edu/ilgreeninfrastructure). Figures 5 and 6 provide two views
of the GeoPortal. The Illinois Green Infrastructure (ILGI) GeoPortal integrates
activities and data that lead to plan formulation and policymaking by facilitating
access to content. This creates real opportunities to engage decision makers,
stakeholders and the general public in the process of making both plans and
planning decisions especially when paired with information on green infrastructure
resources and the stresses that urbanization places on them.

The GeoPortal facilitates exploring potential development scenarios within a
river basin while tracking their implications to the regional green infrastructure
system and the related costs to that system can be done easily and succinctly by
non-technical decision-makers. The ability to manage content at higher levels of
aggregation means that green infrastructure plans can be collections of one or
more digital documents. In the case of policy scenarios, this could be time series
data of varying scenario attributes. Data can be aggregated and disaggregated at a
relevant scale to initiate dialogue. Information is available to the most-relevant
scale of planning, allowing for both top-down and bottom-up discussions.
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4.2 Implementation

Various parts of the ILGI GeoPortal have been implemented and partially tested.
This work represents a first step in an effort to (1) link land-use modeling, green
infrastructure resources, and ecosystem valuation techniques and (2) present the
outcomes from various analyses in a Web-based information portal. Various
aspects of this functionality are described below and include (1) Mapping green
infrastructure and modeling future land-use, (2) Classifying services and esti-
mating demand, (3) Accounting for regional variations in demand and use,
(4) Valuing ecosystem services, and (5) Incorporating valuations in resource
protection scenarios. These are further discussed below:

1. Mapping green infrastructure and modeling future land-use. These are two
fundamental analytical steps both of which raise issues of spatial scope and
resolution. Statewide green infrastructure can be mapped from land-cover data

Fig. 5 The Illinois Green Infrastructure GeoPortal (ILGI GeoPortal) a web based planning and
decision support system
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(Fig. 7). The extent and configuration of green infrastructure is a function of
spatial and functional contiguity. The process of modeling land-use change is
described above in Sect. 3.1 and produces a number of land-use scenarios
(a future state of land-use and the factors that outcome).

The spatial scope and resolution of these analyses are an issue. While data are
gathered at state and even national levels, the precision and relevance of these data
at the local level are often questionable. Considerable ground truthing and eval-
uation are required at the local level, which provides an opportunity for also
eliciting buy-in from local stakeholders. Statewide land-use models also pose
challenges. While relevant land use decisions take place at fine scales, statewide
dynamic models and their output require hundreds of millions of computations
(LEAM uses a 30 9 30 m grid). While computationally feasible, doing so would
require access to extraordinary computing resources. The approach we have taken
is to disaggregate the process into regional areas, then aggregate the information
back statewide through a networked series of GeoPortals. An example of regional
green infrastructure resources (for McHenry County, IL) accessed via a GeoPortal
can be seen in Fig. 8. Knowledge aggregated from these portals are key to
effective deliberation and policy-making at the state level.

2. Classifying ecosystem services and estimating demand. A number of approa-
ches can be taken to classifying ecosystem services, and some of these are

Fig. 6 Detail of a green infrastructure map of McHenry County in satellite mode. Light areas are
identified green infrastructure areas. Dark areas are areas of potential future growth in the county
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Fig. 7 A map of green infrastructure resources in the state of Illinois as seen through the
GeoPortal map viewer. Hubs are grey and corridors are dark

Fig. 8 A map of green infrastructure resources for McHenry County Il in the Chicago metro
area. Dark areas are identified green infrastructure resources in the county
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discussed above. In our case, we took a beneficiaries-based approach. We did
this in order to improve development decisions by enhancing the understanding
of ecosystem services among planners and developers. A beneficiaries-based
approach takes into account the socio-cultural and economic values of different
regions to arrive at a total, community-oriented value of any given ecosystem
service. Representing services in direct economic terms makes the process
more transparent and allows clearer communication between stakeholders and
decision makers.

3. Accounting for regional variations in demand and use of ecosystem services.
A particular ecosystem service, say storm water retention, may be more valued
in the more developed Chicago metro region as compared to smaller metro
regions downstate. Such variations must be reflected in the statewide picture
that is being assembled rather than applying a one-size-fits-all value. Similarly,
ecosystem degradation and its implications would be more pronounced in
regions, such as the Chicago metro region, where the quantity and intensity of
urban development is greater. As a result, the need for action may be more
urgent in some places rather than others. To further complicate the picture, the
source and the sink for an ecosystem may reside in two separate jurisdictions.
This will necessitate inter-governmental and inter-agency dialog to arrive at a
consensus on the demand and use of such services.

4. Valuing ecosystem services within identified service areas. Generalized Source-
Sink Models (GSSMs) and ARtificial Intelligence for Ecosystem Services
(ARIES) could help in identifying causal relationships between different parts
of the landscape. For instance, regions of high impervious surface likely
indicate source areas and dense canopy cover are indicators of sink areas. This
kind of knowledge about existing natural resources is recorded in each one of
30 9 30 m gridcells within the region. These data provide a basis for identi-
fying the interconnections between the source and sink areas and estimating the
total value of the ecosystem services provided.

5. Incorporating ecosystem valuation into resource protection and management
scenarios. At this point, the demand for various ecosystem services has been
established and the location of beneficiaries identified. The direct implications
of ecosystem degradation is then assessed in a particular region within the state.
LEAM simulations of different regional futures are typically associated with
different probabilities of change in land-use. The intensity and type of devel-
opment in each cell would be the basis for estimating future resource demand in
each scenario. The resulting change in ecosystem services and cost to the
beneficiaries is used to evaluate different growth scenarios (Figs. 9 and 10).
Alternative scenarios can be tested to reveal the effectiveness of conservation
and restoration policies, to understand the long-term implications, and to arrive
at the most sustainable alternative. Comparison maps of policy choices are then
generated to show differences. We note that values of ecosystem service may
not always decrease. The value of an ecosystem service could increase in the
beneficiaries-based approach if a higher value is assigned to a fixed service
supply as demand increases.
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Fig. 9 Quantifiable ecosystem service ‘value’ scenario analysis using LEAM. For each cell,
LEAM probabilities are multiplied by ES valuation for a final score—that can be mapped over
space and time

Fig. 10 An ecosystem ‘score map’ for McHenry County, IL. Darker areas have higher valuation
scores
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5 Conclusion

A pro-active approach to sustainable development makes use of modeling, sim-
ulation, and information management technologies to identify critical resources,
green infrastructure networks, their value to the community, and probable future
areas of future urban transformation within an accessible planning support system
framework. This framework would help in both identifying areas for mitigation
and conservation, but also highlight the connection between natural resources and
a region’s economic vitality. The issue would be most effectively addressed if it is
analyzed regionally but scaled up beyond regional jurisdictional borders to
appropriate scale of natural boundaries. The incorporation of green infrastructure
and ecosystem services in the decision-making dialog would aid in a departure
from the traditional practice of development from a strictly economic perspective.

The ILGI GeoPortal represents such a system. The GeoPortal attempts to
provide transparency (all data used in the portal is downloadable), accessibility
(Web-based), and manageability (using a content management system). The system
enables access to data and analysis on green infrastructure resources, their value
and the potential for urbanization to degrade them. Its ultimate purpose however, is
to allow users to engage with planning decisions based on better comprehension. In
terms of planning process, it also can provide a place for interactive forums for
discussion, collective work, and commentary. Different levels of access to the
GeoPortal can be given to different participants, while maintaining a common
working area. Also, information can be made open to public to make the reasoning
behind the planning decisions clear. The GeoPortal can also help remove overlaps
in information and facilitate an open and collaborative process.

Easy access and direct comparative analysis of different policy or investment
scenarios for areas beyond the region (that include their implications to regional
ecosystem services) can help facilitate inter-regional dialogue. This is important
because changes in one area/jurisdiction may affect the ecosystem services of
another region. The impact on the beneficiaries of services is also affected by
investments not made in their region. This is critical as the tradeoffs among the
direct commercial benefits of economic development can be balanced with con-
servation and restoration actions that are coordinated between the affected areas
within the region. This could foster a cooperative community of regions instead of
the traditional regional basis for analysis where outcomes are in effect, a zero-sum
game. The decisions regarding the management and conservation of resources
would continue to be made at the local level, with information about the long-term
implications of the actions made available at a statewide scale for inclusion in
larger scale policy deliberations.

Our use of the phrase traditional economic development in describing our work
does not mean we disregard the economic perspective. We in no way want to
diminish the importance of traditional economic development in terms of jobs,
income and other typical economic measure of growth and progress. This work
does suggest however, that sustainability would be better served by a progressive

Ecosystem Services, Green Infrastructure and the Role of Planning Support Systems 205



economic transformation that included both traditional and non-traditional mea-
sures. This transformation would include the integration of these modern planning
tools, better accounting for and valuing natural resources and the services they
provide into a more efficient and effective planning and decision making process.

Future work lies in a more methodical and systematic pilot application and
refinement. Testing of alternative valuation approaches, and ways to infiltrate local
planning processes using the technologies described along with a better under-
standing of the traditional economic implications of the processes.
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Urban CO2 Planning: A Decision
Support System
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Abstract Patterns of urban development affect flows of material and energy
within urban settlements and exchanges with their surroundings. In recent years
the quantitative estimation of the components of the so-called urban metabolism
has increasingly attracted the attention of researchers from different fields. To
contribute to this effort we developed a modelling framework for estimating
carbon exchanges in relation to alternative land-use scenarios. The framework
bundles three components: (1) a Cellular Automata model for the simulation of the
urban land-use dynamics; (2) a transportation model for estimating the variation of
the transportation network load and (3) the Advanced Canopy-Atmosphere-Soil
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Algorithm (ACASA) model tightly coupled with the mesoscale weather fore-
casting model WRF. We present and discuss the results of an example application
on the City of Florence.

1 Introduction

What is the connection between urbanisation and climate change?
It comes, of course, as a tautology to say that cities and human settlements in

general are a primary source of emissions responsible for human-induced climate
change. The question is then not if, but how different patterns of urbanisation and
land use influence flows of energy and materials responsible for climate change.
For example, sprawled, low-density cities usually have higher per capita energy
consumption for transportation than compact cities and, thus, higher carbon
emissions. Human activities in the city, such as heating, and the characteristics of
buildings play an important role in the dynamics of carbon and heat fluxes, as do
the extension and distribution of urban green areas, city’s overall infrastructure
and the degree of industrial development.

But this relation also runs in the opposite direction: the climate itself influences
urban matter and energy fluxes. On the most obvious account, a city with continental
climate consumes more energy for heating and cooling than does a city with a more
temperate climate. This is to say that, in general, all the urban fluxes of matter and
energy interact in a complex way with the local climate and weather conditions.

Our initial question cannot then but turn to multidisciplinary efforts for answers.
One such ongoing effort is to measure, estimate and model the so-called urban
metabolism (Wolman 1965; Newman 1999), that is, the fluxes of energy and
matter between urban fabric, landscape and the atmosphere. Several advanced
models, operating at different spatial and temporal scales, have been developed for
this purpose. Related to that, scholars have developed tools and quantitative
indicators to support urban planning and management for a more sustainable
metabolism in future cities.

We here present a contribution to this ongoing effort: a software framework for
modelling and estimating carbon fluxes for alternative future scenarios of urban
development.

In Sect. 2 we outline the architecture and illustrate some characteristics of the
framework’s main components. In Sect. 3 we present an application on the City of
Florence. In Sect. 4 we offer few conclusive remarks.

2 The Components of the Framework

The modelling framework we present bundles three main components: (1) a
Cellular Automata model of urban land-use dynamics (White et al. 1997; White
and Engelen 2000; Blecic et al. 2009); (2) a transportation model for estimating the
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impact of different land-use scenarios on the transportation network load (Tsekeris
and Stathopoulos 2003, 2006); (3) a Soil–Vegetation–Atmosphere Transfer model
(SVAT) (Pyles et al. 2000, 2003; Staudt et al. 2010; Marras et al. 2010, 2011; Falk
et al. 2010), tightly coupled with the mesoscale weather forecasting model WRF
(Skamarock et al. 2008) for simulating interactions related to carbon fluxes
between the city, environment and local weather.

Figure 1 illustrates the basic mechanics of the modelling framework: the first
step in the workflow is the land-use dynamics CA module which generates future
land-use scenarios, that is, maps of possible future land uses. The input for the CA
module are the maps of current land uses and street network, the zoning regula-
tions by the planning authority, the physical suitability of the cells to develop into
specific land uses, and a set of alternative projections of the aggregate demand for
different land uses (that demand may be derived from independent studies or
external (off-line) models).

The maps of future land uses generated by the CA module, together with the
street network, are next fed into the transportation module to estimate future road
traffic. The current road traffic data are used for its calibration.

Lastly, both future land uses and road traffic are used by the coupled WRF-
ACASA model which simulates the carbon exchanges between soil, vegetation
and atmosphere, and their interaction with local weather. WRF-ACASA’s output
are the estimated future maps of CO2 fluxes in the urban area under consideration.

In the following three subsections we present the specifics of the three main
components.

2.1 The CA-Based Land-Use Model

For the simulation of land-use dynamics we adopted a well known Constrained
Cellular Automata (CCA) modelling approach (White et al. 1997; White and
Engelen 2000). We set three design objectives before our CA module: (1) the
ability to operate at a reasonably high spatial resolution; (2) the possibility to

Fig. 1 Outline of the
modelling framework with
the most relevant data
exchanges between the
components
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adequately simulate spatial processes which determine land-use patterns; and (3)
the capability to process suitable representations of relevant landscape features as
well as legal and planning restrictions on land uses.

Given an aggregate demand for different land uses, the CCA model allocates
land uses in space based on local CA transition rules and on cells’ characteristics.

The aggregate demand is assumed to depend on large-scale processes
(demography, development of specific economic sectors, and so on) and can be
determined by a-spatial demographic and economic dynamic models or by pro-
jections based on historical data (White et al. 1997; White and Engelen 2000).

The CCA can, hence, be viewed as a procedure to estimate a spatial distribution
of an aggregate land-use demand by taking into account local interactions between
different land uses as well as the physical, environmental and institutional char-
acteristics of each cell.

In a CCA model, each cell is defined by a set of properties representing relevant
physical, environmental, social and economical characteristics, its distance from
the transportation network, and the regulatory constraints imposed upon it (like
land-use zoning). This underlying data structure can both conceptually and prac-
tically be represented in a GIS (White et al. 1997; Batty and Xie 1994; Clarke and
Gaydos 1998), and the cellular space on which the CA model operates can indeed
easily be obtained from the layers of a raster GIS.

The cellular space consists of a rectangular grid of square cells, corresponding to
the resolution of the data used as the source of land cover. Each cell is defined by:

• a suitability factor Sj 2 0; 1½ � for each of the j dynamic land uses; it represents
the suitability of the cell to uphold different land uses (it can, for example, be
computed as a normalised weighted sum or product of relevant physical and
environmental factors of each cell); suitability factors can either be pre-calcu-
lated in the GIS environment (in this case they remain constant during the
simulation) or dynamically computed by the CCA model itself during the
simulation;

• an accessibility factor Aj 2 0; 1½ � for each land use, reflecting the importance of
vicinity of the transportation network for different land uses (e.g. commercial
uses generally require better accessibility than residential). These quantities are
computed by the CCA module itself before the start of the simulation using the
street network map as input;

• a value Zj 2 0; 1½ � which defines the degree of legal or planning permissibility of
the j-th land use (for example due to zoning regulations);

• the cell’s current land use.

The CA model includes both dynamic (which change during the simulation)
and static land uses (which do not change but still influence other dynamic cells in
their neighbourhoods in terms of attractive or repulsive effects). We derived the
current land uses from the CORINE land-cover data. More detailed data can in
principle be used, if available. Static land uses include road and rail networks,
subways, airports, water bodies, agricultural and natural areas not available for
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development, and so on. The actively modelled dynamic land uses in the present
application include: continuous urban fabric, discontinuous urban fabric, indus-
trial areas and commercial areas. As mentioned before, their aggregate demand is
given as exogenous.

Pivotal for the transition of cells from one to another land use is the so-called
transition potential Pj (for each land use j), which expresses the cell’s propensity
to acquire j-th use. In fact, the first phase of the transition function, executed at
each step by all cells, is to compute the transition potentials (one for each dynamic
land use) on the basis of cell’s suitability, accessibility, degree of legal land-use
permissibility, as well as on the land uses of the neighbouring cells. In our model,
the neighbourhood is defined as the circular region around the cell with the radius
of 1 km, which we consider sufficient to capture local spatial processes by the CA
transition rules. The transition potentials are calculated as:

Pj ¼ AjSjZjNj ð1Þ

where Nj is the so-called neighbourhood effect—the sum of all the attractive and
repulsive effects of land uses and land covers within the neighbourhood—on the j-
th land use which the current cell may assume. Since, in general, more distant cells
in the neighbourhood exercise smaller influence, in our version of the model the
factor Nj is computed as:

Nj ¼ Ik þ
X

c2V

fij dcð Þ ð2Þ

where the summation is extended to all the cells in the neighbourhood
V (excluding the owner cell itself), i denotes the current land use of the cell c 2 V ,
dc is the distance between the owner cell and the neighbouring cell c, and fij dð Þ is a
parameterised function expressing the influence of the i-th land use at the distance
d on the potential land use j. In addition, the positive term Ik, where k denotes the
current land use of the cell, accounts for the effect of the cell on itself (zero-
distance effect) and represents the inertial effect due to the transformation costs
from one land use to another.

The second phase of the transition function takes place on a non-local basis and
consists of transforming each cell into its highest-potential land use, under the
global constraint of the overall number of cells of each land use imposed by the
exogenous demand for land uses at that time step. The details of this procedure can
be found in White et al. (1997) and White and Engelen (2000).

Since the transition function depends on several parameters, the model needs first
to be calibrated, which can be done using the available historical spatial data of the
area under study (Straatman et al. 2004; Engelen and White 2007; Blecic et al. 2010).

The final output of the CCA model are maps of the predicted evolution of land
uses in the area of interest over a predefined period of time. By varying the inputs
of the CCA model (zoning status, transport networks, distribution of facilities and
services), the model can be used to explore future urban development scenarios of
the area under alternative planning policies.
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The CCA model, together with the transportation model described in the next
subsection, was implemented using the MAGI C++ class library (Blecic et al. 2009).

2.2 The Transportation Model

The aim of the transportation module is to capture the long-term average vehicle
load on the road network. In particular, out model provides an estimate of the load
variation related to the future scenarios of land uses. For this purpose we adapted a
dynamic formulation of the gravity model of trips distribution (Tsekeris and
Stathopoulos 2003, 2006; Erlander and Stewart 1990). It uses an origin-destination
(OD) trip matrix, expressing the distribution of trip demand, which is computed on
the basis of relevant land uses (that is, the ones modelled by the CA module
described above) considered as trip sources and attractors.

In the model, the street network is composed of a set N of nodes and a set L of
directed links. Also, the entire urban area is partitioned in a set K of zones, each
including nodes n 2 N which represent sources and/or destinations for vehicular
trips (see Fig. 2). In particular, for each couple of zones ki; kj

� �
2 K � K, an OD

matrix X provides the number of trips xij for the time period under consideration.
In the model, the matrix X is estimated on the basis of the mix of land uses in both
source and destination zones.

At the end the iterative procedure, the total amount of trips
P

i

P
j xij are

allocated and the final estimate of the load is available for every link lk in the
network.

Running the model for both the current land-use map and future land-use
scenarios provides thus estimates about possible future street network load
variations.

Thanks to its simplicity, this approach allows for the simulation of real road
networks using reasonable computational resources. In addition, it requires a
relatively small amount of parameters to be calibrated.

Fig. 2 Partition of the urban
area into sectors and
allocation of a packet of trips
between two sectors during a
step of the algorithm
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On the negative side, our modelling takes into account only car traffic and in the
present version does not account for other means of transportation—such as
railway and subway—which may have impact on carbon emissions. A further
issue is the lack to adequately account for public bus transportation. Considering
how we estimate the travel demand based on land uses and how we allocate it on
car trips, this would require ad hoc tweaking of the algorithm which we haven’t
contemplated in this version of the model. While both of these observations
provide material for further refinement of the transportation module, we hold that,
given the scale and level of abstraction at which the land-use modelling is done,
the results provided by the transportation model are still meaningful and, under
certain coeteris paribus assumptions, are acceptable approximations for the pur-
pose of assessing variations of the carbon emissions due to the road traffic.

2.3 The WRF-ACASA Coupled Model

SVAT (Soil–Vegetation–Atmosphere Transfer) models simulate interactions
between the Earth surface and the atmosphere above it. They describe how
atmospheric processes (transfer of heat, moisture, and momentum due to turbulent
motion) affect the exchanges of energy (heat), moisture, and trace gases between
soil, vegetation, water bodies and the atmosphere itself. Biophysicists and ecolo-
gists use SVAT models to determine how plants and plant communities respond to
environmental conditions.

In our framework, the purpose of the SVAT model is to simulate the processes
of CO2 exchanges and fluxes shaped by future scenarios of urbanisation generated
by the land-use and transportation models. It therefore provides the key link in the
chain noosing the environment to the patterns of urban development.

The specific SVAT model we adopted is the so called Advanced Canopy-
Atmosphere-Soil Algorithm (ACASA), a multilayer model originally developed
by the University of California Davis. It simulates the exchange of heat, water
vapour and CO2 within and above the canopy of aboveground portion of the plant
community of the urbanised area (Pyles et al. 2000, 2003). ACASA has been
widely applied on natural and agricultural ecosystems (Staudt et al. 2010a, b,
2011; Marras et al. 2011). To work properly in urban environments, the model has
recently been adapted to account for the anthropogenic contribution to heat
exchange and carbon production (Marras et al. 2010).

To further account for local meteorology, ACASA has been coupled with the
Weather Research and Forecasting model (WRF) (Falk et al. 2010). WRF
(Skamarock et al. 2008) is a mesoscale numerical weather prediction system
which, thanks to its flexibility and computational efficiency, is widely used for
both operational forecasting and atmospheric research. According to recent vali-
dated results (Falk et al. 2010), ACASA-WRF produces reliable patterns of heat
and CO2 fluxes at high spatial resolutions over urban areas.
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In Fig. 3 we illustrate the processes, interactions and exchange fluxes modelled
by the coupled ACASA-WRF model.

Given the space limitations and the primary intended audience of this publi-
cation, we relegate further details and background references on ACASA-WRF
model to the Appendix of this chapter.

In order to simulate carbon fluxes in urban environment under alternative future
scenarios, the coupled WRF-ACASA model uses the land-use and traffic scenarios
produced respectively by the CA and transportation simulation modules. For this
purpose, the CA module is able to export future land-use projections into the
binary format accepted by the WRF Preprocessing System (WPS). The coupling
was based on a suitable table of conversion between CORINE codes, which are
used by the CA module, and the USGS+UCM codes used by WRF.

3 The Example Application

The key objective of this work is to evaluate the impacts of future planning
alternatives on carbon emissions. In this context, we here present an example
application of the modelling framework on the City of Florence, for which the
WRF-ACASA model has been calibrated through measured fluxes collected in the
city centre.

The first phase of the setup was dedicated to the selection of the proper input
data sources for the CCA module. In particular, after a preliminary analysis of the

Fig. 3 Scheme of the processes modelled by the coupled model WRF-ACASA
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available spatial data, we decided to adopt the 100 m-resolution CORINE land
cover (CLC) as the input land-use layer (see Fig. 4). The choice was supported by
the fact that, although not very accurate in urban areas, CLC data are widely
available in Europe. But as we already mentioned, the CCA model is designed to
also use more accurate CORINE-like raster data, when and where available.

In order to effectively incorporate the zoning regulation data into the CCA
module, we carried out a semiautomatic pre-processing of the Florence urban
masterplan. In Fig. 5 we show the masterplan prescriptions reduced to land-uses
permissions and prohibitions relevant for the CA simulation, both in terms of land-
use types simulated by the CA (continuous urban fabric, discontinuous urban
fabric, industrial, commercial, agriculture), and in terms of its spatial scale of
operation (pixel lattice representing 100 9 100 m2). This zoning data layer was
subsequently imported into the CCA model, assigning to each cell a permissibility
factor of urban development for each land use, which is an important component
of the CA transition rules (see Sect. 2.1).

Another essential input used by both the CCA and the transportation module is
the road network of the area. In order to improve the reusability of the modelling

Fig. 4 Florence current land cover from CORINE (CLC2000) inventory, and street network
imported from the OpenStreetMap project
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framework, the transportation module was designed to import XML data from the
OpenStreetMap collaborative project, which provides free street network data with
notable level of detail and geographic coverage.

In the example application on the City of Florence, we carried out a pre-
processing phase for the calculation of the cells accessibilities (see Sect. 2.1). This
calculations were done through the CCA module using the current street network
represented in Fig. 4. During the same phase, we used a simple formula to derive
the suitability factors from a Digital Elevation Model of the urban area under
consideration. In addition, we calibrated CCA parameters using the CLC1990
dataset, the map of Florence provided by the Urban ATLAS EU project, and
additional spatial data provided by the Municipality of Florence.

Then, using the land cover (Fig. 4) and the planning regulation map (Fig. 5) as
inputs for the CCA model, we were able to generate several future land-use
scenarios. For example, the future land use projection represented in Fig. 6 cor-
responds to a 20 year evolution of the urban area.

Based on the land-use scenarios, and after a preliminary calibration with the
available traffic data, the transportation model was able to estimate the variation of
the load of vehicles on the road network. For example, driven by the future land-
use scenario in Fig. 6, the transportation model generated the map of load varia-
tions for each road segment on the network, as depicted in Fig. 7.

Finally, the WRF-ACASA model, using the land-use scenario and traffic load
information generated maps of CO2 fluxes. The model was run on the area within
the grey rectangle in Fig. 6.

In Fig. 8 we compare average CO2 fluxes for March and April for the current
land uses (based on Corine 2000) and the 2020 future land-use scenario, which
showed a 10 % increase continuous urban fabric, 20 % increase in discontinuous
urban fabric, and 10 % increase in commercial/industrial land uses (see Fig. 6). As

Fig. 5 Schematic zoning regulation for Florence derived from the urban masterplan
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Fig. 6 A future land-use scenario obtained by the CCA module in 20 simulation steps. Only the
cells where the land use has changed at the end of the simulation are depicted. (The ACASA-
WRF model was run on the area inside the grey rectangle.)

Fig. 7 Variation map of the street network loads which corresponds to the future land use
projection depicted in Fig. 5
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can be seen in Fig. 8, many parts of the area under consideration changed from
being a net sink to becoming a net source of CO2, and points with values passing
from -2 to 2.

This is partially due to the fact that many previously green areas have become
urbanised under the land-use scenario (therefore emitting rather than contributing
to the absorption of the local CO2 fluxes), but the effect on the net variation of
emissions is nonetheless wider than that strictly due to the newly urbanised zones
from 2000 to 2020. This only shows that, according to our model, the relation
between the extension of urbanisation and CO2 emissions is not linear, and that
increases in urbanisation, depending on its pattern and effect on transportation, can
have more or less amplified impacts on CO2 emissions.

Current land use (2000) 

Future land use (2020) 

Fig. 8 WRF-ACASA
simulated fluxes for current
(above) and future 2020
(below) land-use scenario
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4 Conclusions and Future Work

The complexities of urban systems and the interaction of carbon emissions with
the environment and local meteorology make it a non-trivial task to support urban
planning and management for a more sustainable metabolism of future cities.

In this context, we have presented an integration between different models with
the purpose to link urban planning decisions to the estimates of their impact on the
CO2 emissions in the atmosphere. We have also briefly described an example
application on the City of Florence to better explain the application protocol and
workflow, to concretely show the necessary steps and possible issues (data
acquisition, models calibration) involved in the application of our modelling
framework, and to illustrate what kind of results may be expected.

As it often is the case, the calibration represents a crucial point for the appli-
cation of this type of models. In particular, the CCA and the transportation models
respectively require historical land-use data and traffic data. Also ACASA requires
a preliminary calibration using the information about the real CO2 concentration
values and other input parameters.

While many aspects of the methodology and of the application protocol require
further testing, we believe it has proven to be a promising perspective for devel-
oping decision support tools for sustainable urban planning.
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ACASA-WRF Model

The Advanced Canopy-Atmosphere-Soil Algorithm (ACASA) simulates the
exchange of heat, water vapour and CO2 within and above the canopy of above-
ground portion of the plant community of the urbanised area (Pyles et al. 2000,
2003). To work properly in urban environments, the model has recently been
adapted to account for the anthropogenic contribution to heat exchange and carbon
production (Staudt et al. 2010a, b).

To account for local meteorology, the ACASA has been coupled with the
Weather Research and Forecasting model (WRF) (Falk et al. 2010). WRF Skama-
rock et al. 2008) is a mesoscale numerical weather prediction system which, thanks
to its flexibility and computational efficiency, is widely used for both operational
forecasting and atmospheric research. WRF is particularly suitable for realistic
representations of the surface-layer physics and physiology (Falk et al. 2010). The
WRF model, in our case driven by North American Regional Reanalysis data
(NCAR-NCEP), is run down to its planetary boundary layer, which is the lowest part
of the atmosphere directly influenced by its contact with a surface, characterised by a
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rapid fluctuations (turbulence) of physical quantities such as flow velocity, tem-
perature, moisture etc., where ACASA is called (see Fig. 3).

In ACASA, the canopy is represented as a horizontally homogeneous medium
with all leaves and branches arranged with spherical symmetry. This includes both
plant and urban (building) canopies. The surface-layer domain simulated by
ACASA represents average conditions and fluxes for a 30 min time intervals at
each spatial point in WRF. Twenty equally spaced atmospheric layers represented
by a steady-state third-order turbulence extend to twice the canopy height (Meyers
and Paw 1986, 1987), with the canopy occupying the lowermost 10 layers. All
sources of heat and mass turbulent exchanges occur within the canopy and at the
soil—(or snowpack)—atmosphere interface, while constant-flux assumptions
prevail in the 10 layers above the canopy. Within the soil horizon, the model
includes thermal and hydrologic diffusion among an adjustable number and depth
of soil layers; varying by soil type. Surface temperatures, terrestrial-infrared
radiative transfer, physiological conditions, and associated fluxes needed for the
turbulence calculations are produced after iterative numerical convergence, and
provided to WRF.

The required meteorological data from the lowest WRF atmospheric layer,
applied to ACASA on a half-hourly basis, are: precipitation rate and form
(kg m-2 timestep-1), specific humidity (kg kg-1), wind speed (m s-1), down-
welling short-wave radiation (W m-2), downwelling long-wave radiation
(W m-2), air temperature (K), air pressure (hPa), and carbon dioxide concentra-
tion (ppm). Furthermore, initial soil temperature (K) and moisture (volumetric)
profiles for the first model timestep are provided by the WRF initialisation rou-
tines. Surface morphological parameters that drive the physiological responses
also have to be specified, which vary by WRF land use type (including CCA and/
or satellite-derived data wherever possible). The set of key morphological
parameters includes: total (green) leaf area index (m2 m-2), maximum canopy
height (m), leaf-scale ideal photosynthetic potential (lmol m-2 s-1), human
population density (# people km-2, currently keyed in by WRF urban land use
type), and eventually vehicle flux density (# vehicles m-2). Morphological
parameters not represented in the WRF land-use parameter suite, quantities such as
mean leaf diameter and basal respiration rates for plant tissues, are specified with
constant near-cardinal values for all land points. The key set was chosen for a
focus in this study, both due to model sensitivity, cogency with CCA architecture,
and data availability. Staudt et al. (2010) provide additional background infor-
mation on morphological parameters and model sensitivities.

The ACASA model output which feed information back to the WRF-simulated
atmosphere include half-hourly vertical fluxes of heat (W m-2), water vapour
(kg m-2 s-1), CO2 (lmol m-2 s-1), momentum (as friction velocity, m s-1), and
turbulence kinetic energy (m2 s-2). In addition, snowpack and/or soil and canopy
thermal and hydrological states, needed for adequate simulation of the surface-
layer, are updated at all land points and are stored between timesteps.

The initial conditions for a WRF run are pre-processed through a separate
package called the WRF Preprocessing System (WPS). Among others, the input to
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WRF-ACASA from WPS contains the vegetation/land-use type coded according
to the U.S. Geological Survey (USGS) standard and to the Urban Canopy Model
(UCM) (Kusaka et al. 2001). Other relevant input are represented by the CO2

anthropogenic emissions which can be directly related to the estimated traffic load
of the road network, to the prevalent land use of each cell and to the local pop-
ulation density.
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A GIS-Based Performance Metrics
for Designing a Low Energy Urban
Agriculture System

Steven Jige Quan, John David Minter and Perry Pei-Ju Yang

Abstract This chapter explores a GIS-based performance metric for designing a
low energy agriculture system in the City of Atlanta. A framework of a planning
support system (PSS) is proposed, which contains dimensions of representation,
performance and scenario planning. The specific PSS demonstrated how a per-
formance-oriented urban design decision model reorganizes fragmented informa-
tion and turns them into useful representational layers, analyses of performance
measures, and scenario planning for making design decisions.

1 Introduction

The research is based on an urban design studio conducted in Spring 2012 in the
School of City and Regional Planning and School of Architecture at The Georgia
Institute of Technology on agrarian urbanism, in collaboration with Georgia
Tech’s School of Biology and Arkfab, an advocacy group on promoting urban
farming in Atlanta. The studio started from a proposition that ecological footprints
of a city have gone far beyond its geographic boundary. The resources that cities
rely upon today, including energy, materials, water and food are more connected to
the ‘global hinterlands’ rather than their adjacent local surroundings. The ‘‘food
miles’’ concept, which considers how far food travels, is not sufficient for
understanding its ecological effects. The embodied energy and carbon emission
that the food takes to produce, process, transport and distribute is far greater than
we can imagine.

This chapter introduces a low energy urban agriculture system in Atlanta that
was conceptualized by a performance-based urban design model, a model that
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suggests a metabolic process of energy, material and water flows in an urban
setting. It explores how dimensions of representation, performance and scenario
planning can be integrated into a planning support system, a system approach that
connects urban form, ecological performance and future scenarios for design
decision making.

Based on a test case in Atlanta, the proposed Planning Support System (PSS)
model demonstrates how a GIS platform is designed for accommodating various
sources of information, to include energy, material and water flows in the city,
which is essential information for a local food production system that aims to grow
local food using food waste and thus reduce the food desert. In this PSS model, we
established a set of tools to manage the representational information, to use them
for conducting performance energy flows and waste stream flows in four spatial
scales, and to evaluate the overall performance of the system under different
development scenarios. It extends a performance-based urban design dimension to
contemporary PSS case studies in the book.

2 A Recent Development in Planning Support System

To manage and process the vast amount of urban information that may be
potentially needed in urban design and planning, Geographic Information System
(GIS) has been widely tested as a platform for turning information to planning
support (Brail and Klosterman 2001). The developments of computerized urban
applications in the earlier days emphasized the analytical dimension, as well as the
predictive aspects of ‘‘what if’’ scenario planning. The development of Planning
Support System initiated by Britton Harris provided significant evidences of this
trend (Harris 1989; Klosterman 2001). However, with the rapidly increasing
computational capacity following ‘‘Moore’s Law’’, as well as the blooming new
technologies for dissemination of information in digital format through internet,
the question in front of PSS development changed from ‘‘what kind of models can
we build’’ to ‘‘what kinds of models should we build’’ (Batty 2007; Klosterman
2008). With the planning theory developing from rationality, bounded rationality
to collective negotiation and participation, PSS evolved from a tightly integrated
structured system to reach ‘‘optimization’’ to a set of ‘‘Toolbox’’ containing a
series of tools to be adapted to different situations, and these development stem
from varies of ideals which shape planning practice and education: planning as
design, planning as applied science and planning as reasoning together (Klos-
terman 2008). However, as Vonk and Geertman have argued, a large mismatch
exists between the supply of PSS and the demand of PSS in planning practice
(Vonk and Geertman 2008). To shorten the mismatch situation of PSS model and
planning practice, it is important to develop a toolbox that is adaptable to different
contexts in practice, especially in urban design decision making situations in
which the goals are multiple and processes are complex.
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GIS has experienced a tremendous amount of innovation in the recent decade,
and so have the computing technologies which have enabled powerful supporting
tools for urban design (van Leeuwen and Timmermans 2006; Ernstson et al. 2010).
Recent development of GIS technology shows potentials for the design-oriented
and interventional approaches. By articulating spatial database, spatial queries,
spatial statistics, visualization, and simulation, GIS operations have been seen as a
potential supporting tool for design decision making process. With planners’ tra-
ditional tools such as generic and non-spatial tools like spreadsheets, innovative
simulation tools, as well as decision support aids, GIS could play an even more
powerful role in PSS (Klosterman 2001; Batty 2007).

However, the most fundamental problem of PSS doesn’t concern a particular
tool such as GIS, or the extent of the toolkits, but ‘‘a conception of planning’’
(Klosterman 2001). As Batty (2007) has pointed out, GIS is ‘‘theory-less’’ and
‘‘descriptive’’ rather than ‘‘predictive’’. Its development towards agent-based
structure is driven by computation of fine-scale data rather than ‘‘theoretical
advances in our understanding of the city’’ (Batty 2007). In this technique-dom-
inant era with pervasive information and great computational capacity, without the
purpose, we could achieve nothing meaningful other than collecting and storing
them. At the same time, PSS models follow Box’s Law which indicated that any
model is wrong because it is a simplification of reality (Box and Draper 1987). The
criteria for a good model is not ‘‘correct in the absolute sense’’, but in whether it is
‘‘useful for a particular purpose’’ (Box and Draper 1987; Klosterman 2008). Only
driven by purpose, can the, tools be carefully developed and appropriately
assembled into a PSS (Bishop 1998).

But in the process of identifying purposes of planning, due to the limitation of
time and information available, we could hardly establish every possible future
and get the most optimal one out of them as the ‘‘correct’’ one (Harris 1999;
Klosterman 2008; Rickwood 2011). Instead, we can prepare scenarios to describe
several possible futures (Avin 2007; Harwood 2007), and PSS models should be
scenario-driven and policy-oriented which suggests what might happen if partic-
ular conditions exist and specific public policies are adopted (Klosterman 2008).
For better understanding and easier interpretation of the models, they should
clearly state the underlying assumptions about the scenarios and alternative policy
choices before their functioning.

3 Modeling Urban Design Scenarios Based
on Performance Metrics

The interweaving of technical and social systems in cities is ‘‘far more complex than
most architects, engineers and planners are willing to admit’’, and this interaction
has integrated the ‘‘twentieth-century discourses of scientific urbanism and tech-
nological modernism’’ into a highly complex model of urban spaces as ‘‘an efficient
machine’’ (Gandy 2004).
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There exist some models for making complex urban design decisions. They can
be categorized as descriptive, predictive, explorative, or planning according to
different purposes. Steinitz proposed a model that covers aspects of representation,
process, evaluation, change, impact and decision making. It is a social commu-
nication that is experienced and understood, and is also an anthropocentric process
of intentional change, which has the primary social objective of changing people’s
lives by changing their environment and processes, including ecological processes
(Steinitz and Rogers 1970; Steinitz 1990, 2002).

Hopkins further simplified it into the representational model of data and
informational layers, process and evaluation model of performance metrics and
change model of scenario planning, among which the dimension of flows will be
emphasized to evaluate the performance (Hopkins 1999). In this research, the three
models were redefined to be dimensions of representation, performance and
scenario planning:

The representational dimension is the premeditated way to organize and rep-
resent the information of urban reality in a spatial database. It is an abstraction of
the real world that employs a set of data objects that support map display, query,
editing and analysis (Zeiler 1999). Since all GIS-based analyses are supported by
the spatial database, the representational model is regarded as the foundation for
urban design decision support. The performance dimension deals with the process
model and evaluation model which provide the information about the functional
relationships between the components, and evaluate the effectiveness of the cur-
rent models (Steinitz et al. 2002). The performance-based urban design relies on
the process model and evaluation model to bridge the connection between the
physical urban form and its function over processes that lead to its performance
measure and consequences. The dimension of scenario planning is to indicate how
the performance might be altered, under what conditions, and when (Steinitz
1990). Scenarios are normally set according to different propositions based on
‘‘what if’’ questions, and could be integrated in GIS platforms.

The model of a low energy urban agriculture system, the test case of the
research, is designed according to the three dimensions of representation, per-
formance and scenario planning. It is a model for ‘‘urban metabolism’’ at the
neighborhood level, which deals with ‘‘the sum total of the technical and socio-
economic processes that occur in cities, resulting in growth, production of energy,
and elimination of waste’’ (Wolman 1965; Hermanowicz and Asano 1999; Ken-
nedy et al. 2011). The metabolic model of examining energy, material and water
flows in cities and the system approach utilized has broadened the field of urban
design by connecting urban form, ecological performance and future scenarios.

The application of a planning supporting system to performance-based urban
design of this kind is still rare in current literature, while existing PSS applications
are focusing on land use and transportation modeling, urban growth model, agent-
based modeling…etc. (Brail and Klosterman 2001; Geertman and Stillwell 2004;
van Leeuwen and Timmermans 2006). The accessibility to fine-scale data appears
to be challenging for this application. The effectiveness of applying PSS approach
to performance-based urban design is to be further explored and tested.
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4 Problems Definition: A Low Energy Urban Agriculture
and its Need of a Planning Support System

The idea of urban agriculture is emerging. The recent initiatives of urban farming,
community gardens and local food systems have been observed in the City of
Atlanta and elsewhere in American cities such as Chicago (Iron Street and Altgeld
Gardens Urban Farm), Philadelphia (Greensgrow Farm), Detroit, and Seattle, to
name a few. However, the current methods for planning a low energy urban
agriculture system are somewhat fragmented. Most on-going operating urban
farms were designed for business and educational purposes (Kaufman and Bailkey
2000; Richardson 2011; Power 2012; Project 2012), in which their planning
processes were often driven by a business objective or learning process in com-
munities. They normally lack a comprehensive approach for how surrounding
renewable resources can be used to support the urban farm.

The studio selected The Wheat Street urban farm in Atlanta as the test case. The
farm is located in a low-income neighborhood, historically significant, known as
Sweet Auburn. The area is partially identified as a ‘‘food desert’’, in which there is
low access to supermarkets or large grocery stores (US Department of Agriculture
2013) (Fig. 1). The research explored how a planning support system would
facilitate a process of managing data of spatial representation of urban form,
measuring their performance and then producing scenarios for an urban agriculture
system that is driven by a sustainable agenda. A specific PSS for urban design was
constructed based on the three dimensions of representation, performance and
scenario planning for the objective of designing a low energy agriculture system.

We investigate a planning model for a low energy urban agriculture system, an
emerging approach to reconstructing communities and cities ecologically, and its

Fig. 1 The food desert and study area in Atlanta
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design and policy framework for reorganizing neighborhoods and urban spaces by
embedded sustainable food and agricultural system grounded in locality. The
research contains an implicit design question of how flow generates form; a
counter proposition to the modernist idea that form follows function. It suggests
that contemporary urban forms and landscape patterns should emerge from sus-
tainable approaches to designing flows of energy, materials, water and food.

5 Research Design

A research procedure was designed from data construction, boundary definition, and
performance measures to facilitate scenario planning for design decision making.

5.1 Urban Informational Layers, System Boundary
and Performance Measures

The first task for planners is to produce informational layers of the territories. A set
of multi-scale urban informational layers were constructed to comprehend the
geographic conditions for identifying potential resources such as solar, water and
food waste for supporting the agriculture system in the urban neighborhood.

Four scales of territories were defined: the XL-scale, a meso-scale territory to
cover the entire inner city neighborhood and surrounding areas, the L-scale to
mean a district that is defined by the concept of Food Hub, the M-scale to include
adjacent street blocks around the Wheat Street farm and the S-scale to mean the
urban farm site (Fig. 2).

The delineation of territories is always problematic. It depends on how we define
the system boundary, which is to be determined by issues for analysis. The solar
availability, water reuse system and material recycle loop for the farm operation are
examples that require appropriate scales for system designs respectively. Perfor-
mance-based analysis was conducted according to the four-scale territories and
boundary definition, including energy, material and water flows.

5.2 Urban Design Scenario Making

What constitutes design principles for a low energy urban farm system? How do
we define a framework for performance analyses and mapping of energy, material
and water flows to support planning the urban farm? How do we then connect the
scenario making process to design decisions?

A performance-based and urban design oriented PSS model is suggested. It is
grounded by the analysis and mapping of energy, material and water flows in
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cities, which describes how physical urban form functions and operates ecologi-
cally which leads to speculation of its future transformation.

Three concepts were taken for generating scenarios of a low energy urban
agricultural city: First, the productive landscape scenario advocates bringing
productivity back to cities again by restoring top soil surface. It emphasizes the
reconstruction of a symbiotic relationship in neighborhood networks of spaces and
the identification of ‘‘green matches’’ of material exchange and food waste
diversion and networking. Second, the solar city scenario tests how existing urban
blocks surrounding the urban farm optimizes solar energy gain for supporting the
operation of the farm by turning rooftops and building façade surfaces to
renewable energy infrastructure. Third, the hydropolis scenario speculates the
design of a sustainable irrigation system by organizing on-site water treatments
and decentralized rainwater harvesting spaces.

Scenario setting is a creative exercise. They are both strategic and conceptual,
and influential to what would emerge from the framework of representation-per-
formance-scenarios, a set of organizational principles behind the PSS for a low
energy urban agriculture system. The following model suggests a performance-
based planning support system for urban agriculture system design, and to certain
degree, it represents a form of simplification from Steinitz’s model on landscape
planning (Steinitz 2002) (Fig. 3).

The following steps illustrate how the model in processed in GIS platform:
First, the representational model is constructed by identifying the informational
layers. It may include vacant lands as available land resources, solar radiations as
renewable energy resources, rainwater as potential renewable water resources,

Fig. 2 Different scales of system boundaries
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food consumption and food waste as the output and input of the food system.
Second, by organizing a set of analytical tools, such as ArcGIS, IES VE-Ware,
Google Sketchup and E!Sankey (ESRI 2012; Ifu Hamburg GmbH 2012; SketchUp
Team and Technology 2012; Integrated Environmental Solutions Limited 2012),
the performance measures of selected areas are conducted in a systemic way,
including flows of material (food waste), solar energy and water. Third, the per-
formance measures are utilized to evaluate different scenarios, which define pos-
sible trajectories for future development. The scenario modeling will then provide
implications for policy making.

6 Test Case: Performance Dimension of Food and Energy
Flows for Food System Design

In the case Wheat Street Farm at Atlanta, a process was conducted from data
processing and mapping, performance measurement to evaluation of scenarios to
support planning decision making of the low energy urban agriculture system. Due
to the data availability, our study focused on two categories of flows, food and
energy, driven by the intent to reduce carbon emissions.

Fig. 3 Performance-based planning support system
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6.1 Setting Scenarios

Three scenarios were set based on the goals of different levels of reduction in
energy demands and renewable energy production from solar availability mea-
surement from building rooftops.

According to the goal of U.S. Department of Energy’s (DOE) Building America
program, whole-house energy use in existing homes will be reduced by 30 % in all
climates by 2014 and by 50 % before 2017 (US Department of Energy 2012), and
some inspired individuals even aimed to save 80 % of pre-retrofit energy use
(GPICHUB 2012). The goals for energy reduction were then set according to
scenarios of 30, 50 and 80 %. For the solar panels coverage, three scenarios, 20, 50
and 100 % of solar panel installation on rooftops were set. From the reduction of
energy demand and the solar energy supply, the amount of the carbon emissions
could be estimated, which lead to the ratios of carbon mitigation (Table 1).

6.2 Data Mining on Vacant Lands

To support the low energy urban agricultural system, it is essential to identify
resources such as vacant lands as potential sites for accommodating urban farms. The
mapping of land resources provides representational component of the PSS model.

Using 2010 tax parcel GIS data obtained from the City of Atlanta, an indicator
of ‘‘land value and improvement values ratio’’ was defined for land parcels within
a 1 mile radius from the first farm site, in which parcels are considered ‘‘vacant’’ if
the value ratio is greater than 3, ‘‘redevelopable’’ if between 1.5 and 3 and ‘‘sta-
ble’’ if less than 1.5. The categorization indicates a parcel’s economic potential. By
overlaying the permeable surface with land parcels under categories of ‘‘rede-
velopable’’ or ‘‘vacant’’, potential land availability for urban farm system can be
estimated (Fig. 4).

Some indicators were developed for further describing characteristics of
available land resources, including: the Impervious Surface Floor-Area-Ratio (IS-
FAR) used for demonstrating the amount of impervious surface (structure and
driveways) in relation to the total parcel area; the indicator Green Area Ratio
(GAR) for defining the amount of yard space in relation to the total parcel area;

Table 1 Scenario criteria

Scenario Criteria

GAR utilization (%) Contribution of
aquaponics system

Energy demand
reduction (%)

Solar panel
area ratio (%)

Scenario A 5 Low 30 20
Scenario B 10 Medium 50 50
Scenario C 20 High 80 100
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and the measure of building rooftops showing potential space for solar panel
installations.

6.3 Food Flows

6.3.1 Performance Analysis of Food Flows

To track the flows of food and food waste in urban areas, the data of the average food
consumption and food waste production per household were applied. According to
the Food Availability (Per Capita) Data System (U.S. Department of Agriculture
2011) and the 2011 Population Survey from U.S. Census Bureau (2011), the daily

Fig. 4 Within one mile radius: a stable, redevelopable, and vacant parcels (top); b total area and
permeable surface area (middle); c the redevelopable/vacant parcels and the overlay with
permeable surface (bottom)
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food requirement for an average person is around 5 pounds. The amount of food
waste produced per person annually is around 192 pounds (Agency EPA 2008).

There are differences in food types between the daily food requirement from
households and food production from the urban farms. Urban farm productivity
varies. The scope of research is limited to a singular food web based on the
application of acquaponics systems and its food and waste flows in neighborhood
network. A system of the aquaponics systems was designed in the Arkfab project
at the Georgia Institute of Technology (ArkFab 2011) to estimate that a single
aquaponics system with a size of twenty-four feet by seventeen feet would produce
half a ton at each harvest, and 4 tons annually (Fig. 5).

ArcGIS was taken as the major platform in the performance model to integrate
the food flow data with the spatial data at the four-scale territories defined as small,
medium, large and extra-large within the study area. E!Sankey is applied for
visualizing the temporal process for the food flows including the input, output and
the close loops. The results of performance analysis are shown in Fig. 6.

6.3.2 Scenario Analysis of Food Flows

Three scenarios were set in each scale to represent the utilization of different levels
of land availability and different types of urban agriculture (Table 2). As the scale
increases in size, the productivity of urban farm gets more intensified and move to
higher level. Small-scale examples are residential gardens within individual parcels.
To move up to higher productivity of a medium-scale system would include a
community garden together with a greenhouse of aquaponics system. A large-scale
system could be organized around a foodhub, a local food market place and a
community center to nurture farm activity and social wealth, as well as an education
center for future farmer residents within the reach of the hub. Finally, an extra-large
territory represents the surrounding environment that provides solar energy, food
waste and water to support the urban farm operation. The following Fig. 7 shows the
food flows across the four-scale territories under different scenarios.

6.3.3 Discussions on Food Flow

The results show that small-scale operations tend to be unproductive for all strate-
gies, from the levels of the least intense to the most intense ones. The medium-scale
system shows a dramatic increase in productivity by matching more food waste
linkages to reduce the amount of nutrient input from outside. The utilization of
vacant parcels within the area would provide social and economic benefits.

For the large-scale territory, the result shows the highest reduction up to 65 %
of nutrient input from outside. The involvement of greatest number of vacant
parcels for urban farms provides a complex framework for achieving high pro-
ductivity. However, the creation of a self-reliant food hub network at this level
requires more coordination among the participants in the neighborhood. The
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scenario generated at the large-scale territory shows a clear picture of building the
urban food hub framework and promising social and economic benefits that would
allow community to take further action. The extra-large area demonstrated the
larger the system, the higher complexity of the food web framework.

6.4 Energy Flows

Energy flows study in this chapter focuses on the measures of energy consumption
of the residential buildings and the potential solar gain captured by solar panels on
the rooftops. The purpose of this study is to find the potential to reduce carbon
emissions by producing renewable energy from solar and reducing energy
demanded through green building technologies.

Fig. 5 Aquaponics system and greenhouse, images by Hrach Burtoyan (Yang et al. 2012)
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Fig. 6 Performance of food flows across four-scale territories: small, medium, large and extra-
large scales at current conditions
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Table 2 Scenario criteria of food flows

Scenario Percentage of suitable lands
utilization (or GAR) (%)

Scales that includes each type of development

Residential
gardens

Community gardens/
aquaponics systems

Foodhub
system

A 5 S, M, L, XL
B 10 S, M, L, XL M, L, XL L, XL
C 20 S, M, L, XL S, M, L, XL L, XL

Fig. 7 The food flows across the four-scale territories under different scenarios
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6.4.1 Performance Analysis of Energy Flows

A series of tools were integrated, including ArcGIS, Sketchup and IES-VE for
modeling the urban environment in the study area and for measuring the energy
performance including the potential solar energy supply and the energy demand.

The direct and diffuse solar energy are simulated using ‘‘Area Solar Calcula-
tion’’ Tool in ArcGIS 10.0. The annual solar energy that falls on the rooftops of all
the buildings was calculated and converted to potential solar energy supply based
on the assumption of the 17 % conversion rate in solar panels on the building
rooftops. The energy demands of buildings were simulated on IES-VE platform
based on the classification of building types, in which different usages of buildings
generates various energy demand (Fig. 8). The result of energy demand simulation
was defined based on energy intensity ratios, and then compare with the national
average factors (U.S. Energy Information Administration 2003, 2005) (Table 3).
Figure 9 shows how those individual building energy intensity ratio demand data

Fig. 8 Sketchup models with classification of building types (Yang 2012)

A GIS-Based Performance Metrics 239



were applied to GIS platform and turned to mapping according to different levels
of territories.

6.4.2 Scenario Analysis of Energy Flows

Three scenarios of energy flows were proposed based on different percentage of
the rooftops covered with solar panels and various level of energy demand
reduction (Table 4). The comparison of simulated result in energy demand and
solar energy production are turned to GIS mapping based o scenarios generated at
scales from small, medium, large and extra-large territories (Figs. 10, 11).

6.5 Total Carbon Mitigation

Based on the exemplar sites in the four scales, Parcel Area and GAR (Green Area
Ratio) served as to characterize the four scales, and then food productivity, energy
productivity as well as energy demand reduction were estimated by the combined
toolbox of ArcGIS, Sketchup and IES-VE to represent the various performance of
urban environment in current situations and three future scenarios, which conse-
quently lead to carbon mitigation.

With the initiative of food flow reconfiguration by urban agriculture system at
the four-scale territories, the food miles can be reduced from an average of
1,500–56 miles per year using the average food mile data from the study of
Webber and Matthews (2008). Further carbon mitigation could be achieved by the
improvement in agriculture technology, which could bring a considerable amount
of carbon mitigation given that the food production accounts for about 12.5 % of
the overall carbon emissions in US (Pimentel et al. 2005; Webber and Matthews
2008; Bomford 2009).

At the same time, converting food waste into food through community com-
posting could reduce a great amount of carbon emissions comparing to landfills in
common waste management. As indicated by the study of Selincourt (2008), for

Table 3 Comparison of energy demands of different local building types using Sketchup-IES-
VE approaches and national statistics

Building type Estimated energy
demands (Mbtu/1,000 sq.ft)

National factors for
energy demands

Residential Single-family 70 43.7
Multi-family 85

Schools 67 83.1
Commercial 102 89.9
Church 82 43.5
Healthecare 200 187.7
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every ton of food waste, there was 645 kg carbon emissions saved in UK.
Although landfill techniques vary among different countries (Lundie and Peters
2005; Selincourt 2008), Selincourt’s study in UK was taken to estimate the carbon
mitigation of the food waste management in the test case of Atlanta.

The energy flows were reconfigured through two ways. One is to reduce the
energy demand by building technologies and daily behavioral shifts. Another is to
utilize solar energy to replace some of the carbon-related energy supply. The
combination effect of the two ways results in the reduction of carbon emission in
building sector.

Fig. 9 Energy demand mapping in each scale

Table 4 Scenario settings in energy flows

Scenario Percentage of rooftops
covered by solar panels (%)

Percentage of energy
consumption reduction (%)

A 20 30
B 50 50
C 100 80
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By adding up the carbon reduction through different ways, the findings and
results were presented at the extra-large scale (Fig. 12). With different levels of
planning interventions, the performance varies and carbon reduction can reach a

Fig. 10 a. GIS mapping of solar energy gain based on scenarios generated at four-scales
territories: a small; b medium; c large; d extra-large

242 S. J. Quan et al.



Fig. 11 GIS mapping of energy demand based on scenarios generated at four-scales territories:
a small; b medium; c large; d extra-large
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significant level. Scenario C shows how extreme the affect of planning interven-
tions can have on carbon reduction, achieving a rate above 100 %, which means
the maximum performance of such urban agriculture system could go beyond self-
sustained and become a sink of carbon mitigation.

7 Conclusions

A PSS is proposed for designing a low energy urban agriculture system. The
framework contains three dimensions: representation, performance and scenario
making for informing a performance-based urban design process. The Wheat
Street Farm was chosen as a test case to demonstrate the performance-based model
of PSS. Using GIS as a platform to connect tools of performance analysis of
energy and food flows, the research organizes four scales urban data as informa-
tional layers, performance analyses for measuring energy and food flows and such
performance evaluation was conducted under different scenarios.

The findings are encouraging, which go beyond traditional solution-based urban
design and provide a more comprehensive understanding of how an urban agri-
culture system functions and performs. Such results could not be achieved without
a PSS framework. As Batty commented, urban designers need to broaden their
fields of works to include flows and performance (Batty 2012). The PSS model
shows an attempt of this kind to demonstrate how a GIS-based performance metric
reorganizes fragmented information and turned them into useful representational
layers, analysis of performance measures, and scenario planning for making design
decisions for a low energy urban agriculture system.

The performance-based PSS model generates some policy implications to local
governments, which could see the benefits of the low energy urban agriculture
system in the form of increased productivity, and reduction of carbon emissions.
Additionally, it adds economic vitality, new businesses and employment oppor-
tunities to inner city neighborhoods like Atlanta. By applying such a PSS model in

Fig. 12 Scenario generated performance and productivity measures
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its planning process, the city government could introduce performance evaluation
and urban design scenarios to promote more productive sites in urban
neighborhoods.

Non-governmental organizations can also use this PSS model to apply their
agendas to broader urban context. For example, Truly Living Well, a non-profit
urban farm organization in Atlanta could identify potential sites for their future
projects and explore renewable resources from analyses of solar energy and food
waste flows from a PSS model. The agenda for developing a large-scale foodhub
will benefit from the PSS by identifying where the resources are and the paths
toward the sustainable objectives based on the scenarios. It relies on more civic
engagement to turn the objective from ‘‘for the public’’ to ‘‘by the public’’
(Klosterman 2008).

The development of such a PSS model for a low energy urban agriculture
system should be dynamic and interactive. To make the performance metrics more
comprehensive, the performance dimension could be further extended to other
renewable resources such as water, other renewable energy and material flows, as
well as flows of human and financial capital in future research.
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A Comprehensive Review of Existing
Urban Energy Models in the Built
Environment

Saleh Mohammadi, Bauke de Vries and Wim Schaefer

Abstract This review considers previous researches that dealt with energy mod-
elling in the built environment at different urban spatial scales. Up to now, modelling
approaches focus on energy flow simulation in urban area from generation to dis-
tribution and finally consumption. Dependent on the energy flow direction and focus
of these models in urban energy system, they are categorized in three distinct groups:
supply, demand and integrated models. A critical evaluation of each category of
these models based on the same criteria is provided. As a result, some of the main
aspects that are missing in the existing models are highlighted, including: integrated
multilayer models, spatial implications of renewable energy technologies and
integration of simulation and optimization methods.

1 Introduction

Cities as a main consumer of energy resources need to transform from fossil fuel
based energy systems to renewable energy systems to fulfill the renewable energy
ambitions. The built environment with almost 40 % of the total energy demand has
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a substantial contribution in this transformation process. The energy characteristics
of building sector are diffuse and complex. Therefore, comprehensive models are
needed to capture the different aspects of them to support urban planners in
developing integral city transformation plans. Before city councils commit to
significant new energy policy initiatives, they require insight into the possible
consequences of them and improve their understanding of the energy flow in urban
areas. Different models aim to describe these processes and attempt to predict how
it might be changed over time (Keirstead et al. 2009).

Advances to date have been based on predicting the energy demand of groups of
buildings, mostly based on their functions—residential, commercial or industrial—
as distinct categories. These models estimate the energy demand of stocks of
buildings based on extrapolation of results from representative building typologies.
A similar approach was developed for modeling demand in domestic building stock
based on combinations of building type and household composition (Shimoda et al.
2004). On the supply side, modeling availability of renewable energies, particularly,
solar and wind in urban area has a reasonably long history, dating back to simple
computer simulation models to assist site layout planning (Robinson et al. 2007a,
2008). More recently, supply models have focused on evaluation of renewable
energy potentials with geographical information system (GIS) technologies and
remote sensing data. Lately, researchers tend to develop integrated models. Inte-
grated models such as; SEP, LT-Urban, SUNtool, CitySim and SINCITY focus on
the whole urban energy system. The typical goal of these models is developing
design tools for planners to support evaluation of alternative scenarios.

This review provides an up to date overview of the modeling approaches that
are developed to simulate the energy flow in urban built environment. A vast
variety of modeling techniques are used to simulate energy production, distribu-
tion and consumption. These models have different characteristics, strengths,
weaknesses, capability and applicability. They are usually constructed based on
the different assumptions, input data and level of details (Swan and Ugursal 2009).
Accordingly classification of them can be done in different ways. Based on the
spatial and temporal dimensions, cities are composed of several spatial levels, such
as building, neighborhood, district or city that in each level specific factors
influence the energy flow. Therefore, the categorization of energy models can be
done based on these spatial scales (Owens 1986). The most common way of
categorization of urban built environment energy models is based on the appli-
cation focus of these models in the urban energy system. Supply and demand
models are most frequently used. Recently, researchers are interested in devel-
oping integrated models that include supply and demand models. Each of these
models relies on different levels of input data, calculation techniques and different
applicability. A critical review of each of these models is provided based on the
specific criteria including: spatial features (scale and dimension), temporal reso-
lution, simulation approach and analytical method. In this review, in Sects. 2, 3, 4
we discuss the supply, demand and integrated models subsequently. Then we
discuss aspects that are missing in current urban energy models. We finish with
some conclusions.
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2 Supply Models

The first category of energy simulation models in the urban built environment is
related to the supply side of urban energy system. The typical goal of these models
is estimating the potential availability of different kinds of renewable energy
resources in urban fabrics at different spatial scales. This type of models has a
quite long history and come back to the simple computational and mathematical
techniques to aid planners in large scale urban layout planning (Robinson et al.
2008). In recent years the main focus of urban designers and planners in sus-
tainable design of urban environment have been based on the concepts such as
bioclimatic and smart design, building orientation and daylight access that are
more dealing with the efficient use of solar energy either in terms of solar active or
passive design strategies. In this regard modeling availability of solar radiation in
urban fabrics for use by converting technologies or natural lighting has gained
much attention. Accordingly in this part, the main focus of supply models will be
on solar energy simulation models.

Mardaljevic and Rylatt (2003) proposes an approach for evaluating the total
annual irradiation incident on building facades in urban settings based on a physical-
based rendering approach and data-visualization techniques to generate maps of
annual irradiation. The sun and sky irradiation maps are evaluated and the sky
contribution is calculated using realistic, non-isotropic models for the sky radiance
distribution. Compagnon (2004) used a similar approach, but based on pre-pro-
cessing the sky radiance distribution rather than post-processing results for indi-
vidual skies/suns. Moreover, they proposed a methodology to quantify the potential
of facades and roofs located in urban areas for active and passive solar heating and
photovoltaic electricity production in London. Solar irradiation and illuminance
values obtained through numerical simulations form the core part of the method. In
an integrated approach with GIS, Gadsden et al. (2003) developed a general
methodology of solar energy planning for energy advisers that determines the
potential for generating solar energy. The methodology identifies suitable dwellings
for installing solar panels and quantifies the potential energy savings and reductions.

In a European project, Sustainable Urban Neighborhood Tool (SUNTool) was
developed using a slightly more computationally accurate way of simulating
irradiation with a cumulative sky. The researchers proposed a technique, which
produces annual irradiation images using the popular ray-tracing tool RADI-
ANCE. This involves the use of a pre-processor, which generates a cumulative sky
radiance distribution that the ray-tracing program can reference to at run time
(Robinson and Stone 2004). The cumulative sky may be described in terms of
either a global radiance distribution for a discretized sky vault or a diffuse dis-
cretized radiance distribution with either hourly or a statistical subset of suns.

Recently new data extraction and acquisition technologies from aerial images
such as Remote Sensing and Light Detection and Ranging have been used in urban
planning domain. Agugiaro et al. (2011) use these technologies for estimating
solar radiation on building roofs in a complex landscape area. The approach was
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based on a multi-scale solar radiation estimation methodology that combines 3D
data, ranging from regional scale to the architectural scale. Moreover, they present
a very high-resolution geometric model of the building roofs by advanced auto-
mated image matching methods. Models are combined with raster and vector data
sources to estimate the incoming solar radiation hitting the roofs (Agugiaro et al.
2012). Based on the POLYCITY project, Strzalka et al. (2012) develop a four-step
methodology that uses Laser Scanning data along with Geo-Media for finding the
potentials of rooftops for the PV-system. These steps include; collect the laser
scanner data, introduction of a GIS software tool as an interface to visualize data,
estimate the suitable roof areas and calculate the solar roof potential for producing
the electrical energy from the PV-systems. Estimating the potential of urban scale
implementation of reflective roof materials in built environments for estimating
the potential energy saving is another research field, which is considered in recent
years. Jo et al. (2010) develop a methodology for assessing the potential capacity
of installing reflective roofs in an urbanized area. In this methodology, remote
sensing image data combined with a building energy models to quantify the
rooftop reflectivity and predict the potential electricity savings. Based on matching
energy supply and demand in urban areas, Vettorato et al. (2011) developed a
three-step framework to compare the potential supply of renewable energy tech-
nologies and the energy demand of buildings at local scales.

Table 1 shows the main characteristics of the reviewed supply models.

Table 1 Characteristics of reviewed supply models

Features
Models

Years Spatial scale Spatial
analysis

Temporal
dimension

Renewable
energy sources

Analysis
method

Mardaljevic 2003 City 3D Annual Solar radiation and
natural light

Simulation

Gadsden 2003 City 2D Annual Solar thermal
energy and
electricity

Simulation

Compagonen 2004 Neighborhood 3D Monthly Solar radiation and
day light

Simulation

Robinson 2004 Neighborhood 3D Hourly Solar radiation,
Water, Waste

Optimization

Agugiaro 2011 Regional 3D Daily Multi scale solar
radiation

Estimation

Carlson 2011 City 2D Monthly Solar reflectivity Simulation
Vettorato 2011 Regional 2D Annual Solar radiation,

biomass,
geothermal

Simulation,
Optimization

Strzalka 2012 District 2D Monthly Solar electricity
energy

Optimization
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3 Demand Models

Around 40 % of the total energy demand in urban area is consumed in the built
environment (Sunikka 2006). Hence fulfilling any energy ambitions requires a
considerable transformation of the current pattern of energy use in this sector. In
general energy demand models focusses on the evaluation and estimation of
energy consumption in built environment. Building energy characteristics are very
broad and complex issue and in simulation and estimation need to consider a wide
range of aspects such as physical, constructional and behavioral characteristics in
different spatial and temporal levels. This review based on the econometric and
engineering approaches attempts to highlight more physical and constructional
aspects of urban built environment. Behavioral considerations and policy impli-
cations associated with it are beyond the scope of this study. To date, researchers
use two fundamental different classes of modeling techniques for estimating
energy use in the built environment; the top-down and bottom-up techniques
(Bohringer et al. 2007). Recently spatial evaluation of the energy demand has been
added incorporating new data collection techniques. In the next subsections, each
of these approaches is elaborated in more detail.

3.1 Top-Down Approach

The top-down modeling approach works at the aggregated and macro level, and
treat the built environment as energy sink (Swan and Ugursal 2009). These models
tend to be used to investigate the interrelationships between the energy sector in
urban area and other aspects such as economy and socio-demographic character-
istics of the large scale (Kavgic et al. 2010). A variety of variables can be used in
these models, such as socioeconomic variables, climatic conditions, stock building
construction rates etc.

These models are categorized into two main subgroups, econometric and
technological models. Econometric models as evident from their names are based
on interconnection between energy use with socioeconomic variables to examine
the connection between the energy sector and economic output. Technological
models examine the energy consumption to more detailed technological and
physical characteristics of the built environment that influence energy use, such as:
saturation effects, technological progress, and structural change (Johnston 2003).
The use of these approaches come back to the energy crises of the late 1970s, when
researchers try to investigate the impacts of the energy price and changing in
consumption patterns on the end user behaviors in high spatial levels (Swan and
Ugursal 2009). The first types of these models were more econometric models
based on statistical data that energy consumption expressed as a function of simple
econometric variables. Hirst (1978) proposed a U.S. residential annual energy
consumption model that is based on the economic and housing ownership changes,
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and the model has developed into an economic model including housing owner-
ship and technical parameters. His work was developed over the following years
and resulted in an econometric model, which had both housing and technology
components (ONeal and Hirst 1980). Saha and Stephenson (1980) developed an
engineering-economic model to simulate residential energy use in New Zealand
that is sensitive to major technological, economic and demographic determinants.
Based on Genetic Algorithm (GA) the Energy Input Estimation Model was
developed by Ozturk et al. (2004) that used to estimate Turkey’s future residential-
commercial energy input demand based on GDP, population, import, export, house
production, cement production and basic house appliances consumption figures.
This model estimates the future projections on energy consumptions and examines
the effect of the design parameters on the energy input of the sector. To support the
decision-making process by benchmarking of the environmental performance of
buildings between real-estate managers and municipal administrations, Tornberg
and Thuvander (2005) present a GIS implemented energy model for the building
stock in the city of Goteborg. Energy data comprises energy source and amount of
energy used for heating, hot water, and electrical appliances.

3.2 Bottom-Up Approach

The bottom-up models are built up based on the data on an individual level to
investigate the contribution of end user on energy usage in urban and regional
level. These models can be used for simulation of energy use for individual
occupants, building or groups of buildings and then extrapolate results to represent
the city or region, based on the representative weight of the modeled samples
(Yamaguchi et al. 2007). As the bottom-up models work on a micro level, thus for
evaluating the energy use, they need extensive databases of empirical data to
support the description of each user (Shorrock and Dunster 1997). Advances to
date in the use of this modeling approach have been based on evaluating the
energy consumptions of groups of buildings (residential, commercial or industrial
buildings) as distinct categories. Michalk et al. (1997) developed a structural
model for energy use in the residential sector whose customers were segmented
into four main categories. The model provides energy-use patterns for each cat-
egory of customers for selected customer samples. Lariviere and Lafrance (1999)
present a statistical model that establishes a relationship between the annual
electricity consumption per capita and some variables which characterize a sample
of Canadian cities, include, urban density, demography and meteorological data. In
the UK Jones et al. (1998, 2007) develop a model to estimate the energy demands
and associated emissions for a municipality’s stock of buildings based on the
extrapolation of results from 100 representative building typologies for the case
study site of Neath and Port Talbot. Using a same approach, Shimoda et al. (2004)
proposed an energy demand model for Osaka city based on the occupants’ sche-
dule of living activities, weather data and energy efficiencies of appliances and
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dwellings. By summing up the simulation results for various household categories,
total energy consumption in the residential sector estimated. A significant differ-
ence in this model is incorporating occupational characteristics such as occupants’
presence and use of appliances in the modeling using detailed survey statistics.
Yamaguchi et al. (2003) develop a bottom-up approach based on the construc-
tional features and occupancy characteristics. It provides insights into the changes
required in all the components of urban energy systems from the equipment level
to the entire building and systems level. Moreover, Yamaguchi et al. (2007)
increased their scale of analysis to the city scale and proposed a general meth-
odology based on the prototypical approach. In this methodology, in general
building stock is divided into several categories based on the physical or behav-
ioral characteristics and then energy use for each category is quantified using
prototypical buildings that representing a whole building stock category. The
model revealed how the classification of building stock according to a number of
building properties improves the accuracy of the simulation model. To optimize
the generation and distribution of energy in district heating/cooling systems and to
predict accurate energy demand profiles, Kim et al. (2009) developed a detailed
building simulation technique based on the location, orientation and configuration
variables that was employed for the prediction of individual building energy load
patterns. The model shows that the effect of model resolution is more evident in
the winter, the effect of building orientation is clearer in summer, and the effect of
shade from adjacent buildings is greater in winter.

3.3 Spatial Evaluation of Energy Demand

The energy demand of building sector can be evaluated quickly and robustly
without costly on-site measurements (Rylatt et al. 2003). This part reviews inte-
gration of urban energy demand models with new technologies in data extraction
and management in urban planning domain i.e. Geographical Information Systems
(GIS) and Remote Sensing. It demonstrates how these technologies can be
employed to facilitate the acquisition and extraction of building data and spatial
parameters from the plan form of buildings. These tools fulfill the large data
requirements of urban models without the need of visual inspection and long
survey of the properties (Jones et al. 2007). Rylatt et al. (2003) introduced a
prototype general domestic energy modeling approach to the estimation of so-
called baseline energy consumption. It shows how useful data relating to the plan
form of dwellings such as the plan form and its area, the size of the perimeter, the
exposed perimeter size, the built form type and the orientation can be derived from
digital maps to use in energy analysis. Heiple and Sailor (2008) combine annual
building energy simulations for city-specific prototypical buildings and available
Geospatial data in a GIS framework for estimating hourly energy consumption
profiles in the building sector at spatial scales down to the individual parcel. Based
on a systematic approach, Mavrogianni et al. (2009) combines GIS databases and a
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modified version of the Standard Assessment Procedure algorithm to estimate the
space heating demand of urban domestic energy users for exploring the impact of
urban built form on the levels of domestic energy consumption in London.
Comparison of the model outputs with top down energy statistics for annual
household energy consumption indicates that the model ranks areas based on their
domestic energy demand with relative success. Recently most researchers tend to
use sophisticated spatial models in their simulations i.e. 3D modeling. Beginning
in the early 1990s, first 3D city models were built to have a 3D representation of a
city (Lippold 2010). Until today, the establishment of a comprehensive 3D model
is still the focus of many researchers around the world. Nowadays by employing
high quality remote sensing data, technology capability has reached a level where
3D analysis can be achieved much easier. Beside that cloud computing infra-
structures and software applications technology provides a solid and improvable
base for 3D and sophisticated analysis (Robinson et al. 2007a, 2008). As a result,
3D city models can be applied as a promising tool for energy evaluation on large-
scale areas. Strzalka et al. (2010) develop an urban energy management tool to
evaluate the heating demand of urban district and analysis appropriate measures to
improve the building energy performance. For this purpose, a method was
developed that enables an automatic extraction of the building’s heating volume
from a Geo-information system. LAIDR technology was used to extract the
buildings volume, building footprints and the measured building heights and
finally allows generating a 3D city model of the analyzed area. Based on this 3D
model required data for analysis in terms of input file is generated. Table 2 shows
the main characteristics of the reviewed demand models.

4 Integrated Modeling Approach

Modeling of urban energy system into separate parts will not cover all aspects of
the issue; therefore, modelers tend to develop a more holistic model of this system.
In urban scale, due to the complex structure of urban systems and plurality of
constituent elements, simulation of system and their subsystems are involved with
a variety of complicated and interrelated features. As a result, for comprehensive
modeling in urban level even on a small scale, a large number of aspects such as
spatial, functional, socioeconomic and technological variables should be taken into
account. Hence the number of permutations is overwhelmingly large and the
probability of identifying an optimal combination of these variables, increasingly
reduced (Robinson et al. 2007a).

To date, the use of integral scenarios and models in evaluating urban energy
performance are in the initial stages of development. Recently, some preliminary
energy-economy optimization models-encoded with a set of structured, self-con-
sistent assumptions and decision rules-have emerged as a key tool for analysis of
energy at the national and international scales. For investigating the interrela-
tionships between buildings, transport and industry in urban area based on the
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energy supply and demand, Jones et al. (1998, 2007) develop Energy and Envi-
ronmental Prediction (EEP) model. EEP is a kind of environmental auditing and
decision-making tool, which is based on GIS techniques and unified urban sub-
models—housing, non-domestic, industry and traffic—to establish energy use by
these sectors. Solar Energy Planning (SEP) was proposed by Gadsden et al. (2003)
to establish the baseline energy consumption of domestic properties. It determines
the possible potential for reducing demand using the three key solar technologies;
passive solar design, solar heating panels and photovoltaic panel systems. As in
these models, the analysis performed based on the 2D maps, the spatial variables in
analysis were partially superficial. As part of European Union funded project, Ratti
et al. (2000) develop LT-Urban model as a tool to support urban-scale building
energy modeling by interfacing a simplified building energy model with image
processing techniques to improve the scale of evaluations. By employing tech-
niques from image processing and the Geo-sciences, an algorithm has been
developed to derive the necessary urban form variables such as built up area,
facade orientation and obstruction angle of the sky from digital elevation models.
Although in this model 3D spatial model were used to assess the impacts of urban
form on the acquisition of solar energy, but diversity of variables for identifying an
optimal configuration of urban layout was very limited. Brownsword et al. (2005)
based on linear programming develop an urban energy optimization model using
energy supply data for solar photovoltaic and postal code information that simu-
lates spatial and daily variations in energy demand. A linear programming opti-
mization module was used to identify the most cost-effective measures to achieve
specified energy reduction targets.

In a collaborative effort and in terms of a European project, SUNtool was
developed as a decision support system for designers to optimize the environ-
mental sustainability of master planning proposals (Robinson et al. 2007b). It was
based on the integrated resource flow modeling of buildings of disparate uses. For
considering of all energy aspects in neighborhood level, four sub models; radiation
exchange modeling, reduced thermal modeling, stochastic modeling of occupant
presence and urban plant modeling was embodied in it. Later, CitySim was
developed to provide more sophisticated simulation of resource flows at neigh-
borhood levels (Kampf and Robinson 2008). Its aim was support designers to
optimize the performance of new and existing urban developments based on more
spatial parameters. In this model, as the spatial variables of an urban development
is infinitely large, a microsimulation model of energy flow are coupled with an
evolutionary algorithm to identify a subset of urban design variables that have
been parameterized. Such method was robust, but spatial scale of the model was
still limited. In a more technical model, Girardin et al. (2010) developed EnerGIS
as a GIS based urban energy model that simulate with sufficient detail the energy
service requirements of a given geographical area to allow the evaluation of the
integration of advanced integrated energy conversion systems.

Various studies have shown that energy flow in urban area is associated with city
structure and urban form. However, this connection makes a paradox between
demand and supply sides. On one hand, densification of cities reduces transportation
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and buildings consumptions whereas on the other hand, densification has a negative
impact on urban microclimate and renewable energy potential. Based on this
assumption, Bonhomme et al. (2011) develop MORPHOLOGIC model that is a GIS
platform, which calculates solar potential using a simplified model of shadows and
evaluates the energy consumption of city blocks and allow urban planners to eval-
uate the best urban form to reduce GHG emissions. Energy is essential to the
delivery of urban services. Integrating the urban layout models with the socioeco-
nomic structure of the city to evaluate energy performance is a new challenge in
integrated models that has a great potential for future researches. As an initial effort,
SynCity was developed for integrating these two urban modeling approaches. In this
model different aspects of urban energy system including; the layout of a city, the
socioeconomic structure of it, activities, energy carriers and technologies are inte-
grated. This synthetic toolkit, facilitate the integrated modeling of urban energy
systems across all of the issues that related to the energy supply and demand in the
city (Keirstead et al. 2009). Table 3 shows the list of these models along with the
main criteria that used for evaluation of them.

5 Discussion of the Reviewed Models

From this review, it is evident that already there is a wide range of urban energy
models. They are quite diverse in terms of spatial and temporal scales, energy side
focus, analysis variables and methodological approaches that used for simulation.
This review, without going too much into detail provides an overview of these
models. By disaggregating, the energy models based on the energy flow direction
and in terms of their main distinctive features, a consistent framework was pro-
vided for examining the different energy models. In this section their applications
and development status is discussed.

5.1 Supply and Demand Models

The initial supply models were simple models for evaluation of solar passive
strategies in urban built environments. But gradually, and with the emergence of
other new renewable energy technologies, these models became sophisticated.
Recently, a new computational technique is used, which produces daily/monthly/
annual irradiation images using ray-tracing tools such as RADIANCE. In addition,
by employing technologies such as Remote Sensing (RS) and Light Detection and
Ranging (LIDAR), urban modelers could utilize a huge data extraction and
management in evaluation of the availability of renewable energy resources in
complex urban forms and morphologies. However, the sophisticated supply
models, particularly based on the three-dimensional spatial models, are still in its
early stages.
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Each of the top-down and bottom-up energy demand models has their own
strengths and weaknesses. Top-down approaches are comparatively easy to
develop; as their developments are more based on the limited historical infor-
mation about energy use pattern and macro-socioeconomic variables. However,
these models are not able to provide an explicit representation of the final end-
users in details and give a coarse analysis of energy use in the urban area. Bottom-
up techniques can provide a connection between end-users on individual level with
macro-socioeconomic indicators on urban level. As these models are based on the
details on individual level, it is possible to consider micro variables related to the
physical and behavioral characteristics of buildings and households, along with
macroeconomic variables in different scenarios. However, these analyses require
an extensive database of empirical data on energy use which the quantity and
quality of these data could threaten the validity of these approaches. Acquisition
and extraction of the physical and constructional data of buildings from the digital
maps and aerial images has established a great chance to fulfill the large data
requirements of urban bottom-up models without the need of visual inspection and
long survey of the properties. This approach provides a quick and robust method,
without costly on-site measurements, but still needed sophisticated 3D models and
advanced techniques to extract appropriate spatial and geometrical variables.

5.2 Integrated Models

This review shows that each of the existing integrated models only addresses some
specific parts of the whole urban energy system. Despite the diversity of
approaches that are highlighted by the review, a number of common challenges
such as sophisticated spatial variables, problem specific and data intensive,
availability and credibility of data, policy relevancy and integrated multi-layer
models can be identified.

5.2.1 Towards Integrated Multilayer Models

One of the major challenges involved in the development of integrated models is
capturing the interaction and dynamics between different spatial scales and
developing appropriate models that can capture these dynamics in macro and
micro levels. It was observed that current integrated models are strictly constrained
to one spatial scale such as building, neighborhood, district or city. In reality,
energy consumption depends on different variables at different spatial scales. By
constraining the simulation to one of these scales, all other variables that have
effects at other scales, are faded out. Nowadays, for modeling at both macro and
micro levels, reference models are available. On macro level, Top-down approa-
ches such as Econometric or Statistical models have provided aggregate results.
On micro level, Building Energy Performance Simulation Tools such as ESP-r,
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ECOTECT and DOE-2 more deal with single buildings and do not address the
upper spatial levels. Therefore, an integrated approach that allows examining the
interaction of these levels is still missing.

There are two promising approaches for modeling this complexity; on the
macro level, aggregate dynamics models and on the micro level, microsimulation
and agent-based models. Aggregate dynamics models such as System Dynamics
help us to understand the behavior of urban systems over time with use of internal
feedback loops, time delays and stocks and flows, demonstrate how even seem-
ingly simple systems display complexity and nonlinearity. Agent Based Models
are computational methods that enable researchers to create, analyses and exper-
iment with models composed of agents that interact within an environment. Agents
perceive their environment and other agents; make decisions following some rules,
and act, possibly changing the environment in the process. Most of the complex
phenomena that happen in cities due to the interactions between agents and also
environment can be addressed by this approach. In urban area, the interactions of
agents at the micro scales and emergent patterns from them on the macro scale
(bottom-up), and interactions from the upper scales into the agents (top-down) can
be simulated with these approaches. While these approaches integrate with the
energy models, it is possible to simulate energy flow in urban areas at different
spatial levels.

5.2.2 Spatial Implications of Renewable Energy Technologies

The close interrelation between energy and space becomes obvious by looking at
the historical development of cities, where almost 85 % of the worldwide energy is
consumed. Today, these interactions have accelerated with the growing trend in
the adoption of renewable energy technologies in supply side. Unlike the fossil
fuels that are more based on the underground sources and have no significant
spatial effects, renewable energy technologies have spatial and functional impli-
cations. Urban energy transition requires implementation of huge volume of these
technologies in the urban area and consequently affects the spatial and functional
structure of cities. Current models address the energetic effect of these technolo-
gies. However, this is just part of the analysis and it is of equal interest to consider
the spatial aspects of these technologies as well. Recently, much progress has been
made in urban spatial modeling. Spatial transition models concentrate on pre-
dicting how a city evolves over time under different policies and are commonly
found in the area of land use/land cover and urban growth modeling such as
OPUS/UrbanSIM, CommunityViz and TRANUS. Through these approaches, the
urban system is considered as a complex system which is focused on space and
time. Such models can establish robust platforms to incorporate energy models to
demonstrate spatial implications.
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5.2.3 Simulation and Optimization Methods

Simulation on urban scale involved with various aspects such as spatial, social,
economic, technological and environmental issues over time. Therefore, simulat-
ing any issues, even at a small scale requires considering large number of vari-
ables. Analyzing of these variables and the possibility of identifying an optimal
configuration to them based on the conventional computational methods such as
statistical, mathematical or manual trial and error are not too realistic. As shown in
Tables 1, 2 and 3, different simulation and optimization analysis methods already
have been applied. Simulation methods such as System Dynamics, Statistical
methods on macro level and Agent Based Models (ABM) or Microsimulation
methods on micro level are the main candidates. Optimization methods such as
Econometric approaches and Multi Objective Optimization Models including
linear or nonlinear programming and genetic algorithms are also applied.

6 Conclusions

In this review, three main approaches that are used to simulate energy flow in urban
area have been examined. The goal is to provide an up to date overview of them. The
evaluation has been done based on the energy flow direction and the application
focus of these models in the urban energy system. Accordingly, three main distinct
categories of models were identified, including: supply, demand and integrated
models. Each of these categories uses different assumptions and simulation tech-
niques and relies on different levels of data. A critical review of these models is
provided. Finally, some of the main issues that are missing in these models are
highlighted, which open up new lines of research for researchers. These issues
should be considered and integrated in developing new urban energy models in built
environment to help designers and planners in simulating and optimizing their urban
energy proposals in a more comprehensive way. These new challenges are:

• Integrated multilayer models.
• Spatial implications of renewable energy technologies.
• Integrated simulation and optimization methods.
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A Procedure Using GIS to Analyze
the Access by Non-Motorized Transport
to Transit Stations

Fernanda Borges Monteiro and Vânia Barcellos Gouvêa Campos

Abstract This paper presents a procedure to analyse the quality of the urban
space on the vicinity of public transport stations. This procedure evaluates walk
and bicycle paths near the stations based on indicators mainly related to the
physical characteristics of these paths. To define these indicators, a bibliographical
review and a survey research in subway stations in Rio de Janeiro, Brazil were
developed. From this survey, the distances travelled by users to the stations were
evaluated and the attractive factors of walk and bicycles trips around them were
identified; finally, based on these indicators, a spatial analysis of paths around a
transit station is presented. For the spatial analysis, a Geographic Information
System (GIS) was used. The resulting maps indicate the quality levels of the walk
and bicycle paths.

1 Introduction

For achieving sustainable mobility, it is important to encourage the use of non-
motorized and public transport. The quality of urban space around public transport
stations can be an important factor to encourage the access of non-motorized
transportation, especially by foot or by bicycle. In many situations, the best way to
increase the use of public transport, instead of automobile use, is to improve
pedestrian facilities and cycling conditions to access the stations.

Thus, the integration of public transport systems with non-motorized transports
could be the basis for increasing sustainable mobility. However, in order to
achieve a successful integration, it is necessary to analyze aspects associated with
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non-motorized transport modes like the quality of walking and cycling paths. It is
also important to identify factors that encourage people walk or bicycle to station
in their daily journey for work, and the characteristics of urban environment that
generate and incentive the walking habit.

In this context, a procedure was developed for spatial analysis of the urban
space on the neighborhood of transport stations. This procedure evaluates different
pedestrian and cyclist paths to access the stations, based on criteria related to the
physical characteristics of these paths. For defining such criteria, a literature
review about walkways and bicycle facilities was developed and a survey research
based on these criteria was conducted in subway stations in Rio de Janeiro, Brazil.

2 Literature Review

The spaces for the traffic of pedestrians and cyclists should be planned and
designed in order to maximize their safety and comfort during their diary trips. The
quality of non-motorize transport path includes its continuity, attractiveness and
convenience of routes, including elements that involve several factors as the
distance to be traveled, the gradient of the track, the conditions of sidewalks, the
straightness of the route and any other factor to facilitate walking and cycling.

The main difficulty related to the quality of urban spaces is the definition of
instruments that can be applied to evaluate the adequacy of the conditions of walk
and cycle paths. In the literature, there are important methods and criteria for
assessing these spaces. For assessing pedestrian space, Fruin (1971a, b) has pro-
posed a method, based on the methodology for roadway level service. This author
proposes to qualify the pedestrian facility by studying parameters such as: human
anatomy, field of view, comfortable distance between bodies, walking down stairs
and psychological perception of urban space. Years later, in 1985, the reference
manual on practical design of roads, the Highway Capacity Manual—HCM (TRB
1985) was supplemented with a guide for the pedestrian to elaborate the design of
sidewalks, based on the methodology of Fruin (1971a).

In 90 years, Sarkar (1995) tried to make sidewalks safe for urban intersections
and user groups considered vulnerable. Dixon (1996) developed a method to
evaluate the spaces allocated for pedestrians on roadways. This work include
qualitative methods to measure some subjective variables, such as security, safety,
comfort, convenience, continuity, system coherence and attractiveness.

The methodology of Kristy (1995) Ferreira and Sanches (2001) and Leslie et al
(2006) have in common the evaluation of the qualitative elements of pedestrian
spaces, according to the perspective of users. In these methods, performance indi-
cators were used to measure the quality of the sidewalk, based on subjective vari-
ables such as visual attractiveness, comfort, system continuity, safety and security.

In the case of cyclists, most of the methods are based on the work of Landis
(1994), Davis (1987), Sorton and Walsh (1994), Epperson (1994) and Landis et al.
(1997). Until 1980 the factors commonly used to quantify the quality level of
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service offered to cyclists were: speed, freedom to maneuver, traffic interruptions,
comfort, convenience and safety (Epperson 1994). After 1980, some works have
been developed based on the conditions of the roads (Epperson 1994; Sorton and
Walsh 1994; Dixon 1996; Landis et al. 1997) using the following evaluation
criteria: traffic volume, bandwidth, speed limit, pavement condition and location of
the pathway (Turner et al. 1997). Only with the methods of Hunter et al. (1995)
and Wang and Nihan (2004) the accident risk has been considered on the analysis.

Gatersleben and Appleton (2007), reviewing the literatures about cycling to
work, verified that the common factors that prevent people for cycling are travel
distance, traffic safety, heavy traffic, physical condition, pollution, bad weather and
the working clothes that many times are not appropriate for cycling.

A well-developed cycle ways infrastructure combined with bicycle parking at
stations may improve the accessibility of public transport for cyclists, and hence,
provide a attractive alternative to the use of car (Martens 2004, 2007).

In the handbook ‘‘Cycling-inclusive Policy Development’’ (Kuijper and
Braakman 2009, Chap. 5), the authors define five main requirements for bicycle
infrastructure:

1. Perception and being able to ride side by side create requirements in terms of
attractiveness and comfort.

2. Minimizing resistance requires comfort and directness.
3. Optimizing mental capacity and allowing enough free space requirements in

terms of comfort and safety.
4. Cyclists’ vulnerability creates requirements in terms of safety.
5. The need for complete, understandable cycling infrastructure creates require-

ments in terms of coherence (or consistency).

The authors of this handbook consider that, if the minimum level of one or
more of the five requirements cannot be met, the infrastructure must be modified.

3 The Survey Analysis and the Criteria
for Spatial Analysis

Based on the literature review, a survey was prepared to interview subway users.
The main reason for this survey was identify the transport used to access stations,
the distances and time spent and the user’s perceptions walking or cycling to the
station. Studies developed by subway showed that 65 % of subway users walk to
the stations, and only 0.2 % cycling.

The survey was performed in three subway stations in Rio de Janeiro: Ipanema,
Pavuna and Colégio. Ipanema and Pavuna stations are located at the end of two
lines and Colegio is one of line 2 stations between Pavuna station and the down-
town. The map on Fig. 1 shows the subway lines and stations. At these subway
stations, between 7:30 a.m. and 11:30 a.m., 390 users were interviewed at the board
platforms. About 125 of the interviewed people arrived at the station by foot.
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Part of the survey was designed to identify difficulties or impossibilities of
travel by foot or by bike. Table 1 presents the main difficulties in using each of
these modes. The common problem pointed by users was the distance to the station
or the conditions of the path, as expected, based on the literature review. It was
also noted that most of those who walk to the station had its origin no more than
1.5 km far from the station and those who use bike mostly traveled a distance of
5.5 km.

These distance values of walking and cycling are important to define the area
around the station that should be improved in order to incentive the subway users
to access the station by foot or by bicycle.

Fig. 1 Subway lines in Rio de Janeiro
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4 Proposed Indicators

From the literature review summarized on Sect. 2, and based on survey answers,
four indicators were defined as those who have major influence in the decision to
walk and cycle to the station (Monteiro and Campos 2012). These proposed
indicators are related to the infrastructure and environment of the sidewalk and
bicycle paths around stations. Tables 2 and 3 present these indicators and the
criteria proposed to be used in their evaluation.

5 The Spatial Analysis Procedure Using GIS

This paper proposes a procedure, based on the use of GIS, to evaluate the paths
used by pedestrians and cyclists to access the stations. This procedure aims to
qualify the segments of the possible paths to stations checking those with low

Table 1 Difficulties for
accessing the station by
foot or by bicycle

For pedestrians Poor sidewalk pavement (holes, puddles, etc.)
Lack of safe crossings (crosswalk and traffic

lights)
Public insecurity (assaults)
Insufficient lighting
Physical disability (age, disease, etc.)
Distance to the station

For cyclist Bad conditions of the cycle path
(holes, puddles, etc.)

Public insecurity (assaults)
Cannot take the bike in the wagon
Lack of cycleways
Distance to the station

Table 2 Pedestrian space:
proposal indicators and
criteria

Indicators Criteria

Facilities for
pedestrians

Presence of sidewalks on both sides
of the street

Effective width of the sidewalk
Quality of sidewalk pavement
Presence of trees
Street lighting

Accessibility
and mobility

Access ramps on the pedestrian
crossroads

Sidewalk with tactile floor
Visual and audible signaling at pedestrian

crossings
Gradient of the sidewalk

Safety Safe pedestrian crossings
Security Presence of police officers on the streets
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quality and will need some improvement to attract walking or biking access. The
analysis must be done separately for pedestrians and cyclists.

The procedure for spatial analysis of walking and cycling paths comprehends
four steps:

Step 1 Obtain a map of the neighbourhood region where stations are located
Step 2 Define a radius around the stations and evaluate each criteria for each

segment inside the radius. For walking path, each variable should be
measured in each segments of street in the 1.5 km radius from the station.
For cycling path, the segments should be assessed in the 6.0 km radius
from the station. These radius values were defined based on the results of
the survey.

Step 3 Normalize each criteria value on a scale from 0 to 3, and definition of the
indicators values and quality index for each segment.

For the normalization, the process proposed by Eastman and Jiang (1996)
using interval range [0.3] should be applied. These authors present a
simple form for criteria standardization, which is a linear variation, defined
by equation:

Xi ¼
ðRi � RminÞ
ðRmax � RminÞ

� range value

where:
Xi normalized value
Ri criteria value to be normalized;
Rmin minimum value of the criterion
Rmax maximum value of the criterion;
Range value 3,0 (to have values between 0 and 3)

To define a quality index for each street segment, first the value of each
indicator should be calculated. This is obtained by the average of all
criteria values, based on the normalized values of the 11 variables for

Table 3 Cyclist space:
proposal indicators and
criteria

Indicators Criteria

Facilities for
cyclists

Presence of bicycle lanes
Effective lane width of the bicycle lanes
Quality of lane pavement
Presence of trees
Street lighting

Accessibility
and mobility

Access ramps on the curb at intersections
and near stairways

Gradient of the bicycle lanes
Safety Safe crossings

Distance from de vehicle flow
Flow vehicle density

Security Presence of police officers on the streets
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each segment. Finally, the quality index per segment is defined by the
average of the values of the four indicators (see Tables 2, 3).
Quality index values from 0 to 1 means that the segment has bad con-
ditions, values between 1 and 2, good condition, and more than 2 indi-
cated that it has optimum conditions for the pedestrian or cyclist.

Step 4 Development of a map representing the index of each street segment. It is
necessary a color scale for each value to be represented.

For index value less than or equal to 1 (one), the street segment is
highlighted in red, for indices between 1 and 2, the color is blue and for
indices larger than 2 the color is green.
The Tables 4 and 5 present each criterion and its respective measures.
Some criteria are binary variables (value 1 or 0), indicating if the char-
acteristic related to the variable does exist or not. For others, such as the

Table 4 Pedestrians variables and respective measures

Pedestrians Measures

Indicators Criteria max min

Facilities for Pedestrians Sidewalks on both sides of the street 2 0
Effective width of the sidewalk 2.0 0
Quality of sidewalk pavement 100 0
Presence of trees 100 0
Street lighting 100 0

Accessibility and mobility Access ramps on the curb at pedestrian crossings 1 0
Sidewalk with tactile floor 1 0
Visual and audible signaling at pedestrian crossings 1 0
Sidewalk with low gradient 1 0

Safety Safe pedestrian crossings 1 0
Security Police officers on the streets 1 0

Table 5 Cyclists’ variables and respective measures

Cyclists Measures

Indicators Criteria max min

Facilities for cyclists Presence of bicycle lanes 2 0
Effective lane width the bicycle lanes 2.5 0
Quality of lane pavement 100 0
Presence of trees 100 0
Street lighting 100 0

Accessibility and
mobility

Access ramps on the curb at intersections and near
stairways

1 0

Street segment with low grade 1 0
Safety Safe crossings 1 0

Cycle way segregated from the traffic flow 1 0
Low traffic of vehicles 1 0

Security Police on the streets near the bicycle lanes 1 0
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regularity of the pavement, the values are defined as the percentage of the
segment of walk and cycle ways on good conditions. A detailed descrip-
tion of each criterion is presented by Monteiro and Campos (2012).

6 An Example of Application

The proposed procedure was applied in the region around Ipanema/General Osório
station. First, the segments around the station were analyzed in loco and all
variables (for walking and biking) were measured. An example of this analysis is
showed on Table 6. This table presents the analysis of the segments on Jangadeiros
street in neighborhood of Ipanema station.

Figure 2 presents the map around Ipanema (Gal. Osório) station and 1.5 km
surrounding streets. Figure 3 shows the map resulted by the procedure, e.g., the
quality index of each analyzed street segment for walking, represented by colors,
from ArcGis Desktop 9.3 software.

On Fig. 3, we can note that almost all streets around Ipanema station present
good condition for walking. Only three street segments present bad quality. In fact,
this map allows a visualization and easy identification of the situation for walking
access around the station.

Figure 4 show the result of the analysis for cyclist. In Ipanema neighborhood,
there is a cycle way which has a good infrastructure (green segment). However, the
existent cycle way is not connected to the subway station and the others street
segment have bad condition to cyclist.

Fig. 2 Street map around Ipanema station
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We emphasize that this example application was only made, around Ipanema/
General Osorio station with the objective to evaluate the applicability of the
procedure.

Fig. 3 Spatial analysis of the street segment in access by foot to Ipanema Station

( red ) ( green )

Fig. 4 The result of the analysis of Urban Spaces for Cyclists—Ipanema
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7 Conclusions

This paper presents a procedure for analyzing the pedestrian and cyclist access to
public transport stations. This method intends to use indicators for evaluating the
quality of walkways and bicycle facilities used to access stations. The proposed
procedure permits an objective analysis of the segment streets, measuring the
quality of these segments for walking or for cycling.

The importance of urban spaces study arises from the need to create a pleasant
space to encourage non-motorized transport, creating sustainable alternatives for
cities. Today, urban mobility is mainly performed by car due the inefficiency of
public transportation, the lack of infrastructure for cyclists and inadequate spaces
for pedestrian.

The proposed method support future urban spaces and transport decisions
identifying regions that have problems and proposing solutions to improve the
urban environment, encouraging people to access station by foot or by bicycle.

Through the use of GIS software (ArcGIS), it is possible to represent the values
of each indicator on maps. Such maps easily identify which street segments shall
get more attention and clearly define which criteria/indicators should be improved
to offer a safe and enjoyable walking or biking trip to the station.

It is important to note that the measures for each criteria can be changed
according each study as well as its maximum and minimum values.
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Locations with Frequent Pedestrian-
Vehicle Collisions: Their Transportation
and Neighborhood Environment
Characteristics in Seattle and King
County, Washington
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Abstract Improved pedestrian safety is integral to walkable, sustainable neigh-
borhoods. This study aggregated 2,944 pedestrian-vehicle collisions in the Seattle-
King County area using a 500 m2 grid overlay that captured related road and
neighborhood characteristics. Collision cells were concentrated in 17.4 % of the
extent, and 17.0 % of the collisions took place in high-frequency collision loca-
tions clustered in a 3.5 km2 area. A negative binomial model estimated that the
frequency of collisions in grid cells correlated to higher volumes of vehicles and
bus riders (boarding and alighting counts), higher intersection and traffic signal
densities, higher densities of residential units and jobs, and several known
pedestrian activity generators. These proxy measures of pedestrian activity and
exposure to vehicles confirmed a lack of pedestrian safety in the metropolitan
areas. The relatively small number of locations with high and very high pedestrian-
vehicle collisions should facilitate targeted, effective, and inexpensive pedestrian
safety improvement programs.
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1 Introduction

The design of transportation systems has overwhelmingly focused on motor
vehicles, mostly ignoring the pedestrians who also use these systems (Retting et al.
2003). Yet pedestrians make up a significant part of the travelling public especially
in metropolitan areas. Their safety matters. In 2010, 4,280 pedestrians were killed
and an estimated 70,000 were injured in the United States (NHTSA 2012). In 2004
(the time of this study’s data), 1,769 pedestrians were involved in vehicle colli-
sions and 60 died within 3 weeks of the events in the State of Washington alone,
representing 10.6 % of the total traffic-related fatalities in the state (NHTSA
2006). As cities and regions seek to accommodate modes of travel other than
driving, it is imperative to create roads and streets that can be safely shared
between all users (Retting et al. 2003). Traffic safety enhancement programs
should seek to reduce both the frequency of collisions and the severity of injuries
sustained in these collisions, taking into account that in addition to human injury,
collisions produce inefficiencies in transportation systems, induce loss of pro-
ductivity, and create significant property damage.

Knowing what factors relate to the occurrence of collisions and to the severity of
injuries resulting from collisions is essential to guide the designs and policies
shaping future transportation systems. Previous research already determined that the
likelihood of a pedestrian dying as the result of a collision increases by 35 % when
the vehicle speed increases from 20 to 30 mph. When the vehicle reaches 40 mph,
the likelihood of a fatality reaches 85 % (Limpert 1984; Leaf and Preusser 1999). It
is also well-known that older and younger pedestrians are overly represented in
collisions, especially those that end in fatalities (Kong et al. 1996; Campbell et al.
2004; Lee and Abdel-Aty 2005). Road designs (e.g., the number of lanes, the
presence of crosswalk markings, etc.) are also related to pedestrian collisions and
injuries (Zegeer et al. 2002). In contrast, traffic calming policies focusing on nar-
rower roads encourage slower speeds (Zajac and Ivan 2003), and on-street parking
has been associated with lower collision rates (Marshall et al. 2008).

1.1 Objective

This study sought to identify locations where vehicle–pedestrian collisions were
frequent, and to isolate the road and neighborhood environment characteristics of
locations that were associated with frequent collision occurrences. Successfully
identifying these characteristics would help researchers develop a better planning
support system to locate, predict, or remove collision hot spots within a city and
provide safer environments for its residents. Previous research using the same data
in Seattle and King County, WA, had modeled the odds of a collision occurring,
based on the characteristics of collision locations (Moudon et al. 2008). This case–
control study, which used binomial logistic models, considered state routes but not
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city streets. A second study modeled pedestrian injury severity as a result of a
collision (Moudon et al. 2011). Binary and ordinal logistic models, including
collisions on both state routes and city street, predicted injury severity based on the
socio-demographic characteristics of the pedestrian and the characteristics of the
locations where the collision occurred. The present study adds to this past work by
modeling the factors related to the frequency of collisions in specific locations.

2 Methods

2.1 Research Design

Pedestrian-vehicle collisions are known as ‘‘rare’’ events, which need to be studied
over multiple years in order to include a sufficient number of observations. Col-
lisions also cluster in space, because most pedestrian travel today takes place in the
more densely developed parts of metropolitan areas. An area-based approach was
taken to frame the collision locations spatially and to capture the characteristics of
their surrounding transportation facilities and built environment. To do so, a small-
area grid was laid over the King County area contained within the Urban Growth
Boundary (KCUGB). Each grid cell was used to aggregate pedestrian collisions,
and the concomitant road and neighborhood environment characteristics. The grid
cell was also the spatial unit of analysis. Three different grid structures were tested
that determined the spatial allocation of collisions: 305 by 305, 500 by 500, and
1000 by 1000 m. The 500 m cell was selected because its statistical advantages.
Compared to other cell sizes, the number of collisions within each 500 m cell was
more evenly distributed. Further, less dispersion was observed in the pedestrian
collision distribution represented by the 500 m cell.

Collision locations were characterized by the road design and the surrounding
neighborhood built environment. Five conceptual domains governed the selection
of variables: transportation infrastructure (e.g., street-block size, traffic signals,
sidewalks, bus stops, etc.); traffic conditions (e.g., vehicular volumes, bus boarding
and alighting counts, etc.); regional location (distance to Central Business Dis-
trict); neighborhood environment (e.g., densities of development); and land use
and activity generators (e.g., various destinations known to be associated with
pedestrian travel). Road design being a standard focus in transportation safety, its
characterization with regard to pedestrian collisions will provide important
information for future transportation safety programs. On the other hand, many
variables of the neighborhood built environment act as proxy measures for
exposure. For example, residential and employment densities are correlated with
the share of pedestrian travel in an area. Together with vehicular volumes and bus
boarding and alighting counts, they capture the magnitude of potential conflicts
between vehicles and people. The question posed by the present research is the
extent to which these conflictual conditions explain the frequency of pedestrian-
vehicle collisions.

Locations with Frequent Pedestrian-Vehicle Collisions 283



2.2 Data Sources

Collision data came from the Washington State Department of Transportation
(WSDOT). They included all police records of collisions involving pedestrians
from 2001 to 2004, and occurring on city streets (CS) and state routes (SR) of the
KCUGB. This area had a total of 3,182 collisions over the four years, or more than
90 % of pedestrian collisions in the county; 2,952 collisions were successfully
geo-coded, and 2,944 were within the KCUGB. Collision records comprised the
socio-demographic and behavioral characteristics of pedestrians and drivers; road
class, conditions, and design where the collision occurred; time of day, year, and
weather conditions when the collision occurred.

Data on traffic conditions came from the Puget Sound Regional Council
(PSRC), and included average annual daily traffic (AADT) figures and estimated
speed on major routes (AADT and estimated speed were EMME2 modeled data).
King County Metro provided bus boarding and alighting counts data. WSDOT also
provided data on traffic signals, intersections, crosswalks, sidewalks, and number
of traffic lanes on state routes. Objective data on the neighborhood environment
came from the King County Assessor’s office, which included land use, property
assessment values, and residential density at the parcel or tax lot level. Employ-
ment data were generated at the Urban Form Lab at the University of Washington.

2.3 Measurements

The dependent variable was the number of collisions within each cell. The inde-
pendent variables were the road and neighborhood environment variables, which
described the transportation infrastructure and traffic conditions for both vehicles
and pedestrians; and activity generators in the built environment. Variables, which
were used in previous studies of pedestrian travel, included sidewalks, street
intersections, traffic signals, bus stops, bus boarding and alighting counts, and
speed limits; residential and employment density, and the number of grocery and
convenience stores, general retail facilities, fast food restaurants, eating/drinking
establishments, and schools. Road and neighborhood environment variables were
measured at the cell level (Table 1).

2.4 Statistic Analysis

Counts of the number of pedestrian collisions within each cell were analyzed using
a Negative Binomial model to take into account the over-dispersion of the count
data. Modeling was done in three steps. First, the variables found to be significant
in logistic regressions previously carried out in models estimating the risk of a
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collision occurring at a location (Moudon et al. 2008) and the odds of the
pedestrian incurring severe injuries or dying were included in a base model
(Moudon et al. 2011). These variables were traffic signals, bus boarding and
alighting counts, being within Seattle or not, residential density, and employment
density. Second, the remaining variables shown in Table 1 were added to the base
model one by one. A final model was run which included the base model and the
variables found to be significant in the one by one test.

3 Results

3.1 Descriptive Analysis

The KCUGB area contained 5,506 cells and had 2,944 pedestrian collisions
(Table 2). The average number of collisions per cell was 0.5, with a maximum of
65; the latter cell was located in Downtown Seattle (Fig. 1). Cells with at least one
collision numbered 957 (17.41 %). The remaining 82.59 % of the cells did not
have any collision. Almost two-thirds of the collisions were concentrated in 5.3 %
of the region’s extent. The spatial over-dispersion rate was 10.38.

For the independent variables, 36,684 intersections were included in the anal-
ysis; the average number of intersections per cell was 6.7. There were 1,964 traffic
signals at these intersections, for an average of 0.36. Total road lane length per cell
averaged 2.4 miles. The average length of sidewalks within each cell was 1,658 ft;
51.5 % of the cells had a value of zero as the sidewalk data only included those on
major roads. Routes with posted speed limits over 45 mph were excluded from the
analyses as they were assumed to restrict pedestrian access. The average posted
speed limit in each cell was 25.3 mph, and the average estimated speed in each cell
was 15.7 mph. The average sum of estimated AADT in each cell was 42,650.
Because AADT data only included major streets, 43.8 % of the cells had a value of
zero. The average number of bus stops per cell was 1.7, and 3,242 (58.9 %) of the
cells did not have any bus stops. The average number of bus boarding and
alighting counts per cell was 104 per day and 64.1 % of the cells that did not have
such information.

Table 2 Distribution of pedestrian collisions in 500 by 500 m cells within the KCUGB

Cell
class

# of collisions
per cell

# of
cells

% of
cells

Area
(km2)

Area
(mi2)

# of
collisions

% of
collisions

1. 40–65 3 0.06 0.75 0.29 181 6.15
2. 21–39 11 0.22 2.75 1.06 318 10.80
3. 3–20 277 5.04 69.25 26.73 1632 55.43
4. 1–2 666 12.09 166.5 64.27 813 27.62
5. 0 4549 82.59 1137.25 438.98 0 0
Total 2944 5506 100.00 1376.5 531.33 2944 100
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As for regional location, 4,641 (84.3 %) cells were not within Seattle’s
boundaries. The average distance from each cell’s centroid to Downtown Seattle
was 13 miles. The average number of residential units per cell was 128; the
maximum value was 10,532 and 17.3 % of the cells that did not have residential

Fig. 1 Spatial distribution of pedestrian collisions in a 500 m grid within the KCUGB

288 J. Jiao et al.



units. The average assessed property value per residential unit was $158,460. The
average employment density was 223 jobs per cell, with 41.1 % of the cells having
no employees. At least a part of a neighborhood center (NC2, defined as a cluster
of at least one grocery store, one restaurant, and one retail outlet within 50 m of
each other) was found in 23.3 % of the cells.

There were 4,458 retail parcels within KCUGB. They were highly clustered
with 82.9 % of the cells have a value of zero. The average number of retail parcels
per cell was 0.81. The average distance from the cell’s centroid to the closest retail
parcel was 3,176 ft, with a maximum of 18,523 ft. Office parcels was also highly
clustered. The 4,534 office parcels were located in 22.5 % of the cells, with an
average of 0.82. Convenience stores, fast food restaurants, groceries, and drinking
and eating places were similarly distributed in space. There were 474, 342, 332,
and 1,159 parcels corresponding to each one of these activity generators, with an
average of less than 0.1, except for drinking and eating places, which averaged
0.21 per cell. More than 90 % of the cells did not include any of these four
activities. Education uses were few; they included 508 elementary schools, 22
middle schools, 47 high schools, and 19 colleges. The average number of edu-
cation parcels per cell was less than 0.1.

3.1.1 Model Results

Of the five built environment variables included in the base model, four remained
significant in the final model and positively associated with the frequency of
collisions: the number of traffic signals, bus boarding and alighting counts, resi-
dential density, and employment density. Being inside and outside of the City of
Seattle’s boundaries lost significance, but the distance to the city’s downtown was
significant. An additional 11 variables were significant for a total of 16 (Table 3).
In the domain of transportation infrastructure, intersections, road lane length, and
traffic signals were significantly correlated with the frequency of collisions in a
cell. In the domain of traffic conditions, average posted speed limit, estimated
AADT, and having a bus boarding or alighting within each cell were all positively
correlated with the frequency of collisions. For all transportation related variables,
the number of intersections and traffic signals within each cell, the average posted
speed limit, and having a bus boarding and alighting within each cell were the four
strongest predictors for the frequency of collisions. Similar results were reported
by other researchers (Dumbaugh and Li 2010; Moudon et al. 2011). In the
neighborhood built environment domain, having a commercial center (NC2), or
having residential units, jobs, office parcels, fast food restaurant, drinking and
eating establishments, and high schools within the cell were all positively corre-
lated with the number of collision happened in that cell. Differently, distance to
Seattle Downtown, to the closest retail store, and the median value of a residential
unit within the cell, were all negatively correlated with the frequency of collisions.
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4 Discussion

Collisions between pedestrians and vehicles concentrated in a small portion of the
Seattle-King County region. More than 80 % of the region’s extent experienced no
collisions at all over the multiyear assessment period. Slightly more than one third
of the collisions were in cells with 1–2 collisions, which covered 166.5 km2

(64.3 mi2), an area smaller than the City of Seattle. Almost 50 % of the collisions
were in cells with 3–20 collisions, covering 69.3 km2 (26.7 mi2). And as many as
about 17 % of the collisions were in cells with large numbers of collisions
(21–65), concentrated in a tiny area of 3.5 km2 (1.35 mi2). In detail, 181 (6 %)
collisions and 318 (11 %) collisions happened within 0.75 and 2.75 km2,
respectively. The implication of these findings are clear: first, significant road and
built environment variables need to be included in the future planning support
system to better identify and predict collision hot spots within a region. Secondly,
not only does pedestrian safety need to be addressed at the small area level, but
also the high level of spatial clustering suggests that interventions can be easily
and likely inexpensively directed to small even very small portions of a metro-
politan region.

The analyses demonstrated a consistent effect of the road and neighborhood
environment on the frequency of pedestrian collisions: the more intensely devel-
oped and traveled environments were also the locations where pedestrian colli-
sions were more frequent. A direct association was noted between such proxy
measures of pedestrian volumes as the density of residential units and jobs, and
bus boarding and alighting counts with the number of collisions. This same direct
association was noted with higher vehicular volumes. There was no ‘‘safety in
numbers’’ (Bhatia and Wier 2011): areas with more pedestrians also had more
vehicular traffic, resulting in more collisions. The same lack of safety in numbers
was found in an earlier study where the risk of severe injury increased with area
density and traffic volumes (Moudon et al. 2011). This is in contrast to a study
done in the U.K. where a quadratic relationship was found between urban density
(population and employment captured at the scale of a ward) and pedestrian
casualties: pedestrian casualties increased with density, but decreased in the most
dense wards (Graham and Glaister 2003). Such a quadratic relationship should be
expected where pedestrian safety is a priority in transportation policies and pro-
grams, and where such policies and programs focus not on entire regions, but on
where there actually is pedestrian traffic.

Specific variables used to capture both the transportation and neighborhood
environment explained the characteristics of locations with higher frequency of
collisions. The smaller street-blocks with more intersections, lower vehicular
speeds, higher number of traffic signals, which are all indicators of vehicular traffic
calming through engineering solutions, were nonetheless associated with more
frequent collisions. On the built environment side, neighborhood commercial
centers and pedestrian attractors such as retail establishments, restaurants, and
schools were also related to more frequent collisions. These findings suggested that
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engineered safety solutions were insufficient to guarantee pedestrian safety. It is
possible that the behaviors ostensibly projected by the engineered road environ-
ment were not followed or enforced, and that, for example, actual vehicular speeds
might be higher than those posted, and signalization might not be respected by
either drivers or pedestrians.

A more detailed review of specific predictors of collision frequency follows.

4.1 Transportation Infrastructure and Traffic Conditions

A higher number of intersections and traffic signals and a longer road length in
each cell corresponded to a high number of pedestrian collisions, suggesting that
the dense street network advocated as supportive of pedestrian travel did not
provide a safer environment for pedestrians. Similarly, traffic signals that aimed to
regulate vehicular traffic at intersections did not appear to protect pedestrians. On
the other hand, lower posted speed limits (but not modeled speeds) were as
expected related to lower numbers of pedestrian collisions. Previous research
based in Australia estimated that up to a 48 % reduction in collisions could be
realized with speeds being lowered by 10 km/h (Anderson et al. 1997). Speed
management offers the most potential for not only for injury prevention but also
for collision prevention, as lower speeds give pedestrians and motorists a chance to
successfully react to a conflictual situation (Retting et al. 2003).

The fact that the length of sidewalks was not significant in the final models
might be due to limitations in the sidewalk data which only covered major streets.
The number of bus boarding alighting counts in a cell was a significant predictor of
collision frequency, but not the number of bus stops. The latter are not related to
actual bus service: about 90 % of the ridership is found within the City of Seattle,
which has 43 % (4,082 out of 9,570) of the region’s bus stops. Finally, AADT as a
measure of possible conflicts between pedestrians and vehicles had a significant
positive relationship to pedestrian collision frequency.

4.2 Regional Location

The distance from each cell’s centroid to Downtown Seattle showed negative
significance, but collisions being within the City of Seattle did not. Figure 1
displays the highest concentrations of collision locations as being in Downtown
Seattle and the nearby neighborhoods. For the remaining portions of the region,
higher collision cells followed main circulation spines.

4.3 Neighborhood Environment and Activity Generators

Residential and employment density, two variables that act as proxy measures for
pedestrian volumes, were positively related to the frequency of the pedestrian
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collisions. The median value of the residential units as a measure of neighborhood
wealth was negatively related to collision frequency, confirming the protective
effect of wealth on pedestrian safety (Moudon et al. 2008, 2011). Possible
explanations might be better pedestrian facilitation, more concerned drivers, or
even a lower pedestrian volume in the wealthier neighborhoods.

The presence of a neighborhood commercial center (NC2), measured as the
proximate combination of one grocery store, one restaurant, and one retail outlet,
had a positive relationship with the frequency of pedestrian collisions. Living near
such neighborhood commercial centers was associated with the probability of
walking in the neighborhood in other studies (Moudon et al. 2007). Also signifi-
cant were the distance to the closest retail parcel, the presence of fast food and
other restaurants (drinking/eating places), and the presence of office and high
school parcels, all proxy measures of pedestrian activity. Streets and roads along
and near these facilities would thus require special safety treatment (Hess et al.
2004). Previous research found that the presence of recreational facilities was
positively associated with crash occurrences surrounding public schools in the city
of Baltimore (Clifton and Kreamer-Fults 2007). On the other hand, however, the
presence of parcels with retail or education uses such as colleges, convenience and
grocery stores was not significant, suggesting that the need to carefully use indi-
vidual activity generators to predict high frequency collision locations.

4.4 Methodology

Since no data exist on the actual number of pedestrians at the locations identified,
this study, like all studies of pedestrians in relatively large areas and particularly in
metropolitan regions, cannot estimate the individual-level risk of a pedestrian being
involved in a collision with a vehicle. Indeed, if such pedestrian count data were
available, an individual’s risk of a collision could well be the same in high collision
frequency locations than in their low frequency counterparts. From a transportation
policy perspective, however, individual-level risk for pedestrians is an inacceptable
criterion for initiating safety programs given the need to promote alternatives to
driving in order to reduce not only congestion, but also the environmental effects of
motorized travel. Fortunately, finding that collision frequency is associated with
relatively few locations that have high numbers of pedestrians suggests that miti-
gation strategies and countermeasures can be effectively targeted to these locations,
and by implication, should facilitate the swift improvement of pedestrian safety

Analyzing aggregated spatial data is always subject to the threat of the Mod-
ifiable Areal Unit Problem (MAUP) (Fotheringham and Wong 1991), where
spatial units of analysis of different sizes or shapes can influence the model results
(Wong and Amrhein 1996). In terms of the zonal effect, Zhang and Kukadia
(2005) found that the grid approach to aggregating data produced more tractable
and stable results than an approach based on irregular areal units (such as the ones
found in Transportation Analysis Zones and Census tracts or block groups). Given
that the MAUP is inherent in data aggregation, the key question is how to

294 J. Jiao et al.



minimize its impact (Siddiqui et al. 2012). This research used a uniform grid
structure made of small cells which reduced potential MAUP effects due to
aggregation. Future research should test the results using even smaller grid cells.

5 Conclusion

The study benefited from a unique data set of pedestrian-vehicle collisions on all
streets and roads in almost 1,400 km2 (531 mi2) of King County, WA between
2001 and 2004. Cells with more than 21 collisions contained 17 % of the collisions
recorded over the 4-year assessment period. Yet these ‘‘dangerous’’ cells were few,
concentrating in a very small 3.5 km2 (1.35 mi2) area or 0.31 % of the region.
In contrast, more than 80 % of the region had no collisions at all. Such extreme
spatial clustering means that improving pedestrian safety should be readily
achievable by focusing on the few high-collision frequency locations in the region.

High-frequency collision locations were consistently characterized by similar
road and neighborhood environments. Of the 16 significant variables in the model,
six road environment variables showed that the frequency of collisions was related
to higher vehicular and pedestrian volumes; but lower posted speed were protective
of collision frequency. Road environment variables were the number of intersec-
tions, traffic signals, and bus boarding and alighting counts; the sum of road lane
lengths and daily estimated AADT, and the average posted speed limit within each
cell. The remaining ten significant variables were in the neighborhood environment
domain. They suggested that locations with denser development and more pedes-
trian activity generators had a higher frequency of collisions. Neighborhood
environment variables were the distance to downtown Seattle, residential and
employment density, the median value of the residential units, the presence of a
neighborhood commercial center, the distance to the closest retail store, the number
of office parcels, fast food and other restaurants, and high schools within each cell.

Densely developed locations should support safe pedestrian travel. This study
showed that this is not the case in the Seattle-King County region. Yet the fact that
locations with a high frequency of pedestrian-vehicle collisions were few and
spatially concentrated indicated that safety programs could effectively be targeted
to these locations.
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A Computer-Aided Approach
for Planning Sustainable Trips to Large
Trip Generators: The Case of Cycling
Routes Serving University Campuses

Thais de Cássia Martinelli Guerreiro and Antônio Nélson
Rodrigues da Silva

Abstract This manuscript describes a computer-aided approach for the design
and evaluation of potential impacts of new cycling routes connecting a university
campus with the city’s street network. The routes were based on the analyses of
actual trips reported in a survey carried out with over 900 undergraduate students,
and field information obtained from Google Earth (GE). Whereas GE helped in the
identification of suitable paths, GIS tools were used to assess the potential impacts
of the proposed routes on bicycle, car and walking trips. The results show that the
proposed methodology is adequate for exploratory studies and transferable to a
Planning Support System (PSS). Such a system could be designed for a variety of
goals, such as design of paths, management of bicycles flows, etc. Although this
study focuses on the particular case of a university campus, the approach can be
easily applied to other large trip generators.

1 Introduction

Congestion and mobility problems are no longer limited to large cities. They are
now affecting medium-sized cities and, in some cases, even smaller towns. Under
several circumstances, however, only planning more efficient travel patterns could
substantially mitigate the problems. This is the case, for instance, of large trip
generators located in urban areas without the adequate transport infrastructure.
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University campuses are often large trip generators served by several transport
modes. Given the profile of the largest group of regular visitors of the campuses
(i.e., the students), an intense use of non-motorized modes can be expected
everywhere. However, whereas this is actually observed in some developed
countries, it is not a worldwide pattern. In many cities of developing countries, this
is frequently not the case. To a certain extent, this intense use of motorized modes
aggravates the mobility problems found in the urbanized areas. Part of the problem
is attributed to the planning process, at least in developing countries. The lack of
reliable information about the travel patterns and appropriate and affordable
planning tools to deal with the problem are often pointed as causes of the problem,
when it refers to planning.

However, these explanations make no sense if one considers the resources
available in most university campuses. Information about the travel patterns of the
students can be obtained by the students themselves, for example, as an academic
task demanded by distinct subjects. Furthermore, Geographic Information Systems
(GIS) are found in the educational toolboxes currently used by nearly all uni-
versities of the world. Free online programs and data sets can provide the addi-
tional geographic information required for planning activities at a strategic level.
This is the case, for example, of Google Earth, Google Maps, and many other free
packages available online. The challenge is to combine them in an integrated
strategy for tackling the complex problem of planning for sustainable trips.

This study aims to set up the basis of a planning support system for the design
and evaluation of potential impacts of new cycling routes connecting a major trip
generator (in this case, a university campus) with the city’s street network. The
proposed paths are based on the analyses of actual trips reported in surveys con-
ducted with regular visitors of the campus. The approach relies on field infor-
mation obtained from Google Earth (GE) in order to identify suitable cycling
paths. GIS tools are applied to assess the potential impacts of the proposed routes
not only on the bicycle trips, but also on car and walking trips.

The paper is organized in five sections, as follows. After this introduction, the
next section contains a brief literature review. The studies reviewed essentially
discuss factors affecting the use of bicycles as a regular transport mode. Mobility
problems associated with university campuses are also covered by some selected
studies. As the approach proposed is tested in a Brazilian city, contributions of
local authors are also included in the literature review. The other sections sub-
sequently contain the proposed method, the results and conclusions, followed by
the references.

2 Literature Review

Litman et al. (2002), Rodríguez and Joo (2004), CROW (2007), Zahran et al.
(2008), and Heinen et al. (2011) are some of the authors that have discussed the
requirements of infrastructures for sustainable trips. Litman et al. (2002) described
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the characteristics of the demand and the different types of infrastructures to serve
it when planning a cycling network. CROW (2007) reports the key factors of such
a network: cohesion, directness, safety, comfort and attractiveness.

The planning and provision of facilities for cycling have been central topics of
studies conducted in different parts of the world. An overview of Europe, for
instance, was provided by Pucher and Buehler (2008). Dixon (1996), Turner et al.
(1997), Federal Highway Administration (1998), North Central Florida Regional
Planning Council (2001), Dill and Carr (2003), Alta Planning and Design (2005),
NCHRP (2006), Pucher et al. (2011) have conducted studies in the USA; CERTU
(2000), in France; NAASRA (1993), in Australia; Providelo (2006), in Brazil.
Howard and Burns (2001), in the USA, Ortúzar et al. (2000), in Chile, and Pezzuto
(2002), in Brazil, have focused on the preferences and the behavior of cyclists.

Studies about the mobility patterns towards and within university campuses can
also be found in different parts of the world (Balsas 2002; Shannon et al. 2006;
Miralles and Domene 2010; and Delmelle and Delmelle 2012). In particular, the
modal split is a valuable piece of information in the study of the travel patterns to
and from university campuses. This point was highlighted by Herz et al. (2007) in
a study conducted in Argentina. The authors suggested that university campuses
have to be treated as major trip generators. As a consequence, both trip generation
patterns and modal split have to be identified on a case by case basis, given that the
international literature available may not be applicable to the particular conditions
found in different locations.

Among the studies developed in Brazil are Parra (2006), Kuwahara et al.
(2008), Souza (2007), Paoli et al. (2008), and Schiavon and Barbosa (2011). It is
important to emphasize that these studies differ from the case analyzed here at
least for one important reason. The city where the studied campus is located has
two large university campuses. If counted together, the number of students
enrolled in these two institutions represents nearly 10 % of the city population.
Although there exists other smaller private institutions for higher education in the
city, this figure refers only to two public universities (i.e., USP—University of São
Paulo and UFSCar—Federal University of São Carlos).

Given the importance of the USP campus in the urban context and the point raised
by Herz et al. (2007), which was highlighted in the previous paragraph, this is a
suitable environment to develop and apply a strategy for planning sustainable trips to
large trip generators. This was done for the case of new cycling routes connecting the
campus with the city’s street network, as discussed in the next section.

3 Method

The method developed for this study was set up in two steps. The first step focused
on the identification of network links potentially interesting for the implementation
of new cycle paths. This identification was carried out in the specific urban context
formed by the streets and avenues in the area surrounding the university campus. In
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this case, the campus is a major trip generator in a Brazilian medium-sized city. In
this city with over 220,000 inhabitants, around 10,000 people visit this campus on a
regular basis. The second step of the method was developed after the design of the
network of cycling routes had been completed. It consisted in evaluating the impacts
of the proposed routes not only on the bicycle trips, but also on car and walking trips.

The procedures involved in the first phase (i.e., design of a cycling network able
to meet the potential demand of the university campus) were:

1. Selection of a representative sample of regular users of the different transport
modes for data collection, with details of origins, destinations and travel
schedules.

2. Analysis of data consistency to avoid incomplete or incorrect information,
particularly regarding the travel origins.

3. Storage of all trips recorded in a Geographic Information System.
4. Identification of the actual cycling trips to the campus, for a further analysis of

their origins in the city and destinations within the campus.
5. Definition of four alternative paths from each origin to the respective destina-

tion (identified in item 4) by means of the shortest path routines available in the
GIS package (TransCAD was used in this case, but other GIS packages,
including free online mapping programs, can be employed).

6. Identification of links in the city street network that have concentrated the
largest number of shortest path overlaps.

7. Design of a network of cycling routes based on the selection of the links described
in item 6, their traffic volumes and directions, and the gradients of the streets.

The definition of the network of cycling routes permitted the evaluation of the
impacts on trips by different transport modes to the campus. In order to do so, the
following additional steps were required:

8. Assessment of the existing bicycle trips that would benefit from the proposed
network of cycling routes, as well as an estimate of walking and car trips that
could be potentially switched to the cycling alternative because of the acces-
sibility of the new network. This assessment was based on the number of trips
originated within bands of 100, 200, 300, and 400 m created around the pro-
posed infrastructure.

9. Revision of the proposed network design, if necessary.

The method was applied to the campus of the University of São Paulo, located in the
city of São Carlos. The results and conclusions are discussed in the next two sections.

4 Results

The presentation of the results carefully follows the same order of the steps
described in the previous section, in order to facilitate the comprehension of the
method. Regarding the sample of campus users, approximately 20 % of all
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undergraduate students enrolled in 2011 at the São Carlos campus were inter-
viewed and their daily trips registered. The following information was requested in
the questionnaires used for data collection: trip origins (identified as a street
crossing close to the actual address), trip destinations (represented by the campus
accesses), trip modes (walking, bicycle, auto, and public transport—in this case,
only bus), and trips hours (recorded as separate trips to and from the campus in a
table of fixed intervals).

Trips by public transportation were not considered in the analyses. As a result,
the modal split observed in the 1,217 trips registered in the busiest day was 865
walking trips (71.1 %), 291 car trips (23.9 %), and 61 bicycle trips (5.0 %). The
points of access of these trips to the oldest campus area in the city, named Area 1,
are five gates. However, the São Carlos campus also has an expansion area, named
Area 2, which is not contiguous to Area 1, as shown in Fig. 1. The access points of
Area 1 have been named after nearby buildings, such as the Institute of Archi-
tecture and Urbanism (i.e., IAU). The other access point names are: the institute of
Physics (i.e., IFSC), the Institute of Mathematics and Computer Science (i.e.,
ICMC), the Department of Production Engineering of the São Carlos School of
Engineering (i.e., Produção), and the Astronomical Observatory (i.e.,
Observatório).

The busiest access point to the campus was the gate named IAU, which
received 56 % of the car trips and 39 % of the bicycle trips. In the case of walking
trips, the largest proportion of trips accessed the campus through the gate named

Fig. 1 Origins of bicycle trips reported, points of access to the campus, and example of bicycle
routes connecting a specific origin to the campus
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ICMC, with 41 % of the total walking trips. This is probably a direct consequence
of the large concentration of college students living in the surroundings of this
access. Figure 1 also shows the origins of the bicycle trips reported.

As the information of the origins was based on street crossings and given that
most respondents have not been city residents for a long time, a careful analysis of
those data was carried out to avoid inconsistencies (item 2 of Method). During this
process, all origins were georreferenced and linked to the respective campus
access points reported. All data were stored in a GIS database (item 3 of Method)
along with additional information required by the study, such as the streets net-
work. Together, these elements permitted the identification of the actual cycling
trips to the campus (item 4 of Method) and definition of alternative paths from
each origin to the respective destination (item 5 of Method).

Regarding the sixth step of the method, four possible routes were considered for
connecting each origin–destination pair, as shown in the example of Fig. 1. The
objective of this procedure was not exactly to find the shortest paths between
origins and destinations, but alternative paths that could eventually be used to
connect these points. Some of these alternatives shall match the routes actually
used by the respondents. After all alternative routes connecting the origins and the
destinations had been identified, the street segments with the highest number of
overlapping routes were selected. Although they totalized 33 km, only 19 km were
considered in the design of the network of bicycle routes (item 7 of Method), as

Fig. 2 Proposed network of cycling routes
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shown in Fig. 2. The exclusion of several links can be explained by either unfa-
vorable topography or traffic conditions.

Regarding topography, the analysis of the terrain for the definition of the
cycling routes was performed with the online program Google Earth. This free-
ware package permits not only the identification of the total length of the routes,
but also the grades along them. The gradient information can be retrieved in
different ways: at any point, maximum and minimum values, or in selected
stretches (as shown in the example of Fig. 3). This is not a reliable source of
information for construction purposes, but it provides a reasonable view of the
critical parts of the network for cycling activities. In the particular case of this
study, as the actual field information regarding the elevations of the street cross-
ings was available, the actual data were compared with the estimates obtained
from GE. In a sample of 211 points, the correlation coefficient ‘r’ was 0,996, which
seems to indicate that the information of the profiles provided by GE can be used
for planning analyses at a strategic level, as suggested.

In the analyses of the routes selected with the GIS tools, the street links with the
highest number of overlapping routes were naturally close to the campus.

Fig. 3 Longitudinal profile, obtained with Google Earth, of a selected stretch of the proposed
network of cycling routes
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However, some of them are not convenient in terms of slope and some are
coincident with the urban arterial streets, which can be partially explained by the
central location of the university campus (particularly Area 1) in the urbanized
area. In these parts of the network, the intense flow of motorized vehicles may
generate unsafe and uncomfortable conditions for cyclists. Both constraints were
avoided whenever possible, but they were not totally eliminated in the case
studied. However, it was possible to create a quite reasonable network of cycling
routes with the proposed approach, which was the starting point of the following
analytical steps.

A straightforward GIS procedure was used to evaluate the potential impacts of
the proposed network of cycling routes on other transport modes serving the
campus (item 8 of Method). Bands with variable widths (i.e., 100, 200, 300, and
400 m) were created around the proposed network. Walking trips, cycling trips
and car trips originated within the different bands were separately computed.
Figure 4 provides an example of the procedure, in which a band of 100 m was
created around the network.

The proportions of trips within the different bands are summarized in Fig. 5.
They give an indication of the trips that could be potentially attracted to the
cycling mode, given the existence of a new facility (i.e., the network of cycling
routes) not far from the actual origins and destinations reported. In the case of car
trips, for example, approximately 60 % of the origins of the existing trips are

Fig. 4 100 m band around the network of cycling routes and origins of trips undertaken by
different transport modes
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contained in a 100 m band from some point along the cycling network. Further-
more, this value reaches 82 % if a 400 m band is considered. In the case of a mode
shift, even the lowest value could represent a significant improvement in the
mobility conditions around and within the campus. Unused parking spaces could
be then transformed into additional infrastructure for cycling, attracting even more
cyclists, which can be seen as a positive feedback loop.

The values are higher in the case of bicycle trips, given that their origins were
the starting point of the network design. They reach, for example, 92 % in the case
of band widths of 400 m, which means that almost all origins of bicycle trips are
not far from the proposed facility. Another value, however, is even more mean-
ingful here, because it indicates a potential for mode shift. It is the proportion of
walking trips computed within the bands, which reached 96 % in the 400 m band.
A significant share of these walking trips would certainly benefit from the pro-
posed network of cycling routes.

5 Conclusions

This study focused on the development a computer-aided approach for the design
and evaluation of a network of cycling routes to serve a large trip generator. The
central idea was to define a simple and straightforward method based on the
identification of the actual paths already used by the cyclists and to explore GIS
and Google Earth resources in the process. Two groups of conclusions were drawn
from the case study conducted in a university campus. The first one refers to the
method, whereas the second focuses specifically on observations of the case study.

Fig. 5 Proportions of trips whose origins are 100, 200, 300 and 400 m from any point along the
proposed network of cycling routes

A Computer-Aided Approach 305



Although simple, the proposed method could identify the routes probably used
by the existing cyclists (as suggested by the percentages of bicycle trips in Fig. 5).
The combination of these routes enabled the design of a basic network of cycling
routes, which also included a connection to the expansion area of the campus
(Area 2). Elevation profiles of the cycling routes were also identified, although
with a low level of accuracy. This is not necessarily a problem at this stage of the
planning process. On the other hand, the information of path gradients may be
valuable when associated with the total lengths between origins and destinations.
Together, they provide a measure of the total impedances along the routes.

Regarding the identification of potential cyclists, the data collection procedures
can be improved if other questions are added to the questionnaire used. As pro-
posed by Akar and Clifton (2009), it could be interesting to ask about the reasons
that motivate the use of a bicycle as a regular transport mode (or otherwise) to and
from the trip generator. In the case of the university campus studied here, this
refinement in the data collection process is currently underway. Over 2,000
respondents answered the survey conducted in 2012, but the results are not
available yet.

Regarding the outcomes of the case studied, the largest potential impact of the
proposed network of cycling routes seems to be on walking trips, for all bands
analyzed. Almost all origins of the walking trips recorded (96 %) are within the
400 m band around the proposed network, which can be explained by the fact that
most undergraduate students live around the campus. Such a percentage suggests
that at least part of this demand can be attracted to the cycling mode.

On the other hand, car trips could also benefit from the implementation of a
network of cycling routes around the campus, although probably not in the same
proportion. In the case of the car trips originated within the bands, 60 % of the
origins reported are contained in the 100 m band. Considering a total estimate of
1,455 car trips (obtained from the expansion of the sample to represent the pop-
ulation), 875 daily trips could be transferred to the cycling mode. Assuming a
minimum parking space of 12.5 m2 per car, the total area could represent
approximately 10,940 m2 of unused parking space released for other uses,
including cycling infrastructure. This is a conservative estimate, if one considers
that this calculation was performed for the 100 m band. Estimates based on the
percentages found within the other bands would be obviously higher.

The effects would be positive even for the existing bicycle trips. As shown in
Fig. 5, 80, 85 and 92 % of the origins of these trips are contained in band widths of
200, 300 and 400 m around the proposed network, respectively. The new infra-
structure would certainly improve the conditions of safety and comfort for the users.

The results show that the proposed methodology is adequate for exploratory
studies and transferable to a Planning Support System (PSS). Such a system could
be designed for a variety of goals, such as the design of paths, the management of
bicycles flows, etc. Also, although this study focuses on the particular case of a
university campus, the approach can be easily applied to other large trip genera-
tors. A final remark must be done regarding the importance of studies like this in a
university setting. These initiatives help to consolidate the role of the university as
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a source and disseminator of knowledge, by showing that it can also contribute for
solving the problems created to the city.

Acknowledgments The authors would like to acknowledge the Brazilian agencies CNPq
(Brazilian National Council for Scientific and Technological Development), FAPESP (Founda-
tion for the Promotion of Science of the State of São Paulo) and CAPES (Post-Graduate Federal
Agency) for the financial support provided to this research. They are also indebted to the Civil
Engineering undergraduate students enrolled in the ‘‘Transport systems planning and analysis’’
course in 2011. They were essential to the success of the data collection process.

References

Akar G, Clifton KJ (2009) Influence of individual perceptions and bicycle infrastructure on
decision to bike. Transp Res Rec 2140:165–172

Alta Planning and Design (2005) Pedestrian and bicycle facilities in California—a technical
reference and technology transfer synthesis for Caltrans planners and engineers. Califórnia,
http://www.dot.ca.gov/hq/traffops/survey/pedestrian/TR_MAY0405.pdf. Accessed 01 2012

Balsas CJ (2002) Sustainable transportation planning on college campuses. Transp Policy
10(1):35–49

CERTU (2000) Recommandations pour des Aménagements Cyclables. Centre d’Etudes sur les
Reseaux, les Transports, l’Urbanisme et les constructions publiques, Lyon, France

CROW (2007) Design manual for bicycle traffic. Record no. 25. Ede, The Netherlands
Delmelle EM, Delmelle EC (2012) Exploring spatio-temporal commuting patterns in a university

environment. Transp Policy 21(1):1–9
Dill J, Carr T (2003) Bicycle commuting and facilities in major U.S. cities: if you build them,

commuters will use them. Transp Res Rec 1828:116–123
Dixon LB (1996) Bicycle and pedestrian level of service performance measures and standards for

congestion management systems. Transp Res Rec 1538:1–9
Federal Highway Administration (1998) The guidebook on methods to estimate non-motorized

travel. Publication FHWA-RD-98-166. FHWA, U.S. Department of Transportation, Wash-
ington, D.C

Heinen E, Maat K, Van Wee B (2011) The role of attitudes toward characteristics of bicycle
commuting on the choice to cycle to work over various distances. Transp Res Part D
16(2):102–109

Herz M, Galarraga J, Pastor G (2007) Centros Universitários como Polos Geradores de Viagens.
In: Proceedings of the 21st Conference on Transport Research and Education, Rio de Janeiro,
Brazil

Howard C, Burns EK (2001) Cycling to work in phoenix: route choice, travel behavior, and
commuter characteristics. Transp Res Rec 1773:39–46

Kuwahara N, Balassiano R, de Santos MPS (2008) Alternativas de Gerenciamento da Mobilidade
no Campus da UFAM. In: Proceedings of the 22nd Conference on Transport Research and
Education, Fortaleza, Brazil, pp 800–811

Litman T, Blair R, Demopoulos B, Eddy N, Fritzel A, Laidlaw D, Maddox H, Forster K (2002)
Pedestrian and bicycle planning: a guide to best practices. Victoria Transport Policy Institute,
http://www.vtpi.org/nmtguide.doc. Accessed 10 2012

Miralles CG, Domene E (2010) Sustainable transport challenges in a Suburban University: The
case of the Autonomous University of Barcelona. Transp Policy 17(6):454–463

NAASRA (1993) Guide to traffic engineering practice, part 14—bicycles. AUSTROADS
Publication no AP-11.14/93, National Association of Australian State Road Authorities,
Sydney, Australia

A Computer-Aided Approach 307

http://www.dot.ca.gov/hq/traffops/survey/pedestrian/TR_MAY0405.pdf
http://www.vtpi.org/nmtguide.doc


NCHRP (2006) Guidelines for analysis of investments in bicycle facilities. NCHRP Report 552,
Transportation Research Board, Washington, D.C., http://onlinepubs.trb.org/onlinepubs/
nchrp/nchrp_rpt_552.pdf. Accessed 03 2012

North Central Florida Regional Planning Council (2001) Alachua countywide bicycle master
plan. Tampa Washington-Baltimore: technology and innovation planners and engineers

Ortúzar JD, Iacobelli A, Valeze C (2000) Estimating demand for a cycle-way network. Transp
Res Part A 34(5):353–373

Paoli M, Rosa M, Kronka RC M (2008) A bicicleta no Campus da USP/SP: Proposta de ciclorede
e mobiliário urbano. In: Proceedings of the 78 Seminário Internacional ‘‘Espaço Sustentável:
Inovações em Edifícios e Cidades’’, São Paulo, Brazil. http://www.usp.br/nutau/CD/145.pdf.
Accessed 10 2012

Parra MC (2006) Mobility management in university campuses: problems, difficulties and
possible solutions in the case Ilha do Fundão (in Portuguese). Master’s thesis, Federal
University of Rio de Janeiro

Pezzuto CC (2002) Factors influencing the use of bicycle (in Portuguese). Master’s thesis, Federal
University of São Carlos

Providelo JK (2006) A method for the definition of cycling routes in urban areas (in Portuguese).
Master’s thesis, Federal University of São Carlos

Pucher J, Buehler R (2008) Cycling for everyone: lessons from Europe. Transp Res Rec
2074:58–65

Pucher J, Buehler R, Seinen M (2011) Bicycling renaissance in North America? An update and
re-appraisal of cycling trends and policies. Transp Res Part A 45(6):451–475

Rodríguez DA, Joo J (2004) The relationship between non-motorized mode choice and the local
physical environment. Transp Res Part D 9(2):151–173

Schiavon AF, Barbosa HM. (2011) Rotas cicláveis no Campus da UFMG—Um estudo com
simulação de tráfego. In: Proceedings of the 25th Conference on Transport Research and
Education, Belo Horizonte, Brazil

Shannon T, Giles-Corti B, Pikora T, Bulsara M, Shilton T, Bull F (2006) Active commuting in a
university setting: assessing commuting habits and potential for modal change. Transp Policy
13(3):240–253

Souza SCF (2007) Trip generation models for higher education institutions (in Portuguese).
Master’s thesis, University of Brasilia

Turner S, Hottenstein A, Shunk G (1997) Bicycle and pedestrian travel demand forecasting
literature review. Publication 1723-1. Texas Transportation Institute, Texas A&M University,
and Texas Department of Transportation

Zahran S, Brody SD, Maghelal P, Prelog A, Lacy M (2008) Cycling and walking: explaining the
spatial distribution of healthy modes of transportation in the United States. Transp Res Part D
13(7):462–470

308 T. de Cássia Martinelli Guerreiro and A. N. Rodrigues da Silva

http://onlinepubs.trb.org/onlinepubs/nchrp/nchrp_rpt_552.pdf
http://onlinepubs.trb.org/onlinepubs/nchrp/nchrp_rpt_552.pdf
http://www.usp.br/nutau/CD/145.pdf


Walk Route: A New Methodology to Find
the Optimal Walking Route in the City
of Atlanta

Subhrajit Guhathakurta, Ge Zhang, Manoj K. Panguluru
and Ramachandra Sivakumar

Abstract This paper demonstrates a new methodology for finding optimal
walking routes according to user specified conditions selected from a set of
attribute choices. The pedestrian network planning methodology discussed in this
paper reflects the influence of environmental factors facilitating or impeding
pedestrians’ propensity to walk. The principle tasks involved in applying this
method include identifying attributes of walkability, weighting the importance of
each attribute, evaluating the composite walking cost of each street segment, and
identifying the optimal route by aggregating segments that minimize the total cost.
A case study of the city of Atlanta is presented to demonstrate the application of
this method and discuss its limitations.

1 Introduction

There has been a lot of interest in evaluating walkability, given that walkable
environments have been associated with urban social life, economic regeneration,
public health, and overall quality of life. Urban planners, urban designers, and
architects have long advocated for walkable neighborhoods as a means of creating
‘‘a sense of community’’ (Calthorpe 1993; Duany and Plater-Zyberk 1994).
Walking is an important aspect of environmental health, given its ability to
improve cardiorespiratory and metabolic fitness and reduce the risk of coronary
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heart disease. Public health scholars and practitioners have found measurable
health benefits for individuals residing in walkable areas (Frank and Engelke 2001;
Saelens et al. 2003a; Lathey et al. 2009). Walking is also critical for environment
quality given that it is a substitute for vehicular travel and thus reduces negative
impacts from vehicles, such as noise and automobile exhaust. Transportation
planners have noted that, under some circumstances, walkable areas tend to
encourage several alternative modes of mobility that reduce the dominance of
single-occupancy automobiles (Boarnet and Crane 2001). The support for walking
also comes from environmentalists who contend that these neighborhoods are
energy efficient with a lower carbon footprint (Norman et al. 2006). Given the
multiple benefits of walking, urban planners and policy-makers are keen to find
ways to make walking more popular among urban inhabitants. Developing tools
that measure and provide critical information about walkability of places is
increasingly becoming an important aspect of planning support systems (PSS).

Walking facilities, such as sidewalks and underground passageways, have been
introduced into the urban pedestrian network system for satisfying the demands of
walking. However, simply building more walking facilities in order to increase the
occurrence of walking is not necessarily the most effective solution. To induce
walking, the entire pedestrian system should be well designed by providing end-to-
end solutions between the potential origins and destinations. Additionally, a par-
adigm shift is occurring in transportation planning that moves away from a
mobility-oriented evaluation (which evaluates transport system performance based
on quantity and quality of physical travel) toward an accessibility-based evaluation
(which considers the ability to obtain goods, services, and activities, and places
people at the center of the transportation system, rather than automobiles) (Todd
2012). An efficient pedestrian system is usually a fundamental component of
transportation systems that score high on accessibility metrics.

Various walkability scores for neighborhoods and streets already exist (e.g.,
www.walkscore.com, walkshed.org). However, various travel surveys document
that walkability factors and their impacts vary from person to person, and a
growing number of studies discuss the influence of built environment on walking
behavior through such factors as access to amenities, residential density, street
connectivity, land use diversity, land use accessibility, traffic safety and crime
safety (Leslie et al. 2007; Cerin et al. 2006). Established walkability applications
do not provide a comprehensive range of user selectable routing algorithms that
take these myriad factors influencing walkability into account.

Walk Score has been demonstrated as a valid and reliable tool for estimating the
accessibility of nearby facilities (Carr et al. 2010; Duncan et al. 2011). However,
the impact factors in its algorithm have lacked some variables (i.e. population
density, traffic safety) to describe built environment characteristics. The potential
pedestrians are unable to select the impact factors and cannot determine the most
walkable route between two points in the city. The function of Walkshed is very
similar to Walk Score and they are designed based on the same premise, which is
the accessibility of nearby amenities and their impacts on walkability. The
Walkshed application provides additional functionality that enables the pedestrian

310 S. Guhathakurta et al.

http://www.walkscore.com
http://walkshed.org


to select impact factors for walkability, but it also lacks some key built environ-
ment factors (i.e. crime safety, aesthetics) in its walkability calculation, and cannot
generate an optimal route between two points in the network.

The objective of this chapter is to describe a methodology for routing walking
paths based on user selected attributes and to demonstrate its potential through an
application developed for the city of Atlanta. This application is now being served
over the web and is now in the process of being implemented in both iOS and
Android based handheld devices. The rest of the chapter is organized as follows:
The next section, Sect. 2, explains the methodology for generating walkability
scores and outlines the algorithms used for determining the optimal routes based
on user preferences. Section 3 demonstrates how the methodology was applied to
the city of Atlanta and provides sources of data used in this application. The
following section, Sect. 4, discusses the various ways in which this application can
also be used urban planning and policy-making and points to some of its limita-
tions. The chapter then concludes with Sect. 5 highlighting some of the key
objectives achieved in designing this application.

2 Methodology

2.1 Selecting Attributes of Walkability Cost

Several characteristics of the built environment have been found to influence an
individual’s propensity to walk. High-density neighborhoods support greater retail
and service variety, resulting in shorter, walkable distances between facilities
(Leslie et al. 2007). As a result, residents of high walkable neighborhoods are
reported to be in areas with high residential density (Cerin et al. 2007; Saelens
et al. 2003b); and residential density has been positively related to walking for
transport (Cerin et al. 2006). Walkable neighborhoods provide more options for
destinations where goods and services may be purchased and where more local
employment opportunities can be reached by walking (Leslie et al. 2007). Further,
employment density is also reported to significantly affect walking patterns (Ca-
nepa 2007).

In addition to density, diversity of land uses and built forms have been also
known to increase the probability of walking (Leslie et al. 2007). Residents of
high-walkable neighborhoods rated relevant attributes of land-use mix (access and
diversity) consistently higher than did residents of the low-walkable neighbor-
hoods (Leslie et al. 2005). Both density and diversity of the built environment
influence distances between activities and land uses. Expectedly, shorter distances
to different land uses also increases walking (Shigematsu et al. 2009; Merom et al.
2009; Leslie et al. 2005; Cerin et al. 2007). Similarly, a study by Moudon et al.
(2007) shows that distance to neighborhood destinations is strongly associated
with pedestrian activity.
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Higher intersection densities provide people with a greater variety of potential
routes, easier access to major roads where public transport is available, and shorter
times to get to destinations (Leslie et al. 2007). Residents of highly walkable
neighborhoods have rated relevant attributes of street connectivity higher than
have residents of less walkable neighborhoods (Leslie et al. 2005).

Lower crime rates, lower physical barriers, higher quality pedestrian infra-
structure, less traffic volume and higher aesthetic quality increase propensity for
walking (Leslie et al. 2005; Kerr et al. 2006; Gauvin et al. 2005). Conversely,
McDonald (2008) found significant negative association between violent crime
and minutes walked per day.

Residents’ perceptions of neighborhood walkability also have been related to
the themes of safety, comfort or convenience, and aesthetics (Lu et al. 2011).
Barriers can reduce walkability and accessibility to school (Bejleri et al. 2011).
Poorly maintained or missing sidewalks, absence of crosswalks, intersecting bike
paths or lanes, and traffic safety are issues that discourage pedestrian activity
(Strath et al. 2007).

Given extensive literature on the attributes of walkability and their associated
measures, the selected attributes for this application fall under ten categories.
These are: (1) residential density; (2) business density; (3) land use diversity; (4)
land use accessibility; (5) street connectivity; (6) crime safety; (7) traffic safety; (8)
physical barriers; (9) aesthetics; and (10) pedestrian infrastructure. The application
offers users the ability to select and rank these relative attributes of walkability
according to their requirements.

2.2 Developing an Analytical Hierarchy Process for Deriving
Network Weights

Application of the Analytical Hierarchy Process (AHP) provides a convenient
means of deriving weights by comparing each attribute with all others one at a
time (Arrington et al. 1984; Cheng et al. 2005; Piltan et al. 2012). This process was
initially developed by Saaty (1980) to organize and analyze complex decisions
(Satty and Vargas 1980). The process involves a stratified system of ranking each
attribute with respect to all others. The matrix of relative ranks is then used to
calculate eigenvectors, which are, in turn, normalized to derive relative weights for
the various attributes. The Analytical Hierarchy Process (AHP) has been applied in
an evaluation model to assign weights to various metrics (Shen 2010; Crossman
et al. 2011; Javadian et al. 2011).

For our application, two kinds of weights were required; one for the categories
themselves and the other for each of the attributes within the categories. We first
perform a pairwise importance comparison between variables. Second, we nor-
malize each matrix element by the sum of elements in each column, calculate the
sum for each row and then normalize the sum of the rows for the weights for each
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variable. Finally, we calculate the consistency ratio of the selection to validate its
consistency, which according to Saaty should be less or equal to 10 % (according
to his famous rule of thumb, the consistency or uncertainty of the decision should
be an order of magnitude less than decision) (Satty and Vargas 1980).

2.3 Applying the Weights to Generate Walkability Score

The walkability score is measured according to the built environment attributes
and the walking distance. The walkability scores are assigned to each street seg-
ment for quantifying the likelihood that walkers would prefer to walk along this
segment. Various factors such as crime safety, street connectivity, traffic safety
and aesthetics contributing to the walkability score of each street segment, are
combined in a linear function to derive the final walkability score. For each street
segment, the overall score can be calculated as (see Eq. 1):

WSj ¼ Dj �
Xn

i¼1

ViWið Þ ð1Þ

where WSj is the walkability score of the street segment j, Dj is the length of the
street segment j, n is the number of the attributes of walkability and Vi and Wi are
the value and the weight for the attribute i, respectively.

2.4 Develop and Implement a Routing Algorithm

Network analysis has been widely used to analyze the possible routes from one
location to another (Muraleetharan and Hagiwara 2007; Ericsson et al. 2006). This
tool can get the shortest route between two points based on network distance. In
addition, other criteria, such as travel speed, can be built into the analysis to obtain
the optimal route for a specific objective (Hudecek 2008; Devlin et al. 2008).

Walkability is an important characteristic for the pedestrian travel route. There
are numerous possible routes between two locations in the city. The optimal route
is determined by maximizing the aggregate average walkability score for the route.
The routing algorithm for optimal route can be described as (see Eq. 2):

Or ¼ max
Xm

j¼1

1
Dj
�
Xm

j¼1

WSj

� �
ð2Þ

where Or is the optimal route between two points, WSj is the walkability cost of
the street segment j and m is the number of the street segments of the route.
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3 An Application in the City of Atlanta

To demonstrate the methodology described above, we developed a web-based
application to generate walkable routes for the city of Atlanta in the U.S. A
walkability cost network was developed using a routing algorithm to identify
optimal pedestrian routes. These routes were then used to guide walk route
selection between two locations within the city.

3.1 Variable Selection and Spatial Transfer

Street segments were weighted according to the resistance they offered to walkers
based on various combinations of street attributes. Ten categories of attributes (as
described earlier) were applied to determine the network cost of walkability. Each
of these categories are weighted combinations of various attributes (See Table 2)
with some category having only one attribute variable while others having ten or
more attributes.

The data for these attributes were stored in GIS format and analyzed using
ESRI’s ArcGIS suite, version 10.0. We first cleaned the 2007 street network data
to eliminate the expressways, which did not include legal walking routes. The data
were then categorized into two spatial units—blocks and street segments. Based on
the spatial location, all street lines were interrupted and distributed to each block.
Each segment was given the attribute of the block. If one segment intersected two
blocks, the segment was given the average value of the attributes of both blocks.
All data for 32 variables were assigned to the street network shapefiles. Such
variables as population density, housing density, household density, and multi-
family units’ density were generated for each block, while the distance from street
to the nearest credit intermediation related activities, education services, food
beverage stores and similar destinations were created for each street segment. The
relationships between variables and walking were either positive (e.g., population
density and employee density) or negative (e.g., crime rate and traffic volume).
The characteristics of each variable are listed in Table 1.

We used the street network data from 2007 Georgia Department of Transpor-
tation and the Atlanta Regional Commission street file. Block boundary data were
obtained from 2010 U.S. Census Bureau TIGER/Line shapefiles. A measure of
intersection density was calculated using the ArcGIS network analysis tool based
on the street network data. The variables in the residential density group were
calculated using the ArcGIS operator tool based on the 2010 U.S. census block data.
Similarly, the variables in the business density, land use mix diversity and land use
mix accessibility categories were calculated using the ArcGIS operator tool, zonal
analysis tool and Euclidean distance tool, based on the 2012 reference USA busi-
ness database. Crime data were obtained from 2009–2011 police department report,
provided by the Atlanta Police department. Slope was calculated using the ArcGIS
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3D analysis tool, based on the 1999 digital elevation model (DEM) data (30 meters
pixel resolution) provided by the U.S. Geological Survey (USGS). We used
ERDAS 9.3 Indices tool to calculate NDVI (A simple graphical indicator that can
be used to measure vegetation coverage. The higher the value of indicator, the
higher the vegetation coverage) based on the 2011 Landsat image data provided by
the U.S. Geological Survey (USGS). Traffic volume data were obtained from the

Table 1 The characteristics of each variable used in developing walkability cost

Variable Spatial unit Relationship
to walking

Population density Block Positive
Housing density Block Positive
Household density Block Positive
Multi-family units’ density Block Positive
Employee density Block Positive
Credit intermediation related activities density Block Positive
Educational services density Block Positive
Information services density Block Positive
Professional scientific technical services density Block Positive
Religious grant making civic professional density Block Positive
Food service drinking places density Block Positive
Amusement gambling recreation services density Block Positive
Food beverage store density Block Positive
Park services density Block Positive
Land use variety Block Positive
Distance from street to the nearest credit

intermediation related activities
Street segment Negative

Distance from street to the nearest food service
drinking places

Street segment Negative

Distance from street to the nearest educational services Street segment Negative
Distance from street to the nearest information services Street segment Negative
Distance from street to the nearest park services Street segment Negative
Distance from street to the nearest professional

scientific technical services
Street segment Negative

Distance from street to the nearest religious
grant making civic professional

Street segment Negative

Distance from street to the nearest food beverage store Street segment Negative
Distance from street to the nearest amusement

gambling recreation services
Street segment Negative

Distance from street to the nearest transit Street segment Negative
Street intersection density Block Positive
Crime rate Block Negative
Slope Block Negative
NDVI Block Positive
Traffic volume Street segment Negative
Sidewalk perimeter divide by street length Street segment Positive
Sidewalk area divide by street length Street segment Positive
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2009 average annual daily traffic (AADT) data provided by the Georgia Department
of Transportation. Public transit data were collected from the 2010 Georgia regional
transportation authority file. Finally, sidewalk data were obtained from the Georgia
Department of Transportation.

3.2 Calculation of Variable Weights and Generation
of Walkability Cost

The weights of the variables were calculated through the AHP process discussed
earlier. Prior to the analysis, the influence of each variable in the walkability model
needed to be ascertained. Weights for each variable was assigned based on prior
studies. The more often they appear in current walkability research papers, the
higher the value received. In our case, it is reasonable to assume that the crime
safety is the most important factor related to walking. Physical barriers were also
assigned a high importance value to walkers. Traffic safety was considered less
important than slope. The details of the weight of each variable are listed in
Table 2.

Using the selected walkability variables and their respective weights as defined
in Table 2, the walkability cost map was developed using the GIS operator tool.
The street segments were reclassified based on the accessibility of street segment
to the point of origin of individual walkers (Fig. 1).

3.3 Optimal Route Identification

Using the walkability cost map developed in the above section the shortest route
and the optimal route can be identified among all possible routes using the ArcGIS
network analysis tool (Fig. 2).

Figure 2 showcases a feature of ArcGIS network analyst. However, the network
analyst methodology will only work for a static network. In order to achieve our
goal, which is giving users the choice of the selecting their own parameters, the
network characteristics need to be changed on the fly. The walk score of a street
segment varies based on user provided criteria. To reconstruct the network each
time a selection is made or changed we used an open source framework called the
OpenTripPlanner. The OpenTripPlanner has an inbuilt routing mechanism, which
gives the shortest path but this was not of much value to us. We needed to get a
path that maximizes the walk score by aggregating the scores on all possible street
segments. So we developed another routing algorithm, which uses the walk score
as the routing parameter rather than the length of the street segment. In this routing
algorithm we identify the route which has the maximum aggregate average walk
score.
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The routing algorithm explores all possible paths to the destination to maximize
the walk score. However, exploring all possible paths might not be efficient as this
will include examining routes that are not practically feasible for a person to walk.
For example we might get a route which is an order of magnitude longer than the
shortest path. So we restrict the search by defining an upper boundary. As of now
we have defined the upper boundary in which all the places which are more than
twice the shortest path distance will not be considered while trying to maximize
the walk score. This eliminates paths which are practically not feasible to walk and
also makes the computation efficient and quick (Fig. 3).

The next change we made in the OpenTripPlanner framework was to ensure
that the network characteristics vary based on the user preference. This framework
maintains the network in a graph format. When the application gets a request from
a user it calculates the walk score based on the weights and applies the new walk
score to all the street segments present in the graph. Hence, the network charac-
teristics are altered based on the user preference. The following two figures
showcase the difference between the routes returned by the two routing algorithms.

Fig. 1 The map of walkability cost in the city of Atlanta
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The area shown in the map is from the midtown of Atlanta. Notice that the route
shown in Fig. 4 has a longer route. The route takes the longer Peachtree street
segment because the walk score in that area is higher than the shortest path as it
has more shops and restaurants, which the default user rates highly.

4 Discussion

The shortest route may not always be the most walkable route if the user is not
time constrained. People walk for various reasons and many of these reasons relate
to enjoying the experience of walking through places that please the senses. Also,
different persons respond differently to similar places, hence the walk route that is
pleasing to one may not be the same to another. Indeed, the same individual might
choose to walk along different routes depending upon the specific activities she is
pursuing or her mood at that time. The application described in this paper caters to

Fig. 2 The map of comparing the shortest route with the optimal route
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the diversity of reasons that make people walk and provides the best path
according to the specified choices individuals make at a particular time.

The model implemented in the walk route application can be easily reproduced
for other regions as long as similar data are available. The model is also flexible in
adapting as many or as few user selectable options as necessary. For example,
parents could provide kids with a walk route application that sets the safety feature
to high and non-selectable so that the kids are choosing only among the safe
options when planning a walk route. Similarly, different versions of this appli-
cation can be designed to cater to different groups such as tourists, joggers, and
shoppers using different weights for the attributes (or by adding new attributes).

Walk route could also be used to evaluate different streets, neighborhoods, or
places comprehensively or along particular attributes. If a typical weighting sys-
tem is used for scoring walk routes, the overall scores for all street segments in a
neighborhood or place can provide a measure of walkability of that place. These
scores can then be used to compare among places or neighborhoods according to
how walkable they are. Also, the walkability scores can be used to plan appropriate
infrastructure and built-form interventions to make places more walkable. In this
respect, this application can be used as a decision support tool for planning.

Although this study is geared towards assessing the standard pedestrian’s
walking experience, this methodology could also be applicable to optimizing

Fig. 3 Shortest path using the inbuilt routing algorithm of OpenTripPlanner
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routes for individuals with disabilities. Physical elements in the travel path such as
low overhanging signs, insufficient width of the sidewalk, obstacles and protruding
elements in the path of travel, and uneven curbs with obstacles and holes, could be
included as variables for an adapted Walk Route model. Many of the original
variables would still be relevant, and could reference a more detailed street net-
work that includes Americans with Disabilities Act (ADA) facilities.

Like most models, this application too has its limitations. One limitation is the
quality and the timeliness of the data. Given that most of the data is obtained from
publicly available or secondary sources, there are several data quality issues. For
example, the quality of the sidewalks in terms of cracks and buckling, which may
be hazardous to pedestrians, is not available in this data. Also, the data is some-
what dated given that much of it was collected 2+ years ago and will be updated at
relatively long intervals. Hence some of the built environment changes will not be
captured in this data.

A second limitation of the walk route methodology is that it does not consider
the effects of subjective measures of walkability. In this study, only objective
measures of walkability were used in the model, but much of the walkability
research has shown that subjective measures of walkability significantly impact
walking behavior. Given the same walking environment, people will have different
propensity to walk. Future steps to remedy this shortcoming will likely include

Fig. 4 Route returned by the walk score based routing
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administering travel surveys to compile subjective data from local residents that
can then be added to the model to improve its performance.

Another difficulty in constructing the walk route model is the determination of
the weights of each attribute of walkability. In this study, the variable weights
were assigned by the frequency of their occurrence in the walkability literature.
There was no research about the rank of importance of different variables, which
were important to walking and the direct relationship between these variables and
propensity to walk. If the actual amount of walking at various street segments is
known, statistical methods such as regression analysis could be used to calculate
the weight of each variable of walkability. The observed data are as yet
unavailable to validate the model. Therefore the application of the walk route in an
actual city environment still needs to be tested at this stage.

5 Conclusion

This paper presents a new methodology for ascertaining the optimum pedestrian
travel route based on individual preferences. Several characteristics of the built
environment have been found to influence walking behavior in the literature and
are thus employed as variables in the model. The Analytical Hierarchy Process
(AHP) is used to weigh each attribute, which were then combined to calculate a
walk score. The optimum route was then determined by applying a routing
algorithm based on the walkability cost of the network.

The methodology was applied to the city of Atlanta. The application included
32 variables in 10 attributes. While the weights for each of the variables combined
to form attributes were based on the review of literature, the importance of the
attributes themselves were selected by the users and determined through the AHP
process. The most walkable route between two locations in the city was found
using the network analysis tool in the OpenTripPlanner framework, based on the
walkability cost map in Atlanta.

Walk Route is designed to address multiple objectives: (1) It offers a means for
pedestrians to identify routes that meet their requirements; (2) it provides frame-
work to measure the quality of the pedestrian infrastructure in the city; and (3) it
serves as a decision support tool for urban planning to make neighborhoods and
places more walkable. Although this study focused on the pedestrian’s experience,
the methodology could also be modified and applied as a route optimization model
for people with disabilities.
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Access to UK Census Data for Spatial
Analysis: Towards an Integrated Census
Support Service

John Stillwell, Justin Hayes, Rob Dymond-Green, James Reid,
Oliver Duke-Williams, Adam Dennett and Jo Wathan

Abstract In the absence of a comprehensive population registration system in the
United Kingdom (UK), the decadal Census of Population provides a crucially
important source of demographic and socio-economic data both for academic
research as well as planning and policy making for urban sustainability. Data from
recent UK censuses have been used to produce a variety of products in digital form
at different spatial scales, ranging from the counts of individuals or households
with particular characteristics captured by the census questionnaire and often
referred to as aggregate statistics, to samples of the population at individual or
household level, known collectively as micro data. Access to these often large and
complex data sets for social science research has been facilitated through the
development of a set of services funded by the Economic and Social Research
Council (ESRC) under the Census Programme. In this chapter, we review the
current Census Support Service at a point of transition to a more integrated system
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allowing users ‘one stop shop’ access to a range of different data sources, including
those associated with the census, through the facility known as the UK Data
Service.

1 Introduction

A ‘Census of Population’ has been taken in the UK in every decade over the last
200 years (with the exception of 1941 and the inclusion of 1966). The results of
the latest round of censuses in 2011, coordinated in England and Wales, Scotland
and Northern Ireland by the respective census agencies—the Office for National
Statistics (ONS), the National Records for Scotland (NRS) and the Northern
Ireland Statistics and Research Agency (NISRA)—are now being processed and
quality checked and census estimates are being released into the public domain.
These estimates are a hugely important source of information for those interested
in the sustainability of urban areas because they provide rich socio-demographic
information for relatively small geographic areas across the whole of the UK.1

Consequently they are used to create the geodemographic profile of local popu-
lations, to identify health, educational and occupational characteristics, to measure
levels of deprivation and affluence, as well as to establish the characteristics of
households and the housing which they inhabit. The census provides a benchmark
set of data against which progress towards sustainability can be measured. Norman
(2010), for example, uses data from the 1991 and 2001 Censuses at ward level in
Great Britain to indicate how socio-economic deprivation measured by the
Townsend index eased during the 1990s due to better access to a car, increasing
home ownership, declining household overcrowding and reduced levels of
unemployment.

Census data are also a unique resource of vital importance to planning and
administrative practitioners in national, regional and local agencies. Age and sex
specific census population counts underpin the annual mid-year sub-national
population estimates produced by the ONS which in turn form one of the key
drivers for the allocation of public finance to local authorities. Boundary data
enable immediate visualisation of census data at different spatial scales. Origin–
destination migration and commuting flows provide benchmark data for the decade
that follows and, through multivariate cross-tabulations, microdata provide
detailed insights into individual and household characteristics that are impossible
to glean from aggregate counts. The data are also of immense value for social
science researchers in the UK, particularly for those interested in geographical
variations at the local level, as noted in the House of Commons (UK Parliament)
Select Committee report on The Census and Social Science, which concluded that
the absence of a 2021 Census would have serious ramifications for social science

1 The 2001 Census provides data for 223,060 output areas across the UK.
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unless surveys and administrative sources could be identified that would ‘‘scale to
a nationwide coverage’’(Science and Technology Committee 2012). The feasi-
bility of these sources is currently the focus of attention of the ‘Beyond 2011’
programme (ONS 2011).

The changing information environment over the next 5 years will present new
challenges for those who collect, supply and use data. Data collection agencies want
to improve the efficiency of their operations and gain better value from their data
production and dissemination mechanisms. Census outputs will include data
generated in new multi-dimensional forms and supplied using new transfer methods
to devices such as mobile phones. Census users will have increased expectations of
the ease of access to census and related data; they will expect more immediate access
through delivery mechanisms that are more intuitive and user friendly and they will
seek increasingly to maximise the impact of their research. Data linkage and inte-
gration will be a key challenge, particularly in the context of ‘Beyond 2011’, with
attention increasingly being paid to administrative, survey and commercial data.
More specifically, the 2011 Census data may assume much greater significance in
future years if the traditional form of the census is discontinued.

The last decade has witnessed the development of a set of services designed to
provide members of the academic community in the UK with quick and easy
access to census data sets, primarily for research purposes but also for teaching.
These services were funded by the Economic and Social Research Council (ESRC)
under the Census Programme up until August 2012. This chapter is designed to
provide a review of the services which, over the next 5 years, will become part of a
more integrated Census Support (CS) service which itself will become an integral
part of a new ESRC funded UK Data Service, aiming to allow researchers access
to a wider range of data from census, administrative and survey sources through a
single point of entry. Sections 2–6 of this chapter introduce the data and outline
the current services on offer. Section 7 provides an example of how different types
of census data are used in the analysis of net migration in London. The last section
discusses some of the issues relating to the transition towards service integration
and the implications of the UK Government Licensing Framework (UKGLF) that
now standardises the licensing principles for government information and
recommends that the Open Government License (OGL) is the default license for
public sector information (The National Archives 2011).

2 Census Data Products and Census Support

The 2011 Census took place on 27 March 2011, with all households in the UK
being issued with a questionnaire that asked a series of questions about the
demographic characteristics of household inhabitants and visitors, including age,
sex, marital status and ethnicity, but also a series of questions that allow the census
agencies to provide statistics on topics such as health, occupation, migration,
length of stay, national identity, religion qualifications, employment, housing
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tenure and commuting. Before the data are released, they must undergo processes
of cleaning, validation and quality assurance whilst imputation and disclosure
control adjustment provide robust census estimates that preserve confidentiality.
The ONS is confident that the 2011 Census achieved a national household
response rate of 95% in England and Wales overall, and a person response rate of
over 80% from every local authority (ONS 2012). As with previous censuses, the
2011 Census will provide a cross-sectional snapshot of the nation’s population,
revealing important changes in society that have occurred since 2001.

The first release of statistics by ONS from the 2011 Census took place in July
2012 and included rounded counts of usually resident census population estimates
at single year of age and sex at country level, usually resident population estimates
by 5 year age bands and sex at regional and local authority level, and estimates of
occupied households at country, regional and local authority level. The second
release of Key and Quick statistics, timetabled from November 2012 to February
2013 included data for small areas, including output areas and lower and middle
layer super output areas (SOAs), wards and other geographies including parishes
(England) and communities (Wales), health areas, postcode sectors, national parks,
political constituencies and postcodes. The variables in this release correspond
with 2001 Census Key Statistics (KS) tables produced for univariate information
(counts and percentages) and a look-up table has been developed to facilitate
comparison with 2001 data. The third release, timetabled for March–June 2013,
contains multivariate tables that generally correspond to the 2001 Census Area
Statistics (CAS) tables, e.g. age by sex by resident type, or sex and age and ethnic
group, for the output area hierarchy and wards, plus unitary and local authority
areas, regions and health areas at more aggregate scales. The fourth release is
timetabled for July–October 2013 and content includes more detailed character-
istics, theme tables and Armed Forces tables with data available for higher level
geographies including middle layer SOAs, wards, unitary and local authorities,
regions, health areas and national parks but not for output areas or lower layer
SOAs for confidentiality reasons. The statistics correspond to the 2001 Census
Standard Tables (ST), standard and CAS theme tables and armed forces tables.

This schedule of release refers specifically to the aggregate statistics products
and will be accompanied by the release of a hierarchical set of digital boundaries
corresponding with the attribute data. Separate prospectuses are available for data
release in Scotland and Northern Ireland. The release of UK interaction or flow data
sets and national micro data sets is likely to follow the last release of the aggregate
statistics. Once the data are released, they will be captured from the ONS Appli-
cation Programming Interface (API) by UK Data Service Census Support (UKDS-
CS), the ‘value added services’ that have been developed under the ESRC’s Census
Programme over the last decade and which provide user-friendly query, extraction
and analysis facilities for researchers in the UK academic community. UKDS-CS
involves four of the ‘data support units’ operating under the Census Programme that
provided expert support and online access to different datasets: (1) the Census
Dissemination Unit (CDU) based within Mimas at the University of Manchester
provides support for the aggregate outputs; (2) the UKBORDERS service within
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EDINA at the University of Edinburgh provides access to census-related digital
boundary data; (3) the Centre for Interaction Data Estimation and Research
(CIDER) at University College London (formerly at the University of Leeds)
provides access to census and related interaction data sets; and (4) the Cathie
Marsh Centre for Census and Survey Research (CCSR) at the University of
Manchester provides guidance and access to census microdata sets known
collectively as the Samples of Anonymised Records (SARs).

In addition to the collection, preservation and dissemination of census data, the
units collectively hold and provide access to a wide range of valuable related data
including: geographical look-up tables; yearly updates of Experian datasets;
deprivation scores; gridsquare data; geographical boundary data for a wide range
on non-census geographies; inter-district migration flow estimates supplied by
ONS; and estimated migration matrices from ESRC funded research projects.
These four units, together with the three units supporting longitudinal data in
England and Wales (Celsius), Scotland (LSCS) and Northern Ireland (NILS-RSU)
respectively, have constituted the Census Programme together with the Census
Registration Service (CRS) under the Census Portal which also acts as focal point
for information about the census and training events. From August 2012, these
four units and the CRS will gradually transition into the new Census Support
Service (CSS) which is part of the UK Data Service (Fig. 1) and branded as UK
Data Service—Census Support (UKDS-CS), with the longitudinal studies being
supported by a network of dedicated services and a new UK Census Longitudinal
Study Development Hub. While remaining separate, the UK census longitudinal
studies services and their hub will collaborate closely with the UKDS-CS and the
UK Data Service as a whole.

The next four sections outline services that will constitute the new UKDS-CS
and introduce some of the software systems that are currently in operation that
provide users with routes of access to the respective sets of data.

Fig. 1 From Census
Programme to Census
Support Service
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3 Access to Aggregate Statistics Through InFuse

InFuse is an innovative and intuitive web interface that makes it easier for users to
find, understand, extract and make use of data from aggregate outputs from the
census. In this section, we explain and exemplify the development of InFuse from
its predecessor, Casweb.

Census aggregate outputs have historically been sets of tables containing
various combinations of variables (e.g. age by sex by religion) that are specific to
different information requirements and user communities. Unfortunately, this
table-focussed approach has allowed tables to be designed independently without
central control on structure being enforced, resulting in inconsistencies in the
categorisation of variables and in the labelling of the same variable from one table
to another. Thus, for example, an age grouping of ‘24 years and under’ may be
labelled inconsistently as ‘0-24’. Having variations in terms for identical concepts
causes problems for an application. These inconsistencies make it difficult to
compare and search for data of interest across all of the outputs, effectively
splitting them into many separate datasets. Census users have to look through many
tables in Casweb to see if they contained the variables they were interested in.

Moreover in Casweb, metadata—the descriptions of items (e.g. economic
activity)—were divorced from the data. In practice, users had to look through the
census definitions volume or at the original census questionnaire to find this
metadata. The underlying data were not associated with the labels. For example, if
a Casweb user selected data from the first two cells of Table CT003: Theme Table
on Ethnic Group (Fig. 2), only the label (e.g. ct0030001) associated with the count
in each cell would appear in the output file (Fig. 3). The first four characters of the
label refer to the table ID, and the last four digits correspond to the cell ID. To find
out what the code referred to, a user would have to look at the interface and
manually type in their own more meaningful description.

Fig. 2 Part of table CT003 in Casweb
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So as to improve variable label consistency and metadata provision, it was
necessary to change the structure of the data to make it more usable. The format of
the census tables was an obstacle to the creation of a more usable application. In
order to enable creation of a more flexible interface (InFuse), the database was
reformatted into a multi-dimensional structure based on SDMX,2 a data model
which has been adopted by non-governmental agencies around the world as the
standard for data and metadata exchange for aggregate time series data. Thus,
users of census aggregate data in InFuse are able to more easily and intuitively
locate data without hunting through a multitude of tables. The example in Fig. 4
shows the first screen of 46 topic combinations associated with the selected
variable (Ethnic group).

Infuse interface users are able to access data from multiple geographical levels
at the same time, as shown by the inclusion of London GOR as well as CAS wards
in the InFuse output shown in Fig. 5. Output from Infuse for the same information
shown in Fig. 3 is shown in Fig. 5, indicating the metadata attached to each
variable in the second row as well as information about the type of geographical
unit in the second column.

Initial data logs from users of InFuse during the period September 2010 to
October 2012 indicate that there were 676 unique users of InFuse, of which 115
did not use the Casweb interface. Though a relatively small sample, the data shows
that the new approach has helped reduce barriers to use among the UK academic
community and broadened the reach of census data. There is evidence of greater
use with university staff and postgraduates since 69% of InFuse users were
postgraduate students or HE/FE staff as opposed to 40% of Casweb users. There is
also evidence of greater range of disciplines accessing census data. While
Geographers still form the largest proportion of users (52% for Casweb, 36% for
InFuse), other disciplines have increased evidence of usage, including Sociology
(Casweb 2.3%, InFuse 6.2%) and Medicine-related studies/professions (Casweb
2.6%, InFuse 5.8%). Some examples of non-traditional social science use are:
Drama; Dance and Performing Arts, English Language and Literature, Physics and
Sports-related Subjects. While these proportions remain small, the increases
amongst a small number of ‘early adopters’ suggest that once InFuse reaches

Fig. 3 Output from Casweb
after selecting the first two
cells in table CT003

2 See Statistical Data and Metadata eXchange (SDMX) web site at sdmx.org.
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greater penetration, it has the potential to promote the use of census aggregate data
to a wider academic audience and therefore will become the main delivery vehicle
for the 2011 Census aggregate data.

4 Digital Boundary Data from UKBORDERS

One of the more notable features of the UK census is its granularity in terms not
just of the wealth of personal and household information attributes that it gathers
but also the spatial units at which the aggregate results are released. Academics in
the UK have access to an unrivalled time series of digital boundary data (DBD) at

Fig. 4 The filtering facility in InFuse

Fig. 5 Output from InFuse after selecting populations by ethnic group
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a very high level of spatial resolution which are typically accessed as GIS/CAD
files for use in desktop software. Whilst the spatial building blocks for each
decennial census have tended to vary both in respect of the types and nature of
how those spatial units are derived, it is anticipated that the 2011 Censuses in
England and Wales, Scotland and Northern Ireland will provide a more coherent
and cross-comparative set of geographical outputs than its predecessors. Since
2001, there has been increasing recognition of the need for consistency in the
spatial units used for recording counts and enabling backwards compatibility for
comparative purposes. Both inter- and intra-zonal comparisons over time continue
to be a preoccupation of academic research since it is the changes in society and
their spatial manifestations which are frequently more informative than cross-
sectional maps.

The UKBORDERS suite of services provides mechanisms for online delivery
of the geography outputs of the last five decennial censuses as well as a range of
historical census geographies, associated look-up tables, postcode directories and
non-census geographical boundary data. From 1993, the service has delivered
mechanisms whereby users of the census geography outputs can search, filter and
extract (download data) by spatial and temporal extent. Figure 6 is a screenshot of
the ‘Boundary Data Selector’ interface of UKBORDERS which enables a user to
build a query under the ‘What and Where?’ tab by initially selecting the country of
interest (i.e. England), the type of data required (i.e. census boundaries) and the
reference period (i.e. post 1999). Once these parameters have been chosen, the user
can make a specific selection of spatial units; in this example, the user is preparing
a query to extract the 2001 Census Area Wards for Greater London in ESRI
shapefile format. Once the data have been extracted they are held in a zip file for
downloading and inputting to a GIS on the user’s personal computer.

As already noted, the UK has a distinctively rich geography as indicated in
ONS’ Beginners Guide to Geography (ONS undated), and the digital boundaries
have changed over time out of necessity as administrative and pragmatic
requirements dictate. UKBORDERS endeavours to provide a comprehensive
‘digital library’ archival snapshot of these changing digital boundary files along
with metadata which can assist in their interpretation and use. Furthermore, as the
digital boundary data are widely used across a range of disciplines beyond the
conventional social sciences in areas as diverse as archaeology, land-use planning
and zoology, a wide range of data output formats are supported in order to meet
these broad user requirements. Service users may choose to drill-down to specific
individual spatial units or take larger areal extents incorporating many spatial
units. In providing a consistent user interface to a diverse and rich collection of
data, UKBORDERS attempts to strike a balance between usability and function-
ality whilst also needing to consider performance and scalability when doing real
time data extraction and delivery. The latter is pertinent as some of the spatial
datasets can be rather large (even by modern standards), running to several
hundred megabytes. As mitigation against this, an ‘Easy Download’ service is also
available which provides access to original resolution and resampled lower
resolution generalised (simplified) sets of digital boundaries as ‘pre-canned’, ready
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to use datasets in a variety of the most popular data formats (ESRI shape, DXF,
MapInfo) for quick download without the need to perform live data extractions.
Further services include equivalent tooling onto the extensive holdings of current
and historic postcode directory datasets permitting custom bespoke look-up and
drill-down facilities and an online thematic mapping tool for visualisations. The
relative balance between the ‘grab and go’ requests and bespoke, tailored data
extraction requests is roughly equal and runs to several thousand unique data
requests per month.

It is this ‘value added’ dimension of these services that make them so valuable
to their academic users, as well as the availability of digital boundary data for five
censuses. By centralizing access to and standardizing mechanisms that enable
authorized access to census resources, UKBORDERS (and other services) has

Fig. 6 The boundary data selector interface in UKBORDERS
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reduced the barriers to use by removing the need for each potential user of the
resources to manage, curate and maintain local copies of the data. This implicit
need is reflected in the fact that despite over 20 years of continuous operation, the
services remain in heavy demand and users return repeatedly to access and use the
data. At inception, it had been suggested that users would simply take resources
once and cache local copies which would diminish the need for the services over
time. This proved unfounded and the data management and curation role continues
to play a significant role in academic census provision by providing continuity of
service and user expectation of on-demand web based services.

Whilst user interfaces are tuned to meet simple and complex data selection and
extraction needs, the UKBORDERS services have been designed to permit not just
human-centric interaction but also provide standards-based machine interfaces
such as Web Mapping Services (ISO19128) and Web Feature Services
(ISO19142). These machine interfaces are expected to become increasingly
important in emergent computing paradigms where distributed, ‘mashable’ data
sources are becoming increasingly pervasive.

5 Interaction Data from WICID

Interaction data have been produced from the modern censuses from 1981
onwards, termed the Special Migration Statistics (SMS), Special Workplace
Statistics (SWS), and Special Travel Statistics (STS). These data tabulate infor-
mation about flows within and between locations, and take the conceptual form of
matrices of origins by destinations for migrants, or residential locations by
workplace locations for commuters. These matrices are often sparsely populated;
the highest level of spatial detail for the 2001 Census outputs was the output area
(OA) and there were over 220,000 OAs defined across the UK, giving a total of
close to 50 billion possible origin–destination pairs. In a population of 60 million
persons, any such matrix is going to be very sparsely filled. For those combinations
of origin, destination, age and sex for which a non-zero value was observed, that
value was likely to very small. One consequence of this was that the data were
strongly affected by disclosure control mechanisms (Duke-Williams and Stillwell
2007), but more general observations may be made: firstly, that it can be difficult
for users to explore such a large data space, and find the parts in which they are
interested; and secondly, that few data users actually wish to use data at that fine
scale—the utility of highly spatially detailed data is that they can be re-aggregated
to a wide variety of coarser geographies that are appropriate for the analysis being
undertaken.

The online access system developed by the Centre for Interaction Data
Estimation and Research (CIDER) provides a number of routes into the data that
aim to address the practical problems for users of sparse data. The main system is
an interface called WICID (Web Interface to Census Interaction Data), which
allows users to flexibly build and execute a query. There are two main parts to a
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query: the data elements and the geography terms. In both cases, there is a variety
of ways of defining the terms of interest, reflecting differing user requirements.
There are various approaches to selecting data items of interest. Users can: select a
fixed total (migrants or commuters) from a dataset; select by navigating a tree of
data set names, table names and finally table layouts; or search by chosen vari-
able(s) (e.g. ‘ethnic group’) to be given a list of tables that contain a version of that
variable, together with a menu of cross-classifying variables. Figure 7 illustrates
the data selection page of the WICID query interface, indicating how the user can
select the data items (cells in the table), in this case total persons in total and by
ethnic group.

In the case of ‘Geography’, users might be interested in a single area only, or a
potentially large number of areas, and different search tools are appropriate in
different circumstances. Users can: select one or more areas from a fixed list; select
all areas in one geography simultaneously; select by a free text search on place
name or containing postcode; or select using a map. Some approaches permit a
separation of selection and output geographies and thus a user has the capability to
automatically select, for example, all wards in a chosen region. A distinctive
characteristic of interaction data is that there are two sets of spatial constraints and
the interface allows users the quick option of mirroring origins as destinations, or
permits them to select an independent set, possibly at a different geographic scale.

In addition to the main holdings of interaction data, the WICID interface also
provides access to a set of population counts derived from the Census Area
Statistics or other sources (as methodologically appropriate) that can be included
in a query by users in order to generate flow rates. These counts are also available

Fig. 7 Data selection page in WICID
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via the data search tools, and can be browsed or can be added via an automated
tool than identifies the relevant population count for each interaction data term in a
query.

6 Access to the Samples of Anonymised Records

Thus far, the sources described have provided data broken down into geographical
areas, either as boundaries for those areas, or as tables of summary statistics
relating to those areas or flows within and between them. These are, of course,
ideal resources if one is interested in differences across areas, but less helpful if
one is interested in variation between individuals. There are risks involved in
attempting to understand individual characteristics on the basis of areal evidence
(Tranmer and Steel 1998) rather than using individual level data that allows
analysts to explore differences at this level directly either on their own or alongside
area analysis.

By using microdata, one is able to work with individual characteristics much
more flexibly than is the case with pre-tabulated data. It is possible to generate
tables that do not already exist because the data typically contain a full range of
census topics which can be tabulated against each other any way that the user sees
fit. Similarly, it is possible to generate sub-samples based on some constraint to
limit the population to which the analysis applies. Furthermore, a large number of
variables may be included in a single analysis permitting individual level multi-
variate models to be produced.

However, there are some major shortcomings of using microdata rather than
aggregated data which can be traced to the need to maintain the confidentiality of
respondents. Because the microdata contain a large number of person character-
istics in each record, the potential for disclosure is greatly increased if the data are
not treated. Accordingly, data are released only for non-overlapping samples and
the amount of detail available for any record, particularly geographical detail, is
restricted.

The structure of the data is relatively simple which means that while the data
have been made available only to users who satisfy authentication, the data can be
distributed using standard tools rather than necessitating the production of bespoke
ones. Typically, the data are stored as simple matrices which contain rows for
individual records and where each column relates to an individual characteristic. In
the microdata context, it is these characteristics that vary from individual to
individual that are referred to as variables. These data are stored either as delimited
text files for importing into an analysis package, or as preformatted files for
reading into the commonly used statistical packages, Stata and SPSS. This comes
about as it is inevitably the case that a computer package is required to analyse the
data. This is an internationally common practice amongst microdata archives and
access services and the approach used by the Economic and Social Data Service
(ESDS) and its predecessors (Cole et al. 2008).
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The microdata supported by CCSR are also made available through an online
discovery tool called nesstar (Fig. 8) which was created by a consortium of
European data archives (Ryssevik and Musgrave 2001). This tool has the advan-
tage of bringing data and metadata together in a browsable format, so that even
unregistered users can view population-wide univariate distributions. Additionally,
registered users can undertake simple analyses online and download subsets to
their own requirements.

7 Spatial Analysis of Ethnic Migration in Greater London

The development of communities that are sustainable from an ethnic perspective is
an issue of major importance in many cities in the UK. Ethnic migration in
particular has been a focus of attention by social scientists in recent years, in the
context of increasing volumes of immigrants and the perceived socio-economic
consequences of their arrival in localised communities and their subsequent
redistribution. The search for reliable and detailed geographical information on
ethnic migration begins and ends with the census; there is simply no alternative
data source that provides the possibility to identify geographical patterns of ethnic
population concentration and movement of whites versus minority non-white
ethnic groups.

The internal migration propensities and spatial patterns of migration in London
have been investigated by Stillwell (2010a, b) using data on ethnic populations
drawn from the aggregate statistics. Figure 9a illustrates the number of usual

Fig. 8 Nesstar tabulation of economic activity by ethnic group for London migrants, small area
microdata 2001 (5% sample of individuals)
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residents in each of six ethnic minority categories represented as pie charts and this
distribution is superimposed upon a ranged map of the percentage of the population
of each London borough that is white.

Two boroughs, Brent and Newham, had majority non-white populations in
2001 and the higher proportions of whites are found in the boroughs of Outer
London, for the most part, with exceptions such as the City of London, Islington
and Westminster and Chelsea. There are distinct concentrations of certain non-
white groups with blacks being the majority non-white groups in Haringey,
Hackney, Lambeth, Southwark and Lewisham, and large numbers of Asians being
present in western boroughs and in Newham and Redbridge. The ethnic population
counts have been downloaded from InFuse (using the query shown in Fig. 4) and
linked in MapInfo Professional with the polygons representing the 32 London
boroughs and the City of London whose boundaries have been downloaded from
UKBORDERS (using query shown in Fig. 6).

The map shown in Fig. 9b shows the patterns of net internal migration within
London of whites. More specifically, it shows for each ward, the difference
between the total number of white in-migrants from other wards of London and the
total number of white out-migrants. The pattern of gains and losses is very
distinctive with most Inner London wards losing net migrants and most Outer
London wards gaining net migrants. Whilst Fig. 9b clearly shows the decentrali-
sation or dispersal of white migrants in London, Stillwell (2010b) exposes the
reverse net pattern for wards when the variable plotted is the net migration for each
ward with the rest of England and Wales outside London; in this case, the central
wards are gaining through net in-migration and the peripheral wards and losing in
net terms as whites in the outer suburbs move further out into the rest of the South
East, to East Anglia and to the South West. Figure 9 is based on migration data

Fig. 9 Maps of London’s a ethnic population by borough and b white ethnic net migration by
ward, based on data drawn from InFuse, WICID and UKBORDERS. Sources 2001 Census:
census area statistics theme tables (England and Wales); commissioned table C0723; district and
ward boundaries. Crown copyright 2003
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extracted from WICID (using the query shown in Fig. 7) and linked with ward
boundary data downloaded from UKBORDERS. Although data from the Samples
of Anonymised Records (SARs) have not been not used in this example, parallel
work on ethnic migration using microdata has been reported in Finney and
Simpson (2008) and Simpson and Finney (2009).

8 Conclusions: Towards an Integrated Census
Support Service

The resources created and the services developed under the Census Programme
that have been outlined in previous sections have provided the academic
community in the UK with the facilities to access and extract data from large and
complex data sets using state-of-the-art tools via user-friendly interfaces. This
level of support for researchers in social and health sciences to access data from
the last five censuses is unique across the world; the results of user surveys suggest
that the services (available 24/7) are well used and much appreciated. However, as
the data deluge grows at an ever increasing rate, as technology rapidly changes and
as user requirements reflect the new research challenges of an increasingly
dynamic society, so it becomes necessary for the services that have been devel-
oped under the Census Programme to respond. The ESRC have recognised that
part of their Data Strategy is the creation, over the next five years, of a more
integrated service of Census Support (UKDS-CS) within a new UK Data Service
that also contains a range of other non-census services that include the existing
Economic and Social Data Service (ESDS), the Secure Data Service and the UK
Data Archive.

There are a number of key requirements associated with this integration
challenge, including:

• development of a brand for both the UK Data Service and its component
services (including UKDS-CS) that will provide the framework for a new web
site and the integration of the existing services into an easy to use, innovative,
trusted ‘one-stop shop’ for suppliers and users of social science data;

• ingest of the disseminatable Samples of Anonymised Records into the main-
stream UK Data Service collection

• transfer of the census databases and software systems held at MIMAS (at the
University of Manchester) and EDINA (at the University of Edinburgh) onto a
new UK Data Service platform (at the University of Essex) and their
operationalization;

• integration of the UKDS-CS services with the other data services already in
operation at Essex;

• maintenance of the current level of service provision to users in the academic
community but opening up the services to non-academic users as a function of
new open government licensing arrangements; and
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• development of a new query tool that will enable users to perform true topic-
based searches across the range of census data supported by the service and thus
be able to extract data on a particular theme or topic from multiple sources using
one query (rather than several queries, one for each census service as at present).

Each of these challenges presents considerable problems to solve and diffi-
culties to overcome. In relation to branding for the UK Data Service as a whole,
this task was outsourced to a company, Conran Design Group, and the recom-
mendations of these consultants have provided the designs for the front end of the
integrated web site and the service logos, thereby creating the brand framework for
subsequent service development.

It is envisaged that transfer of existing UKDS-CS infrastructure to a new
Windows platform will present a range of technical difficulties and begs a number
of questions about whether the development work using new technologies and new
approaches should be undertaken in the existing host environments (at Manchester
and Edinburgh) or in the new host environment (at Essex). If the former approach
is chosen, then the updated services might be transferred to an intermediary server
at Essex for testing and configuration before final release. Alternatively, it might
be appropriate to create a virtual machine that would be used for development and
configuration before being transferred to the new environment for operationali-
sation by technicians at Essex who would undertake to prepare the new system for
the existing setup.

Distinct from the issues of a technical nature are the cultural differences that
exist between the organisations involved and the procedures and protocols asso-
ciated with the way in which projects are planned and carried out. The transfer of
each census service may well be an independent ‘project’ that will adopt the
existing ESDS/Data Archive project management procedures and fit within the
hierarchical governance structures of the new UK Data Service. The basic project
requirements are founded on best practice and principles set out in PRINCE2 in
order to assure successful initiation (involving preparation of a Project Initiation
Document or PID), monitoring of progress, quality assurance and product delivery.
Each UKDS-CS project will require formal approval by the UK Data Service
senior management team so as to ensure that technical service resources at Essex
are available to incorporate UKDS-CS services within the common interface that
is being proposed. In the first instance, the UKDS-CS services will be ‘reskinned’
with minimal change to the underlying code in each case. In addition to the
technical challenges associated with moving the UKDS-CS software and data to a
new environment, there will also be a requirement for UKDS-CS services to meet
the data ingest and preservation requirements of the UK Data Service using a
standard set of procedures.

One thorny issue that arises when projects involve collaboration and partnership
is that of the ownership of intellectual property rights. In the case of the UKDS-
CS, this is complicated because of the background intellectual property associated
with the software development work undertaken over the previous decade that is
owned by the individual institutions involved. Thus, a Collaboration Agreement
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has been drawn up between the parties involved stating that each party has to grant
the other parties royalty-free, non-exclusive licence for the duration of the current
‘project’ to use its background intellectual property for the sole purpose of
carrying out the ‘project’. Moreover, the role of the funding agency is important
here; intellectual property rights (IPR) arising from the ‘project’ are governed by
the conditions set out by the ESRC who will expect to have the right to ‘use’ the
IPR in any products generated through ESRC grant funding for the UK Data
Service, which includes the value added services including the UKDS-CS. The
ESRC has to have these rights in order to ensure continuity of the services beyond
the end of the current ‘project’ and to grant the successor licenses to the relevant
IPR were the successor not to be the current partner institutions.

One important change in the service provision involves the potential opportu-
nity to open up of the services to allow any user in the world to have access to the
data sets available under OGL. The provision of open data is something that the
UKDS-CS is eager to embrace but transition to an open service is complicated
because of the two issues in particular. The first of these is the licensing
arrangements associated with several of the data sets associated with previous
censuses; a Concordat between the ONS and the UK Data Service has been drafted
in which the ONS grants rights to the UK Data Service to distribute ONS data
under the various licensing arrangements and it is the intention for this Concordat
to be replicated for NRS and NISRA. The second is the reduction in the infor-
mation recorded by the current registration and monitoring procedures that provide
a fairly detailed picture of who the users are, which institutions they belong to and
which services and data sets they are using. This level of detail is valuable in
reporting usage or performance statistics to the ESRC and making judgements
about the impacts that the services are making on the academic community.

A first step towards open data is for the ESRC to agree that the services
developed under the Census Programme that constitute the CS can be utilised to
provide open access to OGL data holdings. This decision has been made and will
pave the way for the technical exercise required to actually provide open access to
OGL data whilst retaining necessary registration procedures for enabling access
to data available under more stringent license conditions. The Concordat refers to
three levels of dissemination: public access through OGL; safeguarded access
where researchers can use the data under either an end user licence (EUL) or a
special user licence (SUL); and controlled access where access is only possible via
a secure data service (SDS) or a virtual microdata lab (VML). Whilst it has been
widely reported that OGL applies to 2001 Census, the disclosure control methods
used to adjust the counts unfortunately mean the likelihood that certain data sets,
e.g. multivariate interaction data, will only be available via safeguarded or
controlled access, whereas the equivalent data in 2001 was in the public domain.

Finally, the development of a UKDS-CS integrated access tool is a specific
technical challenge which will provide benefits to users by making it easier for
them to find, understand and make use of census information of relevance to their
needs. It will more easily facilitate cross-product working, including multilevel
models. In fact, a unified model for the 2001 aggregate outputs has already been
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developed as part of the CAIRD projects at MIMAS, and work is already
underway to develop a model for the 2011 aggregate outputs. An initial objective
will be to extend the 2011 model to incorporate the 2011 interaction outputs using
existing structures shared with the aggregate outputs with additions specific to the
interaction outputs, including twin origin and destination versions of the geogra-
phy structures. It will be possible to incorporate 2011 boundary outputs into the
model as attributes of the geography structures. Further work will then be
necessary to develop models for the 1991, 1981 and 1971 Census data sets, and
then to effectively ‘merge’ all of the conceptual models using shared concepts and
structures where they exist, as well as measures of similarity where matches are
not exact. The result of this work will be a single, unified conceptual model which
comprehensively and consistently describes all of the outputs from the 1971–2011
Censuses, together with all published metadata and additional metadata to quantify
the degrees of similarity between different values.

In conclusion, there is much work to be done over the next 5 years and there is
considerable uncertainty surrounding many of the tasks that need to be accom-
plished. However, there is much less doubt that the creation of a new UK Data
Service embracing the census services that have become such an important part of
the UK ‘access to data’ landscape over the past decade provides a huge opportunity
to construct a data discovery and extraction service that will provide many benefits
to future generations of social science researchers whose interests will include urban
sustainability.
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The Online What if? Planning Support
System

Christopher J. Pettit, Richard E. Klosterman, Marcos Nino-Ruiz,
Ivo Widjaja, Patrizia Russo, Martin Tomko, Richard Sinnott
and Robert Stimson

Abstract The chapter introduces the Online What if? (OWI) GIS-based planning
support system, which is being made available through the Australian Urban
Research Infrastructure Network (AURIN). AURIN has been established to pro-
vide an advanced information infrastructure to support discipline-specific and
multi-disciplinary research and promote sustainable urban development in Aus-
tralia. OWI is an open source online version of the widely used desktop What if?
planning support system developed by Klosterman (1999). OWI enables a range of
end users to create and explore what if? land use change scenarios. This chapter
discusses OWI in the context of a demonstrator case study in Hervey Bay,
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Queensland, and introduces future applications of this collaborative planning tool
to support the sustainable planning of cities in Australia.

1 Introduction

Dramatic advances in the integration of eResearch infrastructure (also known as
cyberinfrastructure) and geographic information systems (GIS) promise to fun-
damentally improve public sector planning and policy making in an increasingly
complex and urbanised world. They will do this by providing understandable and
easy to use on-line tools that will allow specialist users (planners, public officials,
institutional stakeholders, and researchers), as well as private citizens to quickly
and easily evaluate the potential effect of alternative public policies on the sus-
tainable future growth of cities and regions. In particular, the migration of spe-
cialist tools into the Web environment reduces the obstacles faced by potential
users and thus reduces the threshold of access in terms of cost (hardware, software
and data licenses), and enables collaborative analysis.

The paper describes the development and applications of the online What if?
planning support system (OWI) that is being developed as a component of the
Australian Urban Research Infrastructure Network (AURIN—www.aurin.org.au)
project. The core component of AURIN is a rich online eResearch Infrastructure
platform that is being developed to provide urban researchers, planners and policy
makers’ access to diverse sources of data, data integration capabilities, and
advanced capabilities for analysing and visualizing those data through a user-
driven Web-based environment offering a one stop shop lab-in-a-browser. The
project will facilitate research activity in order to enhance our understanding of
key issues relating to the sustainable development of Australia’s national settle-
ment system and improve the evidence base for informed public policy making
and business operations. This is particularly important as the nation debates the
implications of population growth, how the population will be distributed across
space, the urban environments in which people will live, and how the nation can
promote the sustainable development of its cities and towns (AURIN EIF Final
Project Plan)AURIN 2011.

OWI is an innovative, open source GIS-based planning support system (PSS)
that can be used to prepare conditional what if? scenarios for an area’s future land
use, population and employment patterns. It is being developed by porting the
widely used desktop What if? system (Klosterman 1999, 2008) into the AURIN
environment. The OWI tool builds on a state-of-the-art eResearch Infrastructure
realised through a service-oriented architecture (SOA) that offers seamless access
to diverse data sets, with advanced user-interface capabilities and transparent
access to high-performance computational resources. OWI is one of a broad range
of advanced computational and visualization capabilities for supporting urban
research and planning that are being integrated within the AURIN environment.
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This chapter begins by describing how OWI aims to overcome the limitations
of current GIS for planning. It then introduces the technical architecture of the
system and its integration within the wider AURIN e-infrastructure. It then briefly
describes the application of OWI in the context of a previous research application
in Hervey Bay, Queensland. The paper concludes by discussing OWI and its
potential for supporting sustainable urban planning in Australia.

2 Background

2.1 From GIS to Planning Support Systems

The ability of GIS to combine easy-to-understand maps, standard database oper-
ations, and sophisticated spatial analysis tools has proven to be extremely useful
for a wide range of scientific, public-, and private-sector applications. However,
the general applicability of current GIS has not met the needs of particular users
such as public sector planners and urban researchers. Rather, GIS has traditionally
been used almost exclusively to analyze current and/or past conditions and has not
addressed planners’ unique concerns with helping public and private decision-
makers deal with an uncertain future. The limitations of current GIS to meet the
particular needs of planners has led to the development of a large number of
planning support systems (PSS) which combine the spatial analysis and display
capabilities of GIS with specialized forecasting and visualization tools that serve
the needs of planners (see, for example, Brail and Klosterman 2001; Geertman and
Stillwell 2003, 2009; Brail 2008.

PSS have been developed and applied literally around the world. Most PSS are
academic prototypes or ‘‘one off’’ professional applications but a small number of
systems such as Community Viz (http://placeways.com/communityviz), Sleuth
(Clarke 2008), UrbanSim (Waddell 2002, 2011), What if? (Klosterman 1999,
2008), and, in Australia, the LSUM-SEQ (Large Scale Model for the Brisbane-
South East Queensland Region) (Stimson et al. 2012) have gained a level of
acceptance and uptake. However, a number of fundamental problems have limited
the use of PSS in academic research and professional practice (Vonk et al. 2005).
A particularly important obstacle to widespread PSS use is the difficulty of
implementing and accessing current PSS which have generally only been available
as proprietary desktop applications. OWI directly addresses this limitation by
providing any time any place online access to a state of the art PSS that users can
freely use to access a rich variety of data and create a range of what if? scenarios to
meet their own particular needs.
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2.2 Online What if? Description

As its name suggests, OWI does not attempt to predict future conditions exactly.
Instead, it is a policy-oriented planning support tool that can be used to determine
what could happen if clearly defined policy choices are made and assumptions
concerning the future prove to be correct. Policy choices that can be considered in
the model include the staged expansion of public infrastructure and the imple-
mentation of alternative land use plans or zoning ordinances. Assumptions for the
future that can be considered in the model include future population and
employment trends, assumed household characteristics, and anticipated develop-
ment densities.

OWI is a bottom-up growth allocation model which starts with vector overlay-
generated homogeneous land units, applies alternative policy choices to these
units, allocates projected land use demands to them, and then derives small area
land use, population and employment projections by aggregating the values for
these land units. The model projects future land use patterns by balancing the
supply of, and demand for, land suitable for different uses at different locations.
Alternative visions for an area’s future can be explored by defining alternative
suitability, growth, and allocation scenarios.

OWI does not include measures of spatial interaction, represent the interlinked
markets for land, labor and infrastructure or model the behavior of actors such as
households, businesses, and developers. Instead, it provides an easy-to-use and
understand GIS-based policy-oriented model that can accommodate the spatially-
referenced data and policy choices for a particular study area, providing a readily
available foundation for community dialog and decision making.

OWI augments current efforts such as public participation GIS (PPGIS) and
volunteered geographic information (VGI) which attempt to use the power of GIS
to empower private citizens and marginalized groups (see, for example, http://
www.ppgis.net/). It does this by, for the first time, allowing urban professionals,
public officials and members of the public to use the Web to explore what if?
scenarios which describe alternative futures under different assumptions about the
future and alternative public policy choices.

2.3 eResearch Infrastructure: The Way of the Future

Development of an online PSS has much to benefit from advances in eResearch
infrastructure. Seamless and secure access to digital data, tools and computational
resources has been at the fulcrum of major efforts in the UK through the UK
e-Science Core Program, in the US through the cyberinfrastructure initiative and in
a range of European-wide efforts such as the Enabling Grids for e-Science
(EGEE). The Australian Government has also made considerable investments in
this area as part of its Aus$1bn Education Investment Fund Super Science
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Initiative. Major programs include the Aus$47 m National eResearch Collabora-
tion Tools and Resources (NeCTAR—www.nectar.org.au) project, the Aus$50 m
Research Data Storage Initiative (RDSI—https://rdsi.uq.edu.au) project, and the
Aus$20 m AURIN—http://aurin.org.au/) project (amongst many others).

The AURIN eResearch infrastructure has been established to support the urban
research community across Australia by providing better access to data, interro-
gation and visualization tools. AURIN is end-user driven and includes ten ‘aspi-
rational’ strategic implementation streams or ‘lenses’, which relate to issues of
national urban policy priority. The lenses are: (1) population and demographic
futures and benchmarked social indicators; (2) economic activity and urban labour
markets; (3) urban health, wellbeing and quality of life; (4) urban housing; (5)
urban transport; (6) urban water and energy supply and consumption; (7) city
logistics; (8) urban vulnerability and risks; (9) urban governance, policy and
management; and (10) innovative urban design.

AURIN is providing online access to 2001, 2006, and 2011 census data pro-
vided by the Australian Bureau of Statistics (ABS) and a number of census-derived
data products including: location quotients, demographic and social-economic
percentages, and shift-share statistics. AURIN is also providing access to the
national cadastral boundaries and geocoding facilities made available via the
Public Sector Mapping Agency (PSMA), along with crowd-sourced Twitter data.
These are seamlessly delivered through a one-stop shop web-based portal offering
access to distributed (federated) data sets with accompanying analytical tools such
as OWI, a Walkability tool, and a library of spatial statistical routines. Once users
have completed their analysis they are able to visualize their results as choropleth
maps, graphs and charts. Security plays a key role in this and the AURIN platform
has been fully integrated into the Australian Access Federation (www.aaf.edu.au),
which provides decentralized (federated) access control, whereby end users are
able to access distributed resources available through AURIN through authenti-
cation at their home institution.

3 Technical Architecture

As shown in Fig. 1, OWI has been developed as a core component of the AURIN
infrastructure. The AURIN eResearch infrastructure is accessible through the
single entry point—the AURIN portal. This portal provides access to a wide
variety of heterogeneous authoritative data from a variety of data sources, and
provides the ability to combine, analyze and visualize these data within the portal,
or download them if users have permission to do so.

The AURIN internal technical architecture is based on a loosely-coupled design
that includes a collection of independent web services communicating through
documented Application Programming Interfaces (API). Internal AURIN services
are mostly communicating through REST-based APIs, but the architecture supports
also Open Geospatial Consortium (OGC)-compliant and SOAP services.
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This architecture enables AURIN to flexibly respond to the evolving requirements
of the project and integrate data and systems from diverse sources. The ability to
adapt to technological changes during the lifetime of the project and the long-term
maintainability of the platform were among the key requirements for implementing
the AURIN framework.

AURIN’s infrastructure supports the discovery and acquisition of data from
federated data sources and allows user-based data upload and download (subject to
security based on data custodian-defined rules). The data are internally stored in
the AURIN Data Store, which offers persistent storage. Interim data results, such
as those generated during the testing of multiple OWI scenarios can also be stored
in the Data Store. The data stored in AURIN can also be protected and have
associated restrictions on their use. The user interface enables interactive visual-
ization of data, enhanced by advanced cartographic brushing capabilities Pettit
et al. (2012). A workflow environment facilitates complex data analysis and
processing such as the GIS analysis required to implement the OWI model. More
complex analytical tools, including advanced user interface interaction modalities
and data processing functions, such as OWI, are exposed as self-contained
applications.

The AURIN infrastructure needs to ensure system scalability, enforce com-
ponent isolation, provide communication through publicly documented interfaces,

Fig. 1 The high-level schema of the AURIN technical architecture, with the OWI functionality
integration highlighted in grey (adapted from Sinnott et al. 2012)
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and support a heterogeneous software stack that adapts to the technological
requirements of the individual components.

AURIN leverages the support of high-performance computing infrastructure,
such as the Cloud-enabled computing environment of the sister NeCTAR project.
This enables computationally intensive applications, such as the analysis of OWI
scenarios for large regions, to run efficiently, providing better response times than
is possible with a desktop tool. It also reduces the barriers to access for researchers,
policy makers and ultimately members of the public who do not have computa-
tional infrastructure support.

4 The Online What if? Technical Architecture
and Software Component

Re-engineering the existing desktop What if? tool as a core module of the AURIN
eResearch infrastructure required recoding the existing desktop implementation
into a web-based, service-oriented environment. The implementation has reused
the standard GIS visualization components implemented in the main AURIN
infrastructure to provide a user-friendly experience. The OWI model has been
coded entirely with open source software and will in due course be available under
an open source license.

Figure 2 illustrates how the various OWI sub-modules interact with each other.
In this architecture, when the user requests a What If? analysis within the AURIN
portal. The AURIN environment delegates this request to the What If? Controller,
which performs a REST request with the What If? information that is acknowl-
edged by the What If? Analysis Services, where the algorithm processing takes
place. The Analysis Services can be located physically on any server. After the
appropriate information is obtained, this service processes the appropriate What
If? Suitability, Demand, or Allocation Service. When the analysis is completed,

Fig. 2 AURIN online What
If? module architecture
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this module notifies the What If? Controller (Geertman and Stillwell 2009), which
then informs the AURIN environment that the analysis results are ready to be
shown in the view layer (Klosterman 1999).

4.1 Implementation Strategy

The OWI PSS uses core Java Enterprise Edition (version 5.0) APIs to access the
required geospatial and non-geospatial information. The persistence technology
used for the OWI model is integrated with the AURIN portal (noSQL CouchDB
and postGIS database). All of the model entities are stored in the database as
business objects, which comply with the database guidelines for ACID (atomic,
consistent, isolated and durable) transactions. By using the AURIN data store
standard connectors, the persistence layer provides direct access to any database,
through a standard JDBC library, or the REST APIs to access noSQLs storage
services. This flexibility allows most of the AURIN capabilities to be quickly and
easily migrated to any major database implementation in the future.

4.2 GeoTools—The 2D Spatial Data Handling API

The geospatial API used for the OWI model is the Java-based GeoTools Open
Source (LGPL) library (http://www.geotools.org/) which provides extensive
modules to support spatial data access, manipulation and remote interrogation in
compliance of the Open Geospatial Consortium (OGC) specifications (in particular
the Simple Feature Specification compliant data models). This allows OWI to
transfer information between database objects and create spatial features stored
and analysed in Java. The implementation also leverages the Java Topology Suite
library (JTS), abstracting the geometry functions in a numerically robust, scaleable
and performance manner.

At the core of the analysis lies a multi-criteria weight based comparison
between diverse attributes that share the same spatial geometry. This analysis is
straightforward thanks to the FeatureType interface provided by GeoTools. The
suitability analyzer component factors in all the relative importance set up by the
user simultaneously for each spatial unit/feature, and then produces a suitability
score that is stored with the proper spatial reference in a GeoTools DataStore. This
very flexible interface allows querying for relevant features in the complex allo-
cation stage of the analysis. Using another flexible module, the GeoTools Filter
and Expression interface, the analyser uses the common query language (CQL) to
perform the relevant sorting and filtering according to allocation controls at each
projection year, thus being able to produce several what if? outcomes efficiently
without having to reload the complex setup and geospatial information.
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4.3 Persisting Spatial Data and Scenario Configurations

Two types of data are accessed by the OWI application in order to analyse the land
use scenarios: spatial data themselves, and the configuration of the scenario, as set-
up by the expert planners or during community consultation.

Raw spatial data that are used by OWI include information about land-use,
population, employment, terrain characteristics, and others. These conflicting data
layers are processed (usually offline, in a desktop GIS software) in an overlay
process resulting in homogenous land units, also called Uniform Analysis Zones
(UAZ) file. Each UAZ contains all the relevant information necessary to perform a
what if? analysis, ensuring that all features will be properly analysed and the
outcomes will be consistent. In summary, this is a spatial dataset that is homo-
geneous with respect to all of the factors considered in the model (Klosterman
2007).

The configuration information is required for the interpretation of the UAZ
file’s attributes and the classification of their values, and defining scenario and
analysis options. This setup information is encoded in a Java Script Object
Notation (JSON) object and persisted in the Business Logic layer of the AURIN
environment as illustrated in Fig. 1. For example, a land suitability class is defined
as a JSON object. These user-defined objects will be parsed, persisted and trans-
lated into a land use suitability entity that will be attributed a projection and
geometry to constitute a GeoJSON object. This GeoJSON can then be understood
by GeoTools for performing geoprocessing, such as spatially overlay driven land
suitability analysis. This approach in formulating (Geo)JSON objects is also
undertaken in setting up the OWI Demand and Allocation routines—see Fig. 2.

4.4 User Interface

Figures 3, 4, 5, 6 show the AURIN portal and OWI interfaces for analysing the
suitability of different locations for accommodating different land uses and
viewing the resulting suitability scenario maps for Hervey Bay. Figure 3 shows the
AURIN portal interface and mapping window, which highlights the Hervey Bay
study area and can be used to show different input data layers. Figure 4 demon-
strates the procedure for selecting a previously defined suitability scenario or
creating a new one. Figure 5 shows the interface for specifying the weights for
different suitability factors (e.g., slopes and prime agricultural soils), the rating for
each factor type (e.g., different slope values), and the land uses that can be con-
verted to other uses to accommodate future land use demands. Figure 6 shows the
suitability maps for one suitability scenario and the system’s ability to display
multiple suitability scenarios.
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5 Case Study Demonstrator

The data set for Hervey Bay, Queensland, a previous application of the What if?
model (Pettit 2005), is being used to develop the initial OWI application and
provide an exemplar for the model implementation. The model is also being
implemented in Perth, which is experiencing rapid urban growth due to the
Australian mining boom, and in Townsville, which is one of first twenty-four cities
in the world to be involved in the IBM Smarter Cities Challenge.

Hervey Bay, including Fraser Island (a World Heritage area), is a popular
destination for tourists along the east coast of Australia because of its natural
amenities and traditional rural characteristics. Furthermore, Hervey Bay is char-
acterised by strong population growth and high levels of unemployment. As a

Fig. 3 AURIN portal interface showing selection of the Hervey Bay case study area

Fig. 4 Suitability scenario selection form
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result, the local government faces a need to promote future growth while pre-
serving the area’s environmental quality and tourism industry planning. A number
of land use scenarios were initially developed to explore the issue of competing
land uses (Pettit and Pullar 2004). The ‘sustainable development’ driven scenarios
initially generated in the What if? PSS (Pettit 2005) have been re-implemented in
OWI.

The OWI application allows the planners, policy-makers and citizens of Hervey
Bay to examine scenarios and projections that urban planning experts have gen-
erated and made freely accessible via the AURIN portal. More importantly, it
permits stakeholders and citizens in Hervey Bay to access the AURIN portal and
use OWI to develop their own scenarios and determine the implications that their
assumptions and forecasts may have for their community. The tool also increases
their understanding of the land use development process and the complex public
policy issues that land use experts confront.

The AURIN OWI application has initially been set-up with the Hervey Bay
data so that the re-coding of the desktop What if? model can be validated with a

Fig. 5 Suitability assumptions specification form
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known case study example. This allows the OWI set-up, suitability, demand and
allocation modules to be tested against previously published sustainable urban
development scenarios (Pettit 2005). Future applications of OWI will examine the
likely implications of greenfield urban development around the City of Perth in
Western Australia and the future growth in and around the city of Townville in
North East Queensland, which is considering novel ways to promote sustainable
urban development. OWI can help improve planning in Australia by providing a
framework for bringing together social, economic, environmental and physical
datasets, and support more evidenced-based decision-making. Analyzing these
data in a GIS-based planning support system will also allow what if? scenarios for
alternative sustainable futures to be explored by policy-makers, planners, stake-
holders and citizens throughout Australia.

6 Conclusions

The AURIN OWI application offers several benefits for planners, public officials
and private citizens. For the first time, it provides direct online access to a state of
the art PSS that allows for both professionals and non-professionals to create and
view alternative scenarios for their communities. Making the software systems
available online from a single source will both encourage uptake, and leverage the

Fig. 6 Suitability map for suitability scenario with functionality to view and compare multiple
scenarios
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integration and extensions of the system together with state of the art development
tools and processes available through AURIN. This includes for example feature
and bug tracking, software updates and patches, and configuration management
and deployment support (Sinnott 2013). The software will be released under an
open source license which will allow it to be adopted elsewhere.

However, there are also challenges in adopting an online open source approach.
OWI is being developed as an open source tool, which means that its underlying
logic and algorithms can be freely extended over time by anyone. However, OWI
is part of a complex AURIN technical architecture that utilizes a number of
dependencies on different system components and libraries. This means that
implementing OWI outside the AURIN eResearch infrastructure will require
substantial software engineering experience, which is not traditionally the strength
of planners and GIS experts.

Nevertheless, OWI illustrates the potential that advanced eResearch infra-
structure can provide for helping planners, decision-makers and private citizens
explore alternative futures for cities and regions around the world. Further research
and development will see the OWI applied in exploring sustainable urban futures
in Australia and these results and the lessons will be reported in due course.
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A Web-Based Fuzzy CA Model for Urban
Growth Simulation

Yan Liu

Abstract Cellular automata (CA) as an emerging technology has been adapted
increasingly by geographers and planners to simulate the spatial and temporal
processes of urban growth. While the literature reports many applications of cel-
lular automata models for urban studies, in practice, the operation of the models
and the calibration of the parameters in use were only known to the modellers.
This is largely due to the constraint that most CA models were developed based on
desktop computer programs, either by incorporating the model within a desktop
GIS environment, or developing the model independent of a desktop GIS. Con-
sequently, there is little input from the user to test or visualise the actual operation
or evaluate the applicability of the model under different conditions. This chapter
presents a methodology to implement a fuzzy constrained urban CA model within
a web-based GIS environment using Gold Coast City in Southeast Queensland,
Australia as a case study to simulate its spatio-temporal processes of urban growth.
With the web-based CA model, users can visualise and test the operation of the
model; they can modify or calibrate the model’s parameters and evaluate its
simulation accuracies, or even feed the model with ‘what-if’ conditions to generate
alternative outcomes. This web-based modelling platform provides a useful
channel to foster public participation in urban planning and management.

1 Introduction

Cellular automata as an emerging technology has been adapted increasingly by
geographers and planners to simulate the spatial and temporal processes of urban
growth (White and Engelen 1993; Couclelis 1997; Batty 1997; Batty et al. 1997,
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1999; Torrens and O’Sullivan 2001; Liu 2008). Various cellular automata models
have been developed and applied as an analytical tool to explore the driving forces
of urban growth and, or as a projection tool to foresee future development of a
region (White et al. 1997; Wu 1998, 2002; Wu and Webster 1998; Yeh and Li
2002; Liu and Phinn 2003; Ward et al. 2003; Stevens and Dragicevic 2007; Al-
kheder et al. 2008; Almeida et al. 2008; He et al. 2008; Vancheri et al. 2008; Yang
et al. 2008; Al-Ahmadi et al. 2009; Vliet et al. 2009; Pinto and Antunes 2010; Feng
et al. 2011; Li et al. 2011; Mitsova et al. 2011; Tang 2011; García et al. 2012; Liu
2012; Feng and Liu 2012).

While the literature reports many studies on the development and applications
of the CA models for urban growth simulation, with convincing results demon-
strating the usefulness of the models, in practice, the operation of the models and
the calibration of the parameters used in the models were only known to the model
developers. This is largely due to the fact that most cellular automata models were
developed based on desktop computer programs, either by incorporating the model
within a desktop GIS environment, or developing the model independent from a
desktop GIS. Consequently, there is little input from the user to test or visualise the
actual operation of the model and evaluate the applicability of the model under
different conditions.

The advance of web-based GIS technology has made it possible to develop
simulation models over the Internet. With web-based GIS services, users can
visualise and test the operation of the model; they can also modify or calibrate the
model’s parameters to evaluate its simulation accuracies, or even feed the model
with ‘what-if’ conditions to generate alternative outcomes. Such web-based urban
modelling platform can provide a useful channel for both government and
stakeholders to evaluate different urban growth scenarios. It can also provide an
interactive environment to foster public participation in urban planning and
management.

This chapter builds on the research by Liu (2012). It presents a methodology to
implement the fuzzy constrained CA model of urban growth within a web-based
GIS environment using Gold Coast City in Southeast Queensland, Australia as a
case. The following section presents the fuzzy constrained CA model and its
application to simulate urban growth dynamics. Section 3 discusses the imple-
mentation of the model on the web using ESRI’s ArcGIS Server technology.
Section 4 concludes the current research and identifies future research directions.

2 The Fuzzy Constrained CA Model

A fuzzy constrained CA model was developed in previous studies to simulate the
spatio-temporal process of urban growth (Liu 2008, 2012). The model considers
urban development as a fuzzy process which is constrained by both internal and
external forces. Internally, an area tends to continue its development once it has
started to develop from rural to urban land use, especially if this growth tendency
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is also driven by development from within its neighbourhood. Externally, factors
such as the physical settings of the area, its socio-economic conditions as well as
the institutional controls also affect the process of its development. For instance,
the physical constraints such as water bodies and steep terrain may restrict or slow
down the process of urban development, as do the institutional controls that may
accelerate or prohibit further urban growth. The socio-economic factors such as
land availability and the demand on available land, the accessibility to nodes of
employment and other services and facilities such as schools, shops, public
transport and the contiguity to existing urban areas also play important roles in
driving or restricting urban development. Such internal and external forces can be
represented in the CA model through a set of primary and secondary transition
rules (Liu 2008, 2012).

2.1 Primary Transition Rules

Based on the principles of cellular automata, the internal forces driving the process
of urban development can be represented by a set of primary transition rules. That
is, at a homogeneous urban space with no variation in either the physical condi-
tions or socio-economic or institutional constraints, if a cell has the propensity to
develop into an urban state and it can receive sufficient support for such devel-
opment from its neighbouring cells, the cell will develop at a certain speed towards
the urban state. Such a development process can be slowed down if its own
propensity for development is weak, or if the cell does not receive sufficient
support for development from its neighbourhood. On the other hand, the devel-
opment can also be speed up if the cell has a strong propensity for development
and/or it receives strong support for development from its neighbourhood.

Three sets of fuzzy linguistic terms were proposed to implement the primary
transition rules, reflecting the non-deterministic nature of the driving factors for
urban development. One set of such terms is used to quantify the speed of
development, such as ‘slow’, ‘medium’ or ‘fast’; one set to quantify the propensity
of cells for further development, such as ‘weak’, ‘moderate’ or ‘strong’; and the
third to quantify the extent of neighbourhood support, such as ‘weak’, ‘sufficient’
or ‘strong’. These fuzzy linguistic terms can be modified by the user during the
simulation process.

2.2 Secondary Transition Rules

While the primary transition rules deal with an ideal situation where the area under
study is of homogeneous nature, which hardly exists in the real world, the sec-
ondary transition rules add in the effects of other factors such as topographic
constraints, transportation networks, socio-economic status as well as planning and
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human decision-making behaviours to the simulation process. Some factors, such
as the provision of urban infrastructure and transportation networks, will function
as accelerators to speed up the process of urban development; others, such as a
mountainous landscape, or an area with a lack of provision of urban infrastructure
may function as constraints to slow down the development process. These factors
are built into the model as secondary transition rules to modify the primary rules
on the transition of cell states.

For instance, if there is an accelerating factor within the neighbourhood of a cell
in question, the speed of urban development of the cell will be faster, that is, from
slow to medium, or from medium to fast. On the other hand, if there is a con-
straining factor within the neighbourhood of the cell in question, the speed of
urban development of the cell will be slowed down, that is, from medium to slow,
or from slow to very slow development. With more than one accelerator or con-
straint, the speed will be upgraded or downgraded two steps up or down. On the
other hand, if both an accelerator and a constraint exist at the same time, the effect
of both factors will be cancelled; hence, the speed of development will remain
unchanged.

2.3 The Case Study Area and its Development Scenarios

Gold Coast, the sixth most populous city and the most populous non-capital city in
Australia, was selected as a case study site to implement the fuzzy constrained CA
model. Gold Coast City has been growing rapidly in the last two decades with an
increase in population from 375,000 in 1996 to 494,500 in 2011 (Australian
Bureau of Statistics 1996, 2011). While the rapid population increase has led to a
phenomenal economic development in the State of Queensland, it has also resulted
in challenging issues for this ecologically diverse city to achieve social, envi-
ronmental and economic sustainability (Ward et al. 2003; Liu 2012).

The Fuzzy CA model was configured with a 250 m cell size and a rectangular
neighbourhood of 5 by 5 cells (including the cell itself in the centre) to simulate its
urban development from 1996 to 2016 under a set of primary and secondary
transition rules. By using the actual urban growth data from 1996 to 2006 to
calibrate the model’s transition rules and parameters, the model was run from 2006
to 2016 to generate future scenarios of urban growth of the region. Three urban
growth options—compact smart growth, planned eco-growth and unconstrained
natural growth—were proposed. The compact smart growth scenario aimed for
promoting infill urban development, limiting the outward expansion and pre-
serving open space. This growth option was implemented in the model through
strong support for growth on partly-urban cells but strictly constrained new
development of non-urban cells. The planned eco-growth scenario was proposed
based on the current planning scheme of the region which aimed for ecological
sustainability (Gold Coast City Council 2011). This growth option protects the
city’s coastal, estuarine, riverine and hinterland environments and ensures the
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maintenance of the city’s biodiversity and natural landscape values; it also
strengthens the economic development of the city and ensures the maintenance of
the cultural, economic, physical and social wellbeing of people and communities
(Gold Coast City Council 2011). This growth option was implemented in the
model by strengthening the impact of urban and town centres connected through
existing and proposed transportation networks and tightening the constraints of
planning control factors. The unconstrained natural growth option represents a
scenario that the future urban growth follows the previous trends with little or no
institutional control over the development process. Detailed description of the
fuzzy-CA model can be found in Liu (2012).

3 A Framework for Web-based CA Modelling

Web-based GIS technology has been developing rapidly, with many GIS software
vendors providing powerful platforms for users to develop web applications. Using
web GIS technology, the fuzzy constrained CA model of urban growth can be
deployed over the Internet for users to interact with the model and test different
growth scenarios.

3.1 Model Implementation

The fuzzy constrained CA model of urban growth can be implemented either
within or outside a GIS platform. Using the built-in functions of ArcGIS program,
the model can be realised as a geoprocessing tool to operate within the ArcGIS
platform. Although this method is convenient and easy to implement, the model
cannot operate without the ArcGIS program. In addition, the coding of complex
algorithm of the CA model cannot be optimized as it is difficult to change the
underlying operations of the ArcGIS source codes. For instance, the model gen-
erates a new raster dataset each time an operation is executed, resulting in
numerous intermediate and temporary datasets which slow down the operation of
the program. In fact, when implementing the model as a geoprocessing tool in
ArcGIS, the computation time of the model was considerably long even for a small
number of iterations.

Using the Microsoft Visual Studio as a development tool, an independent model
named Fuzzy CA was developed to implement the fuzzy constrained CA model.
By developing the CA model outside a GIS platform, the model is self-contained
and independent of any specific GIS platform and component. This approach
provides flexibility in model construction although it requires higher expertise of
the developer in computer programming. The coding of the CA algorithm and
transition rules were optimized which saves the computation time; and improves
the operational efficiency of the model.
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The Fuzzy CA model has three components; a Raster-Manager module, a
Raster-Operator module, and the CA-Rules module. The Raster-Manager module
manages all raster datasets, including generating, copying, saving and releasing the
raster data. The Raster-Operator module provides a number of raster operation
functions, including arithmetic, conditional and logical operations. The core
component of the model is the CA-Rules module, which encapsulates all transition
rules of the fuzzy constrained CA model. The CA-Rules module receives
parameter values from the user’s input, and invokes the functions of the Raster-
Operator module to process data in the Raster-Manager module and generate
results (Fig. 1).

3.2 Model Deployment Over the Internet

ESRI’s ArcGIS Server was used to deploy the Fuzzy CA model over the Internet.
ArcGIS Server allows users to share GIS resources across an enterprise and over
the web. It supports large potential users and the services can be consumed by
many clients using different web service standards. Using the Software Devel-
opment Kit (SDK) for .NET Developers supported by ArcGIS Server, ArcObjects
was used to operate the raster datasets and execute the map operations such as
adding raster data to the map document. In addition, the Web Application
Developer Framework (ADF) was also used to build a web application of the
model and deploy the model over the Internet. The Web ADF Task Framework
provides a set of interfaces and abstract classes to create custom tasks. A custom
task named CA-Task was created to encapsulate the CA functionalities as a dis-
tributable component. This custom task is a web control which offers an interface
for users to interact with the model. The communication between the web user on
the client side and the Fuzzy CA model on the server side is illustrated in Fig. 2.

Initially, users encounter a graphic user interface (GUI) through a web browser
to select the transition rules to implement. They can also change or calibrate the
parameters of the model. Once a user commits to execute the model, input from
the user will be processed and transmitted to a Web ADF. These input will be sent
to the CA-Task on the server side asynchronously. The CA-Task will then commit
the values to the Fuzzy CA model to start the simulation process. The computation
of the model with user defined transition rules and parameters is carried out by the
Fuzzy CA model. It generates a new raster dataset representing the simulated state

CA-Rules

Raster-OperatorRaster-Manager

CA Parameters

Fig. 1 Three core
components of the Fuzzy CA
model
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of cells at the specified time. The model also generates a set of statistics illustrating
the various simulation accuracies. Results are sent back to the CA-Task. Subse-
quently, the CA-Task module send the results to the web controls for processing
and delivering to the user through the web browser. Upon receiving the updated
information, the web browser refreshes the screen display on the user’s machine.
The map results generated by the model are added to the map document as a new
data layer and displayed; the simulation accuracy statistics are also displayed as a
tabular view on the user’s web interface.

3.3 User Interface

A graphic user interface was designed and deployed over the Internet for users to
interact with the model and calibrate the model’s parameters (Fig. 3). For instance,
users can choose to set the size of the cells to 100, 250, or 500 m, representing a
high, medium or low cell resolution. They can also set the size of the neighbour-
hood to 3, 5 or 7 cells, representing a small, medium or large neighbourhood. The
start and stop dates of the model can be reset by the user; users can also choose
which transition rules to implement in the model, being primary or secondary
transition rules. For instance, if no secondary rules are selected, the model will only
operate based on the primary transition rules to simulate a scenario of natural urban
growth within a homogeneous landscape. Users can also add in one or more sec-
ondary transition rules such as the DEM or slope factors, the transportation network
or the urban planning factor to constrain the natural urban growth process. The
initial configuration of the model’s parameters can be launched through user input,
which may be modified during the model calibration process.

Client side

Web ADF JavaScript

Server side

CA-Task
Fuzzy

CA Model

Process and
send user input 

to CA-Task

Process 
model’s results to 

update Web 
browser

Web 
browser 
interface

Fig. 2 Communications between the user on the client side and the Fuzzy CA model on the
server side

A Web-Based Fuzzy CA Model for Urban Growth Simulation 369



Inputs from the user are encapsulated into the model as a custom task; it is
provided as a floating panel within the web-based CA modelling environment.
Users can launch the model configuration panel by selecting the ‘MODEL SET-
TING’ menu and then click ‘SETTING RULES’. The simulation process can be
activated once the model’s rules and parameters are configured by the user
(Fig. 4).

Fig. 3 The graphical user interface

Fig. 4 Configuration of the model’s transition rules
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After the operation of the model, a new set of data will be generated and added
to the map document. This is the simulated scenario of urban growth under the
conditions of the users’ choice. The simulation accuracies of the model can also be
computed by selecting the Assessment tool, and the results including the users’
and producers’ accuracies, the overall accuracy and Kappa coefficient of the model
will be displayed in the Simulation Accuracy Results panel (Fig. 5).

4 Conclusion

So far the fuzzy constrained urban CA model has only been developed and
released to an Intranet where the author works. Once the model is fully calibrated
and tested, it will be deployed to the Internet and become openly accessible by
anyone with an Internet connection. Vigorous testing and evaluation of the model
on its usage over the Internet will need to be carried out. Specifically, the usability
of the model, including the amount of time required to complete each iteration of
the model with user’s input, the stability of accessing the service, the flexibility of
the model in responding to users’ queries, and the number of users that can be
supported simultaneously and how this may affect the processing and transmission
time, needs to be evaluated. The results from the usability testing will be reported
and discussed in a separate paper when data become available.

Furthermore, the Fuzzy CA model developed in this research needs to be
advanced as a web-based modelling tool for urban researchers, planners and policy
makers to engage in their own studies and practices. To this end, users will be able
to not only interact with the datasets provided by the developer for the selected
case study site, but also utilise the model with their own data to evaluate the urban
growth scenarios of other regions. With this applications, the re-applicability of the

Fig. 5 Simulation accuracies generated by the model
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model can be tested vigorously. Such applications of the model will contribute
significantly to the development of CA modeling as well as the understanding of
urban growth dynamics.
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Flexible Geospatial Platform
for Distributed and Collaborative
Urban Modelling

Yi Zhu, Mi Diao, Joseph Ferreira, Weifeng Li and Shan Jiang

Abstract This chapter presents the framework for and implementation of a
flexible, loosely coupled geoportal platform for supporting distributed urban
modelling with spatially detailed land use and transportation interactions. The
proposed framework is built upon open source applications, such as Apache,
PostgreSQL, MapServer, Drupal, Flex, and MediaWiki, with minimal custom code
and some integration of proprietary tools such as ArcGIS Server. It provides
collaborative tools to support parallel development and interconnection of com-
plex model components in a manner that facilitates the visualization, discussion,
and sharing of intermediate results. Large-scale land use, transportation and
environment modelling contains many components which are themselves com-
plex, in various stages of development, and distributed among different research
groups. Many of the datasets needed for model calibration are incomplete, more
aggregated than desired, or yet to be acquired. The geoportal platform is aimed at
accelerating the realistic evolution of modelling data and cross-group learning as
well as enhancing sense-making during early stages of model exploration and
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integration. The development and sharing of origin/destination matrices and
modelling results from four scenarios are used to illustrate the types of visuali-
zation and cross-group interactions that are facilitated.

1 Introduction

The efforts to develop large-scale urban models for simulating the interconnections
among land uses, transportation, environment and pertinent activities within a
metropolitan area can be traced back to 1950s, when regional economics theories
were coupled with social physics ideas to give rise to the rudimentary urban
models (Batty 2007). Since then, urban modelling practice has moved from
macroscopic toward microscopic scales, from equilibrium toward dynamic, and
from trip-based toward behavior- and activity-based (Bowman and Bradley 2008;
Waddell et al. 2008). To accommodate the size and complexity of the evolution,
the traditional large, monolithic modelling environments have to be decomposed
into more loosely-coupled distributed modelling systems. The trend also neces-
sitates more collaboration among research groups with different expertise as they
face rapidly growing knowledge and data requirements (Geertman and Stillwell
2009). Recent efforts such as the Open Platform for Urban Simulation (OPUS) for
UrbanSim (Waddell et al. 2005) have begun to adopt a modular, extensible and
interactive open source framework for developing urban models. However, these
frameworks are still limited in terms of the connections among models and dis-
tributed model builders. Specific programming skills are usually needed for model
expansion and integration, and information and data exchange among spatially
distributed model developers rely on relatively traditional tools such as email,
forums and wikis.

In parallel, advances in GIS, ICT technology and the explosion of spatially
detailed data have given rise to geospatial portals. Starting from the US Federal
Geographic Data Committee’s (FGDC) Clearinghouse web sites in 1994, a
majority of geoportals have focused on geographic data sharing by providing
online mapping with a growing list of additional functions such as direct access to
raw data in multiple formats, complete metadata, and online visualization tools
and commenting mechanisms. However, none of them are explicitly built for
large-scale urban modelling, where extensive geographic information and asso-
ciated spatial analysis and modelling tools are required.

Having noticed the advantages and limitations of existing distributed modelling
frameworks and geoportals, we prototyped and demonstrated a GeoPortal to
support limited visualization and exchange of data relevant to Land Use, Trans-
portation and Environment (LUTE) modelling. The initial version of the GeoPortal
is published in Transportation Research Record (Ferreira et al. 2010). This chapter
explains the efforts to further improve the GeoPortal with expanded visualization
and data exchange capabilities.
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2 Conceptual Framework and Previous Efforts
on GeoPortal

The conceptual framework of the GeoPortal proposed by Ferreira et al. (2010)
consists of four layers with a service-oriented architecture (SOA) as diagrammed
below (Fig. 1). The data layer stores original and model-derived data. The mid-
dleware layer contains map server (ArcGIS server and MapServer), web server
(Apache) and other application services to support data cataloging, processing and
visualization at the presentation layer. The presentation layer contains portals to
provide user interfaces for accessing, viewing, querying and interacting with data
and models, and provides room for idea and information exchange among
researchers.

The analytic layer includes a series of modular scalable backend applications
(like UrbanSim, R and TransCAD) for analyses and simulations. A single research
group does not need to own or learn each of the complex and/or proprietary
software packages since the standardized original data and intermediate model
results can be explored and shared through the data server.

Fig. 1 Conceptual GeoPortal framework for collaborative modelling (modified from Ferreira
et al. 2010)
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2.1 Motivation for Designing an Improved Modelling
Infrastructure

Version one of the GeoPortal was developed and implemented within the Trans-
portation Systems focus area of the MIT-Portugal Program (MPP) (The MIT/Portugal
Program 2010). The Strategic Options for Integrating Transportation Innovations and
Urban Revitalization (SOTUR) project within the Transportation Systems focus area
aims to promote sustainable urban development patterns and travel patterns by
leveraging transportation innovations such as intelligent transportation systems (ITS)
and their interactions with land use and urban growth patterns, to assist in the revi-
talization of the city centers such as those in Lisbon, Portugal. A range of research
activities have been undertaken within the SOTUR project, namely: (1) scenario
building with stakeholders, (2) developing modelling tools for analyzing the effec-
tiveness of policies at achieving urban regeneration in Portuguese cities, and
(3) designing a policy evaluation framework for policy comparison and ranking.

Besides the work on policy design and survey, different approaches toward
modelling land use and transportation interactions have been developed including
an OPUS UrbanSim application (Guevara 2009), an AnyLogic agent-based model
(Martínez and Viegas 2009; Martínez et al. 2010) and a cellular automata model
for the City of Coimbra (Pinto and Antunes 2007). The ultimate aim of the parallel
modelling efforts is to accelerate the development of generalizable model via
cross-validation and compare among different approaches.

However, different models use different data sets and parameters, implemented at
different spatial aggregation levels such as Freguesia (a census geographical subdi-
vision in Portugal), block group or traffic zone. Even within each model, travel
demand component is integrated in different ways. In the UrbanSim application,
TransCAD is initially used for applying the traditional four-step travel demand model
to estimate accessibility between origins and destinations. The Anylogic agent-based
model has the land use and transportation parts tightly integrated within its own
framework, but shares data about land use, demographics, road network, and the like
with parallel modeling efforts (Martínez and Viegas 2009; Martínez et al. 2010).

As each model is developed independently, it is not only critical to distribute
data and resources among groups in an explicit and convenient way, but also
important to have a common platform for the distributed researchers to investigate
and discuss modelling results during the scenario and model development process.
Although our previous GeoPortal provided useful supports for cataloging and
sharing geospatial data, a number of practical obstacles to effective collaboration
were exposed in the course of implementation:

• The system appeared insufficient in coordinating research processes and dataset
versions. When a shared dataset was manipulated, it would be difficult for each
group to be immediately aware of the changes.

• The functions of the visualization tools were limited to web-based mapping and
thus could not support the level of data exploration that researchers require.
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• Exploring and simulating urban land use and transportation system requires
recurrent runs of the models with varying parameters and settings. It was
inefficient and inconvenient for developers to use a system without a work flow
management system pipelining the modelling and results reporting process.

• The variations in data types, spatial and temporal resolutions, study areas, and
data sources set a barrier to the interoperability of the datasets for comparison
among scenarios, and for recycling among different models.

In this chapter, the applications of a database structure and two web-based inter-
active visualization tools on asynchronous collaborative research are highlighted to
address the complication of the infrastructure needs to facilitate sharing and visual-
izing the modelling results, and to help in the calibration and tuning of the model.

3 Modelling Infrastructure, Components and Applications

3.1 System Infrastructure Design

Version two of the GeoPortal platform is improved via enhanced federated
database structures, new web-based visualization applications, and a content
management system. Figure 2 shows the system architecture of the latest version
of the GeoPortal, which is built upon open source applications, such as Apache,
PostgreSQL, MapServer, Drupal, Flex and MediaWiki, with minimal custom code
and some integration of proprietary tools such as ArcGIS Server. Currently, the
data, middleware, and presentation layer components are located on a single
(virtual) server running Red Hat Linux and the analytical layer components like
UrbanSim, TransCAD and R are located on distributed computers.

3.1.1 Federated Database Server

The core of the system remains the open source relational database management
server PostgreSQL with its geospatial extension PostGIS. It stores selected raw
data and modelling results and exchanges data with analytical models, application
servers, and privileged user via SQL queries across Open Database Connectivity
(ODBC) and web services. Other raw data and modelling results having formats
not compliant with the PostgreSQL database are stored in the FTP storage space.

3.1.2 Post-Processing and Visualization Tools

We developed two types of tools for interactive data visualization: (1) an AJAX-
based web interface linked to MapServer; and (2) an Adobe Flex-based interface
with a backend ArcGIS server. Mapserver provides flexibility and open source
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while ArcGIS server has powerful geoprocessing and model building functions
along with some open standards support and interoperability with common
desktop GIS packages. In addition, to repurpose the data in useful and meaningful
ways for researchers, we employed an open-source statistical software package R
for post-processing model results by automating certain filtering, sampling and
aggregation of the data.

3.1.3 Content Management System

We employ Drupal as the content management system for orchestrating all
separated components, and use MediaWiki as a data catalog for storing informa-
tion about datasets. The Drupal interface provides a manageable framework for
linking the Mediawiki for data cataloging to the Flex and Ajax applications for

Fig. 2 Structure of the distributed LUTE modelling system for the MPP-SOTUR project
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visualizing model results, while allowing easy navigation across components and
enhanced scalability and flexibility of the whole system.

The Drupal portal interface contains four main categories of web pages: ‘‘Urban
Modelling’’, ‘‘Visualization’’, ‘‘Data Catalog’’ and ‘‘Event’’. Each set of webpages
includes an introduction, a list of applications, logs of research discussion, and
provide links to corresponding portals (Fig. 3).

With extra functionalities contributed by the numerous third-parties and tools
compatible with many Web 2.0 components, the content management portal can
be tailored for additional collaborative needs. For example, web-based diagram-
ming tools, such as Gliffy, can be integrated to the content management portal to
present the complicated modelling structure in a clear and simple way. RSS feeds
keep researchers aware of other’s latest process. A ‘‘poll’’ module facilitates
coordination and events scheduling through simple online surveying and balloting.

3.1.4 Users and Access Control

In order to enable the different levels of user participation and sharing data
resources, different levels of security and access control management are needed.
In the geoportal, we differentiated the access permissions of three groups of
people: (1) researchers from different universities and institutions (in the U.S. and
Portugal) across the Atlantic Ocean; (2) involved government agencies and
industrial stakeholders; and (3) the general public. The access control system
addresses data confidentiality and limited sharing of proprietary files and
software.

Fig. 3 Druple system interface screenshot. The header menu leads to the introductory pages of
urban modelling, visualization, data catalog and event
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3.2 PostgreSQL Database Structure/Schema

To achieve the desired level of mix and match flexibility among the distributed
model components and datasets, it is critical to find appropriate database structure
and data conversion schemes that not only can be straightforward for data visu-
alization, but also can allow sharing common datasets for different models and
comparing different modelling results under the same scenario settings. Version
two of the GeoPortal allows individual researchers to publish their modelling
results by uploading data tables to the PostgreSQL database management server
and demonstrating the spatial patterns in the visualization application tools. The
results of a particular simulation are saved as data tables in the PostgreSQL
database. Data tables can be imported into the PostgreSQL database from widely
used desktop database software such as Microsoft Access using ODBC. Each data
table includes a geographic ID field used for mapping the various model output
indicators at varying levels of spatial detail using the (Ajax- and Flex-based)
visualization applications.

3.2.1 Metadata Structure

Metadata are important components of the new database structure that are also
saved as tables in the PostgreSQL database. A table named ‘‘datatables’’ contains
metadata about data tables, including table name, user name, study area, spatial
unit, a brief description of the associated model run, name of the model, date of
creation, and date of change. Each model output table constitutes one row in the
‘‘datatables’’ table. A ‘‘data dictionary’’ table provides a description of each indi-
cator report in a ‘datatable.’ This description includes the data table ID, the name
and description of each indicator, etc. Each indictor takes one row in the data
dictionary table. Once a data table is imported into the PostgreSQL database, along
with relevant metadata, it is immediately available to the visualization tools. An
Ajax-based interface has also been created to make the data uploading process easy.
The proposed database structure enables the visualization applications to automate
some of the data delivery, speed up data updating, and make spatial aggregation
flexible, thus greatly streamlining the discussion and sharing of simulation results.

3.2.2 Data Integration

In the version two of the GeoPortal, the integration of different datasets is mostly
accomplished at the database level and the results are returned to other applica-
tions via SQL query. A spatial cross-reference table is provided to ensure the
integration of the modeling results at different spatial aggregation level. More
complicated spatial join or geo-processing tasks can be achieved by taking
advantage of the spatial functions and spatial indexing enabled by PostGIS. For the
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temporary data, in this case, we created one database schema for each simulation
year so that it is easy to locate the inputs and outputs of a particular simulation
year. However, if the models become more temporally fine-grained and different
levels of temporal data are generated, then SQL routines are needed to transform
modeling inputs and results to comparable temporal scales.

In a nutshell, the backend database server handles the aggregation, joining,
filtering and sampling of the data based on SQL requests and returns formatted
results to the front-end applications to avoid heavy loading.

3.3 Ajax-Based Visualization Application

The AJAX application is implemented based on web services and open source
software (Postgres/PostGIS, Apache, MapServer, PHP, and Linux) with access
control for users and groups. To generate maps, it uses the OpenLayers javascript
library to request WMS-compliant images and then overlay them on top of Google
Maps. The client is built using AJAX (Asynchronous Javascript and XML) pro-
gramming techniques to provide interactive capability with improved performance.

3.3.1 State Saving and Sharing

The AJAX application also provides state saving and downloading functions.
During the interactive visualization, when a map with interesting patterns is
identified, the parameter for the WMS call can be recorded as a row in a table in the
PostgreSQL database. The map can then be published to other research groups for
further discussion, and restored on demand by resending the WMS calls using the
saved parameters. When a researcher with proper privilege finds a data table
suitable for his/her own research, he/she can download the dataset using the web
service.

3.3.2 Application Examples

Two examples are provided here to showcase the AJAX application in scenario
planning. O/D data are ubiquitously useful for multiple types of modelling (e.g.,
four-step modelling, activity-based modelling, traffic simulation, land use and
urban growth modelling, and environment and energy modelling). Modelers can
use the AJAX application to visualize and compare O/D matrices from others’
modelling results.

Figure 4 displays the commuting sheds into a downtown (Sao Nicolau) and a
suburban (Almada) Freguesia in metro Lisbon based on an O/D matrix generated
by a TransCAD four-step model using 1994 survey data and related census data.
The different commuting patterns (with Freguesias viewed as workplaces or as

Flexible Geospatial Platform for Distributed and Collaborative Urban Modelling 383



residences) can help researchers in different groups spot potential job-housing
balance concerns and regional development bottlenecks and can incorporate these
concerns into their scenario modelling/planning efforts. Also, it is noteworthy that
two commuting shed maps are using different background Google map layers

Fig. 4 Commuting sheds to a downtown Freguesia and a suburban Freguesia in Lisbon.
a Commuting shed to a downtown Freguesia (Sao Nicolau) in Lisbon (with Google Street layer as
background). b Commuting shed to a suburban Freguesia (Almada) in Lisbo (with a terrain model
and Google satellite image as background layers)
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(street layer and satellite layer). This provides some degree of freedom on the
choice of background map based on researchers’ preference.

3.4 Flex-Based Visualization Application

The Flex-based application represents a different choice of visualization tool, which
aims to provide rich visualization and interaction experience for the researchers.
Thanks to the ArcGIS server, the ArcGIS REST API for Flex, and the open-source
Flex Software Development Kit (SDK), the flex based application allows for much
interactivity and flexibility. In a flex-based application, modelling results can be
presented in a variety of forms including mapping, tabulating, and charting. Maps
can be delivered to a flex-based application as a raster image or as vector geo-
graphic features. The former yields a static map generated by the ArcGIS server or
geoprocessing services for each users’ request, while the latter sends georeferenced
data in a form that allows the Flex client to render a variety of maps based on user
interaction without additional requests to the server, executing functions related to
geographic features at the front-end Flex side. Meanwhile, Flex SDK can work with
web services that define their interfaces in a Web Services Description Language
1.1 (WSDL 1.1) document, which is available as a URL.

3.4.1 Data Retrieving

When Flex is coupled with PHP and a database server, the HttpService component
of Flex can call a PHP program with GET or POST function to perform a database
query. The retrieved data are written as an XML file and fed to the Flex appli-
cation. As a result, it is convenient for Flex to bind the modelling results related to
map features from the PostgreSQL database server to corresponding vector fea-
tures from the ArcGIS server at the client side. This strategy can improve the time
efficiency of the application considerably when the number of map features is
moderate, and help to realize semi-automatic communication between the server-
side database, ArcGIS map services and the client-side Flex interface.

3.4.2 Application Examples

Figure 5 shows a screenshot of the Flex application. The upper map plots density
of low-income households aggregated to the Freguesia level in 2011 under low
income housing subsidy scenario. The values are simulated using UrbanSim and
shown in the table on the right in the map. In Fig. 5b, the thematic map illustrates
the differences in density of low-income households between the low income
housing subsidy scenario in 2011 and the base year (year 2001). This provides a
chance to comprehend the spatial differentiability of indicators under different

Flexible Geospatial Platform for Distributed and Collaborative Urban Modelling 385



Fig. 5 The Flex visualization application for the urban modelling in Lisbon. a Lisbon low-
income household density under the low-income housing subsidy (LIHS) scenario, 2011. b The
difference in the estimated low-income household density between base year and the LIHS
scenario
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scenarios and hence helps to enhance the understanding of modelling results,
scenarios and alternative urban futures.

3.4.3 Mouse-Over Interaction

Once the geographical features and the modelling results are loaded into the Flex
application, the features on the map and the related attributes in the table and chart
are all visually interlinked. When one moves the mouse across the chart, the
corresponding Freguesia on the map will be highlighted in black and the relevant
data in the table will also be highlighted.

Meanwhile, a tag will pop up on the chart showing the name and the picked
indicator value of the selected Freguesia. Pairing geospatial maps with statistical
charts can promote the sense-making of the scenarios and the interpretation of
spatial patterns and relationships. Also, since the color scheme of the thematic map
can disguise spatial differences and complicate scenario comparisons, users can
change the break points of the shading scheme by dragging the five ticks on the
symbology slide bar.

To improve the usability of the application, additional interactive effects are
added. For example, when users click the head title of the columns in the table, the
table and the chart will be sorted by the values in corresponding column in an
ascending order. If the head title clicked again, the table and the chart will be
sorted in a descending order.

3.4.4 State Saving and Sharing

Applications based on Flex can imbed code fragments in an extended URL in
order to retain information about the view, such as map zoom-level bounding box,
the indicator selected for exploration, etc. Such URLs can thereby describe an
exact state of the visualization application. In this application, we use such
extended URLs to allow users to save state by clicking the pad writing icon on the
tool bar (see item #2 of Fig. 5b). The current state of the application will then be
saved with a time stamp and automatically added to a drop down list of states any
one of which can be restored by selecting from the drop-down list. The saved
states last only for a current user session since the Flex application does not write
any records back to the server-side database.

3.5 Summary

Overall, the two (Ajax- and Flex-based) visualization applications have their own
advantages and shortcomings. The Ajax-based application provides on-the-fly
visualization of the modelling results, which permits exhibiting modelling results
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at the first time, because the maps are delivered through WMS service as images.
As a result, it enables mapping large dataset with satisfactory performances. For
example, it only takes around 5 s to display the thematic map of a geospatial
dataset with 35,000 features. By contrast, it is formidable to use Flex and ArcGIS
server to map such a large dataset since it is very time consuming to download
35,000 features onto client-side application and usually triggers a request time-out
error. However, Flex-based application tends to have richer interactive function-
alities and hence more appropriate for users to manipulate data to have in-depth
understanding of the results. The second difference between two applications is
access control. The Ajax application is built on the intelligent middleware and has
its own login/logout system, while the Flex application is stand-alone and can only
be protected by HTTPs. However, these two techniques together represent our
efforts in exploring different visualization techniques and delivering fast and rich
visualization applications to the users.

4 System Implementation and Use

Version two of the GeoPortal started to be deployed for the SOTUR project of the
MIT-Portugal Program (MPP) in 2011. In the process of test, our modelling
developers found the primary values of the system to be in modeling diagnose and
simulation results exploration which facilitates cross-group dialogue. Besides, they
also found the wiki useful to catalog data and other information related to the
SOTUR model, and the Druple-based content management system convenient to
navigate between different components of the modelling. In this section, we will
use accessibility results as an example to demonstrate the types of inter-group
modelling collaboration and knowledge transfer supported by the GeoPortal.

4.1 Measurement of Accessibility

The outcomes of the SOTUR modelling are comprehensive, ranging from the
spatial distribution of population, jobs and activities to the performance metrics of
lands, transportation networks and urban environment. Among these results, one
indicator worth particular attention is accessibility, which is usually abstract and
rich in information but serves as the main linkage between land use and trans-
portation components in many urban modelling frameworks. For a transportation
system, accessibility is a composite indication of the easiness of access to
opportunities, taking into account of travel impedance factors like travel time,
travel costs and transfers of all available transportation mode options. For urban
land use, accessibility is considered as an important attribute influencing the
attractiveness of places. In addition, accessibility is an important criterion for
evaluating the equity and economic vitality of the scenarios.
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In the SOTUR model, the accessibility of an individual is operationalized as the
expected maximum utility of engaging a given type of activity in all potential
destinations taking into account the utility of traveling to those destinations from
the origin place, i.e., housing location in this case (Dong et al. 2006). The resulting
accessibility measure for each person given housing location is then:

Accessi;h ¼
1
ld

ln
X

j2D

exp ldðblLij þ bXÞ
� �

( )

Lij ¼ ln
X

m2M

expðlmVijmÞ
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where Accessi;h is the accessibility measure of place i and activity type h: Lij is the
approximated log-sum of travel utility (Vijm) of all available transportation modes
M from location i to j. X contains a vector of factors influencing the destination
choice of a particular agent like population, employment and land use properties
associated with origin and destinations as well as decision maker’s own charac-
teristics. b denotes the estimated coefficients of explanatory variables of a mul-
tinomial logit destination choice model.

4.2 Collaborative Modelling Support

4.2.1 Scenario Comparison

GeoPortal has the capabilities that not only allow exploring the spatial variation
but also facilitate comparison of accessibility measures for different categories of
decision makers, simulation years and various scenarios as shown in Fig. 6.

Each thematic map in the Fig. 6a and b presents five different levels of
accessibility with the same breaking points for categories. The darker the shade,
the greater the accessibility. In Fig. 6a, it appears that persons with car access have
greater accessibility than the persons having no car access for the home-based
work trips. Besides, for the same zone, persons within the high income category
perceive less accessibility than the low income individuals because travel time
tends to be a greater disutility for them than for the low income individuals. But in
general, the zones with the highest accessibility for all categories of decision
makers are located around the city center of the Lisbon. Figure 6b plots the time-
lapse change of the accessibility measure of the high income group with car access
under a hypothetical cordon charging scenario, which charges 8 euro for each car
entering the downtown Lisbon. The temporal trend of accessibility in the central
city of Lisbon suggests the cordon charging scenario will lead to an increase over
time in accessibility for the high income group.

One of the primary purposes of developing SOTUR model is to simulate the ripple
effects of a set of hypothetical policies on the future evolution of people’s behaviors,
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urban land use and transportation system. In this sense, it is essential for the visual-
ization applications of the GeoPortal to support comparing among scenarios. Fig-
ure 6c shows the accessibility difference between the selected policy scenario
simulation and the ‘‘business as usual’’ scenario with the red shade representing the

High income w/ car access Low incomew/caraccess Highincome w/o car access Low income w/o car access 

Year 2011 Year 2016 Year 2021 Year 2026 

Bus priority lanes1 Parking fee2 Cordon Charging - euro 83 Cordon Charging - euro 50 4

1Bus priority lanes: four major corridors are identified for the improved bus services and travel time for
transit trips between freguesia pairs along the designated routes are decreased.
Parkingfee: parking fee zones are specified by freguesia and encompass the most heavily developed areas
of the metropolitan, The parking fee for trips ending in the parking fee zone will be increased from 2-5
euro/day to 15euro/day.
A 8 euro fee is charged for auto trips ending in the zone defined as the city center.
A 50 euro fee is charged for auto trips ending in the zone defined as the city center.

2

3

4

(a)

(b)

(c)

Fig. 6 Screenshots of the examples of resulting accessibility measures for various categories of
decision makers, scenarios and simulation years. a Home-based work (HBW) accessibility
measure by categories of decision makers. b HBW accessibility measure of the cordon charging
scenario for high income group with car access by simulation years. c Difference in the home-
based work accessibility measure between business as usually and selected scenarios for high-
income, car-accessible individuals
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gain in accessibility and the blue shade meaning the loss. The maps suggest that the
accessibility measure for the high-income and car accessible individuals are less
sensitive to the bus service improvement but more responsive to the increased parking
fees or cordon charging fees, which indicates the potential of achieving more sus-
tainable urban transportation by increasing the cost of driving in Lisbon.

4.2.2 Modeling Diagnose

In the SOTUR model, the accessibility of places is the logsum derived from the
nested transportation mode choice and destination choice model. However, the
accessibility is also influenced by the spatial distribution of people and firms. Thus,
the exploration and diagnose of accessibility requires model developers from both
land use and transportation sides, and synthesis of relevant information from different
sources, e.g., housing location choice, firm location choice model and destination
choice model. Since the web-based interactive visualization tools of the GeoPortal
are directly linked to the PostgreSQL database server, it can conveniently retrieve the
inputs of outputs of all models and visualize them on the dynamic web pages, which
provide views of not only accessibility measures, but also the factors influencing
accessibility measurement and the factors being influenced by accessibility. In
additional to the thematic map, tools like sorting tables and histogram charts provided
by the Flex visualization are useful for pinpointing exceptions and outliers.

Further, because many researchers lack of local knowledge of the study area, the
assumptions made in the modelling process may not be consistent with the local
realities. For example, in the destination choice model, model developers initially
assumed that travel options and frictions, build environment of the places and the
characteristics of individuals are the main driving factors of the choices, but in this
case other factors like the type of places and the south or north side of the Lisbon
river also play important roles. Lack of this knowledge could result in biased
accessibility measures, poor simulation results and wrong policy suggestions. In
this context, having the inputs from the researchers and participants with local
knowledge is also very necessary to help correct inappropriate assumptions and
improve the soundness of the model. As researchers distributed in different places
lack of effective means of contact when facing unfamiliar spatial distributions, web
based interactive visualization provides a channel to support broader discussions
among researchers with different emphases when diagnosing the modelling results
collectively. Meanwhile, this also leads to improved cross-group learning.

4.2.3 View Sharing

In the context of asynchronous sharing, where communication takes place in
different location and at different time, it is very important for participants to agree
on the content and object they are talking about before they can have a productive
discussion (Heer et al. 2008). Without a common ground, researchers may refer to
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different things, which can lead to confusion in communication and discourage
collaboration. While static maps or screenshots fails to support further drilling
down for details and view sharing through video only works for synchronous
collaboration, if the interactive visualization tool is able to save necessary states of
the applications, it will be very convenient to share exploratory results with remote
researchers through URLs or save unfinished investigation for future analysis.

As introduced in Sects. 3.3 and 3.4, both Ajax (Fig. 7) and Flex-based visu-
alization tools support some forms of state saving and sharing. Web services and
URL links can be saved on wiki or discussion pages or passed to others via emails
or RSS feeds since any user with the requisite permission can copy and paste them
into a browser to reproduce the saved visualization state. This allows the infor-
mation and knowledge on modelling to be shared asynchronously and to be
examined collectively. We also expect this capability to facilitate collaborative
scenario analysis and engage more researchers into discussion.

In summary, sharing, synthesis and sensing-making of the data are critical for
distributed and collaborative urban modeling. Version two of the GeoPortal is
designated to support such activities so as to push the large-scale land use,
transportation and environmental modeling effort carried out by distributed
research teams to an integrated end.

5 Conclusion

This chapter presents a modelling infrastructure supporting the loosely-coupled
large scale Land Use, Transportation and Environment modelling work with dis-
tributed research groups, and public agencies. The infrastructure centers on the

Fig. 7 View sharing of the accessibility measures in Ajax-based visualization tools
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PostgreSQL database structure and two visualization tools, which can be used to
coordinate the results from a variety of analytical models, to provide web-based
visualization of data, and to save and share useful spatial patterns via WMS
records or URL links. We focus specifically on the usability, automation, and
interactivity of the visualization tools to make sure that urban modellers and
planners would be comfortable using them.

At the top level, a web content management system Drupal was employed to
orchestrate key components to attain structural integrity and easy navigation among
components. The infrastructure could be easily adjusted to accommodate other
GeoPortal components such as a wiki and FTP (Ferreira et al. 2010) to improve its
usability. More importantly, the GeoPortal sustains multiple levels of connections
among different modelling efforts, thereby enhancing research collaboration.

As the modelling infrastructure evolves, some emergent issues need to be
addressed. First, the database structure and the visualization tools need to be more
scalable and flexible to accommodate new types of data (e.g., time-series data,
matrix), new units of analysis and new levels of aggregation. Second, the visuali-
zation applications are mainly used for thematic mapping and charting of indicators
at this point. Their support for other visualization types like flow visualization,
surface visualization and even 3D visualization remains inadequate. In order to
portray the abstract relationships among variables from different perspectives, it is
necessary to develop more powerful visualization capabilities in the future so that
the model and the urban system can be understood in its entirety. Third, we need to
follow the principle of minimum programming and flexible functionalities. Coor-
dinating and integrating these tools for consistent but differentiated access control
and convenient navigation is another task. At this stage, we are collecting feedbacks
from researchers and proceeding to consolidate the existing system. We expect such
infrastructure to enable government agencies, public and private sectors, planners
and developers to be more tightly integrated into urban modelling efforts.
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The Participatory Cube: A Framework
for Analysis of Online Participation
Platforms

Alenka Poplin, Gilberto Corso Pereira
and Maria Célia Furtado Rocha

Abstract The main goal of this book chapter is to present a framework for
analysis of online participation platforms. Recently, the whole range of various
participation platforms emerged and there is a need for a model, which would
enable to analyse their specific characteristics. The framework presented in this
chapter, the participatory cube, is based on models proposed by Fung (2006) and
Ferber et al. (2007). It consists of three axes: interactive communication, access to
space of participation, and decision power. These categories play a major role in
the analysis of the implemented study cases. The study cases were taken from
Germany and Brazil. We concentrated on the selection of a variety of technologies
that support civic engagement. The participatory cube served as the model for the
comparison of the selected cases. We conclude the article with a discussion about
the presented model and further research directions.

1 Introduction

The public sphere is changing in many ways due to the use of new technologies;
especially Internet plays a major role in altering our daily lives. The concept of a
public sphere was first defined by Jurgen Habermas as ‘‘a realm of our social life, in
which something approaching public opinion can be formed’’ (Habermas 1974: 49).
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It presents a domain of social life in which public opinions can be expressed. Its
ultimate goal is public discourse and debate related to a variety of issues relevant
for the society and individuals. The dialogue can focus on the unsustainability of the
urban development or on the needs to implement more sustainable planning
alternatives as discussed in Wheeler and Beatley (2004) and Wheeler (2004).
Ebenezer ‘‘Howard exemplifies how some of the most revolutionary ideas in city
planning have come from concerned citizens rather than from professional planners
and architects’’ (Wheeler and Beatley 2004: 11). Amado et al. (2010) report about
the development of urban planning activities in protected landscape areas of the
Sintra-Cascais Natural Park in Portugal and the implementation of participatory
process that can support sustainable development of these protected landscape
areas.

Internet can enable such dialogues and public participation leading to more
sustainable planning. However, it also has some disadvantages. Papacharissi (2002)
identified three issues related to the capacity of Internet to improve democratic
exchange of ideas; access to information, the possibility of meeting people with
different backgrounds and the future considering the commercialization of this
environment. Regarding the access to information, she stressed that greater access to
information is useful, but not enough to expand the public sphere. With respect to the
possibility of meeting people, she claims that the Internet may become more frag-
mented with the virtual mass of people being subdivided into small groups of
interest. The mere existence of a virtual space does not guarantee democratic and
rational discourse. She concludes that Internet can provide a forum for political
deliberation, facilitate discussions and promote the democratic exchange of ideas
and opinions, but it does not necessarily guarantee a sustainable public sphere.

Gomes (2006) highlights the exciting hopes about the possibilities of democra-
tizing Internet until the second half of the 90s of the last century. He also lists
problems encountered by the use of Internet, which are: the qualification of political
information, which is generally biased once produced by political agents; inequality
of access, and the prevalent political culture in the sense of apathy. According to
him, (Gomes 2006: 75) ‘‘a one-dimensional view of the internet which was seen only
as an instrument for progress and democracy’’ can be a possible problem.

In our research we focus on a multi-dimensional view of the Internet and a
constant growth of different online applications aim to facilitate online civic
engagement. The main goal of this chapter is to design a model that can enable to
analyze this growing number of online participatory platforms. Based on the work
of Fung (2006) and Ferber et al. (2007) we designed a framework called partici-
patory cube. The participatory cube in general can be used for the analysis of
online participatory platforms. We tested its feasibility and usability on some
selected examples of participatory platforms developed in Brazil and Europe. We
are particularly interested in analyzing online participatory applications that allow
citizens, either as an individual or as member of civil society organizations, to
participate in public debates, to express their opinions, suggestions, and infor-
mations, or try new ways and solutions to problems and issues raised by con-
temporary urban life.
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2 Previous Work

2.1 The Virtual Sphere 2.0

In her book chapter, Papacharissi (2009) discusses the democratizing powers of
online media. She questions whether the idea of a virtual public sphere is indeed
the best way to describe the democratizing potential of the internet. She argues that
the current uses have little in common with the Habermasian public sphere.
According to her, the interactions enabled by web 2.0 reinforce contemporary
values of self-expression and personalization, contemplating, the organization of
information based on a subjective order of importance, and the proliferation of
personal/private space online such as blogs and social networks. Blogs and forums
may encourage the proliferation of voices that could expand the public sphere
reaching the goals that are beyond simply connecting with others. According to
Papacharissi (2009), in a contemporary democracy, the citizen can act from a
private sphere, whereas previously their engagement would have been activated
through the public sphere. In this private sphere, even alone, this citizen is part of
the public sphere, and not completely isolated.

2.2 Urban Sensing

Recent developments in technologies enable citizens to share their knowledge and
information with other interested users of participation platforms. Campbell et al.
(2006) refer to such processes as people centric urban sensing in which citizens act
as sensors. Campbell et al. (2008) claim that ‘‘the users are the key architectural
system component, enabling a host of new application areas such as personal,
public, and social sensing’’. Participatory sensing is according to Goldman et al.
(2009) defined as ‘‘a new collective capacity…in which people participate in
sensing and analysing aspects of their lives that were previously invisible.’’ Resch
et al. (2009) refer to it as ‘‘Live Geography’’. In their chapter they present their
approach as a standards-based distributed architecture combining current sensor
data with complex event processing mechanisms. The sensors in this case are part
of the geo-sensor network including measurement devices, Global Navigation
Satellite System (GNSS) connectivity and basic processing capabilities. Their
architecture specifically identifies citizens as sensors.

2.3 Volunteered Geographic Information

Goodchild in his earlier publications (Goodchild 2007a, b) focuses on a particular
use of geographic information and citizens collecting and contributing geographic
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information via online platforms. Examples of such applications are Wikimapia
and OpenStreetMap which enable the citizens to create global network of
‘‘mappers’’. Goodchild observes ‘‘the widespread engagement of large numbers of
private citizens, often with little in the way of formal qualifications, in the creation
of geographic information, a function that for centuries has been reserved to
official agencies’’ (Goodchild 2007c). He termed this phenomena volunteered
geographic information (VGI) as a special case of a more general Web phenom-
enon of the ‘‘user generated content’’ where the users voluntarily contribute their
knowledge, information, data and ideas with the help of online participatory
platforms. Coleman et al (2009) investigated why people volunteer and contribute
geographic information on the platforms available online.

Lee (2007) in her work investigates the shift from a knowledge repository
approach to a collaborative foundation of knowledge management. She refers to it
as a collaborative intelligence in which the parties involved reach each other
through collaboration. Collaborative intelligence is defined as the measure of the
collaborative ability of an entity or a group. Knowledge derived from collaborative
efforts is proportionally increasing to the magnitude of the World Wide Web.

2.4 Dimensions of Participation

Fung (2006) in his article ‘‘Varieties of Participation in Complex Governance’’
describes three dimensions of direct participation. The first dimension relates to
those who participate in a participatory process. The second dimension specifies
how the participants share information and make decisions. The third dimension
describes the link between discussions and political/public actions. These three
dimensions—scope of participation, mode of communication and decision-mak-
ing, and extent of authority—constitute a three-dimensional space in which any
specific mechanism of public decision can be located.

Fung (2006) additionally remarks that although the vast majority of public
participation is open to all who wish to participate, those who choose to participate
are often not the representatives of a large audience. He describes a scale of
participatory mechanisms that runs from the ‘‘only presence of experts or elected
representatives’’, towards the ‘‘mini-publics’’ (among them are representatives
selected from the general population and/or an audience interested in the subject),
up to the ‘‘macro-public’’ composed by diffuse public sphere of mass media, and
local associations.

In the communicative and decision making dimension, the scale proposed by
Fung (2006) runs from the less to the more intense level of investment, knowledge
and commitment required by participants. According to him, the vast majority of
people, who participate in events such as public hearings and community meetings,
does not present their own views. They participate as observers who receive
information about policies or projects from others. They represent interest groups or
organizations in a public dialogue. Other participatory environments, however, are
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organized to allow participants to explore, develop, and perhaps transform their
preferences and perspectives. In this case, participants usually discuss with others,
often in small groups, rather than simply listen to the experts, politicians or lawyers.

In some cases, there is an attempt to develop a collective choice by combining
various methods of decision-making. The most common one, according to Fung
(2006), is ‘‘aggregation and negotiation’’. In such situations, participants know
what they want, and the decision-making is carried on by the aggregation of
preferences. ‘‘Deliberation and negotiation’’ is the second mode of decision
making in which participants discover what they want by sharing experiences and
reasons, developing their views and discovering their interests in a group context.

3 Designing a Framework for the Analysis: The
Participatory Cube

3.1 The Main Goal of the Model

The concepts such as volunteered geographic information, participatory sensing,
and user generated content are not just academic, theoretical models. In the last
few years, they resulted in a variety of applications and online platforms designed
for the citizens or organizations with the aim to share their knowledge, information
or ideas. There is a need for a framework which would enable to analyze these
applications in a systematic way. Based on the work of Fung (2006) and Ferber
et al. (2007) we propose the participatory cube as a framework for the analysis of a
variety of participatory applications available online. It consists of three axes
which form a cube and represent three dimensions identified as the most relevant
for the analysis. These dimensions are: decision power, interactivity of commu-
nication, and the access to space of communication.

3.2 Decision Power

Power is often defined as the ability to influence the behavior of others with or
without resistance. Lukes (1974) in his book Power: A Radical View discusses three
dimensions, three faces of power in which a government controls people. These
dimensions include decision-making power, non decision-making power and
ideological power. Arnstein (1969) discusses the rungs of power in her ladder of
citizen participation. The lower levels represent less power and no participation,
including what she calls ‘‘manipulation’’ and ‘‘therapy’’. Higher rungs of decision
power include informing, consultation, placation, partnership, delegated power and
citizen‘ control. The third rung, informing, represents the first step to legitimate
citizen participation. Only on the sixth rung, delegated power, the effective
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participation can be initiated. On the seventh rung, citizens can deliberate and
negotiate with government or other stakeholders. On the last rung, citizen control,
the political power can be transferred to the citizens in a form of a direct democracy.

The Arnstein’s work as the subsequent of Carole Pateman’s work—Participa-
tion and Democratic Theory—are still widely cited publications. In 1984, another
influential author, Benjamin Barber, strengthened the participations’ perspective in
his book Strong Democracy. Later, from 1989 to 1992, Habermas (1989) con-
verted his notion of public sphere into the idea of public deliberation which
becomes the starting point of the contemporary democratic theory called delib-
erative democracy (Gomes 2008). When analyzing applications of e-participation
we shall pay tribute to these models of democracy.

The term digital democracy is often used to refer to the experience with the
Internet, online allplications and devices aimed at increasing the potential for civil
participation in conducting public affairs and political decisions. Gomes (2005a, b)
lists five degrees of popular participation offered by the Internet. Access to
information is at the most elemental degree. In the second degree, citizens are
consulted about the public agenda and eventually promoting it on these two levels.
In the third one, the state provides information and services. The fourth degree
combines participative democracy and representative democracy models; the
public can intervene in the political decisions. Finally, following the direct
democracy model, the professional political sphere vanishes and the public con-
trols political decisions. According to Gomes (2005a, b) there are no examples of
efficient implementations of the third, fourth and fifth degree.

3.3 Interactivity of Communication

Ferber et al. (2007) in their article ‘‘Cyberdemocracy and Politics Online: A New
Model of Interactivity’’ presented an interaction model that can be applied to
electronic communication on the Internet. It enhances structures and practices that
encourage deliberation and allow users to become participants. The authors sug-
gested a six-part model of cyber-interactivity. Their model is built on the four-part
model of cyber-interactivity first introduced by McMillan (2002a, b). McMillan and
Hwang (2002), Hwang and McMillan (2002) distinguishes between one- and two
way of communication and low- or high level of the receiver control. He proposes
variations of one-way communication: monologue with lower receiver control and
feedback with the user‘s high level of control over the communication process.
According to McMillan (2002a, b) in a two-way communication, responsive dia-
logue represents the lower level of receiver control while mutual discourse indicates
the high level of the user‘s control. According to Ferber et al. (2007) communication
in both directions, two-way communication, is primarily interpersonal.

Ferber et al. (2007) add a third way of communication which they call three-
way communication describing the situations of controlled response and public
discourse. In the case of controlled response, the online applications give users the
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opportunity to participate. Examples are questionnaires, online forums or bulletin
boards. In these cases, the users do not have a significant control over the content.
In a questionnaire, the e-participation platform determines both the questions as
well as the presentation of the results. Online forums usually require a moderator
who controls and moderates the comments published by the participants. In the
case of a public discourse, as enabled in some forums and chats, participants have
the opportunity to determine and submit almost unrestricted content. The site
control is limited to some actions such as deleting the comments because of
defamation, obscenity or violation of rules of the site/application. In this case,
participants have a high level of control.

3.4 Access to Space of Participation

‘‘Access’’ in the context of digital participation can reflect technical, social or
political aspects (Smith and Craglia 2003). In this chapter we discuss the type of
public that has an access to the participatory platforms. Based on prior work done
by the blogging community Global Voices, Fung et al. (2010) examined seven
cases that successfully enhance accountability in many different political contexts
in some developing countries, among them the Brazilian platform Cidade De-
mocrática (www.cidadedemocratica.org.br). The authors noted, that the techno-
logical interventions should be defined according to the audience they hope to
reach which may consist of mass users, government, media, political elites and
Non-Governmental Organizations (NGOs). They found that it is useful to differ-
entiate between mass users (citizens, consumers, residents) and organizational
users (journalist, NGOs, governments and corporations) to the extent that the large
majority of examined platforms have increased accountability when more cen-
tralized users acted upon available information (Fung et al. 2010). In our model we
distinguish among access restricted to specific organizations, restricted to orga-
nizations devoted to specific themes, or enjoying the freedom of access.

3.5 The Participatory Cube

For the purpose of our analysis we created a model—the participatory cube. We
designed a simplified three-dimensional space that enables to analyze the selected
examples. The participatory cube is visualized in Fig. 1. We selected access to the
space of participation as the first dimension due to its importance for placing and
shaping public opinion through the democratic exchange of ideas. It includes
requirements from belonging to specific organization through belonging to orga-
nizations devoted to a specific theme, up to the total freedom to participate, either
as citizens or as civil society organizations of any kind.
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The second dimension involves modes of interactivity based on Ferber et al.
(2007). At the lowest level of interactivity, the user (citizens and/or civil society
organization) interacts in a one-to-one way with anyone who sends or receives the
message. At the intermediate level, it sends message to many, receives messages
from many, and interacts with each of the participants. At the highest level of
interaction, all users can comment and exchange views with all who wish to
participate (all-to-all as in online forums with unrestricted content). Figure 2
represents directions and different ways of communication.

Fig. 1 Participatory cube adapted from Fung (2006) and Ferber et al. (2007)

Fig. 2 Direction and ways of communication
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The third dimension was inspired by the model of Fung (2006) and is related to
the capacity to transform opinions in decisions and actions. At the lowest level
participants can only submit their opinions, if consulted. At the medium level of
power they may share suggestions of changes or alternatives. At the highest level
they can participate in the decision-making. In the first level they can choose
between previously selected options offered to them by the application or other
participants. In the second level they can propose their own ideas and solutions,
and contribute their knowledge, opinions and information. On the highest level the
participants have the power to decide.

The participatory cube as presented in Fig. 1 was used as the analytical
framework for our comparison of a variety of online participatory platforms. The
selected study cases as examples of such platforms were chosen because of their
variety in their goals and implementations. They come from two very different
countries; Germany and Brazil.

4 Presentation of Case Studies from Germany and Brazil

The case studies selected were the applications in which geographical information
may be included explicitly in the form of interactive maps, or implicitly in the
form of geographical references (addresses, location, pictures). Aspects related to
the content and the technology used for their presentation may be associated on the
axis of ‘‘access’’ or the axis which presents the ‘‘interactive communication’’.

4.1 Leehrstandsmelder

The public participation platform Leehrstandsmelder (www.leerstandsmelder.de) is
freely accessible online to everybody. Its main goal is to collect the information about
empty apartments or offices in Germany. Figure 3 shows the entrance page with a
dominant online interactive map available on the left side. On the right side the users
can review the news relevant to the topic of empty real estates in different towns in
Germany. The platform serves as a central hub for the information collected about
empty real estate, and enables a quick search for an empty real estate in any of the cities
in Germany. The platform is regularly used and there is a high number of entered empty
sites in some of the Germany cities. Examples: 642 inserted empty real estates in
Hamburg, followed by Bremen wit 391 and Berlin with 319 in November 2012.

Leehrstandsmelder was developed by an association Gängeviertel e.V. The
rights and obligations of the users are clearly described on the website. The users of
the platform have to officially register in order to be able to enter the empty real
estate on the interactive map. The metadata describing the empty real estate include
the street, a picture of the real estate and an additional description of the real estate.
Figure 4 demonstrates the situation in Hamburg and a description of one of the
empty real estates.
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Fig. 3 Lerstandsmelder online

Fig. 4 Empty real estate in Hamburg
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4.2 Maerker Brandenburg and Berlin

Maerker Brandenburg (http://maerker.brandenburg.de) is the official website of
two states in Hamburg; Brandenburg and Berlin. It aims at getting information
about the infrastructure in the commune that needs to be fixed. Figure 5 shows the
comments for the commune Bad Belzig in which there are currently 70 contri-
butions. The website also enables quick search according to the given categories,
ID or text.

The comments posted on the website by the citizens are marked in different
colors. Figure 5 shows a citizen‘s report about the damage on the street; the
address of the street and the data are entered precisely. There is no photo attached,
instead, the user can click on the viewer and see the situation on the map. Figure 6
demonstrates the location of the damage on the interactive map. Status is reported
for every of the comments. In this case the website notifies that this comment has
been forwarded to the responsible office which belongs to the city authority.

4.3 Climate Change in Elmshorn

Online public participation platform which enables discussions about climate
change was developed for Elmshorn, a city district in Hamburg, Germany.
Figure 7 presents the user interface with the interactive map. It is available to
everybody under the following address: http://www.elmshorn-klimaanpassung.de.
The platform enables the users to participate in a discussion forum, enter their
suggestions for the protection against climate change on the interactive map, and
vote for other’s suggestions. A short registration is needed for the active users that

Fig. 5 Maerker Brandenburg
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Fig. 6 Maerker Brandenburg viewer

Fig. 7 Map-based discussion about climate change
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want to actively contribute to the discussion. The discussion was open to the public
in a limited time window between November 5th and 20th 2012. Discussion topics
concentrated on the climate change in this particular district, selected as a case
study in the project KLIMZUG-NORD (www.klimzugnord.de). A moderator, at
the end of the discussion time, summarized the issues addressed by the citizens.

4.4 Urbanias

Urbanias (www.urbanias.com.br) aims to serve as a link between the citizens and
the government. Its goal is to help finding solutions for the citizen’s demands and
needs. The citizen registered on the website can report about a problem in the city
of São Paulo, classify it according to the predetermined themes—transit, transport,
garbage, noise, etc. She can enter the date of the submission, the address of the
problem, and can attach photos or videos. The complaint will then be forwarded to
the responsible public agency by the site’s team. The application was designed and
is managed by a private company. The company received a financial subsidy for
the development of the platform from the federal agency for innovation (Fig. 8).

Urbanias is also present on the Facebook through Urbaville application, a kind
of a game that allows users to post problems, propose solutions, ask for support
and include other messages/demands. It is also possible to post photos, evaluate
places and access a list of posts. Using an avatar, it is possible to identify points of
interest and participate in a quest where the user is challenged to post sites and
certain problems through photos (Fig. 9).

Fig. 8 Urbanias website
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4.5 Portoalegre.cc

The platform Portoalegre.cc (www.portoalegre.cc) enables discussions about the
history, present and future of the city of Porto Alegre, capital of State of Rio
Grande do Sul. It encourages the creation of issues/problems in order, not only to
solve problems and improve the city, but also to promote places positively eval-
uated. The user has to register on the site and connect to it using their Twitter,
Facebook or Google account. The idea is to get civic engagement through
spreading the information via social networks. The content is moderated in order
to prevent abusive, untrue or offensive information. Launched in 2011, the project
had some support from Porto Alegre city hall, but does not aim to be the channel
of communication between the users and the city hall officials. Maps are used as
the interface for locating issues created by the users (Fig. 10).

4.6 Cidade Democrática

Cidade Democrática (www.cidadedemocratica.org.br) is a platform that enables
political participation. It allows the citizens and organizations to express their
opinions, communicate and mobilize towards a sustainable city. The platform was
designed and implemented by the institute Instituto Seva. Citizens, organizations

Fig. 9 Urbanias on the Facebook
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or their representatives registered on the platform Cidade Democrática can com-
municate any problem or suggestion they observed in their city. They can provide
locations of these problems with the help of a listing of the states, cities or places
in Brazil. The users can classify the problem in a list of predefined categories
which are defined by the platform and can be selected in a pull-down menu. The
most relevant problems as well as the most active cities, posting the majority of the
problems, are listed on the main page. Maps are used in specific cases: see plan for
bicycle paths in Jundiaí. The suggestions and/or problems can be also shared
through the online social networks connected to the platform. (https://
maps.google.com/maps/ms?hl=pt-BR&ie=UTF8&msa=0&msid=1081649691108
47667788.00047892f01234a45aa92&z=12) (Fig. 11).

5 Results of the Analysis

Our analysis is based on the participatory cube presented in Sect. 3 and the
selected case studies of the platforms described in Sect. 4. The participatory cube
enables to understand the differences among the variety of participatory platforms
and offers a framework for a comparison. The three axes represent the criteria for
the comparison, and we comment all three axes on the selected examples.

In the case of the Lehrstandsmelder we observe about freedom of participation;
a simple registration of the user enables everybody to participate. This is the
highest level in the access to space of participation in the participatory cube. The
communication is interactive and can be described as one-to-many. In this case we
cannot really talk about power. The participants are not interested in expressing

Fig. 10 Portoalegre.cc: a suggestion to mobility
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any power through this platform; it enables an exchange among the users, or
simply to gather the information about empty real estate for everybody who needs
this information.

Maerker Brandenburg and Berlin also enables freedom to participate, however,
the freedom is limited by the knowledge of the citizens. Only the citizens that live
either in Brandenburg or in Berlin will most likely have enough knowledge about
their environment to be able to report about infrastructural damage. Sometimes
tourists would notice such damages, but might not be willing to make an effort to
report about them or might have difficulty in expressing themselves in German
language. The access is also restricted to a specific theme; in this case, the focus is
on the infrastructure in the selected states and communes. The communication is
one to many as one user communicates about the damage, and the posts can be
seen and read by many users. The power of deciding about the reported damage is
hold by the responsible office, which is an example of ‘‘they suggest’’ in the
participatory cube.

Climate change in Elmshorn is devoted to a specific theme, but it is not
restricted to any organization. In principle everybody can participate even though
the participants are limited by their knowledge of this particular area and the
knowledge of the topics relevant for the analysis of climate change. The com-
munication can be described as ‘‘all to all’’ because of the online forum included in
the platform and the possibility to vote for the best suggestion. In this way
everybody can communicate with everybody. The category of power can be
described as ‘‘they are consulted’’. This is a research project which aims to enable
the dialogue between the experts on climate change and the citizens of the city
district Elmshorn. The comments and suggestions provided by the citizens can
serve as information to the researchers and experts on climate change.

Fig. 11 Cidade democrática: city of Jundiaí (state of São Paulo)
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Urbanias provides free access to any citizen, who registers with an e-mail and a
password. It fits the dimensions ‘‘one to many’’ and ‘‘they suggest’’ in the par-
ticipatory cube. Posts are visible to all users through the selection of topics and are
presented on a map. The platform does not enable the users to establish interactive
communication with other users outside their social network. Urbanias intends to
promote citizenship, sustainability and quality of life through civic engagement
and communication between people. It promises to mediate between citizens and
government as a way to help solving problems, which seems to encourage a more
passive attitude rather than an active engagement and participation. The platform
presents a set of issues/problems, and some of them have been resolved. It is not
clear whether Urbanias contributed to solving the reported problems. The site has
recently changed and the original link redirects users to the Urbanias’ Facebook
page. There is an ongoing attempt to improve the interaction between the users of
the platform. In the future it will be possible to evaluate the success of the platform
capabilities in incorporating network locality and stimulate civic engagement with
new functionalities.

The platform Portoalegre.cc arises from an experience gained by Unisinos
University of Rio dos Sinos Valley in the project related to Redenção Park, a large
park located in downtown Porto Alegre. The project Redenção.cc aimed to support
the preservation of the historic and cultural public places. Called wikiparque it
enables discussions about the history, the reality and the future of specific terri-
tories (http://redencao.cc/#/about). The projects Redenção.cc and Portoalegre.cc
are based on the creative commons license 3.0 (http://creativecommons.org/
licenses/by-nc-sa/3.0/). Portoalegre.cc allows access to all citizens, but it requires
connecting to their platform through an online social network (Facebook, Twitter
or Google). For the purpose of framing its position in the participatory cube, the
platform fits in the ‘‘restricted access’’ devoted to specific themes, allows inter-
action one-to-many and the participants might suggest, but they are not consulted,
nor can decide about interventions in the city.

Cidade Democrática is a mature platform (Fung et al. 2010). It is implemented
as an open space for people to point out problems, propose solutions and share
opinions about their city. The platform, which was opened to the public in
November 2009, hosted the Digital Cities program for building public agendas for
collaboration between local governments and society. In December 2011, a
technical cooperation agreement between the City Council Chamber of São Paulo
and Cidade Democrática was signed in order to change the relationship between
representatives and civil society (‘‘São Paulo Democrática’’ project). Cidade De-
mocrática aims to act as an organizer of civil society and a facilitator between
citizens and public authorities enabling discussions of public interest. It has a clear
focus on political participation and on finding and sharing solutions to improve the
city. It seems to establish itself as a kind of forum for public deliberation for the
exchange of ideas which may have consequences for the political decisions—the
goal of a deliberative public sphere. In the participatory cube, the initiative is open
access to all; interaction is in the one-to-many way since comments are always
directed to given user but there are no discussions among users as in a forum.
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Participants can propose but not decide, except in competitions such as ‘‘Cid-
adonos’’ where people could vote on proposals about Jundiaí city. The Fig. 12
summarises the results of our analysis and shows that the most common to all
platforms is a wide access, centralized communication (one to many) and average
power of influence.

6 Conclusions and Further Research Directions

The growing amount of research literature in the areas of volunteered geographic
information, crowdsorcing, citizen science, urban sensing and live geography
demonstrates the interest of researchers to define and evaluate the novel concepts,
ideas and technological implementations that can facilitate participation. In this
book chapter we suggested the concept of the participatory cube as a framework
for analysis of a variety of implementations following the concepts of participa-
tion. The participatory cube concentrates on the aspects of interactive communi-
cation with the online participatory platform, the ways the users can access the
information published on the platform and its participatory functions, and the
decision power that the users can/or cannot gain through their online participatory
activities. The use of the participatory cube enabled us to structure our analysis
around three suggested axes and provided the framework for the analysis of the
selected study cases, online participatory platforms that were designed, developed
and implemented in Germany and Brazil.

All of the analyzed platforms, except Portoalegre.cc, enable high level of access.
The producers and organizers of participatory processes recognized the importance
of access to the information and possibilities to participate. We expect that this trend
will continue in the future. We observe initiatives for free and open data available,
and a growing need for people to express their opinion freely and through accessible
media. The use of maps is still very limited; only some of the participatory platforms
include an option of interacting with an online map. These include

Fig. 12 Results of the analysis
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Leehrstandsmelder, Climate change in Elmshorn and Urbanias. Interaction with
online maps still seems to be rather complex and not all producers value the pos-
sibility to locate the problems on a map. We can only assume the reasons for that the
lack of map inclusion, which could be the missing knowledge in geographic
information systems (GIS) or possible difficulties in maps and digital data acqui-
sition. The online maps can be used for variety purposes in different stages of
participatory processes. Inclusions of maps in participatory applications, argu-
mentation with the help of maps, and communication with interactive maps are still
challenging and interesting research areas. In our future research we aim to con-
centrate on the specific characteristics of interaction with online maps, the design of
map-based participation platforms and the user’s experiences with online maps.

In our future work we will consider the impact of technology on the presented
content, the tentative users and the design of the participatory applications. This is
also one of the disadvantages of the model presented by Fung (2006); he does not
include technology in his analysis. We will concentrate on the characteristics of
technologies and their accessibility for different user’s groups. Additional research
is needed to understand which approaches can enable satisfactory participation
processes and how can this success and satisfaction be measured. The main idea, we
believe, is to enable platforms and forms that would enable interested citizens to
contribute their knowledge and opinions and create sustainable living for everybody.

References

Amado MP, Santos CV, Moura EB, Silva VG (2010) Public participation in sustainable urban
planning. Int J Human Social Sci 5(2):102–108

Arnstein SR (1969) A ladder of citizen participation. Am Inst Planners J 35:216–224
Campbell AT, Eisenman SB, Lane ND, Miluzzo E, Peterson RA (2006) People centric urban

sensing. 2nd International WS on Wireless Internet (WICON’06)
Campbell AT, Eisenman SB, Lane ND, Miluzzo E, Peterson RA, Lu H, Zheng X, Musolesi M,

Fodor K, Ahn GS (2008) The rise of people-centric sensing. Internet Comp 12(4):12–21
Coleman DJ, Georgiadou Y, Labonte J (2009) Volunteered geographic information: the nature

and motivation of produsers. Int J Spatial Data Infrastruct Res 4:332–358
Ferber P, Foltz F, Pugliese R (2007) Cyberdemocracy and online politics: A New Model of

Interactivity. Bull Sci Technol Soc 27(5):391–400. doi: 10.1177/0270467607304559
Fung A (2006) Varieties of participation in complex governance. Public administration review,

pp 66–75, Dec 2006
Fung A, Gilman HR, Shkabatur J (2010) Impact case studies from middle income and developing

countries. New technologies. Open Society Foundation. http://www.transparency-
initiative.org/reports/impact-case-studies-from-middle-income-and-developing-countries.
Accessed in 9 Nov 2012

Goldman J, Shilton K, Burke J, Estrin D, Hansen M, Ramanathan N, Reddy S, Samanta V,
Srivastiva M (2009) Participatory sensing: a citizen-powered approach to illuminating the
pattern that shape our world. White paper, Woodrow Wilson international center for scholars

Gomes W (2005a) Internet e participação política em sociedades democráticas. Revista
FAMECOS, n. 27, ago 2005, Porto Alegre, pp 58–78. http://revistaseletronicas.pucrs.br/ojs/
index.php/revistafamecos/article/view/3323. Accessed 31 May 2012

A Framework for Analysis of Online Participation Platforms 413

http://dx.doi.org/ 10.1177/0270467607304559
http://www.transparency-initiative.org/reports/impact-case-studies-from-middle-income-and-developing-countries
http://www.transparency-initiative.org/reports/impact-case-studies-from-middle-income-and-developing-countries
http://revistaseletronicas.pucrs.br/ojs/index.php/revistafamecos/article/view/3323
http://revistaseletronicas.pucrs.br/ojs/index.php/revistafamecos/article/view/3323


Gomes W (2005b) A democracia digital e o problema da participação civil na decisão política.
Revista Fronteiras 7(3):214–222. http://200.144.189.42/ojs/index.php/fronteiras/issue/view/
205. Accessed 21 Oct 2012

Gomes W (2006) Apontamentos sobre o conceito de esfera pública política. In: Maia R. e
CASTRO, M. C. S (org.) Mídia, esfera pública e identidades coletivas. Belo Horizonte:
Editora UFMG, p 49–61

Gomes W, Maia RCM (2008) Comunicação e democracia. São paulo, Paulus. Coleção
Comunicação

Goodchild MF (2007a) Citizens as sensors: Web 2.0 and the volunteering of geographic
information. Geofocus 7:8–10

Goodchild MF (2007b) Citizens as voluntary sensors: spatial data infrastructure in the world of
Web 2.0. Int J Spatial Data Infrastruct Res 2:24–32

Goodchild MF (2007c). Citizens as sensors: the world of volunteered geography. GeoJournal
69(4): 211-221. Reprinted in M. Dodge, R. Kitchin, and C. Perkins, editors, The Map
Reader: Theories of Mapping Practice and Cartographic Representation. Wiley, Hoboken,
pp 370–378

Habermas J (1974) The public sphere: an encyclopedia article. New Ger Crit 3:49–55
Habermas J (1989) The structural transformation of the public sphere, Massachusetts Institute of

technology, Cambridge, MA
Hwang J-S, McMillan SJ (2002) The Role of Interactivity and Involvement in Attitude toward the

Web Site. In: Abernathy A (ed.) Proceedings of the 2002 conference of the american academy
of advertising. Auburn University, Auburn, pp 10-17

Lee MR (2007) From Web 2.0 to conversational knowledge management: towards collaborative
intelligence. J Entrep Res 2(2):47–62

Lukes S (1974) Power: a radical view. Macmillan Press, London
McMillan SJ, Hwang J-S(2002) Measures of perceived Interactivity: an exploration of the role of

direction of communication, user control, and time in shaping perceptions of interactivity.
Journal of Advertising, 31(3):41-54

McMillan SJ (2002a) Exploring models of interactivity from multiple research traditions: users,
documents, and systems. In Lievrouw Livingstone S (Eds.), Handbook of New Media. Sage,
London, pp 162-182

McMillan SJ (2002b) A four-part model of cyber-interactivity: some cyber-places are more
interactive than others. New Media Soc 4(2):271–291

Papacharissi Z (2002) The virtual sphere. The internet as a public sphere. Sage Publications,
London, Thousand Oaks, CA and New Delhi, 4(1):9–27

Papacharissi Z (2009) The virtual sphere 2.0: the internet, the public sphere, and beyond, in the
book. Handbook of Internet Politics. In: Chadwick A, Howard P (eds) Routledge, Taylor &
Francis Group, London and New York, pp 230–245

Resch B, Mittlboeck M, Girardin F, Britter R, Ratti C (2009) Live geography—Embedded
sensing for standardised urban environmental monitoring. Int J on adv in syst and meas 2(2
and 3), ISSN 1942-261x, S.156-167

Smith RS, Craglia M (2003) Digital participation and access to geographic information: a case
study of local government in the united Kingdom. URISA J 15, APA II

Wheeler SM (2004) Planning for sustainability: creating livable, equitable and ecological
communities. Routledge, New York

Wheeler SM, Beatley T (eds) (2004) The sustainable urban development reader, The Routledge
Reader Series, by Routledge, London

414 A. Poplin et al.

http://200.144.189.42/ojs/index.php/fronteiras/issue/view/205
http://200.144.189.42/ojs/index.php/fronteiras/issue/view/205


Part V
Planning and Policy Support



Application of Socio-Technical Research
Methods in Understanding the Genesis
and Potential Sustainability of Planning
Support Systems

Wayne Williamson and Bruno Parolin

Abstract This research compares two methodologies to gain an insight into which
may best fit the research of Planning Support Systems (PSS) used in planning
practice. The approach taken by this research is twofold; firstly using data col-
lected through case studies and the application of Actor-Network Theory (ANT),
and secondly, an online questionnaire of staff in government and private practice.
The questionnaire data was analysed using the Unified Theory of Acceptance and
Use of Technology (UTAUT). Results of applying ANT can provide useful
insights into the social and technical interactions that are relied upon to build and
implement a PSS. Moreover, the UTAUT results found that in order for Infor-
mation and Communication Technology (ICT) applications to be widely accepted
by planners, the organizations in which they work need to address performance
expectancy and facilitating conditions as priorities. Although the methods used in
this research are vastly different, results have been found to be somewhat
complimentary.

1 Introduction

Research suggests that a mismatch exists between the supply and demand of
Planning Support Systems (PSS) that result in an underutilization of software by
planners (Geertman 2008). Further, Vonk et al. (2005) argues that because demand
is lagging behind the supply, PSS are not reaching maturity due to a slow product
life cycle that does not benefit from an information feedback loop from real-world
examples, which may be referred to as the PSS implementation gap. While
research addresses the utility of PSS in research-based scenarios, there is limited
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research on the demand side factors involved in the adoption and use of PSS in
practice (Geertman 2008).

PSS are typically designed to support the planning process and are usually
based on several technologies, while using a common interface (Harris 1989;
Harris and Batty 1993; Klosterman 2001; Geertman and Stillwell 2004; Geertman
2006). There are three general types of PSS distinguished by the literature;
informing, communicating and analysing PSS (Geertman and Stillwell 2004;
Klosterman and Pettit 2005). Informing PSS aim to make information accessible
through a flow of information to the user. Communicating PSS aim to facilitate
communications and discussions amongst participants in the planning process,
while analysing PSS attempt to facilitate advanced processing of data for simu-
lation and evaluation purposes.

Klosterman (2001) predicted that increased use of PSS would be aided by the
rapid development of computer hardware and software; however, an inventory of
PSS conducted by Geertman and Stillwell (2004), concluded that the majority of
PSS had not progressed past the prototype stage, with little evidence of PSS
reaching stages of maturity and use in planning practice. The situation is con-
sidered somewhat surprising as a small number of PSS have reached a level of
maturity that allows them to be sold as off-the-shelf software tools, typically as
ArcGIS plug-ins (Klosterman and Pettit 2005; Geertman 2008). Couclelis (2005)
argues that the role of land use modelling remains problematic, especially in
respect to future orientated scenario planning. Furthermore, PSS developers have
some role to play in this situation as they have not provided the tools that planners
really need. Geertman and Stillwell (2004) concluded that PSS should meet user
and context requirements, including multiple levels of expertise, interdisciplinary
perspectives, effective outputs for users, flexibility to focus on different problems
and finally a need for more real-world experiences.

Vonk et al. (2005) found in their initial survey results that planning practitioners
have little awareness of PSS type tools, which leads to low intentions to start using
PSS among possible users. Vonk et al. (2007a) then built on these initial findings
with follow-up interviews and a literature review, which concluded that PSS is in
an early growth stage, with evidence of this found in some positive experiences by
planners with PSS, and more critically, PSS tools are quite complex, while
planners are calling for simple tools.

Vonk et al. (2007b) turned their attention to applying an information systems
research theory known as the Technology Acceptance Model (TAM) to investigate
the formal and informal paths of adoption in a select group of planning organi-
zations in the Netherlands. Their conclusions highlighted that informal employee
innovation pathways are used for geographic and information-based software tools
in these organizations. Staff are reluctant to use formal pathways because they
perceive the formal strategy as less rational than their own ideas; secondly, they do
not experience enough social pressure to pursue formal pathways and finally, their
own ideas do not have a great influence on formal pathways. The authors con-
cluded by suggesting that organizations need to adopt a learning culture using
knowledge management and employ staff with innovation management skills.
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Pettit et al. (2008) also found that planners struggle to understand the outputs of
PSS and that the introduction of PSS into planning education may help.

More recently, te Brömmelstroet and Schrijen (2010) suggests that PSS
developers do not understand the relevance of PSS to daily planning activities;
therefore, planners must be heavily involved in the design and analysis phases of
the software development life cycle in order to provide planner relevant software
products. te Brömmelstroet and Schrijen’s (2010) contribution has addressed
Geertman’s (2008) research agenda by providing information on the development
of four real-world software development examples using close collaboration with
planning practitioners. These examples effectively transfer detailed knowledge of
the planning practitioner’s demands, professional skills and knowledge to the
supply side developers of PSS.

Batty (2008) summarises that the future of PSS is somewhat inconsistent, with
computer hardware and software allowing PSS to be proliferated at greater rates,
the ability of software products to be linked together like never before and
advances in visualization software that is drifting into an Internet based context
will allow for a more distributed use of PSS. However, planning has become
fragmented in practice and software tools built to support it have also become
unique to specific contexts. This situation does not allow for a coherent framework
within which PSS can mature. Ultimately the directions taken by land use planning
will determine what direction PSS will take in the future.

This chapter seeks to address the following question: How does the application
of socio-technical research methods enhance our understanding of the genesis and
potential sustainability of Planning Support Systems. The approach taken by this
research to data collection and analysis is twofold; firstly by using the data col-
lected from interviews and the application of Actor-Network Theory (ANT), and
secondly, an online questionnaire of planners and GIS staff working in local and
state government and private practice. The questionnaire data was analysed using a
structural equation modelling (SEM) technique under the Unified Theory of
Acceptance and Use of Technology (UTAUT) framework. The results of both
analysis techniques are then compared.

This chapter assumes that the majority of PSS attempt to implement sustainable
urban development principals. The case studies used in this chapter all approach
urban development through the consolidation of new housing in close proximity to
existing town centres and transportation, which promotes sustainable transport
usage, housing close to employment and more liveable mixed use town centres.

2 Theoretical Frameworks

This section describes the theoretical frameworks employed by this research.
These theories have been chosen for their widespread use and their tested ability to
be used in the research of socio-technical factors in the adoption of information
systems.
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2.1 Actor-Network Theory Concepts and Components

This section describes the fundamentals of ANT which was utilized to organize
and present the data collected from interviews. ANT was developed in the 1980s
with its origins in the sociology of science and technology. ANT is a constructivist
theory that follows the strategies used by actors to mobilize other actors and
resources to ultimately construct a heterogeneous network, and is usually chosen
by researchers because it focuses on the relationships between non-humans and
humans, as a central part of the production of scientific knowledge (Rodger et al.
2009). Moreover, ANT is concerned with the processes by which scientific dis-
putes become closed, ideas accepted and tools and methods adopted. The theory
places a strong focus on how decisions are made about what is known. These
decisions are often temporary, but closing the black box on disputes allows people
to take the work of others as a resource and move on, rather than continually
reproducing and questioning it (Latour 1987), which is an issue observed by
Geertman (2008) that is hampering the progression of PSS development.

ANT has two major approaches to data collection. One is to ‘‘follow the actor,’’
via interviews and ethnographic research, the other is to examine inscriptions.
Inscriptions include texts, but also images of many sorts, databases, and anything
else that can be considered central to knowledge creation.

Actors become enrolled in a network through the translation process depicted in
Fig. 1. Callon (1986) describes translation as a multi-step process of problemiza-
tion, obligatory passage point (OPP), intéressement, enrolment, mobilization and
black boxing, which was both introduced and followed by Callon’s (1986) study of
the scallop industry in North Western France. This important text in ANT literature
followed the construction of a diverse actor-network by three researchers which
eventually failed once other actors dissented from the network (Callon 1986).

Problemization is the first moment of translation, during which a focal actor
frames the problem in its own terms, identifies other relevant actors, and highlights
how the problem affects the other actors (Law 1986). Rodger et al. (2009) explains

1. Problemization
Focal Actor/s 

identifies interests

2. OPP
Obligatory passage point 

defined by focal actor

3. intéressement
Convincing other actors to 

accept definition

6. Black-box
Ideas become 

entrenched

5. Mobilization
Principal actor represents 

the network

4. Enrolment
Other actors accept 
interests defined by 

focal actor

Fig. 1 Translation process (after Rodger et al. 2009)
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that ANT is predominantly concerned with how ideas are conceived and the
resistance experienced during their development. During problemization the focal
actor will form an Obligatory Point of Passage (OPP) which is a network node
acting as an intermediary between networks or network components. A strong OPP
will control resources and claim responsibility for a network. The focal actor
defines the OPP through which the other actors must pass through and by which
the focal actor becomes indispensable (Law and Callon 1992).

The third moment of translation involves a process of convincing other actors to
accept the definition of the focal actor (Callon 1986). Actors attempt to impose
their priorities on other human and non-human actors. This stage of translation is
reliant on the focal actor re-enforcing the identities and associations identified in
the problemization stage. Intéressement is a crucial phase of the process (Callon
1986) and is a competitive part of the building of an actor-network since actors are
often implicated in other networks.

In the fourth moment of translation, actors in the network accept or become
aligned to interests defined for them by the focal actor. Enrolment seeks to rein-
force the alliances found earlier in the intéressement phase, usually through
negotiation (Callon 1986). Enrolment can be thought of as the moment that other
actors accept the interests defined by the focal actor and become a functioning
node in the network.

The fifth stage of translation is mobilization, in which actors are given the tools
of communication and are able to create an interest in the network or to create sub-
networks. Mobilization occurs as the proposed solution gains wider acceptance and
an even larger network of absent entities is created through some actors acting as
spokespersons for others (Tatnall and Burgess 2002). The sixth and final moment
of translation is when the network reaches the black box stage and is identified by
all actors being enrolled and the network is completely stabilized. An indication of
a project reaching the black box phase is when managers can be seen using derived
knowledge for management purposes (Rodger et al. 2009).

Rodger et al. (2009) explains that the strength of ANT is the attention paid to
how networks emerge, who and what each network involves and how the network
is maintained. Furthermore, ANT explores why some networks become estab-
lished for a significant period of time, while others fail. Callon (1986) also
identifies that well formed networks can become unstable, since the translation
process is an ongoing process that can never be considered permanent. New actors,
the departure of existing actors and changes in alliances can result in networks
being reconsidered, reconfigured or dismantled completely (Callon 1986; Tatnall
and Gilding 1999).

Conversely, there are numerous criticisms of ANT. These criticisms are focused
on the theories attempt to distance itself from scientifically based methods. ANTs
creators (Latour 1987; Callon 1986; Law and Callon 1992) argue that only a
descriptive technique should be used, while critics argue that much is lost by
describing only what the researcher sees. Criticism is also aimed at the theories
biased towards non-human actors over humans, as well as the theory treating
organizations as networks, when they could be open to alternative descriptions of
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the research context. Furthermore, critics argue that the real world cannot be
reduced to ‘‘responsibility descriptions’’ in a network, as explanations and causes
are equally important for researchers to uncover (Miles 2012).

2.2 Unified Theory of Acceptance and Use of Technology

The UTAUT model is aimed at explaining a user’s intention to use information
systems and the user’s subsequent usage behavior. UTAUT was developed by
Venkatesh et al. (2003) who systematically tested and verified nine information
systems adoption models and then consolidated the most consistent elements into a
unified theory. UTAUT uses four constructs to determine usage behavior; the first
three constructs of performance expectancy, effort expectancy and social influence.
A fourth unique construct for the UTAUT model is facilitating conditions, which
is defined as the degree to which an individual believes that organizational and
technical infrastructure exists to support the use of a system. Table 1 lists the four
UTAUT constructs and their descriptions.

The theory also uses four moderators, being gender, age, experience and vol-
untariness of use, of an intended user’s behavior and their subsequent use behavior.
The introduction of demographic moderators such as age and gender have proven
to be a positive aspect for UTAUT in explaining variations of intended use and
behavior of information systems users, Venkatesh et al. (2003) notes that these two
moderators have been given little attention in other theories. Furthermore, age and
experience were identified as limitations of previously developed adoption models
when analysing data related to a users level of experience with a given information
system. The UTAUT model is shown in Fig. 2. The four boxes on the left hand side
of Fig. 2 represent the constructs outlined in Table 1. The arrows leading across
Fig. 2 to behavior intention and use behavior represent the intended influence on a
user’s behavior. The dashed arrows leading up from the bottom of the figure rep-
resent the moderating influence of gender, age, experience and voluntariness of use
on the constructs. Essentially, the arrows between constructs and moderating
influences represent hypotheses that can be tested to understand the likelihood of
PSS being used and supported in an organization.

Table 1 Constructs in UTAUT

UTAUT construct Definition

Performance expectancy The degree to which an individual believes that using the system
will help him or her to attain gains in job performance

Effort expectancy The degree of ease associated with the use of the system
Social influence The degree to which an individual perceives that important others

believe he or she use an information system
Facilitating conditions The degree to which an individual believes that an organizational

and technical infrastructure exists to support use of the system

Source Venkatesh et al. (2003)
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2.3 Comparison of ANT and UTAUT

The main difference between the two is in the approach and definition of social-
technical. In ANT, social systems and technology are considered inseparable. The
only separation between them is when a technology has been successfully adopted,
and therefore, is considered to have reached the black box stage and there is
evidence that the actor-network is stable. In UTAUT, social systems and tech-
nology are regarded as separate. From this perspective, the diffusion of an inno-
vation equates to the adoption of a technology by a social system. UTAUT
considers a technology as a set of attributes that have to be demonstrated to
potential adopters. Once a technology is distributed, it should be just a matter of
time before all, except the most immovable, recognise its advantages (McMaster
et al. 1997; McMaster and Wastell 2005; Mitev 2005).

3 Interview Methodology

Seven potential case studies were investigated. Two potential case studies were not
used because they only used spreadsheets; a third case study was abandoned due to
potential interviewees not being willing to participate; and one remaining case
study was abandoned due to a lack of access to interviewees.

The case studies were identified by reviewing recent literature published about
the New South Wales (NSW) planning system (Australia). In two cases, descrip-
tions of the projects were found in a NSW Department of Planning publication

Effort 
Expectancy

Facilitating 
Conditions

Performance 
Expectancy

Use 
Behavior

Social 
Influence

Behavioral
Intention

Gender Age Experience Voluntariness of Use

Fig. 2 UTAUT research model (Source Venkatesh et al. 2003)
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(Department of Planning 2007), while the third was discovered through word-of-
mouth. The case studies that proceeded included; a Community Viz implementation;
the METRIX sub-regional planning tool that was used to guide the distribution of
in-fill development to meet metropolitan sub-regional dwelling targets; and thirdly,
a custom built public participation PSS that generated electronic maps according to
criteria entered by public users (Williamson and Parolin 2012).

Due to the difficulties encountered, there was no pre-determined case study
strategy, other than to locate PSS and people willing to discuss their implemen-
tation. This situation concurs with the literature (Geertman and Stillwell 2004;
Vonk et al. 2005) that finds a lack of communication through feedback loops
between PSS supply and demand.

The interviewer did not use a standard set of questions or a script to conduct
interviews, because each project was markedly different, and the people inter-
viewed were from varying backgrounds. However, the interviews followed the
translation process; hence the interviewer informally structured the interviews in
the following manner.

After providing an initial overview of the research project and data collection
technique, the interviews started with questions related to the Problemization
phase. The discussions were aimed at teasing out what the interviewee believed to
be the problem, how this problem was conceived, how a potential solution was
identified and the main actors that were involved. Discussion was also directed on
funding sources, planning rules and regulations, the use of consultants, internal
management structures and external agencies involved. The interviewer started
sketching an association diagram with the interviewee at this early stage as the
interviewee nominated the relevant actors involved. The association diagram
concept was adopted from Martin (2000) GIS-based research. This idea evolved
through the data collection phase as a simple way of explaining how ANT was
being used. It was found that interviewees were able to understand the visual
concepts of ANT depicted in an association diagram with relative ease.

The initial stage of the interview also attempted to identify the Obligatory Point
of Passage (OPP) being the actor who operates as a network node acting as an
intermediary between all network components. Effectively, a strong OPP will
control resources and claim responsibility for a network. In all three case studies,
the OPP was interviewed.

The interview then moved into the intéressement phase where discussion
refocused on how the OPP initially gains the interest of other actors and persuades
them to accept the problem definition. Interview discussion was focused on any
incentives or alike offered to staff to participate and the reasons given by potential
actors for not accepting offers to participate in a project.

From the intéressement phase, the interviews then moved towards discussing
how the OPP formally enrolled actors into the network as the project begins to
function. This part of the interview needs to focus on the stage of the project where
actors accept the problem defined and become functioning nodes in the network.
Interview discussion should focus on the roles and responsibilities of all people
involved in the project.
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The fifth stage of translation is mobilization. The goal of the interviewer is now
to gather information regarding the communication of a project and any evidence
of sub-networks emerging. These are signs of wider acceptance by actors in the
network that result in the distribution of information and knowledge to new actors
in other networks. Discussion should focus on communication activities and
conferences or industry presentations, as well as any activities of others enrolled in
the network.

Information that has been gathered during the interview will lead the final
stages of the interview regarding the black box stage of the project. The inter-
viewer needs to focus on two specific aspects of the project; firstly, how stable the
actors are in the network, for instance, has there been many personnel and/or
management changes, and secondly; is there evidence of information being
derived from the project as tangible output. These are considered important signs
that a project has reached the black box stage and is functioning satisfactorily.

4 Questionnaire Methodology

The questionnaire was distributed via email to council customer service personnel,
asking for the email to be distributed to the strategic and development assessment
managers within the council. Targeted respondents were local government staff
whose primary role is in strategic planning or development assessment and staff
whose primary role involves the use or support of GIS. The email contained a
participant information sheet and http link to the online questionnaire. It is
acknowledged that bias is introduced by the snowball method that reduces the
likelihood of a good representation of the population. Bias is most likely to occur
as a result of the over-representation of planners in metropolitan areas. The
snowball method was chosen for this research because;

• the researcher is targeting a particular population group;
• the sample population size is unknown, but relatively small;
• the sample population is geographically dispersed; and,
• there is no publicly available listing of contact details.

The questionnaire collected 167 useable responses. The response rate between
males and females was 51.5 and 48.5 % respectively. The average age of
respondents is 35. Nearly two thirds of the respondents are between 26 and
35 years old. The average number of years work experience is 10.4. Almost 48 %
of respondents had between 6 and 10 years experience; 25.7 % of respondents had
less than 5 years experience. The majority of respondents work in management
and planning officer positions. Responses were also collected from Geographic
Information Systems (GIS) and Information Technology (IT) staff. Respondents
were drawn from all regions of the state of NSW. The highest response rate was
from the Sydney metropolitan area at almost 40 %, Coastal NSW was the second
highest response rate at 20.5 %.
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5 Compare and Contrast Research Method Results

The results generated from the UTAUT analysis and shown in Fig. 3 could be
interrupted as planners do not seek out ICT as a tool and are not influenced by
direct or indirect exposure to the use of ICT in their work places. This apparent
attitude also shows itself in the effort expectancy result, where ease of use is
considered a less important influencing factor.

The path diagram in Fig. 3 presents the R2 statistic for behavioural intention
and use behaviour. The R2 refers to the fraction of variance explained by the
model. The R2 value for behavioural intention is 0.154, which shows that per-
formance expectancy, effort expectancy and social influence together account for
15 % of the variance of behavioural intention. This result suggests that there are
other factors at play which could further explain what influences the behavioural
intention of planners to use ICT. Secondly, the R2 value for use behaviour is 0.512,
which shows facilitating conditions and behavioural intention together account for
51 % of the variance of use behaviour. This suggests that behavioural intention
and to a greater extent facilitating conditions are significant influencing factors on
use behaviour of planners in regards to ICT usage.

Performance expectancy was revealed as a moderate influence on behavioral
intention. The perceived usefulness of ICT as a tool for obtaining job performance
improvements is a factor that emerged from the ANT case studies in the form of
voluntary versus involuntary use. The situation for PSS in all case studies was
voluntary use and, as such, a PSS would need to display clear signs of usefulness
to persuade a potential user to switch from their current practice. This insight

Effort 
Expectancy

Facilitating 
Conditions

Performance 
Expectancy

Use 
Behavior

Social 
Influence

Behavioral
Intention

Gender Age Experience Voluntariness of Use

.293

.059

.105

.705

.043

-.128

-.182

-.125
.004

-.045
-.132

-.038
-.037.048

.105 -.027

R2=.154 R2=.512

Fig. 3 Path diagram of UTAUT results
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provides evidence of the implementation gap that exists between PSS and its
potential users.

The UTAUT analysis revealed that effort expectancy is not a significant
influence for potential users. Conversely, the ANT case studies demonstrated a
situation where the usability of the PSS interface was a major deterrent of sus-
tained use by planning staff. The ANT case studies also exhibited a clear failure to
take user comments into account and attempt to improve the user interface. While
UTAUT provided a clear result, ANT results took it a step further by providing
potential reason for the situation.

Facilitating conditions is one of the standout results from the UTAUT analysis
and there is no doubt that a supportive environment will aid the adoption of any
software. However, this result also reveals that the sample contains experienced
users who understand the value of a supportive environment. Conversely, the ANT
case studies reveal that users have a low level of experience with PSS and little
regard for offers of support. Research shows that facilitating conditions fluctuate
with a user’s level of experience.

Social influence was found to be a weak influence for use intention, which sug-
gests social influence does not play a significant role in the adoption of ICT in the
workplace of planners. The results were found to be conflicting on this subject, as the
ANT case studies uncovered evidence of diffusion across organizations. However,
the ANT case studies presented detailed evidence of unsuccessful staff attempts to
diffuse PSS across organizations. Examples from all case studies illustrated the failed
attempts to gain enrolment from planning staff and management. Moreover, the
failed diffusion to planning staff and management was the ultimate weakness for all
case studies. It is not fully understood why social influence is not stronger for
respondents in this sample. Organizational structure and work place culture could be
contributing factors and would be appropriate avenues for further research.

The gender, age, experience and voluntariness moderators have yielded a
mixed bag of results for this sample. Factors that may have contributed to this
include a sample that represents a fairly small range of age and experience. The
similarity of planners’ education attainment could also play a significant role in
results showing little difference between gender.

Although the ANT and UTAUT methods used different approaches to analysis,
the results are somewhat complimentary. In particular, the UTAUT areas of
facilitating conditions and social influence demonstrate clear indicators of user
behaviour towards using PSS while the more detailed case studies using ANT
point to actual examples of diffusion and adoption failures. The case studies
provided examples of various organisational entry points for PSS applications. The
least successful entry point was via GIS staff, while the PSS with the longest
continuous operation was introduced by management.

The case studies also demonstrate that even though ideas can be conceived by a
planner and stakeholders were involved throughout the design process, as rec-
ommended by te Brömmelstroet and Schrijen (2010), a PSS implementation may
only be a semi-permanent success. This suggests there is a need for sustainable
funding for the ongoing maintenance and human resources to support of the PSS.
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Furthermore, the case studies demonstrated a dependence on a single actor.
Although two of the three case studies achieved some form of network stability,
referred to as black boxing in ANT, it cannot be considered as a permanent
situation. The main reasons for network instability stem from actors exiting, the
reliance of an entire network on a single actor, or an inability to secure consistent
funding to stabilise the network. It is simple to suggest that the best way to
eliminate this issue would be to take the dependence away from the single actor.
However, these case studies suggest that many occurrences of PSS are attributed
to a single person’s idea, who usually takes responsibility for driving the project to
implementation.

6 Discussion

The insights gained from UTAUT and ANT analysis suggests that the introduction
of software is not a value neutral innovation that is just adopted by an organization,
but rather, software can be viewed as a non-human actor that translates and is
translated throughout the adoption process. Secondly, there is a need for an
ongoing translation process which will determine the success or failure of the
adoption process. The process of introducing ICT tools into an organization is a
process of network formation in which actors seek to persuade others to become
enrolled and promote the acceptance of their view of the way the problem can best
be solved (Tatnall 2000). In this process, the PSS itself is one of the prominent
actors involved in shaping the network. The ongoing translation process is
exemplified by Aslıgül Göçmen and Ventura (2010) who found that the awareness
of GIS has increased, access to geospatial data and staff training has improved and
costs have fallen, but planning agencies still face barriers to GIS use. The issues of
organizational coordination and conflicts, management support and data standards
and integration have given way to issues related to keeping up with the technology.

The ANT case studies suggest that the design and implementation of PSS
consists of ideas that may or may not be accepted by potential users. These ideas
are established by the focal actor and shape the functionality of the software.
During the translation the content may change according to influences of different
actors based on their own ideas. Once translated the use of the software may also
be different to the initial idea. Just as human actors in a network bring their own
ideas, politics, definitions of roles, responsibilities and agendas, so does software.

The success of the translation process may also be the result of failures. Latour
(1986) argues that innovations travel through time in the hands of actors who may
accept it, modify it, deflect it, betray it, add to it, appropriate it or let it drop. What
is absolute is that faithful acceptance involving no change is rare (Tatnall 2000).
An innovation requires an ongoing effort to keep the innovation alive; without the
ongoing translation process, the notion will cease to exist (Monteiro 2000). Fur-
thermore, Law and Callon (1992) argue that an innovation employed only once is a
myth. The translation process is ongoing, rather than being achieved once and for
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all. A clear success or failure of a translation process is also a bit to simple, as
software may not have a dramatic immediate effect, but a gradual effect over time.
It is unrealistic that all actors will pick up and align their interests with a new
method. The perceived failures of past implementation can be considered building
blocks in the gradual process of adoption. Essentially, it is not a matter of adopting
a tool, but the translation of ideas and techniques packaged into the PSS that will
became an active member of an actor-network.

ANT suggests researchers should view the translation process as an ongoing
process that changes over time as requirements evolve, actors interests change and
different actors enter and exit the network. This implies that sustained use of PSS
in planning practice may be provided through the deployment of the software as a
service (SaaS) model in which a provider centrally locates the software and
associated data services, while potential users access the software on a demand
basis (Simon 2010; Brail 2009). The SaaS model could enable the realignment of
planning support services to individual customers, while maintaining a stable core
network of actors. This may provide PSS that achieve the most stable long-term
use, rather than the packaged software and training approach that has been pur-
sued, but lacks the feedback loop identified by Vonk et al. (2005, 2007a).

When software such as PSS is introduced into a planning agency, the effect
is to impose a method or technique of land use planning on the planning
professionals. In a somewhat voluntary environment for using ICT tools, this
method has not proved to be successful (Vonk et al. 2005). By following the
translation phases, the researcher can gain insights into where and when bar-
riers appear, and how the network negotiates them or is damaged by them.
People attach themselves to a practice for good reason. Moving to change these
practices requires a process whereby current practices are critically evaluated,
including the habitual aspects and alternatives imagined to transform the
practice (Binder and Boldero 2012). This does not criticize the methods
introduced by PSS, on the contrary; it questions the habitual practices of
planners using current techniques, with little more reason than they have just
always done things that way (Moore 2008).

What may work for one organization, may not work for another and vice
versa. What is clear is the lack of literature focused on day-to-day planning
practice, in Australia at least, how technologies may assist these practices and
how they may be introduced. The introduction and use of GIS is well advanced
compared to PSS, but even with funding and management level support, these
technologies have taken decades of continual translation to become recognized
as functioning actors in the networks that make up the NSW planning system. As
actors come and go the planning system has realigned itself on several occasions,
and the staff interested in GIS have realigned as well. The attempts to introduce
PSS into planning practice can be viewed as part of the ongoing translation
process. If the knowledge gained from ANT research is to be taken onboard, two
things are for certain; the process of introducing PSS into planning practice will
never be complete and secondly, PSS is unlikely to be used exactly as envisaged
by its creators.
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7 Conclusion

Although the ANT and UTAUT methods used in this research have vastly different
approaches to analysis, the results have been found to be somewhat complimen-
tary. Especially for the UTAUT constructs of facilitating conditions and social
influence where the sample demonstrates clear indicators of user intentions
towards using ICT, while the more detailed project level information collected
using ANT points to actual examples of diffusion and adoption failures. It can be
concluded that a pluralist approach to PSS research is a positive approach.

This chapter makes suggestions on how to improve the implementation of PSS
in planning practice; however, further research is needed on the organizational
structure, workplace culture and day-to-day tasks undertaken by planners with
links to PSS functionality, where possible. An understanding of these factors may
result in a more sustained use of PSS in planning practice. Comparative examples
of PSS adoption and use using socio-technical methods from several counties are
also needed.

The ANT method provides the researcher with a satisfactory approach to
understanding, what is commonly, a complex socio-technical environment in the
planners’ work place. For this reasons, this chapter concludes that ANT is the more
likely research method to gain insights into the demand side issues with PSS
adoption and use.
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Governance Approaches
in the Regeneration of Immigrant
Communities: Potential Roles
of Planning Support Systems (PSS)

Yanliu Lin and Stan Geertman

Abstract In recent decades, governance approaches have been widely advocated in
the context of immigrant communities. The interplay between state, market, and
civil society results in several modes of governance in these approaches. This
chapter shows that each mode of governance has its positive and negative conse-
quences for the regeneration of immigrant communities. Planning support systems
(PSS) can assist in dealing with the negative consequences. This chapter suggests
that three types of PSS—namely ‘‘informing PSS,’’ ‘‘communicating PSS,’’ and
‘‘analyzing PSS’’—can play a distinctive role in dealing with the specific defi-
ciencies of each mode of governance in the context of immigrant communities.

1 Introduction

Globalization has exacerbated social polarization between rich and poor through,
for example, the generalization of flexible production processes (Kesteloot 2003).
Many cities in developing countries are characterized by high rates of immigration
and, consequently, social inequality. It is almost impossible for governments in the
developing world to provide or subsidize sufficient housing for the increasing
number of migrants who arrive in their cities. The presence of low-income migrant
households in rapidly growing cities thus often contributes to the widespread
proliferation of immigrant communities.

Although immigrant communities in the developing world provide low-income
housing for migrants, conflicts of interest and a lack of resources usually result in
poor infrastructure and dilapidated housing. There are high concentrations of
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poverty and social and economic deprivation, and possibly also economic, physical,
and social exclusion. Thus, immigrant communities are often characterized by
informal settlements that are segregated from formal urban areas. In order to achieve
a balance between economic development and social equity, it is important to
promote the sustainable development of immigrant communities. However, tradi-
tional planning approaches usually fail to sustainably regenerate these communities
due to complex social, economic, and spatial issues, conflicts between key stake-
holders. New approaches and tools are urgently needed to resolve this situation.

In recent decades, governance approaches that emphasize partnerships between
state, market, and civil society have been widely advocated in the context of
deprived communities (Douglass and Friedmann 1998; UN-Habitat 2003; Healey
2006). In this, immigrant communities are one of the key targeted areas. The roles of
and relationships among key stakeholders are the most important elements of these
approaches. Nevertheless, the actual application of these approaches is character-
ized by problems ranging from a lack of sufficient information, to a lack of
knowledge of the expected outcomes and the consequences of potential measures.

Planning support systems (PSS) are considered to fulfill a role in reducing this
level of complexity. These instruments, which are based on geo-information
technology, can be employed to, for instance, support stakeholder participation in
the planning process. They can be used to deal with specific planning tasks and
problems, and to inform the planning process through analysis, prediction, and
prescription. PSS can help stakeholders to articulate their thoughts, express their
visions, and communicate with each other throughout the planning process. They
can also promote sustainable urban development by including a wide range of
social groups, and by stimulating economic and spatial integration. However, the
literature contains no examples of the application of these kinds of support
instruments for the regeneration of immigrant communities.

This chapter bridges that research gap. After presenting some results of a
literature study on modes of governance and types of PSS (Sect. 2), it discusses
case studies in which governance approaches in the regeneration of immigrant
communities play a role (Sect. 3). In Sect. 4, a link is made between several modes
of governance and different types of PSS. Finally, some conclusions are drawn.
This chapter suggests that three types of PSS—namely informing PSS, commu-
nicating PSS, and analyzing PSS—can contribute to dealing with some of the new
challenges and issues in the regeneration of immigrant communities.

2 Modes of Governance and PSS

2.1 Three Key Stakeholders and Modes of Governance

The state and the market are the two conventional stakeholders in urban regenera-
tion. Governments play a key role in regenerating low-income communities, by
subsidizing the upgrading of infrastructure and facilities for marginal social groups.
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The government’s role has recently shifted from that of initiator and decision-maker,
to that of facilitator and enabler. Market stakeholders can help governments to
relieve some of the pressure on their stagnating budgets, while also tackling some of
the urgently needed renewal of the built environment (Loeckx 2009).

In recent decades, civil society has become a new stakeholder in the regener-
ation of deprived communities (Douglass and Friedmann 1998; UN-Habitat 2003;
Healy 2006). Civil society is an intermediate associational realm between the state
and households (White et al. 1996). It encompasses various associational forms
based on kinship, ethnicity, culture or region, as well as formal and informal social
networks. It is important for raising the living standards of the poor in slum
communities, and for furthering processes of democratization in partnership with
the state, rather than being seen as marginal to development or as an alternative to
the state strategy for development (UN-Habitat 2003, p. 148). However, a clear
framework to differentiate between modes of governance in the context of
immigrant communities is lacking and our understanding of why different modes
of governance lead to different results is limited.

The notion of ‘‘governance’’ implies that in addition to governmental organi-
zations, also civil organizations, market parties, and households want to have a
voice in spatial policymaking, and will try to influence decision-making (Healey
2006; Geertman 2012). A conceptual framework of modes of governance that is
based on the relationships and roles among state, market, and civil society, has
been discussed in environmental studies (Driessen et al. 2012). Driessen et al.
identify five modes of governance: centralized governance, decentralized gover-
nance, public–private governance, interactive governance, and self-governance
(Fig. 1). By analyzing and comparing actor features and institutional features
concerning policy content, one can distinguish between the various modes of
governance.

First, there are governance arrangements in which the actors are in the public
sector. This mode can be subdivided into centralized and decentralized modes of

Centralized governance

Decentralized governance

Public–-private governance

Interactive governance

Self-governance

The interplay 
between state, market,

and civil society

Fig. 1 Five modes of governance (based on Driessen et al. 2012)
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governance. In both cases, either central or local governments take the lead, and
the market and civil society are the recipients of the government’s incentives.

Second, governance arrangements can be characterized by the joint effects of
partners in the public and the private sector. These modes of governance include
public–private governance—in which cooperation is mainly between government
and market actors—and interactive governance, in which the actor base is broader
and governments, market actors, and civil society collaborate on equal terms.

Third, self-governance is characterized by the fact that actors from the market
and civil society enjoy far-reaching autonomy and are able to initiate new
approaches themselves. These five modes of governance can coexist.

However, this conceptual framework on modes of governance is not sufficient
to analyze the complex relationships between key stakeholders in the Chinese
context. In Guangzhou, the ‘‘third realm’’ (Huang 1993), in which state and society
merge, is playing a key role in the redevelopment of ‘‘villages in the city’’
(immigrant communities) (Lin and De Meulder 2012). The collective organiza-
tions are institutions in the third realm. Instead of ‘‘civil society,’’ ‘‘society’’ could
be a more suitable term to indicate the dimension beyond the state and the market,
one that includes collective companies, the informal sector, households, etc. The
interplay between these key stakeholders (state, market, and society) results in
several modes of governance in the redevelopment of ViCs, for example, public–
collective–private partnerships, collective–private cooperation, and private–pri-
vate alliances. Collective–private cooperation and private–private alliances are
characterized by self-governance. Nevertheless, public–collective–private gover-
nance is an addition to the five modes of governance identified by Driessen and
colleagues. As public–private governance is not an important mode of governance
in the present case studies, it has been replaced by public–collective–private
governance.

2.2 Planning Support Systems

Planning support systems (PSS) are advocated to assist in dealing with the
increasing complexity of present planning tasks. PSS are geographical information
and communication technology instruments that support planning processes, par-
ticularly those in which intensive public participation is a key element (Geertman
2002). They bring together in the public realm the three components of traditional
decision-support systems, namely information, models, and visualization. PSS deal
with specific planning tasks and transform basic data into information that pro-
vides the driving force for modeling and design (Harris and Batty 1993). They can
also help stakeholders to articulate their thoughts, express their visions, and dis-
cuss their ideas with others in the planning process.

There are three main application orientations for PSS in planning practice
(Geertman 2012) (Fig. 2). First, ‘‘informing PSS’’ are predominantly designed to
fulfill the task of information provision, for example, websites providing
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information about land uses and an area’s associated land-use regulations. They
furnish one-way communication from sender to recipient. Examples can be found
on thousands of websites that provide information on spatial plans and
developments.

Second, ‘‘communicating PSS’’ primarily support communication processes.
An example of such a PSS is CommunityViz, a modular system built on the
ArcGIS platform that can be used to integrate public values with geographic data
and generate development alternatives (Lieske et al. 2009). Its ‘‘Scenario 360’’
module provides functionality for creating and assessing the potential impacts of
proposed land-use actions, by facilitating scenario building and change monitoring
in a series of associated indicators. In that sense, the module is also an ‘‘analyzing
PSS’’ (see below). Another example is SoftGIS, which allows residents to con-
tribute to their localized experiential knowledge (Kahila and Kyttä 2009). SoftGIS
gathers data on how the everyday lives of the residents are organized, what kinds
of place-based positive and negative experiences they have, and how they behave
in their physical environment. This knowledge is collected through user-friendly
internet-based applications. It is then used to create spatial layers in the GIS, which
are subsequently used by experts such as urban planners and researchers.

Third, ‘‘analyzing PSS’’ are intended to accomplish analysis functions. Two
examples are MIGMOD (ODPM 2002) and METRONAMICA (Van Delden and
Hagen-Zanker 2009). MIGMOD allows the user to investigate the effects on
migration of various policy scenarios, and to map various attributes of the
migration system at the national level. The central features of this PSS are the
separate modeling of out-migration from each area based on a set of determinant
variables (Stage 1), and the distribution of migrants between destinations based on
a set of determinants (Stage 2). The outputs of the Stage 1 and Stage 2 model
calibrations can indicate which attributes of origins and destinations are associated
with high rates of out-migration and in-migration, respectively.

The second example—METRONAMICA—can simulate and assess the inte-
grated effects of planning measures on urban development. It models socioeco-
nomic and physical planning aspects. It is able to integrate various scales and to
capture a wide range of drivers (external factors, policy options, autonomous
behavior, etc.). Van Delden and Hagen-Zanker (2009) developed a methodology
linking qualitative storylines and quantitative land-use models. Stakeholders
developed scenarios and storylines in three workshops, and between the work-
shops, modelers prepared model simulations based on the qualitative information

Planning support  
systems 

Informing PSS 

Communicating PSS 

 Analyzing PSS 

Fig. 2 Three types of PSS
(based on Geertman 2012)
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derived from these storylines. The stakeholders and modelers then discussed how
to improve the storylines and model applications in order to arrive at a creative,
plausible, and consistent scenario.

In sum, these three types of PSS can play an important role in dealing with
complexities that demand information transparency, involve various stakeholders,
and require in-depth analysis. With their emphasis on stakeholder participation and
complex planning tasks, these three types of PSS have some relationships with
governance approaches in the context of immigrant communities. These rela-
tionships are explored in the following section through three case studies.

3 Case Studies

The case studies are the Favela–Bairro Program (Brazil), the Kampung
Improvement Program (Indonesia), and the redevelopment of ‘‘villages in the city’’
(China). They were chosen because they are well known and representative in
terms of the scale and effects of the approaches, and because the different political
contexts and governance triangles would allow an examination of the impact of
different modes of governance on the regeneration of immigrant communities. In
addition, as all three cases concern high concentrations of migrants, they were
likely to have some similar issues and opportunities.

3.1 The Favela-Bairro Program

Favelas are highly consolidated residential areas of self-construction on invaded
public and private land on the edges of Brazil’s main cities. They provide housing
for rural migrants and the urban poor, but no or few public services. In the 1990s,
the municipality of Rio de Janeiro abandoned its policy of slum clearance, as it
entailed very high social and economic costs, and launched the Favela–Bairro
[‘‘Slum-to-Neighborhood’’] Program, which is aimed at integrating favelas into the
urban fabric through infrastructure upgrading and service increases.

The program not only included sanitation systems and other basic infrastructure,
but also emphasized the importance of opening up public space and improving
housing. By promoting communication between several sectors of the municipal
administration, the program also led to progress in establishing the procedures
required for land ownership—one of the main demands of populations that live in
subnormal settlements (UN-HABITAT 2003). Key to the success of the program
was a committed and flexible municipal government, and the use of partnerships
with NGOs, the private sector, professionals, and communities. The program was
characterized by both decentralized governance and interactive governance.

The municipality cooperated with NGOs, the central government, and the
private sector to finance the program. It first applied to the Inter-American
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Development Bank (IDB) for a loan to finance public works in low-income set-
tlements. The bank agreed to finance 60 % of the program; the remainder would be
in matching funds from the municipality. The implementation of the social pro-
jects was funded by the relevant departments, although project resources paid for
the construction of the buildings in which those services were to be delivered
(Fiori et al. 2000). The construction of some public facilities also had financial
backing from the central government. While the Favela–Bairro project funded the
installation of the infrastructure, the utility providers used their own resources to
provide those services. Although utility service fees and property taxes were
collected from the residents of the improved favelas to repay the IDB loan and
increase the municipality’s revenue, Favela–Bairro remained a highly subsidized
program (Fiori et al. 2000).

Community participation in the design and implementation processes contributed
immensely to the success of the program. First, the leaders of communities played
key roles in the program. The program was most successful where community
organization was strong, and where active leaders were politically aware and
therefore more independent of the government (Conde and Magalhaes 2004).
Second, the households participated in meetings at the local community organiza-
tion to learn about the program and plans, to express their concerns and demands,
and to approve the final project plans. Third, grassroots-level infrastructure
upgrading experts were employed as project managers, as they could work easily
with both the government and the community members. Fourth, community par-
ticipation was enriched, and in some cases promoted, by the support of university
students who were involved in monitoring the work along with the residents. Thus, a
dialogue was established between households, institutions, professions, and the
public and private sectors in the search for effective solutions. Although the dialogue
began when projects were designed, it was not limited to consultation processes,
because the technicians built a base for future cooperation, as the residents would
monitor the work while it was underway and be responsible for the physical
maintenance and the implantation of social projects (Conde and Magalhaes 2004).

However, the program was criticized for its ‘‘perverse effects’’ regarding the
dynamics of the land market and the consequences of regularization (Smolka and
Iracheta 2000). Researchers found that the value of the properties had increased
very little in relation to the realized public investment. They stated that the stigma
of the favela had not been overcome, and that the program had encouraged further
illegal occupation. The program was also criticized for its focus on spatial factors
at the cost of dealing with complexities of poverty, and for failing to take action in
other fields of social development and income generation (Vescina 2007).

In addition, although households were largely involved in informal economics
based on social networks within favelas (Souto de Oliveira 2003), the program
paid little attention to this. It was also not able to install a sustainable process, and
the lack of continuity threatened the benefits already delivered. Integrated strate-
gies (see 4.2) and strengthening the role of community in planning and imple-
mentation processes (see 4.4) are needed for the sustainable development of
favelas and the city.
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3.2 Kampung Improvement Program

Kampungs (‘‘villages’’) are Indonesian rural settlements that became urbanized
through a process of densification and transformation (Silas 2010). The main
problem in most kampungs is flooding. Most of them lack water, sewer, and
electrical infrastructure. Roads and footpaths are often in poor condition.

In response to this, in the 1930s the central government launched the Kampung
Improvement Program (KIP). A committee was established to investigate the
problems and possibilities and to propose a nationwide KIP; however, its proposals
were never carried out because of a dispute over funding between central and local
governments (Silas 1984). Since the 1960s, the KIP in Jakarta has some charac-
teristics of decentralized governance. Local governance played an important role in
initiating, subsidizing, and implementing the program (Silas 1984). This program
was criticized for its comprehensive approach and lack of community involvement.
Nevertheless, the approaches applied in Surabaya (see below) successfully pro-
moted community participation in planning and implementation processes. The
approaches were characterized by self-governance and interactive governance.

Cooperation between local governments and kampung communities resulted in
three distinct types of kampung improvement, that is, the People Self-help Projects,
the W.R. Soepratman Projects, and the Urban Kampung Improvement Program in
Surabaya (Silas 1992). The first two types of improvement had some features of self-
governance. The improvement was basically within the communities.

In the People Self-Help Projects, the community identified specific neighbor-
hood needs or problems, and addressed them by bringing together local funds and
labor, whilst the government provided the appropriate guidelines and standards for
the proposed facilities. The W.R. Soepratman Projects were initiated and orga-
nized by the local communities themselves, and they financed more than half of
the costs. Works were initiated by the local community, and technical assistance
could be requested from the public works department to check that the improve-
ments conform to municipal regulations, plans, and standards (Silas 1984). These
projects were characterized by high levels of resourcing by the local community in
terms of both money and direct labor, and the forging of an extremely effective
partnership between low-income communities and the public sector.

In 1976, the KIP, which was more comprehensive than the other two types of
projects, was increased in both scale and scope. It was funded by local, provincial,
and central governments; funds from the World Bank were channeled through the
provincial government. The community provided the land, and was responsible for
moving dwellings and operating and maintaining facilities. This implied that the
KIP shifted from self-governance to interactive governance, within which various
stakeholders were involved and intensively interact with each other.

The three approaches were strongly based on intense community participation
in planning and implementation processes. Households were given the opportunity
to identify issues and problems in their neighborhoods, to comment on or make
changes to proposed plans, and were encouraged to carry out the planning and
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improvement of their own plots and to take responsibility for the ongoing main-
tenance of kampungs (Silas 1984).

However, a survey by the Word Bank (1995) shows that the KIP needs to assess
the dynamics of local real estate markets and to address the issue of compensating
displaced low-income families, as many improved kampungs might be redevel-
oped by the private sector. Furthermore, the focus of the KIP has moved from
inner city areas to the urban fringe, where villages have become centers for
accommodating the growth in Surabaya’s population. Implementing a modified
form of the KIP in fringe areas at an early stage of development can pre-empt
problems related to over-crowding in inner-city kampungs and create the basis for
development into healthy urban residential areas with a formal status (Silas 1992).
Although 70 % of low-income housing encompasses some kind of home industry
(informal economies) (Santosa 2000), the KIP pays little attention to the rela-
tionships between these economic activities and spatial structures. Integrated
strategies are consequently required to address the relationships between urban
areas and kampungs, between inner city areas and the urban fringe area, and
between the formal and the informal sector (see 4.4 and 4.5).

3.3 The Redevelopment of ‘‘Villages in the City’’

In order to deal with the housing issues of middle and low-income households in
Chinese cities, the central government subsidizes, and establishes regulations for,
the construction of public rental housing for urban residents and migrants. Local
government is mainly in charge of policy implementation and subsidizes a part of
this project. This top-down approach is characterized by both central and decen-
tralized governance.

This approach is currently facing many difficulties. There are conflicts of
interest between the central government and local governments. Due to a lack of
finance, most public rental housing is located in remote areas of Chinese cities, and
it is not accessible to low-income migrants. In Beijing, the redevelopment of
‘‘villages in the city’’ (ViCs) is combined with the construction of public rental
housing (Cai and Hu 2012). However, it has not proven successful due to conflicts
of interest and limited budgets. While public rental housing has largely failed to
meet the housing needs of low-income migrants, in many Chinese cities ViCs
provide affordable rental homes for millions of migrants.

ViCs were initially rural settlements. During the rapid urbanization process,
city governments usually requisition farmland for urban developments, while not
touching the residential areas of villages where higher levels of compensation are
required. As a result, many villages become ViCs with dual urban–rural structures.
They provide informal housing for mass migrants, who are institutionally and
economically excluded by formal urban systems. They also provide new incomes
for indigenous villagers who lost their land as a result of the urbanization process.
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There are complex relationships between urban areas and ViCs. The proximity
of urban roads, industrial areas, commercial activities, and amenities contributes
greatly to the development of ViCs, while the inferior quality developments on
collective land in turn provide services for the city (Lin and De Meulder 2012).
However, due to over construction and a lack of resources, ViCs usually have poor
living environments. The infrastructure and facilities are inadequate, and the
housing quality is poor.

The redevelopment of ViCs in most Chinese cities is mainly based on the
‘‘demolish and redevelop’’ model (Zhang 2005; Hao et al. 2011; Lin et al. 2011).
Local governments, developers, and collective organizations are the key stake-
holders in the demolition and redevelopment of ViCs. This approach is charac-
terized by public–collective–private governance. Municipal governments are
usually incapable of investing in the reconstruction of ViCs, and propose that
developers and collective organizations should self-finance the redevelopment
projects. They have made policies for the redevelopment of ViCs and have par-
ticipated in some redevelopment projects as partners. The financial power has
enabled collective organizations (shareholding cooperative companies) to negoti-
ate with government authorities during redevelopment process, as they could use
their own resources to facilitate redevelopment (Chung 2009).

Generally speaking, collective organizations represent the interests of villagers
and act as mediators between villagers, developers, and governments. These
public–collective–private partnerships, together with the high land value of the
reclaimed land, made possible the demolition and redevelopment of several cen-
trally located ViCs in Guangzhou and Shenzhen (Lin et al. 2011; Hao et al. 2011).
However, these approaches demolish not only the low-income communities
themselves, but also commercial and industrial projects on collective land that,
although of inferior quality, are important for the urban economy. The lack of
transparent information and efficient communication between stakeholders also
creates a complex and difficult environment in which to reach an agreement on
redevelopment (Hao et al. 2011). In many cases, these approaches have failed as a
result of the complex issues and conflicts between key stakeholders.

There are also bottom-up approaches that restructure the space in a majority of
ViCs in Guangzhou (Lin and De Meulder 2012). Collective organizations coop-
erate informally with market parties in the development of commercial and
industrial projects on collective land. They also upgrade collective infrastructure
and facilities (sports centers, primary schools, kinder gardens, gardens, medical
centers, activity centers for the elderly, etc.). On the other hand, informal property
management companies cooperate with villager households in upgrading small
parts of ViCs. Many migrant households are involved in informal economic
activities that are based on social networks. They cooperate with villager house-
holds in the gradual upgrading of villagers’ houses and the village’s main roads.
However, due to profit maximization and the lack of regulation and cooperation,
these self-governance approaches usually result in spatial fragments in ViCs (see
4.5).
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4 Linking Governance, PSS, and the Regeneration
of Immigrant Communities

The case studies show that there are possible relationships between modes of gov-
ernance, PSS, and the regeneration of immigrant communities. Several modes of
governance are based on the relationships among and the roles of three key stake-
holders (state, market, society/civil society) in the regeneration of immigrant
communities. These modes include centralized governance, decentralized gover-
nance, public–collective–private governance, interactive governance, and self-
governance. Each mode has its positive and negative effects on the regeneration of
immigrant communities and urban developments. Three types of PSS (informing
PSS, communicating PSS, analyzing PSS) could play a role in dealing with specific
problems and issues in the approach within each mode of governance (Table 1).

4.1 Centralized Governance

Within the mode of centralized governance, the central government takes the lead,
and the market and civil society are the recipients of the government’s incentives.
The regeneration of immigrant communities, or the provision of public housing for
the poor, is initiated and highly subsidized by the central government (see the KIP
in Indonesia at the beginning of the twentieth century, and public rental housing in
China). This approach can provide resources for the poor through a redistributive
effect, for example, by subsidizing housing and facilities.

However, this top-down approach is unfeasible due to the limited resources and
a conflict of interest between central and local governments. Communicating PSS
(e.g., websites like IntelCities) can play a role in overcoming these problems, by
acting as a platform for the communication and cooperation between multilevel
governments and other stakeholders.

In addition, analyzing PSS—for instance, MIGMOD (e.g., see ODPM 2002)—
can be used to map various attributes of the migration system at a national level.
They can indicate which attributes of origins and destinations are associated with
high rates of out-migration and in-migration, respectively, and thus contribute to
policymaking for the allocation of redistributive resources for low-income migrants.

4.2 Decentralized Governance

The local government plays a key role in initiating, subsidizing, and implementing
the regeneration of immigration programs (e.g., the KIP in Jakarta). It provides
subsidized housing and facilities for the poor, and it has the capacity to allocate
and redistribute resources at the local level, and to deal with specific issues and
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problems. However, due to the lack of stakeholder participation (particularly
community participation) in the planning process, the approaches within this mode
of governance are usually unable to establish a sustainable process.

Therefore, communicating PSS—for instance, SoftGIS (e.g. see Kahila and
Kyttä 2009)—can provide a user-friendly internet platform for residents to eval-
uate their everyday living environment and communicate with professionals.
SoftGIS methods allow residents to contribute to localized experiential knowledge.
This knowledge is collected through user-friendly internet-based applications and
used by professionals, such as urban planners and researchers. It can be applied to
support the communications and collaboration between residents, professionals,
and governments in the planning process.

4.3 Public-Collective-Private Governance

Public–collective–private governance is characterized by the cooperation between
local governments, market parties, and collective organizations (see the redevel-
opment of ‘‘villages in the city’’ (ViCs) in China). This form of governance
implies that there is almost no room for input from migrant households during the
planning process. Villager households theoretically have their representatives
(collective organizations), but they do not always benefit from the redevelopment
of ViCs within the mode of public–collective–private governance, and they
sometime conflict with local governments during the demolition process. This
approach is criticized for destroying the symbiotic relationships between urban
areas and ViCs, and for demolishing spatial structures that contain the survival
strategies of migrants (Lin and De Meulder 2012).

Two types of PSS can contribute to overcoming the spatial, economic, and
social problems caused by this approach. First, informing PSS (e.g. websites) can
provide a wide range of stakeholders and users with information on spatial plans
and development. This information transparency can contribute to democracy and
empowerment. Second, analyzing PSS—for instance, CommunityViz (see Lieske
et al. 2009)—can be used to analyze and evaluate the impact of urban policies and
land-use actions on immigrant communities, by facilitating scenario building and
change monitoring in a series of associated indicators.

4.4 Interactive Governance

Within the mode of interactive governance, there is intensive interaction between
multi-governments, community organizations, households, designers, and the pri-
vate sector. Since the 1970s, the partnership between state, market, and civil society
has made a major contribution to the success of the Favela–Bairro Program and the
KIP in Surabaya. However, this does not mean that it is an ideal approach to the
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regeneration of immigrant communities. The case studies show that attention is
usually paid to physical integration, rather than to social and economic integration.
Interventions usually have a limited scope and there is a lack of understanding of the
symbiotic relationships between urban areas and immigrant communities.

Communicating PSS—for instance, SMURF (see Soutter and Repetti 2009)—
can improve information exchange on urban projects in the surrounding urban areas,
and can support the monitoring of urban developments and the exchange of infor-
mation among the various stakeholders. In addition, analyzing PSS—for instance,
METRONAMICA (see Van Delden and Hagen-Zanker 2009)—can be used to
simulate and access the integrated effects of the planning measures on the regen-
eration of immigrant communities. They make it possible to integrate various scales
and to capture a wide range of drivers (external factors, policy options, autonomous
behavior), and can integrate socioeconomic and physical planning aspects.

4.5 Self-Governance

The mode of self-governance is characterized by stakeholders from the market and
society/civil society. Projects within this mode of governance (e.g. the People Self-
Help Projects, the W.R. Soepratman Projects, and the redevelopment of ‘‘villages
in the city’’) are initiated by local communities and focus on the satisfaction of
household needs. They successfully solve specific problems on the neighborhood
scale by relying on the people’s own resources. In Surabaya, community organi-
zations and households are empowered in the implementation and planning pro-
cess, and take responsibility for the ongoing maintenance of kampungs. In
Guangzhou, bottom-up approaches in ViCs are characterized by partnerships
between collective organizations and market parties, and between informal orga-
nizations and households. These two cases show that approaches within the mode
of self-governance are flexible and adaptable. The case of Guangzhou also shows
that social networks and informal economic activities play an important role in
spatial and economic restructuring.

However, due to the limited scope (neighborhood scale) of the approach, a
limited budget, and the lack of involvement of stakeholders from urban areas, it is
not surprising that this approach pays little attention to other activities in the
surrounding urban areas and can easily lead to spatial fragmentation. Communi-
cation and cooperation between stakeholders in immigrant communities and those
in the surrounding urban areas may be required. Informing PSS (e.g. websites) can
deliver information about planning rules, policies, and regulations. Analyzing PSS
–for instance, What-If (Pettit and Wyatt 2009)—can be used to integrate public
values with geographic data and generate development alternatives. They can also
help the communication among various stakeholders from urban areas and
immigrant communities, and the mutual coproduction of a common vision at the
city level.
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5 Conclusions and Discussions

Immigrant communities in developing contexts represent specific human settlements
with similar social, economic, and spatial issues and challenges. In order to deal with
the complex relationships among key stakeholders and intricate issues, governance
approaches have been widely advocated in the regeneration of immigrant commu-
nities in developing countries. In these approaches, the interplay between state,
market, and society/civil society results in several modes of governance, including
centralized governance, decentralized governance, public–collective–private gov-
ernance, interactive governance, and self-governance. Each mode has its positive
and negative consequences, and its own contributions and deficiencies.

This chapter investigated governance approaches in the regeneration of
immigrant communities. Three representative case studies allowed the detection
and explication of the issues and problems related to each mode of governance.
Three types of planning support systems—namely informing PSS, communicating
PSS, and analyzing PSS—can contribute to dealing with the identified problems
and issues within each mode of governance in the context of immigrant com-
munities. These three types of PSS can play a role in countering the negative
effects of each mode of governance, and can contribute to the development of
integrated approaches for the sustainable regeneration of immigrant communities.

It should be noted that these potential contributions of distinctive types of PSS
to the proper handling of governance approaches in the regeneration of immigrant
communities, are purely hypothetical at the moment. In further research, the actual
role of these distinctive PSS within diverse governance approaches will have to be
investigated in greater detail.
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Supporting Planning Processes by the Use
of Dynamic Visualisation

Stefano Pensa, Elena Masala and Isabella M. Lami

Abstract Large scale and long term decision making processes encounter a huge
amount of difficulties. On the one hand, the uncertainty about the future represents
a fundamental problem which is innate in long-term planning. On the other hand,
the different interests and opinions regarding goals and strategies among the
various actors are complex issues to be tackled. In order to build common
knowledge and facilitate reasoning among the different actors, the following
research proposes a method for sharing information through the use of dynamic
maps. By means of the visual localisation of costs and benefits, the participants in
the spatial decision processes are led to evaluate methods and objectives for a
number of alternative development options. The system has been used in different
case studies and has shown its effectiveness in creating awareness of spatial
problems and enhancing discussions.

1 Introduction

Planning and decision making on spatial questions is recognised as a complex
process which must deal with a large number of variables, interests and actors
(Andrienko et al. 2007, 2011). Large scale and long term issues have a deep impact
on individual and collective life, so discussing them generates a huge amount of
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elements to be taken in consideration. For these reasons the setting of goals and
strategies requires a high level of awareness on the part of decision-makers. To
allow knowledge building and achieve an informed decision, literature provides
different tools and methods. In particular, many benefits can be gained from the
use of spatial data visualisation (Bertin 1981; MacEachren and Taylor 1994;
Thomas and Cook 2005), also known as geovisualisation, when applied to support
spatial decision making and planning.

Tools for supporting planning and decisional processes, more generally known
as Planning Support Systems (PSS), Decision Support Systems (DSS) and Spatial
Decision Support Systems (SDSS), try to deal with a multitude of actors, opinions,
interests, evaluation criteria and data. These diverse elements lead to a corre-
sponding number of attempts to solve the issues involved, which have produced
new research fields and technologies. As a result, PSS, DSS and SDSS represent a
large part of scientific studies in spatial issues.

Numerous definitions as well as many concepts and classifications, have been
produced, providing different, confusing point of views, especially regarding the
classification of PSS, DSS and SDSS. As reported by Geertman and Stillwell
(2003) citing Clarke (1990), PSS are conceived for ‘‘long-range problems and
strategic issues’’, while SDSS ‘‘are generally designed to support short-term pol-
icy-making by isolated individuals and by business organisations’’. Also Lima
et al. (2003) highlights that PSS are meant to include strategic issues while DSS
and SDSS ‘‘are in general designed to support more specific or short-term policy-
making processes’’. The first distinction outlines the two main branches of a family
tree of definitions that have been assembled by many authors. In particular, two
key classifications can be found for PSS. On the one hand, Gertman and Stillwell
(2003), according to Harris (1989) and Batty (1995), refers to PSS as ‘‘a subset of
geotechnology-related instruments that incorporate a suite of components (theo-
ries, data, information, knowledge, methods and tools) that collectively support all
of or some parts of a unique planning task’’. On the other hand, Klosterman (1997)
interprets PSS as an ‘‘information framework’’, in which technology is not the
foremost priority, but rather a means to achieve planning purposes. Our experience
confirms Klosterman’s view, showing how this persistent research in building the
most complex and realistic model is leading to the construction of scarcely
comprehensible scientific axioms which policy makers and the public do not trust
(Klosterman 2008, 2012; te Brömmelstroet 2010). This approach leads to models
which are no longer an abstraction of reality but a one-to-one scaled map (Borges
1960). At the same time, the difficulty in accurately defining the problems inherent
in spatial issues highlights how planning is not fully suitable to being converted
into an automatic process (Andrienko et al. 2007), but the individual experience
and expertise of the actors involved is essential in the building and assessment of
plans.

In this continuous battle between a technology-centered approach and human
skills, the application of PSS in real case studies encounters many difficulties
(Couclelis 2005; Vonk et al. 2005; Geertman and Stillwell 2009; te Brömmelstroet
2010) especially due to a lack of communication between developers and end-users
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such as policy-makers, stakeholders and the public. Furthermore, each case study
has specific requirements which can rarely be met by offering a single tool, so much
time is spent on investigating existing tools and finding the most appropriate ones to
fit the goals of the case study. The choice in technology often requires further
customisation, which again takes up more time. For this reason a PSS should be
very flexible when studying a problem, allowing for a change of scale, easy cus-
tomisation, the analysis and evaluation of different goals as well as having a simple
interface for the exchanging of information.

In time of financial resource constraints and in presence of actors who produce
and manage the urban space, often with conflicting goals, it is evident the
importance of having tools that can allow to better understand how spatial plan-
ning can act within the complex urban dynamics. In this sense, it could be very
useful to find visualisation and evaluation tools which are able to manage this
complexity at the different scales such as a district inside a city, the whole urban
system or a European infrastructural corridor. For these reasons, the following
research focuses on implementing planning process by using visualisation in order
to stimulate communication and discussion among the actors involved.

Therefore, the goal of this research is to build a method for using an intuitive
visual language which should enable communication among decision and policy
makers, as well as other kinds of public or private actors for allowing the planning
process to be effective in including participation and collaboration as approaches
to a sustainable urban development. In accordance with Klosterman’s concept of
PSS as information framework (1997), the purpose of this study is to generate a
methodology for organising, managing, relating and communicating data in a
visual environment, in order to inform the actors and increase awareness within a
planning process. The output of this research is the Interactive Visualisation Tool
(InViTo), a visual method for managing spatial data in real-time, based on para-
metric three-dimensional modelling.

The plan of the chapter is the following. Section 2 contains an overview of the
topic. Section 3 describes the methodology developed by the authors. Section 4
describes an application of the methodology in the field of wide area transfor-
mations. Section 5 contains the main findings and the evaluation of tool. The
conclusion proposes some possible implementation of the research in the field
under investigation.

2 Overview

Planning Support Systems require a high flexibility in order to integrate various
disciplines and actors, and to be applicable in a large amount of cases, where
different characteristics and needs must be met.

In the last two decades, many studies have been carried out in an effort to
integrate support systems with other technologies, such as Geographic Information
Systems (GIS), Multiple-criteria Decision Analysis (MCDA), Land-Use and
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Transport Models (LUTM) and geovisualisation in order to increase their effec-
tiveness in real case studies. More recently, the widespread use of virtual globes,
such as Google Earth or Microsoft Virtual Earth, has increased the public curiosity
towards the spatial location of data. This new interest has generated a huge amount
of web applications but also a diffuse and simplistic approach to geography, even
among professionals. Geo-referred data is widely used to locate information, but
scarcely exploited to define goals and strategies for cities. Some attempts in this
direction arrive from Boston MIT (SENSEable City Laboratory 2012), which
proposes the visual analysis of urban areas by recording the spatial movements of
personal devices such as mobile phones or bicycles. Even if the visualisation can
be very eye-catching, the final purpose of such applications does not enter the real
planning processes, remaining an interesting study which does not interact with the
applied urban policy-making or strategy definition. With regard to the exploration
of data, a good example is the ‘‘map tube project’’ (Centre for Advanced Spatial
Analysis 2011). Here a free online resource allows the overlapping and meshing of
different maps of the city of London. This initiative of UCL’s Centre for Advanced
Spatial Analysis is a Google Maps-based challenge to explore urban clusters
within a free public interface. Besides these two famous examples, there is vibrant
activity across the globe concerning the combined use of visualisation technolo-
gies and geo-based data, especially in interactive environments and customisable
interfaces. However, the union between the latest technologies and planning
practice does not appear to be particularly vibrant. Among professionals, a deep
mistrust of digital support still remains. As reported by Te Brömmelstroet (2010),
the main difficulty for the implementation of PSS is a lack of transparency due to
which these instruments may be perceived as ‘‘sophisticated black boxes’’. Further
important bottlenecks concern communication issues between models and users,
such as ‘‘low communication value, lack of user friendliness’’ and lack of
‘‘interaction’’ (Te Brömmelstroet 2010).

Planning is a process in which people have to interact, communicate, exchange
ideas, share information, but also defend their interests and carry out their rea-
soning. Effective communication is the basis for a well-performed activity in
planning practice. Tools derived from complex mathematical formulas which do
not employ eloquent images, can not aid this process, but rather help increase the
mistrust in technological supports. Many PSS intend to reproduce the behaviour of
a complete spatial system, with its inter-relations and connections at the different
scales, expressed in various macro-scenarios, as a way to provide different forecasts
for a number of planning options. As such, these tools place automatic processing
before the whole set of expertise, ideas and opinions which animate the planning
debate. The actors may perceive that they are misled by the tools instead of being
assisted in building their own reasoning. In order to preserve a priority to human
minds, the research field of geovisual analytics aims at supporting spatial problems
through the integration of ‘‘the power of computational methods with human’s
background knowledge, flexible thinking, imagination, and capacity for insight’’
(Andrienko 2007, 2011). To achieve the enhancement of human capabilities
towards building knowledge, interaction with data and interactive interfaces are
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recognised as the most effective means, because they allow data exploration and
discovery (MacEachren and Taylor 1994; MacEachren et al. 2004).

3 Methodology

The following research proposes a visual method for managing spatial data in real
time. This method, called InViTo, is based on Grasshopper, a free plug-in of
McNeel’s ‘‘Rhinoceros’’, a 3D modeling software most often used in architecture
design. Grasshopper generates parametric shapes through the use of different kinds
of input such as GIS data, databases, raster and vector files, allowing high com-
patibility with the largest number of software used by technicians involved in
planning processes. InViTo makes use of scripts in Visual Basic language to
customise Grasshopper components. The structure of Grasshopper allows the
creation of a complex structure of links among different spatial shapes, which
InViTo uses to build specific models for each case study. InViTo organises
information in order to provide a visual outcome of relationships among spatial
objects in real-time. It provides both 2D and 3D outputs such as dynamic maps or
volumetric diagrams, which can show the behaviour of single elements or clusters
of elements at both micro and macro scale. Data can be presented as an abstract
visualisation offering a conceptual view of spatial dynamics, thus allowing users to
analyse spatial information in a symbolic way. Nevertheless, photo-realistic rep-
resentations are also possible, allowing final images to be defined by choosing
from a wide range of visual techniques, in order to match the level of expertise of
the actors involved in the debate. Moreover, visualisations can be displayed both in
Rhinoceros environment, as well as in a virtual globe such as Google Earth.
Thanks to the visual interactive framework, which enables users to work with
information in real-time, InViTo is a tool conceived as Planning Support System
for aiding the actors involved in sharing information and raising awareness of
spatial issues. In particular, InViTo aims to provide a number of innovations in
approaching planning practice.

First of all, InViTo uses visualisation as the basis for structuring the case study
and exploits the properties of visual languages to create a common grammar
among the participants to the planning processes.

Secondly, InViTo focuses on the possibility of interacting with data, thereby
generating different advantages (Batty 2007). In fact, on the one hand, the
opportunity to change input data in a model increases knowledge and awareness on
spatial issues and project tasks, allowing actors to have a fruitful ‘‘dialogue’’ with
the data displayed. On the other hand, it enhances discussions and debates, sup-
porting users by means of shared images.

Thirdly, InViTo looks for models which are simple and transparent. It avoids
the black-box approach and shuns complicated relationships among factors. In
fact, these characteristics, which are common among many land use and transport
simulation models, have a negative impact on planners’ and policy-makers’ trust

Supporting Planning Processes by the Use of Dynamic Visualisation 455



in information tools. For this reason, InViTo looks for linear connections among
spatial elements, as shown in the flowchart structure of Grasshopper. It allows
users to access the model and evaluate, validate or customise it.

One further feature of InViTo is its flexibility. Common land-use and transport
model are based on rigid frameworks which are difficult to adapt to the unique
needs of each case study. These can often be used only for specific applications,
such as land-use optimisation or accessibility analysis, and only at particular
scales. InViTo, however, allows the production of specific models for each case
study by a full customisation, which meets the purposes of application, its scale
and planning requirements. Its flexibility also concerns the compatibility with
different file formats so that it can employ databases, GIS data, raster and vector
files.

Finally InViTo can be applied to the morphological features of spatial elements.
Many models are based on the regular subdivision of areas by gridcells, which are
used to calculate the values of land transformation. InViTo can work with discrete
values of space, but it can also use the real shape of urban spaces, increasing
comprehension of the localisation for displayed data.

4 Case Study

InViTo has been used as PSS, intended as an ‘‘information framework’’ (Klos-
terman 1997), in different applications. In the COST Action TU1002 on accessi-
bility tools, it has been used to study the accessibility to public transport in urban
areas. To achieve this task, its structure has been arranged to reproduce an inte-
grated land use and transport model (LUTM) (Bertolini et al. 2012). In other
applications, InViTo has been used to simulate the dynamics of rule-based land
use models (Pensa et al. 2011; Marina et al. 2012) in order to asses a number of
projects for residential purposes. In these cases, InViTo has been organised to
relate different elements, as is usual in spatial models, though by means of a visual
and interactive interface as leitmotif to approach simulation.

In this chapter, InViTo is presented with another application, which focuses on
the visual support to the Analytic Network Process (ANP), a multi-criteria analysis
technique for the assessment of alternative project or planning options (Saaty
2001, 2005; Saaty and Vargas 2006).

The ANP is a recent development of the well-known Analytic Hierarchy
Process (AHP) (Saaty 1980). It represents a theory of relative measurement on
absolute scales of both tangible and intangible criteria, which are based on the
judgment of experts, and on existing measurements and statistics needed to make a
decision. Recent applications of ANP to urban and territorial problems (Abastante
et al. 2012; Abastante and Lami 2012; Abastante et al. 2011; Bottero and Lami
2010; Bottero et al. 2008) show that the theory considers the views of different
actors, even with heterogeneous languages and may contribute to the construction
and review of alternatives. In this sense it is important to underline that ANP
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allows the concept of participation to be developed, by means of focus groups
where different actors and decision-makers involved can deal directly with each
other.

In this version, InViTo has been used in different workshops and focus groups
for studying a number of bottlenecks along the trans-European railway axis (TEN-
T) 24 Genoa-Rotterdam, which is part of an Interreg IVB NWE Project called
‘‘CoDe24’’(CoDe24 2010). The case study here presented is about a German
section of corridor 24 between Frankfurt and Mannheim. The research aims at
identifying strategies and goals for the area, which has been recognised as one of
the most critical for the development of strategies for the Genoa-Rotterdam cor-
ridor (Masala 2012).

Through the collaboration between a research team of SiTI, which is a non-
profit association between the Politecnico di Torino and Compagnia di San Paolo,
and part of the Institut für Raum- und Landschaftsentwicklung (IRL) of ETH
Zurich, the problem was structured in three different scenarios, which were dis-
cussed in a set of workshops and focus groups at the Value Lab of ETH-Zurich.
These events were organised in order to involve both parties of the CoDe24
partnership and experts coming from the two cities of Frankfurt and Mannheim.
The Analytic Network Process was used to analyse different areas at different
scales, in particular from the urban to the trans-national, in order to assess
transport, economic and environmental issues (Lami et al. 2011).

The ANP divides the spatial problems into simple elements and, through a pair
comparison survey, asks actors to assign a weight to each element. Like other
methods, ANP provides the ranking of alternatives as a final result. In this pro-
cedure, InViTo was used to implement discussion during the ANP questionnaire.
By means of a visual and interactive representation of each element, ANP provides
a visual support to compare the localisation of costs and benefits for each scenario.

4.1 ANP Questionnaire

The assessment procedure within ANP methodology consists of pairwise com-
parisons. This is essential to establish the relative importance of the different
elements, with respect to a certain component of the network. In pairwise com-
parisons, a ratio scale of 1–9, namely Saaty’s fundamental scale, is used to
compare any two elements (Saaty 1980).

The structure of the pair comparison survey is divided into two distinct levels:
the cluster, which is principally strategic, and the node (or element), which has a
specific and detailed nature. The numerical judgments used in the pairwise com-
parison matrices are normally derived from a specific focus group made up of
decision-makers and stakeholders. This group works together to evaluate the
different aspects that characterise the problem with respect to the overall objective.
Its main purpose is to reach a consensual decision on the weights and priorities.
At the cluster level, the result of this phase is represented by the so-called cluster
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matrix, while at the node level, the ensemble of related vectors forms the
unweighted supermatrix.

As an example, considering the aforementioned application, the questions that
the focus group were asked to solve were similar to the one reported in Fig. 1.

Finally, according to the ANP theory, the cluster matrix is applied to the initial
supermatrix as a cluster weight. The result is the weighted supermatrix, which is
raised to a limiting power in order to obtain the limit supermatrix, where all
columns are identical and each column gives the global priority vector. In the case
of this specific application, the spatial problem has been structured into questions
concerning the whole area, divided into benefits and costs, where nine elements
shared among four clusters are identified. To evaluate the problem, 17 sets of
questions have been given to participants who were asked to respond by providing
a weight to each question. The pair comparison provided two limit supermatrices,
one for each subnetwork of Costs and Benefits. Each column of the limit super-
matrices, obtained from either subnetwork, provides the final priority vector of the
elements under consideration. Finally, the raw priorities of the alternatives
obtained from the limit supermatrices were normalised by cluster and synthesised.
These priorities became the input values for the final aggregation and synthesis of
the model results.

4.2 Visualisation of ANP Elements

In order to help the actors involved to understand spatial issues, each question of
ANP was supported by the visualisation of the symbolic positioning of the
expected effects. A map of expected consequences was hereby built for each ANP
element (Tables 1 and 2) on the basis of the expertise of researchers in the fields of
transport, economics, environment and spatial planning.

The wide scale of the case study corresponds to an approximation in the
building of the maps. However, no precise detail is needed because the workshops
were intended to aid the reasoning of experts and stakeholders in defining the key

With reference to the choice of the best alternative development scenario for 
the Rhein/Main-Rhein/Neckar area, which one of these two aspects do you 
think is more beneficial? And to what extent?

Economic and 
Transport      
Aspects

9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9
Environmental 
and Social     
Aspects

Fig. 1 Example of pair comparison between two clusters of elements
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elements for long term strategies on a very large scale. The maps should therefore
give an indication of the effect rather than the actual position of an event.

During the discussion, a set of dynamic maps for each question (Fig. 2) were
displayed to participants showing, in real-time, the behaviour of maps if the given
weight was 1 or 9 for one element or another. Effectively, participants were guided
in understanding where their choice might fall, so as to evaluate step by step the
importance of their response.

InViTo was used to build all the visualisations used in this ANP assessment
procedure. These visualisations are GIS-based and work with parametric features
which have been set to reproduce the ANP scale of evaluation. They have been
structured on a three-dimensional mesh where peaks change in height in corre-
spondence to the expected effect, as defined by the weights assigned (Fig. 3).

This means that the mesh changes its shape on the basis of the values given by
actors during the pair comparison of ANP elements and clusters. In particular, the
interactive interface enables the use of maps to display specific values according to
the requests of participants, as well as the identification of the areas with more
benefits (coloured in light grey) or costs (painted in black). To allow a better
understanding of the visualisations, the three-dimensional meshes are intersected
by a slicing plane, which works as a cursor running up and down to visually select
the areas included on a specific range of values. This plane (the transparent and
white horizontal plane) has the same height in all scenarios so to allow a better
comparison between them.

Once the whole set of questions has been answered, the weights resulting for
each element are summed up as defined by ANP technique and summarised in two
final maps, one for the Benefits and one for the Costs. These two maps overlap in
order to compare the localisation and the amount of effects due to the actors’
choices (Fig. 4).

Fig. 2 Example of maps presented to participants for the evaluation of each single question of
ANP. Each map represents the expected position of the effect of a specific ANP element
depending on the scenario
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The ANP questionnaire provided only one a ranking of scenarios, which
showed the second as the best and the third as the worst. The reading of maps
confirmed the ANP results and provided a lot of important points for the following
discussion. The maps highlighted where and how much benefits overcome costs
and vice versa, providing important elements for building reasoning and increasing
awareness in participants. The positioning of the effects and their intensity added
important contents to the debate so that some people changed their mind.

Fig. 3 Maps showing the total amount of the aggregate benefits for the three scenarios

Fig. 4 Overlapping of the total amount of costs (coloured in black) and benefits (coloured in
light grey)

464 S. Pensa et al.



5 Methodology Evaluation

A survey about visualisation and its use in assessment sessions, distributed among
the participants to one of the workshops at Value Lab of ETH Zurich, provided
important feedbacks for the improvement of the support system. Although by and
large comments were positive and participants satisfied, some participants
requested further explanation about the language used by the visualisation.
Dynamic maps seemed to be a good way to communicate spatial information, but
the high level of abstraction has introduced new rules in the reading of maps. This
proved to be a difficult obstacle to overcome especially in the case of participants
with technical expertise in GIS management. In fact, the deterministic approach to
the use of maps which distinguishes GIS technicians is far removed from the
conceptual representation used in this case study. Therefore, a more detailed
explanation of visualisation techniques have proven necessary.

In general, InViTo has been recognised by the majority of participants as being
very useful in real planning processes while all the participants evaluated it as a
useful tool for sharing information, knowledge building and as a support to the
discussion.

6 Conclusion and Discussion

The case study described in this chapter presents a new approach to visualisation
during the planning process. The goal of facilitating reasoning and awareness has
been achieved to the point that many participants in the workshops confirmed
InViTo as a being a useful PSS. The integration with ANP was effective in leading
participants to build their own reasoning and sharing it with the others.

The visualisation used in this research introduced new languages for reading
maps, overcoming the deterministic use and enhancing an abstract approach for
clustering and selecting spatial data. InViTo has shown to be highly flexible and
capable of being adapted to different case studies at diverse scales along the
corridor 24, as well as functioning as a fully transparent interface between ANP
technique and users.

The results obtained are encouraging, even if numerous issues remain to be
solved. The foremost being that the interface with users is mediated by a tech-
nician. The values of weight given by users are input into the model by an operator
as well as the movement of the slicing plane. On the one hand this is an advantage
to leading the workshop because helps maintain a framework for the discussion.
On the other it is a limit because the lack of an individual interface confines the
interaction between users and data, therefore limiting the possibility of a com-
prehensive knowledge of the model. This entails that a graphic interface for direct
interaction with the model is needed. First attempts have already been made by
introducing the aid of laptops and tablet PCs, although they have not been tested in
real decisional sessions.
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Beauty and Brains: Integrating Easy
Spatial Design and Advanced Urban
Sustainability Models

Eduardo Dias, Marianne Linde, Azarakhsh Rafiee,
Eric Koomen and Henk Scholten

Abstract This chapter contributes to the literature on the dyad creative design
versus analytical assessment. It describes the challenges of creating a planning
support system acceptable by designers, and reports the success of combining two
planning support tools: Phoenix, an easy-to-use natural user-interface (using
multitouch and physical objects input) for spatial design and Urban Strategy, a
framework for integrating advanced environmental and socio-economic models
for urban sustainability analysis. The systems were developed in different cir-
cumstances, contexts, by and for different groups, but their combination unlocked
the key to user acceptance and adoption. Their extremely low learning curve
attracts even the most technophobic stakeholders and makes use of recent
advances in cloud computing for storage and processing to deliver immediate
feedback. It allows anyone (especially designers) to sketch their solutions with
natural movements and immediately receive feedback on key indicators of the
sustainability performance, enabling iterative improvements of designs.

1 Introduction

1.1 Context

Our world is continuously evolving and we have been witnessing for the last
centuries a continuous shift from a rural society to urban modes of living. This
shift has been especially dramatic in the last five decades where a massive
urbanization took place and cities grew to mega-cities. Nowadays, more than half
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of the world population live in cities and soon there will be more than two-thirds.
Nevertheless, knowledge about city growth has not accompanied city development
itself and not every city is growing in a desired fashion. Urban development is a
complex dynamic process that is characterized by substantial spatiotemporal
variation. Growth and decline coexist within neighbouring regions at short dis-
tances from each other. For example, population and employment are expected to
grow in a few crucial regions in the Netherlands (the so-called main-, brain- and
green-ports), whereas a decline is expected between these regions and, especially,
in more peripheral parts of the country (Snellen et al. 2011). This makes steering
urban expansion and intensification important policy issues in many regions, while
preparing for decline and urban restructuring have become hot topics in others.
These processes are driven by various interacting and sometimes even conflicting
societal and economic forces that may impact regions differently.

Therefore, urban spatial planning is a complex process that goes much beyond
government steering. Many stakeholders, each with their own interests, are
involved as urban areas encapsulate different perspectives that range from econ-
omy, employment, mobility, noise, air quality, safety, aesthetics, health and cli-
mate change. It is common for spatial planning processes to recur to analytical
frameworks to assess impacts in the different perspectives that are important for
the stakeholders in order to minimize negative impacts and maximize benefits of
the intended interventions.

1.2 Governance, Governing, Planning and Design

Also on the governing side, we witness opposing forces: societal concerns such as
safety, accessibility and economic development call for active and preferably
centralised government control, but at the same time central government is
increasingly delegating its responsibilities to lower tiers of government. In fact,
attention is shifting from government to governance and societal organisations
(including businesses and non-governmental organisations) and individual citizens
become more important in decision-making processes. This process of change is
especially apparent in the renowned Dutch spatial planning system that is currently
being stripped from its most prominent features: top–down restrictive zoning
polices and urban concentration polices are being abolished. Also the underlying
principles of distributive justice and solidarity between regions are being removed
from spatial planning and the related allocation of funds. This is directly relevant
for the management of regional population decline as it implies that classical, costly
interventionist urban restructuring policies will not be feasible and calls for the
development of other, more innovative strategies, and using participatory approach
involving local industry, citizen groups and governing body around the table.

Although there are many actors involved, the planning (or the planning process)
of cities, parts of cities or urban zones usually starts with designers and creative
professions. And creativity delivers new solutions… there can be many new and
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different solutions, but in order to maximize positive impacts and minimize neg-
ative ones, also the initial designs should be evaluated in integrated models
reflecting the stakeholders criteria, the impact directly visible and potentially (most
likely) re-designed. So design is not a unilateral flow process, but becomes an
interactive process that allows in-design feedback, external reviews and contrib-
uting to the thought process of defining a polygon or a policy decision.

1.3 Science and Creativity Integrated in Design

When we design (design as a verb) we attempt to imagine a future before creating
it. The imagined future can be illustrated in a design (design as a noun). The verb
implies purpose and intention, before the intervention. We should thus enable
futures that are purposefully designed with full understanding of consequences. To
understand the consequences of our designs, we need to integrate science (process
and impact models) and creativity directly in the process of design. Dangermond
(2010) refers to this integration as a systematic methodology for geographic
planning and decision making now being called geodesign.

Instead of creating several alternatives to be tested and evaluated in a sub-
sequent step, designers can get direct feedback of their options, understand the
impacts and redesign to improve and achieve better results. These successive
improvements can be compared to genetic algorithms from computer science
(Goldberg and Holland 1988). These algorithms try to mimic the process of natural
evolution by selecting the most fit combination of solutions to create a new and
better set of solutions in subsequent interactions. Similarly the geodesign process
allows the designers to visualize the fitness-index (less impacts) of solutions and
consider maybe cross-solutions (or learn from the indicators) in the creation of
succeeding and improved designs, trying to optimize the solutions to minimize
impacts or fit a certain purpose.

The Geodesign name has just recently been coined and defined (Dangermond
2010; Ervin 2011; Flaxman 2010; Steinitz 2012; Zwick 2010). For example,
according to Flaxman (2010), ‘‘Geodesign is a design and planning method that
tightly couples the creation of design proposals with impact simulations informed
by geographic context’’. Although the name is new, it is not a new concept. The
concept has been placed in the 1960s, when a strong movement defined the inte-
gration of science where it would be possible to bring together scientific and reg-
ulatory information into the design phase as early as possible and this information
could improve the design method by filtering unfeasible options in an early stage
and allowing designers to focus on the options that the models suggested best
outcomes. This was described in McHarg’s (1971) seminal book Design with
Nature where he elaborated on the original idea for an empirical layered world
abstractions (which later would give birth to GIS with the layers concept) and this
layers could indicate impacts to the designers. But for PSS scholars, this concept
was described even in an earlier period, studied in the end of the 1950s, when Harris
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(1960, 1965) proposed a revolutionary approach to planning by integrating ‘‘sketch
planning’’ (as the drawing of alternatives) with state of the art analytical modeling
to directly visualize the implications of the sketches/alternatives. Nevertheless,
technology limitations (in data storage, processing capacity and uneasy human–
computer interaction) limited these proposals to become reality until recently.
Nowadays, the concept of direct interaction feedback with design can be imple-
mented in real time, so we now have a new name to celebrate the new opportunities.

2 Research Questions and Method

Nevertheless, it is uncommon for design studios with landscape architects,
designers, architects, to use analytical tools to inform and feedback on their design
decisions. So we asked ourselves: ‘‘Why?’’ and found a twofold research. First we
had to study how do these professionals work (which methodologies) and under-
stand if it limits the analytical potential to inform and improve designs. Secondly,
‘‘How can we develop a tool that would really support and benefit the design
process’’ (and be accepted by designers)? In order to understand what designers
need, we cooperated in around 50 workshops (from 2009 to 2012) where we pre-
sented the sketching tool in an early stage, discussed and gathered feedback from
landscape architects, regional planners, policy makers, governmental positions
(international, national, regional, local), even with local farmers who used the tool
to share local knowledge and support decision making. The extensive feedback
collected allowed for the adaptation of the tool to the demands. A summary pre-
senting the lessons learned will be discussed in the subsequent section.

3 Observations and Discussion

3.1 Bridging the Right and the Left

The left side of our brain is associated with analytical and objective functions,
while the right is famous for creativity, intuition, and aesthetics. Let us consider
this simplistic distinction within the spatial planning professionals when envi-
sioning and creating new landscapes and new urban developments. Planners and
geospatial researchers/professionals use analytical and objective tools to empiri-
cally describe the world and its processes (also known as spatial data and spatial
models). Designers (defined broadly as all developing creative spatial solutions,
such as architects, landscape architects, urban designers) perform by imagining
and developing creative solutions in zoning problems. The two professions are
generally seen separated in time and space. During the planning process (time),
designers start with creative and intuitive solutions which are only later evaluated
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for feasibility and sustainability using concrete measurements. And physically
(space), designers seat in the studio or zoning section, while the analytical or GIS
professionals usually sit in the information technology division (e.g. in munici-
pality offices). Different from analytical professionals, designers operate by gen-
erating many ideas and then deciding on presenting just few alternatives (chosen
based on different criteria).

Even worse, when considering the construction of facility management or
infrastructure planning, if design is separated/isolated from evaluation (due to
professional and disciplinary divisions) that leads to a lack of information flow
back to designers which ultimately can produce less advantageous design (or
plainly bad design) or at least that important conditions or considerations might be
ignored in the specific design alternatives that are selected for evaluation. This
means slow and expensive workflows by deferring evaluation to a post phase.

It has been previously reported that GIS, PSS and SDSS and other analytical
tools commonly fall short in efficiently supporting design efforts and decision
making in implemented and established processes (Beukers et al. 2012; Geertman
and Stillwell 2003; Te Brömmelstroet 2010; Te Brömmelstroet and Schrijnen
2010; Vonk and Geertman 2008). Corroborating with such previous research, we
also observed in the past that such analytical tools have not been able to support
the creative and dynamic process of design, a structural reason is that the data
gathering, processing base data, modeling tools takes too much time and resources
and cannot respond in the speed with which new ideas are generated from the
creative professionals. The position for the analytical tools would then be relegated
to evaluate a limited set of different options in a later stage independently.

But this lack of flexibility and unsupportive role of analytics in design is now
changing. With the advent of (1) new tools to host and manage gigantic geo-spatial
databases (cloud computing, big tables, hardware advances), (2) the recent
achievements in computer processing performance and (3) ubiquitous ‘‘natural’’
human–computer interfaces, we are now observing new opportunities for geo-
analytical tools to support the design professionals in real time. Base data is
available for regional to national levels in high detail, models run on the fly and
impacts calculated in real time as the lines in the sketch are designed.

From these recent computing developments, we felt that the widespread of the
‘‘Natural’’ user interface was a decisive development in planning support systems
acceptability. Recently, several studies applied natural user interfaces for direct
exploration of geo-information and spatial planning with reported success in the
users appreciation (Arciniegas et al. 2011, 2012; Jacobs and Koomen 2010; Lig-
tenberg et al. 2004). Designers have always been used to tangible interfaces (such
as large paper sheets, pens, markers or models/‘maquettes’), but the indirect
computing interfaces from the last decades (low resolution vertical screens, mouse
and keyboards) implied very intrusive technology and a large usability threshold.
So an important new paradigm in computer science that made computing more
accessible are the natural user interfaces where the users can interact directly with
the computer, for example in exploring geographic information, panning and
zooming became intuitive and natural by just touching the screen.
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3.2 More Lessons Learned

In the previous section we discussed two major limitations for PSS to be fully used
in the design phases: (1) the design phase usually happens in an early stage of the
planning, while analytical assessment is done after the designers present their
designs proposals, which usually are just a few alternatives from the hundreds that
could have been generated; (2) designers design many different alternatives in
outbursts and it has been impossible for information systems to prepare data,
process and display results in real time. But in our earlier developments and testing
of the system with designers we learned more lessons; (3) drawing in GIS is
different from designing: typically PSS and GIS develop from a technology per-
spective and the way drawings can be input in the system reflects a strict un-
natural data structure (point, lines, polygons) and very specific drawing rules
(polygons to be drawn point by point, clockwise and the last point has to be the
same as the first), while most GIS professionals understand and tolerate such rules,
designers need the flexibility and to be able to draw as they always did in un-
structured ways (to draw a rectangle, sometimes they don’t draw sequentially
clockwise the sides of the rectangle), so we devised algorithms to be able to
accommodate flexible drawings that mimic the way designers draw (they draw
freely, and if they can close the polygon in the end, so that the algorithm under-
stands the shaper regardless of the order. This was just a small change, but a great
example illustrating how listening to and observing the users we can dramatically
improve acceptance and usability, and (4) the black-box approach, this is a classic
complaint from PSSs that we also confirmed. If the analytical models are prede-
fined, hard to change, sometimes complex to understand, then stakeholders don’t
trust what they don’t manage or understand. The calculated indicators had to be
simple to understand and change and most important to be defined together with
the stakeholders in the workshop session. This was often an interactive process
itself also. Last but not least, (5) Independent work versus collaborative work:
designers sometimes work together (on a table and they collaboratively draw in the
same plan/paper) and we developed a multitouch environment to allow designers
to collaborate on the same project without the need to a mouse input, just touching
the screen which has the advantage of identical access to the system (instead of
who controls the mouse and keyboard, controls the discussion, creating an hier-
archical information flow) and the system was well evaluated initially! but…
sometimes (many times) individual team members also want to seclude for
inspiration, or just work on an idea thoroughly before presenting it to the col-
leagues. So, we needed to support in situ collaboration system where they can
draw together (in turns or at the same time, although they never did it at the same
time) on the large multitouch table/screen and we also feature individual design
(design as a verb) so that when the designer is happy with the portrayal of the idea
he can share it with the others in the collaborative large screen. For that we
implemented a websocket based multi-user map so that individual team members
can see the map data and individually draw designs and alternatives in personal
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devices (PC, Tablet, even smart phones). When needed/desired they would share
their designs in the table version. Using websockets (which seem to be the next big
thing for full-duplex communication on the web, but the future of technology is
harder to predict than land use), it is most commonly implemented in ‘‘messaging/
chat’’ clients, so we made sure that any sketched line and even the extent and
individual user is looking at can be directly shared or the user can wait for a few
lines to be ready and then share the alternative with all. This means that designers
can cooperate co-situated, in different devices, or even in different continents. This
multi-user PSS where you can actually see the map extent your colleague is
looking at (what he is seeing) and together edit the map; think ‘‘google-docs’’ for
planning/map editing.

4 Tools for Planners, Planning for Tools

4.1 Beauty

Phoenix, the beauty, where citizens, stakeholders or designers can sit around the
table (see Fig. 1) and easily draw their ideas via a very intuitive touch interface,
even without any geo-spatial expertise. They can also add information and interact
with the system using physical objects that represent functions (see Fig. 2a) and
easily access a repository of spatial data, a Spatial Data Infrastructure (SDI) in
order to overlay and explore the environment. The base data from the SDI revealed

Fig. 1 Planning session around the ‘‘table’’ (early prototype in 2009), when the physical ink pot
is placed on the table, the users can ‘‘draw’’ their ideas and plans
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to have a crucial role in the discussions because the users were able to easily turn
layers on and off that were relevant for the discussion (e.g. suitability aspects).
Phoenix is being developed by Geodan, a private Dutch company specialized in
geo-information.

This tool had evolved as a sketching and layer viewer tool to support the design
of digital spatial plans. Its human computer interface and easy to use functionality
evolved during several years via discussions and iterations with landscape
designers from a large planning department of a particular ministry. But it did not
contain any advanced impact models, so it only became a geodesign tool when we
decided to integrate it with Urban Strategy.

4.2 The Brains

Urban Strategy, is an interactive, decision support system developed by TNO (the
Netherlands Organisation for Applied Scientific Research) that contains modeling
expertise in local urban environments, involving aspects such as air quality, noise,
accessibility, safety, urban energy production and consumption, greenhouse gases
emission, and urban heat. Changes can be implemented in an interactive way (e.g.
extra residential area, road closure, clean trucks only in environmental zone) and
the effects of these on the quality of the surroundings are shown directly using the
state-of-the-art urban calculation models. The current models include: Traffic
(intensity and accessibility); Air quality; Noise (level, nuisance, sleep distur-
bance); External safety (group and place related risk); Groundwater flows and
levels; Accessibility of parks and gardens; Shade and shadow; Sustainability (e.g.
climate effects); and Cost/benefits of demolition/new development (Schelling et al.
2010). The input to the models was only accessible via a PC, with an interface
accessible only to experts. In workshops, it is an operator/moderator who would
manage the impact tool (see Fig. 3). The stakeholders could discuss and propose
changes.

From a technical perspective, also conceptual, this tool introduced an innova-
tion in the modeling infrastructure. The different models (air, noise, traffic, etc.)

Fig. 2 Details of the user interaction: a sketching with a finger, b using a physical object to
display a dynamic scale, c placing and rotating a small wooden block to define the center and size
of a buffer/distance
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exist as separate entities (can even be deployed in separate devices), but they
communicate with each other via a so called subscription communication frame-
work (see Fig. 4). In this way, interconnected or inter-dependent models can
subscribe to each other and if something changes on one, triggers computation and
new results on the other.

Fig. 3 Impact outputs of Urban Strategy. Left indicators in 1D, Centre 2D map which also has
editing functions, and 3D visualization that can show model outputs (such as noise or air
pollution contours)

Communication Framework             

Traffic Noise
Air 

quality
Access
ibility

Water Urban 
heat

Safety Interfaces

3D Datastore

Emissions

Fig. 4 Models and components of the analytical framework, focusing specially on urban
sustainability (e.g. emissions of greenhouse gases, urban heat, air quality, traffic)
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As an example, when a new building is designed in a certain street and 100
inhabitants ascribed to it, the traffic model would then be listening for change in
the map and automatically calculate the changes in traffic (congestion) in that
street due to the increased number of residents. The traffic model generates the
traffic demand and assignment of the traffic based on an all-or-nothing assignment.
The output consists of intensities per road segments. Based on this output the
environmental models can run, which answer to the requirements of the National
and European legislation for calculating these local effects. So in a similar fashion,
air quality model is subscribed to the traffic model and when it notices, it changing
automatically computes new air quality maps and indicators in accordance with
the new traffic. Also the noise model is subscribed to both the traffic and 3D map
module and will use the increased number of cars on the road and the position and
size of the new building to compute the noise propagation map and the indicators.
And so forth with all the subscribed models. This allows for direct feedback to the
designer from the available indicators.

Both tools were extended so that they could interact with each other. So now
the design sketched in workshops in Phoenix are sent to the analytical framework
and the results (impact maps and indicator graphs) are provided back to the
designer (Fig. 5).

Fig. 5 Latest interface that now calculates impacts of the plans right after finishing drawing (in
this case noise disturbance from roads)
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5 Past Experiences, Feelings, Reactions and Findings

Phoenix has evolved during several years 2007–2013 and it has been applied in
more than 50 workshops with landscape architects, regional planners, policy
makers, and different governmental authorities (local, regional, national and
international). It has been used in diverse cases ranging from register ideas on
spatial plans for road infrastructure with the ‘‘Dutch minister of infrastructure and
environment’’, to gather local knowledge of the farmers in a climate adaptation
workshop in a remote area of the Netherlands. Urban Strategy has been under
development since 2006 and has been used in impact assessment studies on several
projects, but due to its complexity, it is handled by an expert operator and results
as shared in consultation sessions. This section tries to summarize the lessons
learned for stakeholder acceptance and interaction with the interface tool (Phoe-
nix). It proposes settings for an optimal utilization of the tools and describes
recognized limitations in its applicability.

5.1 Less is More

While developing the tool, it was clear from the start that the drawing functionality
had to be intuitive. In creative phases one needs to have all the expression options
that one has when using paper and pen (e.g. colors, line thickness). The tool needs
to provide these in an intuitive way, virtually without instruction. If the expression
options are not provided or not intuitive, it will surely frustrate creativity. In
addition, and also crucial, was the finding that designers want to grasp the ‘‘whole’’
application (as they do with their other tools), this meant we had to reject buttons
with extra functionalities. It was a clear message of: less is more.

5.2 Flashy Gadget versus Black Box: Proceed with Care

We identified that a tool that looks new and flashy boosts enthusiasm and curiosity,
which immediately gives a positive boost to a planning process. But beyond that it
actually steered the process, in the beginning without modelling, since models are
sometimes considered too much of a black box, also noticed in previous research
(Geertman and Stillwell 2009; Vonk et al. 2005), so the models have to be
introduced with care and sensitivity. For example, the tool was used in 2011 in a
planning case in Bangladesh to discuss future interventions for regional climate
adaptation. We used a land use model to predict future scenarios, not in real time,
just as context background maps, but it lead to very intense discussions and
difficulties to get those results accepted (even without real time modelling). But
such reaction was not unique in the Bangladesh case. In many cases where
modelling results were introduced we witnessed similar reactions.
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It is important to note that planning is a very dynamic arena due to the many
stakeholders involved. Each individual has his/hers own interests, positions, pro-
fessional background and beliefs. But the predominant powers (authorities) in this
arena often steer the choices in a planning process. Therefore, the participatory
characteristics of such tools are crucial to allow more voices in the project. A lot of
the ‘‘black-boxness’’ many stakeholders feel in complex planning processes dis-
appears if they can freely navigate for themselves. This is one of the most
important strengths of Phoenix.

5.3 Data Balance

When we present limited (little amount of) background data layers, the discussions
become too vague and the planning workshop was inundated with questions. After
hours we could not see advances on the process. But correcting that with too much
context data, we witnessed increased and distracting discussions about the data
itself (e.g. on data suitability, lineage, quality, portrayal choices). These are indeed
relevant discussions, but they cost precious time of the planning workshop, which
is a very limited resource as the stakeholders’ workshops consisted of two hour
sessions. In the end of the session, only data had been discussed.

5.4 The Right People at the Right Place (Phase)

Our feeling is that in order to successfully implement this tools, it should not be
about the tool (or its data), but about the people and ideas. Our experience was that
we needed to prepare the people (to make them open for the tool). On a workshop
level this requires careful introduction of the tool and a willingness of all partic-
ipants to interact with a focus on optimizing the overall outcome. On a broader
planning process-level the fuzzy, ad-hoc, time and money constrained nature of
most planning processes makes it very difficult to organize a planning process with
the proper tools in the proper phases.

It is crucial to apply the tool in the right phase. We discovered the tool to be
especially useful in the diversion phase, and not so much in the conversion phase.
The ‘‘diverging phase’’ in planning cycles (Faludi and van der Valk 1994) is when
stakeholders attempt to identify appropriate and different solutions. And our
attempts to use the tools in the ‘‘conversion phase’’, when a choice needs to be
made (choosing the best from three alternatives), it was not so useful. For that, in
depth analysis and reporting was a preferred method.
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6 The Next Case Studies: Public Participation
and Smartness Modeling

Two new studies are planned to explore the use of this system from different
aspects.

At this moment the most important channel for citizens to influence decision-
making is the traditional public consultation and participation meeting. These
meetings have important disadvantages as participation is restricted in time and
space, meetings are often dominated by vocal minorities and the average citizen
does not understand the jargon of planners. We will explore if the ease of use map
interface allows and motivates citizens to contribute ideas to the planning process,
then we can overlay and compare the hundreds of thousands of ideas and try to
merge them into a democratic proposal (using common features and medians of
the different plans). The second case study is to model city smartness, as in
knowledge-work-force presence and creative industry attractiveness which are
precursors of innovation and economic growth.

Globalisation is a dominant socioeconomic force that is associated with changes
in the production and employment structure of countries and regions. It brings
business opportunities and foreign investment to, for example, the Brainport region
of Eindhoven in the south of the Netherlands, a high-tech cluster of industry and
academia focused on innovation and technology. But at the same time, globalisa-
tion is partially responsible for rapid reductions in employment and outflows of
high-skilled people in other regions. We are working together with this growing
region and it was clear from the initial requirements assessment that a major priority
for this urban zone is the economic development via the capture of knowledge
workers and high skilled work force (including creative industry). The advantages
have been previously described: Spatial concentration of activities, involving
spatial and social proximity, increases the opportunities for interaction and
knowledge transfer, while the resulting spill-over effects reduce the cost of
obtaining and processing knowledge. In addition, knowledge workers preferably
interact with each other in agglomerated environments to reduce interaction costs,
and they are more productive in such environments (Florida 2002). But knowledge
workers feel attracted to environments with particular characteristics (cultural offer,
environmental quality, heritage) so the next challenge is to incorporate as an
indicator the impact in the knowledge workforce attractiveness in the planning tool.

7 Concluding Remarks

The world evolves and changes. Frequently these changes result from uncoordi-
nated human interventions. Our landscapes are becoming more fragmented and
depleted and many cities are growing in unsustainable pace and fashion. It seems
we are not consciously designing our future! We are not evaluating and accounting
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for long-term impacts of our actions on our communities, our cities, our society. In
order to minimize negative impacts, the Geodesign concept is proposed as it
provides feedback to designers directly on the planned interventions. We imple-
mented the concept of Geodesign by integrating an ease-of-use digital sketching
tool with a complex and comprehensive modelling framework.

The design is facilitated by a digital natural user interface that transparently
records the creative ideas in sketches and provides feedback, immediately. This
new interactive process allows for immediate improvements and more targeted
designs which are evaluated and measured against intended future outcomes. The
interactive tool took many years with iterative improvements with the design
professionals. The lessons learned for the development and implementations of
such tools can be summarized into 5 aspects: (1) design phase is typically separate
and earlier than the assessment phase, designers need to be motivated to explore
the analytical tools, but one should be aware of the different creative method from
designers who, (2) develop tens or hundreds of alternatives to later remorselessly
scratch out most of them to the benefit of a very few (sometimes chosen only from
its innovative or aesthetics), so the tool should support the sketching and fast
outburst by being flexible in inputs and fast in results, since (3) to be flexible in
input is only achieved by observing and listening to the needs of the designers who
are used to tools as ease as pen and paper and will not accept technical limitation
in the creative input, (4) but they are not only interested in creative input, to use
the quantitative impact models, it is clear that the models need to be changeable
during the process and understandable, otherwise the we fall in the classic black-
box pit. Last lesson learned was that collaborative planning is a key word, but does
not mean designers can or desire to always work on the same group interface, (5)
sometimes they need solitude moments where they can explore an idea before
presenting it to the colleagues or process, so the system has to be flexible to link to
additional interfaces (such as tablet devices) that allow users to individually retreat
and create.

But naturally there are also limitations to the use and implementation of these
tools. It proves to be especially useful in ‘‘diverging planning’’ (start or prepara-
tion) phases, usually at the start of a planning process, where the intention is to
create many possible and divergent alternatives. It was not so welcome in the
conversion phase when a final decision (where the ‘‘best’’ alternative) should be
selected. A recognized risk in using the exploration and sketching tool, Phoenix,
lies in trying to include all the relevant background data for a specific planning
objective. Our experience shows that too many maps (which require too much
introduction) often saturate the planning process. Humans only have a limited
capacity to handle information. A crucial step that we have not observed in
geodesign tools or in planning support systems is to procedurally limit and sim-
plify the available data to the core, but without neglecting any crucial parts. In
addition, for the individual (or the combination of tools) to work in practice, one
needs to consciously and carefully introduce them in the planning process. On a
workshop level this requires careful introduction of the tool and a willingness of all
participants to interact with a focus on optimizing the overall outcome. On a
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broader planning process-level the fuzzy, ad-hoc, time and money constrained
nature of most planning processes makes it very difficult to organise a planning
process with the proper tools in the proper phases.
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